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Introduction

Cette these présente des mesuldesteneur en a dans les phases
vapeurs de différents hydrocarburesgéthane et éthan&t dans un mélange
d’hydrocarbures gazeux (méthane 94%ihane 4%, n-butane 2%) dans des
conditions proches de larfmation d’hydrates (de 2585 a 313.15 K et jusqu’a
34.5 MPa). Des mesures de solubilités de gaz sont aussi tabulées.

Ce chapitre expose la technique émmentale mise en oeuvre pour
déterminer ces propriétés, ainsi que ldifficultés rencontrs lors de I'étude,
notamment dues a I'analyse des traces d’eau.

Les résultats expérimentaux ont étwdeélisés en utilisant différentes

approches pour la représentatidies équilibres entre phases.
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1. Introduction and Industrial Context

The worldwide demand for primary energy cangs to rise. The energy resources of the
earth may be classified into two categori@ssil fuels and geophysical energy. Fossil fuels
(crude oil, natural gaand coal) currently provel 90 % of primary energil]. Crude oil is a
finite resource but the question of how long ressmwill last is difficult to answer. Based on
current trends, half of the proven reservesrofde oil will be consumed by 2020. In 1994 30
% of crude oil reserves haskdén consumed compared to only 15 % of proven natural gas
reserveq?2]. At the end of 1999 the proven worldsgeeserves were estimated to be 146.43
trillion cubic meters, which corresponds to 131.79 thousand million tonnes oil-equivalent
(mtoe) (Proven oil reservest the end of 1999 are estimated to be 140.4 thousand million
tonnes)[3]. By the end of 2001, the proven worldsg&serves were estimated to be 153.08
trillion cubic meters, which corresponds 187.8 thousand million tonnes oil-equivalent
(mtoe) (Compared to 143 thousand million tonnes of oil resefdgsBy comparison, the
reserves/production (R/P) ratio of the proven @odserves of gas tsgher than oil's R/P
ratio (Figure 1.1).

Figure 1.1: Gas and oil R/P ratios
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Therefore, it is expected that in the dezsmtb come natural gas will gain prominence
among the world's energy resources. Moreoveis #éxpected that higher crude oil prices
(Figures 1.2a and 1.2b) will stimulate explavatactivities and perihexploitation of gas

accumulations that are currently not commercially vigdje

Figure 1.2a Crude oil prices since 1861, US dollars per Barrel
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Figure 1.2l Energy prices of oil and natural gases
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Natural gas is rapidly growing in globmhportance both as a primary energy source
and as a feedstock for downstream industry. Traditionally, natural gas production has been
treated secondary in comparisaith oil or as a by-product dhe oil business. Nevertheless,
natural gas consumption has constantly condrnoeincrease from 50 % of oil consumption
in 1950 to 98 % in 1998 his growth is being driven byraumber of economic, ecologic and

technological factors together wisim overall increasing energy demand:

1. Itis an abundant resourcetivan increasing reserve base.
2. ltis environmentally cleaner than oil and coal.

3. Technology improvements in gas guztion, processing and transport.

Natural gas occurs in subsurface rock fdiores in association with oil (associated
gas) or on its own (non-associated gas). Ittsnesed that 60 percent of natural gas reserves
are non-associated. The main ddgosnt of natural gas is methe with the remainder being
made up of varying amounts tife higher hydrocarbon gases éath, propane, butane, etc.)
and non-hydrocarbon gases such as carbon diaxitlegen, hydrogen sulphide, helium, and

argon. A typical composition of natl gas is given in TABLE 1.1:

Hydrocarbons Non Hydrocarbons
Component Mole % Component Mole %
Methane 70 - 98 Nitrogen trace - 15

Ethane 1-10 Carbon dioxide trace - 20
Propane trace - 5 Hydrogen sulphide trace - 20
Butane trace - 2 Helium up to 5 (none
Pentane trace - 1 usually)
Hexane trace — 1/2

Heptane and + Trace

TABLE 1.1 -COMPONENTS OF TYPICAL NATURAL GASES

*Natural gases can be found which are preiiately carbon dioxide or hydrogen sulphides.

Inside reservoir, oil and haral gas normally coexist with water. This water comes
from the sub adjacent aquifer. The presesfo@ater causes problendsiring production (e.g.
water drive and water coning) that lead t@réasing reservoir pressures. The presence of
water also causes crystallisation of salts ameh&bion of hydrates. Naral gas hydrates, also
referred to as clathrates, are crystalline stmas of water that surround low molecular weight
gases such as methane, ethane, propane or butane.

Moreover, when gas is proced offshore, the separatiof liquid fractions and the

removal of water are not alwagarried out before the productifiow is sent into pipelines.
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Consequently, the unprocessed well gas stse@oming from a production field can contain
water and light hydrocarbon moldes (methane, ethane, propagie.). Given the correct
temperature and pressure conditigoarticularly large temperatuggadients), thigan lead to
hydrate formation during the transport througbetines. The formation of gas hydrates in gas
and oil sub-sea pipelines often results iairthblockage and shutdowHowever, gas hydrate
formation may be controlled by adding aemmodynamic inhibitor such as methanol or
ethylene glycol intothe pipeline. The adtibn of such compounds changes (shifts) the
condition required for gas hydrate formation tavdéo temperatures and (or) higher pressures.
These problems can become more severe amne didicult to resolve in deeper wells.
Accurate knowledge of the thermodynanmroperties of thevater/hydrocarbon and
water-inhibitor/hydrocarbon equiliium near hydrate formingoaditions, at sub-sea pipeline
conditions and during transport is therefocrucial for the petroleum industry. These
properties are essential throughout the natgasl production and transport process (Figure
1.3) to avoid hydrate formatn and blockage, to optimiséne process and the use of

‘—r Dehydration or ‘—r

inhibitor
injection

©
@ £ @ Fuel to Gas
PG P HTR/Engine
Gathering System  ro=====-===-====------mmmmmmmmm oo oo oo oo

inhibitors.

' 1

! 1

! 1

! 1

! 1

—® i @ Dehydrator or @ !
: inhibitor !

7777477777 i injection Compr !
Well ! i

' :

! 1

Processing Plant

Figure 1.3 Typical gas production, gatheg and processing plant (fro8loan 1990[5])

(The gas comes from the well at point A and may be heated before B. The pressure is regulated before C and
depending on the conditions inhibitor may be injected before D and before the gas enters the gathering system.
Gases from several wells may be gathered for econ@agons. Then the gas enters the processing plant and

again there may be an injection of inhibitor depending on the temperature and pressure conditions (F). The gas

is then compressed (G), cooled in a chiller (H) and used).

Unfortunately high-pressure data of waltgdrocarbon(s) systems at these conditions
are scarce and rather dispersgtllow temperatures the water content of natural gas is very

low and therefore difficult to measure accuratelth trace analysis. Accurate water content
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measurements require special @atiten. As natural gas is norihain contactwith water in
reservoirs. During production anichnsportation, dissolved wate the gas phase may form
condensate, ice and / or gas tatdr Forming a condensed wapdase may lead to corrosion
and / or to two-phase flow problems. Ice drmat gas hydrate formath may cause blockages
during production and transportati. To give a qualified estimabf the amount of water in
the gas phase, thermodynamic models are required. Therefore, accurate gas solubility data,
especially near the hydrateabtlity conditions, are necesgato develop and validate
thermodynamic models.

Gas solubility in water is also an importasgue from an environmental aspect due to
new legislation on the restriction of hydrocamboontent in disposed water. Unfortunately,
gas solubility data for most light hydrocarbasitslow temperature conditions (in particular
near the hydrate stability) are also scarce and dispersed. The main objective of this work is to
provide the much needed solubilitytdat the above-mentioned conditions.

The aim of this work is to study the phasguilibrium in water — light hydrocarbons -
acid gases — inhibitor systems by generating egperimental data at low temperatures and
high pressures as well asxtending a thermodynamic mdddn this dissertation, a
bibliographic review has been done on thesghbehaviour of water-hydrocarbons systems
and is reported in the second chapter. Théewaontent and gas solubilities of similar
systems have been gathered from the literature. In order to generate the outlined
thermodynamic data, the commonly used metHodsneasuring water content / water dew
point and gas solubility ameviewed in the third part.

An apparatus based on a static—analytichogttcombined with a dilutor apparatus to
calibrate the gas chromatograpgBQ) detectors with water was used to measure the water
content of binary systems (i.e.. water —_mathand ethane- water) as well of a synthetic
hydrocarbon gas mixture (i.e.: 94% methane, 4% ethane anah-RB%ane). This same
apparatus was also used to generate data of methane, ethane, propane, n-butane, carbon
dioxide and nitrogen solubility ¢k in water and also the solubilities of a synthetic mixture in

water.

Additionally, a series of new data on the &ility of carbon dioxide in water has been
generated over a wide temptirre range. A technique bdsen measuring the bubble point
pressure of known CQwater binary mixture at isbermal conditions, using through a
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variable volume PVT cell, was used in thisrwoSolubility measurements of methane in
three different aqueous solutionsntaining ethylene glyc@R0, 40 and 60 wt.%) were also

performed at low and ambienttperatures. The differentiresponding isotherms presented
herein were obtained using an apparatus basestatic-analytic method coupled with a gas

meter.

Then, a thermodynamic model based on twifedint equations of state: the Peng-
Robinson equation of statPR- Eo$ and the Valderrama modificah of the Patel and Teja
equation of stateMPT - Eo$ associated with the classiqaixing rules and the non density
dependentN\DD) mixing rules, respectively was extendedrder to predict phase behaviour

of these systems.

In order to improve the calculation cap@@k of the Peng - Robinson equation of
state, the temperature dependency of the &tteaparameter was assessed. Generalized alpha
functions are preferably used because e@irtipredictive ability ad the reduction of the
number of parameters. Three different alfinactions have been compared: a new proposed
form, a generalized Trebble-BishndiB) and a generalized Mathias-CopemMcCj alpha
function for particular cases involving natlirgas compounds, i.e.: light hydrocarbons
(methane, ethane, propane, butane, pentavedgr, carbon dioxidejitrogen and hydrogen
sulphide. The vapor pressures of 22 pure compowmde used to develop and generalize a

new alpha function for the PerRpbinson equation of stateR-Eo0$.

Thermodynamic modelling of water conteott different vapour phases: methane,
ethane and the synthetic gascture in equilibrium with liquil water as well as gas hydrates
has been investigated as well as gas sdtiglsilin water at low temperature conditions.
Finally, the prospect of using this model to predict phase equilibrium of acid gases — water

systems has also been investigated.

Finally, the data generated along with érig data were used for development and
validation of an empirical correlation for vea-hydrocarbon phase behaviour in industrial
applications. This correlation takes into accdhetgravity of the gashe presence or not of
acid gases and the salinity of the aqueous soltigmedict the water content of the vapour in

equilibrium with water in kjuid or solid water.
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Literature Survey

Dans ce chapitre, un résumé desoiétes remarquables de l'eau est
exposé. De ces propriétés découlent ledae I'eau permette la formation des
hydrates de gaz.

Apres avoir expliqué les propriétés agracteristiques des hydrates de gaz,
une revue des données disponibles dargtéature concerant les propriétés
d’équilibres entre phases des systemes hydrocarbures — eau est présentée a
savoir: les solubilités de gaz dans I'edes teneurs enael des phases "vapeur"

et les pressions de dissociation d’hydrates.
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2. State of the Art, Bibliography Review

2.1 Properties and Charadsics of Water

It has been largely observed that water isancegular solventndeed the thermodynamic
properties deviate from thosaf a regular solution and ¢hwater molecule has unusual
properties. Many of these propges can be explained by the sttwre of the water molecule
and the consequences coming from this structure. The structure of the water molecule leads to

the possibility of hydrate formation.

Water is an unusual liquib-10]. At low enough temperaturesd pressures, it expands
when cooled, becomes less viscous when cessed and more compressible when cooled,
and its already largesobaric heat capacity increasesidgjuely upon cooling. Some of the

main unusual properties of watean be cited as below:

- High boiling point, melting point and critical point

- Low density of liquid phase

- Higher density of its liquid pls than of its solid phase
- High heat of fusion and heat of vaporization

- High specific heat

- High dielectric constant....

The first example of unusugkoperties of the water molecule is its density. The water
density has a maximum value at 2/FZK (3.98°C) in the liquid stat§Vater is unusual in that
it expands, and thus decreases in densityt, iascooled below 277.13 Kits temperature of
maximum density). Another unusual propertynaiter is that it expands upon freezing. When
water freezes at 273.15 K, at atmospheric pressure, its volume increases by about 9%. This
means that ice floats on water, itee density of liquid water (1000kgf)ris greater than the
density of ice (917kg/f at the freezing poiri.0].
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Figure 2.1 Shape of the water molecule (frdip://www.Isbu.ac.uk/watgr

Other examples of the unusual propertiesvater are its melting point, boiling point and
critical point. Elements in the columns ofettperiodic table of elements have similar
properties or at least properties that varg iperiodic, predictable manner. The 6A column in
the table consists of oxygen, sulphur, seleniamd tellurium. It is expected that these
elements and their compounds have similar proertie at least to behave in a predictable
pattern.The hydrogen compounds of the column élments are watdhydrogen oxide),
hydrogen sulphide, hydrogen seld®j and hydrogen telige. All have the chemical formula
H2X, where X represents the group 6A elementvéf look at their normal boiling points, it
could be possible to preditte boiling point of water.

The melting point of water is over 100 K highttian expected by extrapolation of the

melting points of other Group 6A hydrides,; 3] H:Se, and HTe, are shown compared with
Group 4A hydrides in Figure 2.2.
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Figure 2.2 Melting points of the 6A and 4A hydrides

The boiling point of water is ab unusually high (Figure 2.3Although it isnot exactly
linear, the same linear approximation could bedut estimate the boiling point of water.

This extrapolation yields an estimateailing point of 195.15 K compared to 373.15 K.
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Figure 2.3 Boiling points of the 6A hydrides
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Following the same assumptions, the critipalnt of water is ove250 K higher than

expected by extrapolation of the critical psinf other Group 6A hydrides (see Figure 2.4).
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Figure 2.4 Critical points ofthe 6A hydrides

In TABLE 2.1, the enthalpies of vaporizatiane listed for sevefa&omponents at their
boiling point. From this table including botgbolar and non-polar compounds, it can be
noticed that water has a larger enthalpy gfor&ation, even in gaparison to other polar
substances within the exdem of ethylene glycol.

Compound Nature Enthalpy of

Vaporization (kJ/mol)
Water Polar 40.8
Methanol Polar 35.3
Ethanol Polar 38.6
Acetone Polar 29.6
Ethylene Glycol Polar 52.7
Hydrogen Sulphide Polar 18.7
Methane Non- polar 8.2
Ethane Non- polar 14.7

TABLE 2.1 — ENTHALPIES OF VAPORIZATION OF VARIOUS COMPOUNDS AT THEIR
BOILING POINT
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To finish with the unusual properties of watene of a more partidar interest in the
lighting of this dissertation, which can be outtine that the solubilite of non-polar gases in

water decrease with temperauio a minimum and then rise.

All of the unusual properties of water notedrlier can be explained by the shape of
the water molecule and the interactions resulting from its shape. Water seems to be a very
simple molecule, consisting of just two hydragetoms attached to an oxygen atom (Figure
2.1). In the water molecule, the bond betw#an oxygen and hydrogen atoms is a covalent
bond. The two hydrogen atoms bound to one oxygen atom to form a 'V' shape with the
hydrogen atoms at an angle around 104.5°. Wherhydrogen atoms combine with oxygen,
they each give away theimgjle electron and form a covaldsiand. And becausaectrons are
more attracted to the positively charged oxygen atom, the two hydrogen atoms become
slightly positively charged and the oxygen atbatomes negatively charged. This separation
between negative and positive charges prodacpslar molecule, and the hydrogen lobes
now having a positive charge. The oxygen atmmthe opposite side having two negative
charges produces the 'V' shape of the mddec¢hecause of the interaction between the
covalent bond and the attracting/repulsion between the positive and negative charges). The
electrostatic attraction between the posigiveharged hydrogen and the negatively charged
lone pair electrons of oxygdead to the possibility of hydgen bonding and thus the water
molecules will tend to align, with a hydrogemolecule lining up with an oxygen molecule.

Because of the V shape, when the watereawdes line up, they form a hexagonal pattern.

In ice, all water molecules participate four hydrogen bonds (two as donor and two
as acceptor). In liquid water, some hydrogen bonds must be broken to allow the molecules to
move around. The large energy required for kireathese bonds must be supplied during the
melting process and only a relatiyehinor amount of energy is reclaimed from the change in
volume. The free energy changeéd = 'H-T'S) must be zero at the melting point. As
temperature is increased, the amount of hydrdgending in liquid water decreases and its
entropy increases. Melting will only occur when thes sufficient entropy change to provide
the energy required for the bond breaking. Asahgopy may be described as the degree of
disorder in a system, the greater degree ofrdesas associated with the greater entropy. In
pure liquid water, the molecideare free to move about, bitey are somewhat hindered
(through ordering) by the intermolecular irgetions, especially hydrogen bonding. The low

entropy of liquid water (lower #n in a regular liquid) causelkis melting pant to be high
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(higher than the other 6A hydrides where th&apy change is greater and thus leading to

lower melting point to allow the free energy to be zero).

In comparison with the other 6A hydriddsere is consideréd hydrogen bonding in
liquid water, which prevents water molecules from being easily released from the water's
surface. This reduces the vapour pressuralingoonly occur when the vapour pressure
equals the external pressure, therefore thisrsaua consequentially higher temperature than
predicted by the extrapation. The high heat of vaporizatiohwater is also explained by the
hydrogen bonding. Even at 373.15 Keté is still strong hydrogdronding in liquid water and
thus requires a greater deal of energy to bredkor similar reason, éhhigher critical point
can be explained: the criticpbint can only be reached when the interactions between the
water molecules fall below a certain threshtddel. Due to the strggth of the hydrogen
bonding, much energy is needed to cause this reduction in molecular interaction and this
requires therefore higher temperatures.

Gases are poorly soluble in water witle tbxception of some gases: carbon dioxide,
hydrogen sulphide. The solubilization of gasmay be considered as the sum of two
processes: the endothermic opening of a déthpocket in the water, and the exothermic
placement of a molecule in that pocket, duthtovan der Waals interactions. In water at low
temperatures, the energy required by the opepingess is very sriaas such pockets may
be easily formed within the water clustegi The solubilization process is therefore
exothermic. As an exothermic processfavoured by low temperature (Le Chatelier's
principle), the gas solubility (energy sourcethiis case) decreases with temperature rise. At
high temperatures the naturatsiering is much reduced, theyed more energy is required
for opening of the pocket inhe water. In that case the solubilization process is an
endothermic process and as predicted by theChatelier's principle, the gas solubility
increases with temperature rise. Between these two cases the solubilization process is
athermic, i.e. the opening and the molecule grf@@nts processes give as much energy to the

system and thus the gas solubility goes through a minimum.
It is also a result of the hydrogen bond thatter can form gas hydrates. Because of

hydrogen bonding, the water molecules will teémélign, with a hydrogen molecule lining up

with an oxygen molecule. Because of the \Amd when the water molecules line up, they
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form a regular pattern, the presence of cergmiest compounds tends the water molecule to

stabilize, precipating a Bd mixture of water and of this (these) guest(s).

2.2 Gas Hydrates

Gas hydrates are solid crystalline compouiedsied from mixtures of water and guest
molecules of suitable sizes. Based on bgdn bonding, water molecules form unstable
lattice structures with severaiterstitial cawties. The gas molecidecan occupy the cavities
and, when a minimum number of cavities aceupied, the crystalline structure becomes
stable and solid gas hydrates are formed, even at temperatures well above the ice point. Gas
hydrates are solid crystalline compounds forrfrech mixtures of water and guest molecules
of suitable sizes. The water molles are referred to as thest moleculesand the other
compounds, which stabilize tloeystal, are called thguest moleculesThe hydrate crystals
have complex, three-dimensional structurewimch the water molecules form a cage and the
guest molecules are entrapped in the cages.

Structure | hydrate consists of two typscavities, a small pentagonal dodecahedral
cavity consisting of 12 pentagonalngs of water, referenced as?5and a large
tetrakaidecahedral cavity cassng of 12 pentagonal and dwhexagonal rings of water
(Figures 2.5 and 2.6). Typical gases aiethane, Ethane, Ethylene, AcetyleneSHCQ,
SO, Ch,.

Structure Il hydrate consists also ofotviypes of cavities, the small pentagonal
dodecahedral cavity consistinf 12 pentagonal rings of water, referenced’dsahd a larger
hexakaidecahedral cavity consisting of 12tagonal and four hexagonal rings of water,

referenced as'®* Typical gases are: Propane, Batane, Propylene, iso-Butylene.
Structure | hydrate is formed from 46 wataolecules and structure 1l from 136 water
molecules. Another structure has been disaecalled the H structure, formed from 34
water molecules and consisting in three types of cavities:
1. The small pentagonal dodecahedral caeitysisting of 12 pentagonal rings of

water, referenced as%
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2. A larger hexakaidecahedral cavity dsting of 12 pentagonal and 8 hexagonal
rings of water, referenced a¥&.

3. An intermediate cavity consisting of 3 squares, 6 pentagonal and 3 hexagonal rings

of water, referenced as 8° 6°. Typical gases are: Methyltane, 2.3 or 3.3-Di methyl 1-2-
butene.

Figure 2.5: Cavity Geometry 5(a), 5°6%(b), 5%6%(c), 45°6%(d) and %%6%(e)

n-butane @QOQ’
i-butane @&
Lo

propane %@
Molecule M; cyclopropane %@)

Molecule M2

in cavity 42 m ethane @@ in cavity %2 6
Q methane Q

Figure 2.6 Cavities 3% and 5%6%with their guest molecules

Another interesting thing about gas hydrateth#& guest moleculés fill the cavities
without bonding they are held in place by \er Waals forces. The guest molecules are free
to rotate inside theages built up from the host molecules. To sum up the formation of a gas
hydrate requires the following three conditi¢h8]:

1. The right combination of temperature and pressithgdrate formation is favoured

by low temperatures and high pressures.

2. A hydrate formerHydrate formers include methane, ethane, and carbon dioxide.
3. A sufficient amount of water.
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2.3 Experimental Data

The knowledge of phase equilibrium tdaon water - hydrocarbons systems are
fundamental in the environmental sciencegetroleum and chemical engineering industries
for many reasons:

X to set dehydration specificatiof processed hydrocarbons
X to avoid the occurrence of hydrates durihg transport or the processing, for the
recovery of hydrocarbons dissolved in thiater basins and because of the change

in phase diagram occurring due te thresence of water (Figure 2.7).

Figure 2.7 Water effect on the methane-n-butane system from
McKetta and Katz1948[11]
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It is also necessary to have the more atewdata to provide a means for developing or
improving the accuracy of predictive equilibria modé&lendergraft et al[12] even reported
that limited data for water-hydrocarbon systdmse been reported and quality ranged from
average to poor.

The studies of water in vapour gas phases the solubilities of hydrocarbons in water

have been separated in two particular cases.

2.3.1. Water Content in the Gas Phase

2.3.1.1.Water Content in the Gas Phase of Binary Systems

The water content of a na#l gas in saration condition is maly dependent on
pressure and temperature coratis. The water content in gdrocarbon gas pka decreases
with the pressure and the teemgture (Figure 2.8). Varioustaors have conducted studies of
the water content of various tea - hydrocarbon(s) and watemgas systems. It should be

noticed that essentially binasystems have been investigated.

The TABLE 2.2 shows all the water content data reported for all natural gas main
components. As can be seen, most of thete ltave been reported for methane — water and
carbon dioxide water systems andggh temperatures. These systems have been investigated
for their majority at temperatures higher thai® 29 Only few authors have studied that kind
of systems at lower temperatures, near hydi@tming conditions, because of the very low

water content and the difficulties associated with the analysis of water traces.
The presence of salts in the aqueous pligseeases the wateapour pressure and

thus the water content in the gas phase. A ctiorecould be applied to take into account the

salinity of the liquidphase (Figure 2.8).
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Figure 2.8 Water contents of natural gases (from GPA handipb®
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Component Reference min /K Tmax /K Pmin IMPa  Prax /IMPa

Methane Dhimaet al. (2000)[14] 298.15 298.15 1 35
Althaus (1999]15] 253.15 293.15 0.5 10
Ugrozov (1996)16] 310.95 377.55 2.53 70.93
Yokoamaet al. (1988)[17] 298.15 323.15 3 8
Yarym-Agaevet al.(1985)[18] 298.15 338.15 25 12.5
Gillepsie and Wilson (198219] 323.15 588.70 1.4 13.8
Kosyakovet al.(1979)[20] 273.16 283.16 1 10.1
Aoyagiet al.(1980)[21] 240 270 3.45 10.34
Kosyakovet al.(1982)[22] 233.15 273.15 1 10.1
Rigby and Prausnitz (1968)3] 298.15 373.15 2.3 9.3
Culberson and Mc Ketta (195[24] 310.93 310.93 5.2 35.7
Oldset al. (1942)[25] 310.93 510.93 2.672 68.856
Ethane Althaus (1999]15] 253.15 293.15 0.5 3
Song and Kobayashi (199(26] 240 329.15 0.34 3.45
Coan and King (1971p7] 298.15 373.15 2.3 3.6
Anthony and McKetta (1967)[28] 308.15 408.15 2.6 10.8
Anthony and McKetta (1967) [29] 311.15 377.15 3.5 34.7
Culberson and McKetta (195[24] 310.93 310.93 4.2 12
Reameeet al. (1943)[30] 310.93 510.93 2.2 68.2
Propane Song and Kobayashi (199¢26] 235.6 300.15 0.6 11
Klausutis (1968)31] 310.93 310.93 0.545 1.31
Kobayashi and Katz (195832] 310.93 422.04 0.703 19.33
Butane Anthony and McKetta (1967)28] 344.15 344.15 0.86 0.87
Wehe and McKetta (196133] 311.15 378.15 0.36 1.8
Reameeet al. (1952)[34] 310.93 510.93 0.14 68.95
Brookset al. (1951)[35] 310.93 377.59 7.27 68.36
Reameeet al. (1944)[36] 311.15 423.15 0.36 4.4
Carbon Dohrnet al.(1993)[37] 323.15 323.15 10 30.1
dioxide D'Souzeet al. (1988)[38] 323.15 348.15 10 15.2
Brioneset al. (1987)[39] 373.15 413.15 0.3 3.2
Nakayameet al.(1987)[40] 298.15 348.15 0.1 70.9
Song and Kobayashi (198g)1] 251.8 302.7 0.69 13.79
Mueller et al. (1983)[42] 323.15 348.15 2.5 30.4
Gillepsie and Wilson (198219] 289.15 394.15 0.7 20.3
Coan and King (1971p7] 298.15 373.15 1.7 5.2
Takenouchi and Kennedy (19648] 383.15 423.15 10 150
Sidorovet al. (1953)[44] 298.2 298.2 3.6 6.4
Wiebe and Gaddy (194135] 323.15 323.15 6.8 17.7
Nitrogen Althaus (1999]15] 248.15 293.15 0.5 10
Ugrozovet al. (1996)[19] 310.15 310.15 1.4 13.8
Namiot and Bondareva (195p6] 310.95 366.45 0.34 13.79
Kosyakovet al. (1979)[19] 233.15 273.15 1 10.1
Maslennikoveet al. (1971)[47] 298.15 623.15 5.1 50.7
Rigby and Prausnitz (1968)3] 298.15 373.15 2.1 10.2
Sidorovet al. (1953)[44] 373.15 373.15 5.1 40.5
Hydrogen Burgess and Germann (19698] 323.15 443.15 1.7 2.3
sulphide Selleck et al. (1952%9] 310.93 444.26 0.7 20.7
Gillepsie and Wilson (198719] 310.93 588.71 4.13 20.68

TABLE 2.2 | SOURCE OF VAPOUR-LIQUID EQUI LIBRIUM DATA FOR WATER -
GAS BINARY SYSTEMS
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2.3.1.2.Water Content in Natural Gas Systems

The majority of the available data on water content are for binary systems;
nevertheless some authors have reported veaigient of synthetic gas mixture as well as
natural gases. HistoricalMcKetta and Katf11] were the first to report water content data of
a mixture of methane and n-butamdthaus[15] has reported the water content of seven
different synthetic mixtures up to 10 MPExcepted for the last mixture, the systems

investigated are only concengj lean and sweet gases.

as Gravity 0.565 0.598 0.628 0.633 0.667 0.6395 0.8107
Componen (NGy) (NGy) (NGs) (NGs) (NGs) (NGe) (NGy)
Helium 0.015 0.028 - 0.152 0.004 0.043 0.038
Nitrogen 0.84 1.938 0.912 4.863 0.8 10.351 1.499
Carbon Dioxide 0.109 0.851 - 0.167 1.732 1.291 25.124
Methane 98.197 93.216 88.205 @5 84.339 83.847 70.144
Ethane 0.564 2.915 8.36 6.193 8.724 3.46 2.52
Propane 0.189 0.715 1.763 1.55 3.286 0.657 0.394
i-Butane 0.029 0.093 0.293 0.214 0.311 0.093 0.067
n-Butane 0.038 0.135 0.441 0.314 0.584 0.126 0.074
Cs 0.014 0.058 0.027 0.13 0.163 0.067 0.054
Ce+ 0.007 0.049 - 0.064 0.049 0.069 0.118

TABLE 2.3 — COMPOSITION (MOL. %) OF DIFFERENT NATURAL GASES FROM
ALTHAUS [15]

The author has also investigated the watetent of a mixture of methane and ethane
at identical conditions, i.e. from 258.15 288.15 K and pressures up to 10 MPa. More
investigators have generated data osteys containing carbon dioxide and hydrogen
sulphide. Systems containing carbon dioxashel hydrogen sulphide contain more water at
saturation than sweelatural gases, this ea/en more pronounced tifie pressure is above 5
MPa.

McKetta and Katz[11] were the first to measure the water content of mixtures
containing methane and n-butahekacs and Robinsof»0] measured the water content of
mixtures containing methane and hydrogerpisidle at 344.26 K up to 9.6 MPa. These
mixtures are composed in majority of methane (from 71 up to 84 mol %). InHL881g et al
[51] generated data on the water content oftgtit gas mixtures containing methane (10 to
30 mol %), carbon dioxide (10 to 60 mol %)damydrogen sulphide (1@ 80 mol %). These
systems were studied at 310.95, 380.35 and 449.85 K up to 185diRpand Kobayaskb2]
reported numerous water content data of aumextomposed in majdyi of carbon dioxide
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(94.69 mol %) and methane (5.31 mol %1889. They worked between 288.7 and 323.15 K
up to 13.8 MPa. More recentNg et al.[53] reported water content data for different sour
gases from 322 and 366.5 K up to 69 MPa.

2.3.2. Hydrocarbon Solubility in Water

Natural gases are not very soluble in wateen at high pressures. The solubility of
natural gases is indeddnction of pressure and tempena. Figure 2.9 shows the methane
solubility in water at differenpressures and temperaturest pi@ssures higher than 5 MPa a
minimum is observed on the isobaric curves. €hagves are limited at low temperatures by
the hydrate-forming curve.

Methane Solubility in water (vol/vol)

Temperature (°C)

Figure 2.9: Methane solubility in water fror@ulberson and McKetta 951[54]

At a given temperature and pressure, ibliserved that the solubilities of different
hydrocarbons decrease strongly with the numbeadson atoms (Figure 2.10). It can be also
noticed that the pressure effect is only intpot for light hydrocarba) the solubilities of
hydrocarbons with more than four carbon atonespaiactically constargnd then only slightly

dependent of the pressure.
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Pressure (10Pa)

Hydrocarbon Solubility in mole Fractiorl.0®

Figure 2.10: Solubilities of variousydrocarbons at 377.59 K (froBrookset al, 1951[35])

- Methane in water

Bunsenconducted the first study of the sbility of methane in water in 185%5].
The solubilities of several gases including metharere measured at atmospheric pressures.
ThenWinkler in 1901[56] conducted the same experiments and found deviations from the
data ofBunsen Following the results of these two researchers, there have been many further
studies on methane-water system at atmosplpegssure, all authorsetd solubility values
lying between the results of the two first studi€da(ssen and Polglasan 1952 [57],
Morisson and Billein 1952[58], Wetlauferet al.in 1964[59], Wen and Hungn 1970[60],
Ben—Nainmet al.in 1973[61] Ben—Naim and Yaacoin 1974[62], Yamamoto and Alcauskas
in 1976[63], Muccitelli and Werin 1980[64] andRettich et alin 1981[65]). The latest is
supposed to have obtained results of the highest acc[@@cwnd they are close to those
obtained byBunsen The first study reporting intermediaséad high-pressursolubility data
for methane in water was the studyFabhlich et al.in 1931[67]. Since then many studies
have been performedlichelset al. in 1936[68], Culbersonet al. in 1950[69], Culberson
and Mc Kettain 1951[54], Davis and Mc Kettan 1960[70], Duffy et al.in 1961[71],
O’Sullivan and Smitlin 1970[72], Sultanowvet al.in 1971[73], Amirijafari and Campbelin
1972[74], Sanchez and De Meén 1978[75], Price in 1979[76], Stoessel and Byrnia
1982[77] and Abdulgatowet al.in 1993[78]. All these researchers have measured solubility
of methane at intermediat@dihigh pressures but only at high temperatures. The number of
researcher reporting data of metban water at low temperatures R98.15 K) is far more

limited and more recen€ramerin 1984[79], Yarym-Agaeet al.in 1985[18], Yokoyamaet
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al. in 1988[80], Toplakin 1989[81], Wanget al.in 1995[82], Lekvam and Bishnon 1997
[66], Song et alin 1997[83], Yanget al in 2001[84] Servio and Englezom 2002[85],

Wang et alin 2003[86] andKim et al.in 2003[87].

Reference TK P MPa
T £298.15 K

Frohlichet al. (1931)[67] 298.15 3-12
Michelset al. (1936)[68] 298.15 — 423.15 4.063 — 46.913
Culbersoret al. (1950)[69] 298.15 3.620 — 66.741
Culberson and Mc Ketta (195[B4] 298.15 — 444.26 2.227 - 68.91
Davis and McKetta (196GY0] 310.93 — 394.26 0.352 — 3.840
Duffy et al. (1961)[71] 298.15 — 303.15 0.317 -5.171

O’Sullivan and Smith (197(y2]
Sultanovet al. (1971)[73]

324.65 - 398.15
423.15 -633.15

10.132 - 61.606
4.903 - 107.873

Amirijafari and Campbell (1974y4] 310.93 — 344.26 4.136 — 34.464
Sanchez and De Meer (1978'}] 423.15-573.15 10 - 250
Price (1979]76] 427.15-627.15 3.543 - 197.205
Stoessel and Byrne (1982)7] 298.15 2.412 -5.170
Yarym-Agaevet al. (1985)[18] 313.15-338.15 25-125
Yokoyamaet al. (1988)[80] 298.15 - 323.15 3-8
Toplak (1989)81]
Abdulgatovet al. (1993)[78] 523.15 - 653.15 2-64
Yanget al. (2001)[84] 298.1 — 298.2 2.33-12.68
Kim et al. (2003)[87] 298.15 2.3-16.6
T<298.15 K
Cramer (1984)79] 277.15-573.15 3-13.2
Wang et al.(1995)[82] 283.15-298.15 1.15-5.182
Reichl (1996)93] 283.1 6 —343.16 0.178 - 0.259
Lekvam and Bishnoi (199756] 274.19 — 285.68 0.567 — 9.082
Songet al.(1997)[83] 273.15 - 288.15 3.45
Servio and Englezos (200@85] 278.65 — 284.35 35-65
Wanget al. (2003)[86] 283.2 - 303.2 2-40.03
0

TABLE 2.4 — EXPERIMENTAL SOLUBILITY DATA OF METHANE IN WATER  [B5]

- Other light hydrocarbons in water

Ethane in water: this system has not beenvidely examined; only a few researchers
have conducted solubility experiments on this syst€aoibersonet al. [87], Culbersonand
McKettain 1950[90], Anthony and Mc Kettan 1967 [88-89], Danneil et al. also in 1967
[91], Sparks and Sloaim 1983[92], Reichlin 1996[93], Wanget al.in 2003[86] andKim et
al. in 2003[87].

The solubilities of propane, n-butane anébentane have been reported by some
authors: The propane — water systemHKmnbayashi and Katan 1953 [32], Umano and
Nakanoin 1958[94], Azarnoosh and McKetta 1958[95], Wehe and McKettan 1961[96],
Klausutisin 1968[31], Sanchez and Colh 1978[97], De Loos et alin 1980[98]. The n-
butane — water system IBrookset al. in 1951[35], Reameret al. in 1952[34], Le Breton
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and McKettain 1964[99]. The n-pentane- water system®Wlepsie and Wilsoin 1982[19],
and in VLLE byJou and Mathem 2000[100].

Reference TK P MPa
Ethane
Culberson and Mc Ketta (195[88] 310.93 — 444.26 0.407 — 68.499
Culbersoret al. (1950)[87] 310.93 — 444.26 0.407 — 8.377
Anthony and Mc Ketta (1967$9-90] 344.3 — 377.65 3.48 —28.170
Danneilet al. (1967)[91] 473.15 — 673.15 20— 370
Sparks and Sloan (198[®2] 259.1- 270.45 3.477
Reichl (1996)93] 283.17 — 343.16 0.063 — 0.267
Kim et al. (2003)[87] 298.15 1.4-39
Wanget al. (2003)[86] 283.2 — 303.2 05-4
Propane
Wehe and McKetta (196]96] 344.26 0.514 - 1.247
Klausutis (1968]31] 310.93 — 327.59 0.537 — 1.936
Sanchez and Coll (1978)7] 473.15 - 663.15 20-330
Kobayashi and Katz (195832] 285.37 — 422.04 0.496 — 19.216
Azarnoosh and McKetta (195@5] 288.71 — 410.93 0.101 —3.528
Sparks and Sloan (198[®2] 246.66 — 276.43 0.772
n- Butane
Brookset al. (1951)[35] 310.93 - 377.59 7.274 — 69.396
Reametet al. (1952)[34] 310.93 -510.93 0.007 — 68.948
Le Breton and McKetta (196499] 310.93 — 410.93 0.136 —3.383
n- Pentane
Gillespie and Wilson (198719] 310.93 — 588.71 0.827 — 20.684

TABLE 2.5 - EXPERIMENTAL SOLUBILITY DATA OF ETHANE, PROPANE, n-BUTANE
AND n-PENTANE IN WATER

- Carbon dioxide, nitrogen artydrogen sulphide in water

The carbon dioxide — water system has bkeegely investigated by many authors.
Recently, two good reviews on the solubility oftman dioxide in water have been published
[101-102] The authors have gathered a large nurobawailable experimental data. At low
temperatures (273.15< T< 277.K9 and in vapour-liquid contlons the system has been
investigated firstly byZel'vinskiiin 1937[103] and more recently b&ndersonin 2002[104].
At more intermediate temperatures the numbeeséarchers reportingtdeof carbon dioxide
solubilities in water is far more consequekititschewskyet al. in 1935[105], Zel'vinskii in
1937[103], Wiebe and Gaddyn 1939 and 194(106-107] Bartholomé and Frizn 1956
[108], Matous et al. in 1969[109], Malinin and Savelyevan 1972 [110], Malinin and
Kurovskayan 1975[111], Gillespie and Wilsorn 1982[19], Oleinik in 1986[112], Yanget
al. in 2000[113] and finally Andersonin 2002[104]. At higher temperatures, many authors
have also investigated the systepe!'vinskii in 1937[103], Wiebe and Gaddin 1939 and
1940[106-107] Matousin 1969[109], againMalinin and Savelyevan 1972[110], Malinin
and Kurovskayan 1975[111], Zawisza and Malesinskia 1981[114], Shagiakhmetov and
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Tarzimanovalso in 1981[115], Gillespie and Wilsonn 1982[19], Oleinik in 1986[112],
Muelleret al in 1988[116] and more recentlgambergeret al.in 2000[117].

Reference TK P/MPa
273.15<T”277.13
Anderson (2002)104] 274.15-276.15 0.07-1.42
Zel'vinskii (1937)[103] 151.7 - 192.5 1.082
277.13<T"T¢
Anderson (2002)104] 278.15 - 288.15 0.83-2.179
Yang et al. (2000)113] 298.31 — 298.57 2.7-533
Oleinik (1986)[112] 283.15-298.15 1-5
Gillespie and Wilson (198719] 298.15 — 302.55 5.07 - 5.52
Malinin and Kurovskaya (197%)11] 298.15 4.955
Malinin and Savelyeva (1972)10] 298.15 4.955
Matous et al. (19691L09] 303.15 0.99 — 3.891
Bartholomé and Friz (1956)08] 283.15-303.15 0.101 - 2.027
Wiebe and Gaddy (1939 & 4()06-107] 291.15-304.19 2.53-5.06
Zel'vinskii (1937)[103] 298.15 1.11-5.689
Kritschewsky et al. (1935106] 293.15 — 303.15 0.486 — 2.986
T.<T ”373.15
Bamberger et al. (2000).17] 323.15-353.15 4-13.1
Mueller et al. (1988)116] 373.15 0.3-1.8
Gillespie and Wilson (198219] 304.25 — 366.45 0.69 — 20.27
Oleinik (1986)[112] 323.15-343.15 1-16
Shagiakhmetov and Tarzimanov (19§1)5] 323.15-373.15 10-60
Zawisza and Malesinska (1991)14] 323.15-373.15 0.488 — 4.56
Malinin and Kurovskaya (197%)11] 373.15 4.955
Malinin and Savelyeva (1972)10] 323.15 - 348.15 4.955
Matous (1969J109] 323.15-353.15 0.993 - 3.88
Wiebe and Gaddy (1939, 194ap6-107] 308.15- 373.15 2.53-70.9
Zel'vinskii (1937)[103] 323.15 —373.15 1.94-9.12

TABLE 2.6 — EXPERIMENTAL SOLUBILITY DATA OF CARBON DIOXIDE IN
WATER UP TO 373.15 K[B6]

A few researchers have investigathe nitrogen — water syste@oodman and Krase
in 1931[118] were the first to investigate the solitgi of nitrogen in water at pressures
higher than the atmospte pressure, followed bWiebeet al. in 1932[119], Wiebeet al.
again in 1933120}, Saddingtorand Krasein 1934[121], Pray et al.in 1952[122], Smithet
al. in 1962[123], O'Sullivan et al.in 1966[124], Maslennikovaet al. 1971[47] and more
recentlyJapas and Francin 1985[125] (TABLE 2.7).

Studies of hydrogen sulpte solubilities in watehave been reported b8elleck et al
(1952) [49], Kozintsevain 1964 [126], Burgess and German(l1969) [48], Gillespie and
Wilsonin 1982[19] and byCarroll and Matherin 1989[127] (TABLE 2.7).
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Reference TK P MPa

Nitrogen

Wiebe et al. (1932]119] 298.15 2.533 -101.325
Wiebe et al. (1933)120] 298.15 - 373.15 2.533 -101.325
Saddington and Krase (1934p1] 323.15-513.15 10.132 - 30.397

Pray et al. (1952)122] 533.15-588.71 1.034 - 2.758

Smith et al. (1962123] 303.15 1.103 -5.895
O'Sullivan et al. (1966).24] 324.65 10.132 - 60.795
Maslennikova et al. (197[47] 473.15 - 623.15 10.538 — 50.156

Japas and Franck (198R25] 523 - 636 20.5-200

Goodman and Krase (1931 8] 273.15-442.15 10.132 - 30.397

Hydrogen Sulphide

Selleck et al. (195§9] 310.93 — 444.26 0.689 — 20.685
Kozintseva (196%126] 502.15 - 603.15 2.834 —128.581
Burgess and Germann (19p8)] 303.15 - 443.15 1.724—-2.344
Gillespie and Wilson (198p)9] 310.93 - 588.71 4.137-20.684
Carroll and Mather (1988)27] 313.15-378.15 28 —-92.4

TABLE 2.7 — EXPERIMENTAL SOLUBILITY DATA OF NITROGEN AND HYDROGEN
SULPHIDE IN WATER

The solubility data of light hydrocarbon€1-C5), carbon dioxide, nitrogen and
hydrogen sulphide for pressure up to 70 Mid temperature higher than 298.15 K can be
considered to be complete. Neverthelessy @nfew data have been reported in the open
literature for gas solubility in water at low tearpture and in vapour-liquid condition. This is
especially true for hydrocarbons and gas othean methane and carbon dioxide, because of
the difficulties associated with such measurements.

In the case of gas mixturethe number of studieseporting hydrocarbons and gas
solubilities is far more limited and in any edsnited at temperature higher than 311 K.

Components Reference Tmin Tmax  Pmin Pmax

(Kelvin) (Kelvin) (MPa) (MPa)
C1+C2 Amirijafari (1969)[128] 311 311 4.8 55
C1+C2 Wang et al[86] 275.2  283.2 1 4
C1+C3 Amirijafari (1969)[128] 378 378 4.8 55
Cl+C4 McKetta and Katz (1949)11] 311 311 1.3 21
C1+C5 Gillepsie and Wilson (198719] 311 589 3.1 21
C2+C3 Amirijafari (1969)[128] 378 378 4.8 55
C1+C2+C3 Amirijafari (1969)[128] 344 344 4.8 55

TABLE 2.8 | SOLUBILITY OF HYDROCARBON MULTI COMPONENTS IN WATER

In their paper Amirijafari and Campbell[74] concluded that the total solubility of
binary or ternary hydrocarbon systems in waten@e important than the solubility of each
hydrocarbon taken alone same pressure andriperatures. OppositeMang et alin 2003
[39] found in the C1 (90% mol) + C2 (10% molpaththe solubility of m#éhane in water are of

the same order as in the methane-water aspre higher than 2 MPa and that the solubility
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of ethane is not influenced by the pressure. However, for the smaller pressure the same
phenomenon is observedhigher total solubility.
- Influence of the addition of an inhibitor

For system containing hydrate inhibitonnlted data have been produced. For the
methane-methanol-water system, expental data have been reported Bgttino [129] in
1980,Fauserin 1951[130], Honget al.in 1987[131], Schneideiin 1978[132] andWanget
al. in 2003[39].

The ethane-methanol-water halso been investigated I8chneidef132], Hayduckin
1982[133], Yaacobi and Ben-Nainm 1974[62], Mc Danielin 1911[134], Ma and Kohnin
1964[135], Ohagakiet al.in 1976[136], Weberin 1981[137] Ishiharaet al in 1998[138]
andWanget al.in 2003[39].

For system containing ethylemgycol, similar solubility data are scarce, once again
theWanget al [39] paper can be cited: the solubilitiespefre methane and pure ethane in an
aqueous solution of ethylene glycol have bstrlied as well as the solubilities of methane
and ethane for a synthetic gas mixture (90&n@ 10% C2) in a aqueous solution of ethylene
glycol.

From all these studies, it can be concluded #t a given temperatures and pressures,
the gas solubility increases smoothly witltrgasing inhibitor up t@80 wt.% and sharply
when the inhibitor concentrath exceeds 80 wt. % . It can be also noticed that at same
temperature and pressure condiipgas solubility is highean aqueous methanol solution

than in aqueous ethylene glycol solution.

- Presence of salt in water

The solubility of gasess highly influenced by
the salinity of the liquid phase. In aqueous salt
solutions, the hydrocarbons dess soluble than in pure

water solution.

Solubility in salt solution/ Solubility in water

Water salinity (g/1)

Figure 2.11:Salteffect on the quantity of gas dissolved in waMcKetta and Wehel 962[139))
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2.3.3. Hydrate Forming Conditions

SinceHammerschmidin 1934[140] pointed out that gas hyate were the cause of
blockage during transportation nhtural gases in pipelines, the study on gas hydrate raised

substantial attdion in the oil and gas industry.

Gas hydrates are crystalline solid inclusicompounds (Figure 2.12) consisting of
host water lattice composed of cavities, whickenclathrate » gas molecules. This lattice
contains cavities, which are stabilized by smptllar molecules such as methane, ethane, etc.
At usual sub-sea pipeline conditions, gas hy@might form. The two most common gas

hydrates, which appear naturally, ateucture | and structure Il hydrates.

Figure 2.12 Ethane gas hydrate in the PVT sapphire cell

Most of the experimental works have bdeoused on hydrate formation pressures or
temperatures in pure water system. Experiadeimgdrate forming conditions for pure gases

have been widely reported the literature (TABLE 2.9).
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Component Structure Reference Tmin (Kelvin)  Number of

exp. pts
Argon I [141] 90-149 6
I [142] 274-291 8
Krypton I [141] 149-203 6
I [143] 273,283 2
I [144] 275-278 4
Xenon I [141] 211-268 6
I [145] 273 1
Oxygen I [146,147] 268-284 45
I [148] 273-284 4
Nitrogen I [149] 273-288 19
I [146, 147] 269-288 38
I [149] 273-281 8
I [148] 274-283 3
Carbon dioxide I [150] 175-232 13
I [151] 277-282 5
I [152] 274-283 6
I [153] 272-283 7
| [154] 274-283 9
Hydrogen Sulphide I [49] 250-303 23
Methane I [144] 275-281 6
I [149] 273-294 8
I [154] 273-286 11
I [155] 262-271 5
I [156] 285-296 6
I [157] 273-286 9
I [158] 275-284 6
Ethane I [151] 200-243 10
I [156] 263-273 4
I [159] 280-287 4
I [160-161] 277-287 13
Propane Il [156] 261-277 11
Il [162] 248-262 7
Il [144] 274-278 5
Il [153] 274-279 5
Il [163] 273-278 9
Isobutane Il [162] 241-270 9
Il [164] 273-275 5
Il [165] 273-275 5

TABLE 2.9 — EXPERIMENTAL DATA OF HYDRATE FORMING CONDITIONS WITH A
SINGLE GAS

In most of the studies the accuracy on hyddegsociation pressure is mentioned to be not

greater than 1-4%, even for the old ddwaaccuracy of the results is surprising gfigjdFor

multicomponent systems the availatiba are listed in TABLE 2.10:
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Components Structure  Reference  "Tmin (Kelvin) N. of exp. pts

AT+ N, | [166] 275-289 7

Ar+C, | [166] 276-299 21

Ar + C, | [143] 273, 283 2

Kr+C, | [143] 273,283 2

Kr+Cs I [144] 276 17

N,+C; | [148] 277-295 31

Ny+Cs I [167] 274-289 28

CO+C, | [151] 275-286 17

CO+C; | [168] 274-288 42

COAC, | [154] 274-288 40

COACs Al [154] 274-282 55

COAC, I [152] 274-286 13
CO,+isoCy [l [154] 274-281 53
CO4N-C, Ll [154] 274-278 21

H,S+C | [169] 276-304 16

Ci+GC, | [156] 284-304 16

Ci+GC, | [160] 279-287 15

C+Cs I [155] 275-278 32

C+Cs ] [156] 291-304 12

Ci+GC; I [158] 275-300 11

C1+i50Cs I [144] 274 19
C,+is0-C I [156] 289-305 11
C,+iso-C, ] [170] 274-294 47

C+n-C, I [171] 276-286 13

C+n-C, I [172] 251-273 20

C+Cs [l [161] 274-278 44
C+CO+H,S | [173] 279-284 17
C+COAH,S | [174] 278-298 49
Ci+CotC Al [161] 276-285 13
C+CatH,S I [175] 276-301 13
C1+CtCa+n-Cy+Cs I [176] 227-297 12
C1+Cy+C5+iso-Cy+n-Cs+Cs+Ns, I [176] 279-298 9
C1+Cy+C3+CO+N;, ] [176] 278-297 15
C+Co+Catiso-Cy I [155] 274-282 6
Ci+Co+C3+Cy+CO+H,LS I [177] 285-297 7
C1+Co+Catiso-Cy ] [156] 294-303 7
C+Co+Catiso-Cy I [178] 284-291 4
Ci+C+CO+N+Ar I [179] 283-286 7
C+C,+C5+is0-Cy+n-C4+CO+N> I [179] 273-293 21
C+Cot+Ca+is0&NCy+Cs+H,oS+N, I [180] 268-292 15
C1+Cy+C3+is0-Cy+Cs+CO+N; Il [181] 258-291 13
C1+Cy+Ca+is0-Cy+Cs+CO+N; Il [182] 279-293 5
C1+Co+Catiso-Cyt+ n-Cy ] [154] 274-282 4
C1+Cot+Catiso-Cy+ N-C4+CO, [, 1l [154] 274-282 16

TABLE 2.10 — EXPERIMENTAL DATA OF GAS HYDRATE FORMING CONDITIONS
WITH GAS MIXTURES

To control the risk of gas hydrate fornmatj it is possible tcadd a thermodynamic

inhibitor such as methanol or ethylene glyanto the pipeline. The addition of such
compounds moves the conditions required ftbe gas hydrate formation to lower
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temperatures and (or) higher pressurese Tiresence of salts has the same effect.

Experimental studies on hydratiissociation pressure for sgat containing inhibitor have

been less investigated, onlyfew authors have psented experimentaésults for hydrate

inhibition, among them we can cikobayashiet al. (1951)[183], and the work oNg and

Robinsorreported in a series of articles (TABLE 2.11).

Component Inhibitors or salt Structure Reference ‘Tmin  N. of exp.
(wt %) (Kelvin) pts
Methane 10 & 20 % Methanol [ [184] 263-286 26
Methane 35 & 50 % Methanol I [185] 233-270 745
Methane 50 & 65 % Methanol I [186] 214-259 5+6
Methane 74 & 85 % Methanol | [186] 195-230 28
Methane 10, 30 &50 % EG I [185] 263-287 4+4+3
Methane 15 % Ethanol I [183] 273-284 5
Methane 10 % Sodium Chloride I [183] 270-284 8
Methane 20 % Sodium Chloride I [183] 266-276 7
Methane Sodium Chloride | [187] 264-275 23
Ethane 10 & 20 % Methanol I [184] 263-284 16+11
Ethane 35 & 50 % Methanol | [188] 237-268 9+9
Propane 20 & 50 % Methanol I [187] 229-251 6+4
Propane 5 & 10 % Methanol Il [184] 269-275 8+9
Propane 10 % Sodium Chloride Il [183] 268-273 8
Propane 2,5 & 10 % Sodium Chloride Il [189] 270-275 3ul
iso-Butane 1.1 & 10 % Sodium Chloride I [190] 268-274 6+3
iso-Butane Sodium Chloride I [191] 266-272 56
Carbon dioxide 10 & 20 % Methanol I [184] 264-284 10+14
Carbon dioxide Hydrogen Chloride I [192] 274-283 12
Carbon dioxide Sodium Hydroxide I [192] 273-283 14
Carbon dioxide Sodium Chloride I [192] 274-280 4
Hydrogen sulphide 16.5 % Methanol I [193] 273.-290 3
Hydrogen sulphide 10 & 20 % Methanol | [184] 266-300 12+8
Hydrogen sulphide 35 & 50 % Methanol | [188] 256-286 8+11
Hydrogen sulphide 10 & 26 % Sodium Chloride I [193] 275-295 3+5
Hydrogen sulphide Calcium Chloride I [193] 265-295 9
Hydrogen sulphide 16.5 % Ethanol I [193] 280-292 3
Hydrogen sulphide Dextrose & Sucrose I [193] 285-296 3+4
C+C, 10 & 20 % Methanol I [194] 263-289 8+7
C+C5 10 & 20 % Methanol | [194] 265-291 6+5
C+Cs 35 & 50 % Methanol 1Ll [195] 249-276 6+7
Ci+CO, 10 & 20 % Methanol 1,1l [194] 263-287 14+13
C,+CO 35 & 50 % Methanol | [185] 240-267 4+5
C,+ H,S 20 % Methanol | [188] 264-290 5
C,+ CO, 20, 35 & 50 % Methanol | [188] 237-280 7+11+12
Cs+ n-C4 3 & 15 % Sodium Chloride | [196] 273-275 ous5
Ci+ CO,+ H,S 10 & 20 % Methanol ] [188] 265-291 6+8
Synthetic Gas Mi% 10 & 20 % Methanol Il [194] 265-289 746
Synthetic Gas Mik 10 & 20 % Methanol Il [194] 264-288 210
Synthetic Gas MiX 35 & 50 % Methanol Il [184] 234-273 o\

*
Aquous solution of sodium chloride

CT%N+84%G+4.7%G+2.3%G+0.9%n-G+0.9% n-G)
T(6%N+71.6%G+4.7% G+2 % G+ 0.8 % n-G+0.8 % n-G+14 % CQ)
TGEUN+T7L9% G+ 4% G +2 % G+ 0.8 % n-G+0.8 % n-G+13 % CQ)

TABLE 2.11 — EXPERIMENTAL DATA OF GAS HYDRATE FORMING CONDITIONS FOR

SYSTEMS CONTAINING HYDRATE INHIBITOR
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To approximate the hydrate depression tempezdturdifferent kinds ofnhibitors in a 5
- 25 wt % range we can use experimental vabfdsydrate dissociatiopressures of systems
without inhibitor using the expression déyged by Hammerschmidt in 1939 for methanol
inhibition [197]:

T 103&35I\>INNV (21)
where:
T is the hydrate temperature depression, °F.
M is the molecular weighdf the alcohol or glycol.
W is the weight per cent of the inhibitor in the liquid.

This correlation gives accejla results for methane and ethane but less acceptable for
other gase§l84]. It can be only applied to methammncentrations lower than 0.2 (in mol
fraction of the liquid phase198] and without modification to about 0.4 ethylene glycol
concentratiorj5]. However, to use this equation, tmgdrate formation temperature in the gas
without the inhibitor beingresent must be known.

Some improvements have been made over the year to improve the accuracy of this
equation10], the original 2.335 constant can bplaeed by other values depending on which
kind of inhibitor is used. Sue of these preferred valuaee listed in TABLE 2.12:

Original GPSA Arnold and Steward| Pedersen et al.
[197] [13] [199] [200]
Methanol 1.297 1.297 1.297 1.297
Ethanol 1.297 - 1.297 1.297
Ethylene glycol 1.297 2.222 1.222 1.5
Diethylene glycol 1.297 2.222 2.427 2.222
Triethylene glycol 1.297 2.222 2472 3

TABLE 2.12 — COEFFICIENTS FOR THE HAMMERSCHMIDT EQUATION

However Carrol[10] recommends using the original vesuof 1.297 for ethylene glycol,
because better predictiongabtained using this value.
An improved version has been proposed by Nielsen and By&ki#) applicable only for

methanol solution, which is accurate for concentrations up to 0.8 mol fraction and

temperatures down to 165 K:

‘T 1296IN(L Xye0n) (2.2)
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with:

T is the hydrate temperature depression, °F.
XmeoH IS the methanol mole fraction.

The Gas Processors and Suppliers Bisdmn (GPSA) Engieering Data BooK13]
recommends the Hammerschmidt equation u@3owt% methanol concentrations and the
Nielsen-Bucklin equation only for metharemncentrations rangg from 25-50 wt%.

To improve the prediction ove larger range, CarrdllO] proposed a modified version of
the Nielsen-Bucklin equation to take into accotlve concentration of the inhibitor it includes

the water activity coefficient:

T 72In(oX,) (2.3)

with:
Xw 1S the water mole fraction.
J 1S the activity coefficient of water.

The author use the two-suffix Magules etijprato estimate the activity coefficient

Ing > x (2.4)

with: X is the inhibitor mole fraction.

Finally assuming that a/RT is temperna independent, the equation becomes:
'T  72(AX* In[L x]) (2.5)

The Margules coefficienf, were fitted by the autharsing experimental data, the
values obtained are listed in TABLE 2.13.

Margules Coefficient | Concentration limit (wt%)
Methanol 0.21 85
Ethanol 0.21 35
Ethylene glycol -1.25 50
Diethylene glycol -8 35
Triethylene glycol -15 50

TABLE 2.13 — MARGULES COEFFICIENTS AND INHIBITOR CONCENTRATION LIMITS

As measurements made for ethanol are rebtiscarce, the author set the value of the
Margules coefficient equal to that for metharfedr similar reason thealue of the Margules
coefficient for diethylene glycol is set to tlawerage of the values of ethylene glycol and

triethylene glycol.

50



Modelling of Thermodynamic Equilibria

Dans ce chapitre, une revue bdgiraphique de la modélisation des
équilibres thermodynamiques est pogpe. Dans un premier temps, nous
verrons la modélisatiordes corps purs avec les différentes approches. On
s’intéressera plus particulierement ayxincipales équations d’état cubiques
ainsi qu’aux différentes fonctions « hkp» introduites pour &mélioration de la
représentation des tensions de vapeur.

Les principaux modeéles utilisés pola représentation des données
expérimentales sont ensuite exposésndun premier temps, la modeélisation
des équilibres sera décrite. Il existeudegrandes approches pole calcul des
équilibres liquide ~vapeur : une approche symeéjie ou une méme équation est
choisie pour décrire la phase vapeur lat phase liquide, et une approche
dissymétrique ou la phase vapeur est dégoar une équation d’état alors que
la phase liquide est décrite par un moddk solution. Finalement, différents

modeles de calcul de ggsion de dissociation d’hydrates sont présenteés.
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3. Thermodynamic Models for Fluid Phase Equilibrium Calculation

The knowledge of phase diagram and fluid properties is fundamental in petroleum and
chemical engineering. It is necessary tovéehdhe more accurate tool to predict these
properties. Different approachesd models can be taken into account, including activity
models and equations of state. The latest ba@eeme essential inadelling of vapour-liquid
equilibrium. Many developments have been pearied to improve thesaodels, and it is not

easy to select the appropriate model for a particular case.

3.1 Approaches for VLE Modelling

There are mainly two different approaches to model phase equili2uh The two
approaches are based on the fact that atntbdynamic equilibrium, fugacity values are equal

in both vapour and liquid phaseat isothermal conditions.

fa(PT) fo(PT) (3.1)
The first approach is based on activity modeltfee liquid phase and an equation of state for
the vapour phase, the- - approach. The equilibrium equati¢eq. 3.1) can be written:

VP XA (3:2)
because
f5(PT)  gx £ (3.3)

and the vapour fugacitg calculated as follows:
Y (PT) )lyP (3.4)

The fugacity coefficient in the vapour phdasecalculated using aequation of state.
The fugacity of the pure compound,in the liquid phase can be written using the vapour

pressure as:

L Sat
f'OL F)iSat) IO T, RSat eXp§II P I:)I

' o RT 39
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The exponential factor is knovas the Poynting factor ang is the molar volume, at

saturation, of the compound
In case of gas solubility, therevious approach can be use for the solvent and for the
solute using the following assumptions. A Henry’s law approach is used for each component.
As the solute(s) is (ar@) infinite dilution, the asymmetric conventior(: 1 whenxg : 0)
is used to express the htg’s law (eq. 3.6) whileghe symmetric convention, : 1 when
1y: 1) is used for the solvent (eq. 3.7)

5 (PT) HET) X (T) exp(@)(P PS™) (3.6)

sat

(LT PR M) xS ) (3.7)

Oppositely the second approach, the- - approach, uses an equation of state for

each phase of the system. Thus the thermodynamic equilibrium can be written:

x ) (MPx) y)! TPy, (3.8)

For each approach, the use of an equatistaté is necessarygiations of state can
be classified in several cgiaries: empirical equations, cebeéquations, and equations based

on statistical mechanics.

3.1.1. Virial Equations

These equations are used to accuratelyresent experimental properties of pure
compounds. That is why these equations arerakge on numerous adjustable parameters,
which require for their determination a largxperimental database. However the large
number of empirical parameters is a restrictio any kind of extrapolation, pressure or
temperature independently of h@gcurate this kind of egtian is. Moreover the extension
from pure compounds to fluid mixtes is problematic, as ingbry a mixing rule is needed
for each parameter.

The virial equation of state @ane of the most known difie large number of equations,
which have been proposed. This equation is\eldpment of the compressibility factor in
series expanded in powers of the molansiky with density-indpendent coefficients, C,
andD:
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Z 1 BM)/v CT)/V?2 DIV .. (3.9)

Pv

N A—
where: RT

(3.10)

The density-independent coefficierdse known as virial coefficientsB(called the
second virial coefficientC the third and so on). In practice this equation is truncated after the
third or the fourth coefficiem Some authors have found garous theoretical basis for the
virial equations in statisticdhermodynamics, exact relationave been provided between the
virial coefficients and the teractions between molecul¢®02]. Thus, the second virial
coefficient depends on the interaction between two molecules, the third between three
molecules, etc...

Following the same approach, differentraars have proposed empirical equations. It
can be cited for example one of the most knoerivative equation of the virial equation, the
BWR equation (eq. 3.11) developed Bgnedict, Webb and Rubjg03] with 8 adjustable

parameters. Many modifications haween proposed for this equation

BRT A C,- ®RTa- A § c - _J.expgs,_J. 311
© RTv 1 ©RTV 1 RTV @&RTV’ 1© V1 @/21(')

3.1.2. Cubic Equations of State

Sincevan der Waalsas proposed the first cubic etjoa of state, a large number of
equations have been proposed to predict thermodynamic properties of pure compounds or
mixtures. Cubic equations of state are msien of the classical semi theoretican der
Waalsequation of state; they were the first t@dlict successfully vapm phase properties.

Many improvements and correction of thypé of equation have been proposed. Among the
large number of equations of state Redlich and KwondgRK), Redlich Kwong and Soave

(RKS and thePeng-RobinsoPR) are the most widely usaad engineering applications.
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3.1.2.1. van der Waals Equation of State

The first equation, which was capable gbnesenting both gas and liquid phases, was
proposed byan der Waalg204]. He tried to take into aocnt the interetion between
molecules. Considering the aittive and repulsive forces, peoposed to modify the kinetic
pressure by a negative molecular pressw@)’, where attractive interaction between
molecules are taken into accoufhe expression of the molecularessure is directly linked
to the potential expression of interactionvien molecules. Moreover, he observed that
considering the ideal gas law the volume stideind to zero when ¢hpressure increases.
That is why repulsive interactidoy means of the molar co-volurbewas added. This gives

the van der Waals equation:

a -
% Svb R (3.12)
wherea is the interaction parameter (or the energetic parameter #mel molar co
volume. The two van der Waals parameteamdb can be determined by applying the critical

point conditions:

§W . BWP
G RGN

(3. 13)

The values of the parameters at the critpaiht can be expressas a function of the

critical temperature and pressure:

27 R?T?
C
b éiF (3. 15)
C
z. FeVe o375 (3. 16)

o]

The VdW-EoSwas the first able to descrilibe liquid - vapour transition and the
existence of a critical pointit can be also noticed thdhis equation provides a better
representation of the vapour phdabkan the liquid phase andaththe liquid compressibility
factor at critical point, 0.35, is overestimatead comparison with experimental factor, in
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general lower than 0.3. Thaslarge number of modificatiomsave been proposed to improve

the quality of predictions.

3.1.2.2. RK and RKS Equation of State

These equations are ontyodifications of th&/dW-EoShrough modification of molar
pressure expression (termvolving the attractive parameta). In 1949,Redlich and Kwong
[205] modified the attractive parameter in which tfeterm was replaced by(v+b) and
dependent on the temperature in otdemprove vapour pressure calculatioBsaven 1972
[206] kept theRK-EoSvolume function and introduced artperature dependent function to
modify the attractive parameter-function). He developed his function by forcing theSto
represent accurately the vapouegsure at a reduced temperataquals to 0.7 in introducing
a new parameter, the acentric factor Ritzer [207], Z Therefore RKS-EoSpredicts

accurately vapour pressures aroumdduced temperature of 0.7:

3 al v b RT (3.17)
© (v bvi

a(T) a Aart) (3. 18)
with

arT) %forRK-EoS (3.19)

at) 1 ml T¥23 forRKS-Eosvith m 0@B0 15747 01752 (3. 20) and (3. 21)

In analogy with the&/dW-Eo$a andb were calculated from itical point conditions:

2T2
. Rc (3. 22)
I:)C
b, RT. (3. 23)
PC
.. 042748 (3. 24)
:, 0,086640 (3. 25)
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1
Z 3.26
C 3 ( )

However, it can be observedatheven if the critical compssibility factor is smaller
than theVdW critical compressibility faadr, it is still overestimatedRKS-EoSs relatively

predictive for non-polar compound (or compoungit acentric factor non-exceeding 0.6)

3.1.2.3. Peng-Robinson Equation of State

In 1976,Peng and Robinsof208] proposed a modifieRedlich and Kwongquation
of state through a modification tihe attractive parameter. Thegjuation gives better liquid
density and critical compresdliby factor, 0.307, than thRKS-EoSThis equation is used for
polar compounds and light hydrocarbons (aadvy hydrocarbons thrgh a modification of

the .-function).

aT

: v b RT 3.27
© (V¥ 2bv b?): ( )
For the parameter:
202
a RPTC (3. 28)
C
b :, RT. (3. 29)
PC
1. 0457240 (3. 30)
1, 007780 (3.31)
Z. 03074 (3. 32)

Paragraph 5.1 will focus on temperature dependency of the attractive parameter through alpha

function.
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3.1.2.4.Three-Parameter Equation of State

A third parameter can be introduced into a clbiS By introducing this additional
factor, the critical compressibility factor benes substance dependent and can be forced to
predict the correct critical capressibility factor. Many cubithree-parameter equation of
state have been propos&thmidt and Wenzf09] proposed a general mathematical form to

describe 4-paramet&oS

RT alT

3. 33
v b v? ubv wb? ( )

P

From the choice of the andw comes the type of cubioS If u andw are assigned to
constant values a two parametBsSis obtained and if one of the parameter eitherw are
assigned to a constant values or sona¢hematical relationships betwaeandw are chosen,

a three-parameters equatiorstdte is obtained (TABLE 3.1).

Values of uandw Type of EoS
u=0andw=0 van der Waal§204]
u=2landw=0 Redlich / Kwong205], Soave / Redlich / Kwon06]
u=2andw=-1 Peng/Robinsof208]
w=0 Fuller [210], Usdin and Mc Auliff¢211]
w=u’/4 Clausiug212]
u+w =1 Heyen, Schmidt and Wenzel, Harmens and Knapp, Patel angie@9, 214, 215]
u-w=3 Yu et al[216]., Yu and Li217]
u-w=4 Twu et al.[218]
w=2(u+2%/9-u-1 VT-SRK [219]
w=(u-2Y/8 -1 VT-PR[220]

TABLE 3.1 — RELATIONSHIP BETWEEN u AND w

The parameters can also be determimgdpplying the critical point conditions:

sW . §WP-

il .0 (3. 34)
CLVENENG A 8

In contrary to the classiclRKandPR cubic equation, th@atel and Tejd215] and
the Harmens and Knapp214] equations use the experimental compressibility factor. The

calculation procedure is the following:
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v ove oo v 3wyt 3Viv v 0 (3. 35)

From equation (3.33) developed as a furcof the volume and witen at the critical
condition, it comes:

(o] o] (o]
Ve Ti u 1by? TTCub W ub? iy TTCWbZ wh? a_b» 0 (3.36)
-c Y, =P c Yo =fc c Ya
Where
R2T2
—¢ (3. 37)
PC
RT
b b c (3. 38)
PC
c CRTC (3. 39)
PC

From equations (3.35) and (3.36), the followingteyn of equations (3.40) to (3.42) must be
solved:

u:, 1 :, 3Z. (3. 40)
2132, u w>? 3z2:, z¢ 0 @ (3. 41)
r.0132.1 Z. 31 2Z.:, 2 u w@ (3. 42)

Therefore, the values @&, b andc parameters can be found. Many cubic equations
have been developed and virtually all of them bargeneralised in ugy an attractive and a
repulsive compressibility factor tiecompose the compressibility factor:
z Z* z* (3. 43)
Where forvan der Waals Eq3hese two parameters are:

\Y
\Y

zer (3. 44)
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att a

3.45
RTv ( )

TABLE 3.2 lists the different equations of state where the attractive parameter has
been modified. In this table only the part ceming the attractive compressibility factor of

the equation (3.43) is reported(T) means that the authors have chosen a temperature

dependena parameter.
Authors Attractive Term (2

Redlich and Kwong (RK) (1949205] aT,

RT*v b
Soave (SRK) 197R06] aT

RTv b
Peng and Robinson (PR)(1972D8] aTv

RTv bv v bb>
Fuller (1976)[210] aT

RTv cb
Heyen (1980]213] aTv

RTVZ bT cv bT¢e
Schmidt and Wenzel (198{B09] aTv

RTVv® ubv wb’
Harmens and Knapp (198[214] aTv

RTv? cbv ¢ 1b?
Kubic (1982)[221] aTv

RTv ¢’
Patel and Teja (PT) (198R15] aTv

RTvv b cv b>
Adachiet al.(1983)[222] aTv

RTv b2v b®? @
Trebble and Bishnoi (TB) (1987223] aTv

RTV2 b cv bc d??

TABLE 3.2 - EXAMPLES OF CUBIC EQUATIONS OF STATE

Many studies have been donectumpare the abiligis of equations of state. The study
of Trebble and BishndR23] compared the vapour pressucéthe 60 most used compounds
in chemical process (hydrocarbons and lightnpounds) calculated with different equations

of state.
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TABLE 3.3 presents comparisons on pure compound vapour pressures, liquid and

).

cal

vapour volume in average absolute deviatior (

exp

It can be concluded that wlly all the equations givefairly good representation of
the pure compound vapour pressythanks to the develogmt of alpha functions. TH8RK

EoShas some difficulties to corrégtrepresent liquid densities.

Authors ' P o "V % " Vi %
Soave (SRK) (1972p06] 1.5 17.2 3.1
Peng and Robinson (PR) (197808] 1.3 8.2 2.7
Fuller (1976)[210] 1.3 2.0 2.8
Heyen (1980)213] 5.0 1.9 7.2
Schmidt and Wenzel (198{B09] 1.0 7.9 2.6
Harmens and Knapp (198[214] 1.5 6.6 3.0
Kubic (1982)[221] 3.5 7.4 15.9
Patel and Teja (PT) (198()15] 1.3 7.5 2.6
Adachiet al.(1983)[222] 1.1 7.4 2.5
Trebble and Bishnoi (TB) (1987223] 2.0 3.0 3.1

TABLE 3.3 — DEVIATION ON THE PREDICTIONS OF VAPOUR PRESSURE, LIQUID AND
VAPOUR MOLAR VOLUMES

A similar kind of study for gas-oil repeir systems was also performed Dgneshet
al. [225]. It can be concided again that th&RK-EoScannot correctly represent liquid
densities (17.2% deviation {224] and 25 % maximum deviation [225]) while thePeng
Robinson Eo%vith 2 parameters also give reliable results.

Daneshet al [225] compared 10 equations of stat@h classical mixing rules for
predicting the phase behaviour and volumeproperties of hydrocarbon fluids. They
concluded that th¥alderramamodification of thePatel and Tejacubic equation of state was
superior to the other tested equatiarisstate, particularly when theoSswere compared
without any use of binary interaction parameters. Va&lerrama-Patel-TejgVPT) [226]

equation of stateHo9 is defined by:

> RT aoT, (3. 46)
vb vwb cv b
with:
: R7T?
ann e 3.47
— 5 ( )

[
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AL 3. 48
P (3. 48)
: RT.

c ok 3. 49
P (3. 49)

DT, 1 F1 T°Y @ (3. 50)

whereP is the pressurd, is the temperatur®,is the molar volumeR is the universal gas

constant, and< 1/2. The subscripts andr denote critical and reduced properties,

respectively. The coefficients,, .'n, ¢, andF are given by:

.. 066121 0.7610%, (3. 51)
:, 0.02207 0.2086&, (3.52)
., 057765 1.8708, (3. 53)
F 046286 358230z, 8194177, ° (3. 54)

whereZ is the critical compressibility factor, andis the acentric factor.
3.1.2.5.Temperature Dependence of Parameters

To have an accurate representation vapour pressures of pure compounds a
temperature dependence of the attractive term through the alpha function is imposed. Many
alpha functions have been proposed to impitbeeprecision of cubiequation of state via a
more accurate prediction of pure compound vapoessures. Some selected alpha functions
are shown in TABLE 3.4.

Generally the mathematical expressionslpha functions are either polynomials of
various order in reduced tempaure or exponential functiorm switching functions. It is
well established that alphaurfctions do not always represeaccurately supercritical
behaviour and they could halmnited correct temperature utilization range. To improve their
potential different approaches have been lbpesl: use of alpha functions with specific
compound parameter or switching alpha functioegen if mathematad constraints are
associated with the latest, particularly in the continuity of the function and its derivatives. The

alpha functions must verify some requirements:
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- They must be finite and positive at all temperatures.
- They must be equal tbat the critical point.
- They must tend to zero whértends to infinity.

- They must belong to the C2 functignoup, i.e. function and its derivatives
(first and second) nat be continuous, (forT>0) to assure continuity in

thermodynamic properties.

Functions Generalization References

T 1 mi Tj/zg F RK Eos Soave206]
Ag) R m- 0.480 15747 0.1752

For SRK EoS Soave[227]

m 0.47830 1.6337Z7 0.31702 0.7602

For PR EoS Peng and

m 0.374640 1.54226QZ 0.26992.7 Robinson208]

05
m ¢, ¢l Tz~ 0.7 Ty Stryjek and Vera
with [228]
c, 0378893 148971537 0.1713184& 0.01965547
and g is an adjustable parameter.

a 2 3 &
ary) % 01% TR%; Cz% TR}/Z;_ 03% TR’}é ) 2, Mathias and
if T>Te Copemarj229]

a 1 &
an) o T,
m 0.418 1587 05802 when Z 0.4 Daridonet al.

[(T,) expmul T > @ [230]
m 0.212 222 0.83172 when Zt04

For SRK EoS

o) DT, ZO T, DT, T, 1 T !1 Twu et al.
with L -
Parameter [231-232]
R R R L 0.141599| 0.50031% 0.441411 0.032580
M 0.919422| 0.799457 6.500018 1.289098
N 2.496441| 3.291790 -0.200000 -8.000000
For PR EoS
T, (1 T, 11
Parameters DO T Dl T DO T Dl T
L 0.125283| 0.511614 0.401219 0.024955
M 0.911807| 0.784054 4.963075 1.248088
N 1.948153| 2.81252%2 -0.20000 -8.00000

TABLE 3.4 —-PRINCIPAL ALPHA FUNCTIONS [B3]
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Different mathematical expressions sitithese requirements. HistoricalRedlich

and Kwong[205] were the first to propose a tematrre dependence of the attractive
parameter through an alpha function:

or L

3.55
T (3. 55)
Classically, the alphauhction expressions are:
X Exponential expression,

TheTrebble-Bishoi (TB) [224] alpha function is one of thisnd of examples selected
in this study

a .0
OT  expan u§1 l .

3.56
- © Ty, (8.59)
X Quadratic expression,
Different quadratic forms have been proposed:
- TheSoavealpha function with one adjustable param§e6].
a § &
Oor & ml \/I S » (3.57)
4 © TC 11,)/4
- The Mathias-Copeman(MC) alpha function with three adjustable
parameter§229].
a 2 3d
8 : 8 - 8§ T
bOT & ¢ 1 l, c, 1 lb (o | l,» if T<T, (3. 58)
« © \Tct © \Tct © \Tct U,
otherwise,
a § &
Oor & ¢l /l > » (3.59)
4 © TC 11,)/4

C1, C2 andcs are the three adjustable parameters

The repulsive parameter contrary to the attractive parameter is usually kept
independent of the temperature.
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3.1.2.6.E0S Extension for Mixture Application

Representation of mixtures phase equilibrium needs the knowledge of the parameters
of the equation of state. With the two parametayb)(equations of state, the aim is to extend
the calculation of the two parameters in takimgy account the influence of each components.
Various mixing rules exist to extend thguation discussed previously to mixtures.

The first mixing rules are thean der Waalamixing rules (known as the classical
guadratic mixing rulesJ204]. These mixing rules can be deduced from the composition
dependence of the virial coeffiits. Indeed, in developing thvelW-EoSin power series

around zero density and in iddging the virial coefficients different conditions can be

obtained:

a : :xix].aij (3. 60)
i

where

8 qJaa 1 k (3. 61)

And

b x.b (3. 62)

I

II 1
ki is called the binary teraction parameter. This paramet@kes into account the attractive
interaction between componentsahe fact that these intetmns are different between each

others.
The classical mixing rules can be applied &3-parameter cubic equation of state.

Binary interactions in fluid mixtures argescribed by applying clagal mixing rules as

follows:

a : : XX, 8 (3. 63)
i

b : x.b, (3. 64)

C X.C (3. 65)

I
II 1
a; 1 k; ,aa, (3. 66)

wherek; is the standard binary interaction parameter.
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For polar-nonpolar interaction, however, tiassical mixing rules are not satisfactory
and more complicated mixing rules are necesg88]. The non-density dependeND)
mixing rules developed byvlonitis et al [233] can be applied to describe mixing in the

a-parameter:
a a° a" (3. 67)

wherea® is given by the classical quadratic migirules (egs. 3.60 and 3.61). The tefm

corrects for asymmetric interaction which canbet efficiently accounted for by classical

mixing:

a’ { X aLiI o (3. 68)
p i

a, a,a (3. 69)

| Igi I;i T T, (3.70)

wherep is the index of polar components.

Many researchers have developed othexing rules, derived from the classical
mixing rules or based on excess Gibbs energy models, it can be cited for exantleothe
and Vidalmixing rules[234], Wong and Sandlg235], the ModifiedHuron and Vidalmixing
rules 1 and 2236-237]

Using anEoSand the associated mixing rule® ttugacity of each component in all
fluid phases is calculated from:

fi X 4P (3.71)
whereP is the pressure, and and / are respectively the mole fraction and the fugacity

coefficient of component The calculation of the fugacity coefficients using ‘2D mixing

rules, for a gener&oSas well as th&¥PT-EoSis given in Appendix B.

3.1.3. The — - approach

For each approach to solve the equilibrium @4 the use of aequation of state was
necessary, to determine the fugacityboth vapour and liggd phase in the — - approach,
to express the fugacity in the vapour phase in the approach. The knowledge of different

properties is necessary for the use of the- approach. In case of g&olubility a Henry’s
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law approach is used for each compdreerd the fugacities of the solute{qeq. 3.6) in the

solvent and of the solvent (€8}.7) can be expressed by:

v (T)

f-(P.T) HA(T) x (T) eXp(‘R%T)(P R>) (3.72)
L satpysat Visat (T) sat
f-(PT) ) FR™% (1) uexp(E )P R™) (3.73)

The Henry's constant, the molar volume at infinite dilution must be determined to
express the fugacity of the solute, the actiebefficient and the molar volume at saturation
for the solvent. The different models to deterenine activity coefficienwill be treated in the
next paragraph (83.1.5).

The Henry’'s constant can belaaated from various litetare correlations. Some are
given in TABLE 3.5. It can be noticed that imig all Henry's constat for light hydrocarbons
(from C1 to C8), acid gases (¢@nd HS) and air gases, which are the main components of

the natural gas are available in the literature.

Expression of the Henry's constant Number of Solutes Reference

H,,(T) 10" 8T Ctooe® b (3. 74) >30 Yaws et a[238] (1999)

H, .(T) exp(A % T£ _I_—DS (3. 75) 2 Prini and Crovett¢239] (1989)
C

Hiu(T) expld BT T? D In(M) &70 3 Tsonopoulos and Wilsdi240](1983)
C .

Hiw(T) exp(A BT Tz D In(T)) G.77) 3 Heidman et al[241] (1985)

sat B C
HiuM expt™ A T 32) e 7 Li and Nghiem[242] (1986)

TABLE 3.5 - EXPRESSION OF HENRY'S CONSTANTS OF SOME SOLUTES IN
WATER

In TABLE 3.5, f,°*is the water fugacity at saturation. Al B, C, D coefficients are
given in the respective references; in table 3efr thalues are given for correlation (3.74). It
should be noticed that the Hersrgonstant correlations are ainted from experimental data,

solubility data in water or meaement via a dilutor technique.
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Solute A B (16) C D Tmin Tmax

Argon 65.3235 -3.2469 -20.1398 0 273.15 348.15
Carbon Tetrafluoride 1507.2737 -41;9725 -599.35 0.409087 273.15 323.15
Methane 146.8858 -5.76834 -51.9144 0.0184936 273.15 360.95
Carbon Monoxide 74.5962 -3.6033 -23.3376 0 273.15 353.15
Carbonyl Sulphide 96.0707 -5.2224 -30.3658 0 273.15 303.15
Carbon Dioxide 69.4237 -3.796460 -21.6694 0.000478857 273.15 353.15
Acetylene 67.9714 -3.54393 -21.403 0 274.15 343.15
Vinyl Chloride 61.1868 -3.43853 -19.0984 0.00251906 273.15 323.15
Ethylene 107.7298 -6.3399 -31.7169 -0.0132533 283.15 360.95
Ethane 108.9263 -5.51363 -34.7413 0 275.15 323.15
Cycloproprane -141.973 -5.87466 50.9015 0 298.15 361.15
Propylene -2570.0227 68.674 1033.84 -0.719694 283.15 360.95
Propane 2874.113 -85.6732 -1128.09 0.70158 283.15 360.95
1-Butene 12.9593 -2.78226 0 0 311.15 378.15
Isobutene 103.9814 -5.54785 -32.8909 0 273.15 343.15
N-Butane 121.8305 -6.34244 -38.7599 0 273.15 349.15
Isobutane 161.2644 -7.9495 -52.4651 0 278.15 318.15
Chlorine Dioxide -24.6413 -0.06.2181 10.7454 0 283.15 333.15
Chlorine 232.4396 -8.2198 -86.9997 0.0442155 283.15 353.15
Hydrogen 54.6946 -2.40098 -16.8893 0 273.15 345.15
Hydrogen Sulphide 10.8191 -1.51009 -39.93 -0.00681842 273.15 353.15
Helium 46.0252 -1.84993 -14.0094 0 273.15 348.15
Krypton 77.5359 -3.9528 -24.2207 0 273.15 353.15
Nitric Oxide 30.2512 -2.42215 -5.7049 -0.0119149 273.15 353.15
Nitrogen 78.8622 -3.744980 -24.7981 0 273.15 350.15
Nitrous Oxide 68.8882 -3.857750 -21.253 0 273.15 313.15
Neon 60.7869 -2.65134 -18.9157 0 273.15 348.15
Oxygen 77.8881 -3.79901 -24.4526 0 273.15 348.15
Phosphine 67.5831 -3.57648 -20.9165 0 298.15 323.15
Radon 109.3341 -5.64696 -35.0047 0 273.15 323.15
Sulfur Hexafluoride 191.8514 -9.19008 -62.9116 0 276.15 323.15
Sulfur Dioxide 22.3423 -1.98711 -5.6857 0 283.15 323.15
Xenon 87.3918 -4.56921 -27.4664 0 273.15 348.15

TABLE 3.6 — COEFFICIENT VALUES FOR (EQ. 3.74) AND RANGE OF
UTILIZATION

Many correlations exist to estimate the partial molar volume of water at saturation: for
example those developed Baul and Wagnei1987)[243] or by Racket{244].

Z/ 1 1.99206"M 1.10123"W* 0.512506" 1 1.75263°W° 454485~ 1° 675615 W'

with lU vitand W1 Tl (3.79)
s Rl 102905 0.0877572% ¢ ™"
oV 5 T0. : 2 (3. 80)
C

In these expressiong, is the water critical temperatur®; is the water critical
pressure,Zis the water acentric factor afgis the water reduced temperature.

Values of the partial molar Wwome of the gas at infinitdilution in water can be found
in the literature for some compounds, but aigih a correlation, which is based on the work
of Lyckman et al[245] and reported bideidmann and Prausnif246] in the following form:

§in Vif ) ~T pci
— ' 0.095 235 (3. 81)
(d? Tci 1 c Tci
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with P and T, solute critical pressure and temperature and c the cohesive energy density of

water:

c %with ‘', 'H, RT (3. 82)

with “"Uw, energy of water vaporizah (at zero pressure). Fdoetter high temperature

dependence the following correction is used:

v/ (T) \,if(|-)>Lyckman %@ uT 298195 (3. 83)

3.1.4. Activity Coefficient

The knowledge of activity coefficient values is necessary for the use of -the
approach. Activity coefficient,/is a useful tool to descridbe non-ideality of a condensed
phase. By definition, activity coefficient is mean to quantify the difference between the
ideality and the real mixture:

f, Jf" (3. 84)
thus activity coefficient is defined by the equation:
f f
— ' 3.85
J X0 (3. 85)

Activity a of a compound is:
a X (3. 86)
As fugacity coefficients are related to the residual Gibbs energy, similar expressions for the

activity coefficient can be expressed:

G" I'NRThha G* ! NRTInx (3.87)

And then the activity coefficient can belated at the excess free enthalpy by the

following relation:

GET,P,x ! NRTLnJ (3. 88)
or

E .
e . RTIn J (3. 89)
©\Mi 3'r,P,Nj

All excess properties can be dedd from the excess free enthalpy:
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. 3.90
W T? ( )
© 1P,N, N;
E
5@ SE (3.91)
OW %y,
E
V6 . VE (3. 92)
oW 1\

Non-ideality of mixtures is easily quan&fl using the excess Gibbs energy or the

activity coefficient. For these purpes different excess Gibbs mode® fnodels) have been
developed:

- NRTL model (Non Random Two Liquids)
- UNIQUAC.model (Universal Quasi Chemical)
- UNIFAC and Modified UNIFAC models, which are predictive models

contrarily to the two previous models.

3.1.4.1.NRTL Model

The NRTL equation was proposed Rgnon and Prausnif247] in 1968 and is based

on expression of internal energy of miximg terms of local compositions. The activity
coefficient can be expressed as:

J: WG, X, G § EGM W, -
Ln ¢ . W ’ (3.93)
: G, X ! : G % " : Gy %
J k k
with:
C,
W RT (3.94)
§ Cj i
G, Exp- 0,—=. (3.95)
’ ©  RT1
C, O (3. 96)
And the excess free enthalpy can be written as:
Cc .
X, Exp§ D, —= .
£ I © T ~
g >|h | C, (3.97)
L § G-
XkEXp" Qi >
J © @ RT:
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It can be noticed that for a binaryssgm the NRTL equation has 3 parameters

(£;,C ;andC,;) that can be adjusted on experimental data. Genefally ) parameters

are taken constant (for example : 0.2 or 0.3).

3.1.4.2.UNIQUAC Model

The UNIQUAC model was developed B®brams and Prausnit248] (1975), and
then by Maurer and Prausnitz(1978) [249]. This model is also based on the local
composition concept. It expresses the mixermergy balance in function of the molecule
external surfaces. Their authors have aeili that each compound can be divided in
segments (volume parametgrand that the interactions arepgadent of the e&rnal surface
of the compound (surface parameggr Deriving the mixing internal energy, they have thus
expressed the excess free enthalpy (or the actigfficient) as a combination of two excess
free enthalpies, which take into account theenactions between components (the residual
excess free enthalpy (or a residual actieiefficient)) and the size parametersapndg;) of
each component (the combinative excess free enthalpy (or a combinative activity

coefficient)). The activity coefficiertan be expressed in the following form:

Ln J Ln J%" Ln JF® (3. 98)
with
_ 8
Ln J " |_n-§’)—i, —q,Ln:;i* l, D x|, with z 10 (3. 99)
e i gii X
Z
li (ri qi)E f 1 (3- 100)
4 Ixiqi (3. 101)
| X;4;
J
). Ix_r (3. 102)
X.r
| i
J
and
a (o]
8§ : 4 W
Res 1 | »
Ln ‘] qi; LnE®| 41' 'J/',/; [ i]_J » (3' 103)
« ] b LA

And the resulting excess Gibbs energy is:
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gE gE,Com gE,res (3 104)
a . 0
g=" RT ¢ xlni | F xqLnSi ! (3. 105)
=i (G b i @ i 1, |
E res § § o
g® RT. qgXx Lr1-- 4, W.. : (3. 106)
© ©i 11

Therefore two kinds of parameterseaneeded for the UNIQUAC model, the
geometric parameters (a volume parameteraasdrface parameter) thete characteristic of
each component and the binary parameterschwiare determined from binary mixture
experimental data. The geometric parameters have been determined from the molecule
surface and volume proposedByndi(1964, 1968)

The UNIQUAC model such as the NRTL modelnist a “full” predictive model, as
they need experimental data for parametersiajent. That is why predictive models based
on the group contribution theory have been developed.

3.1.4.3.UNIFAC andodified UNIFAC

The UNIFAC method was poposed Byedenslundet al. in 1975[252] and is based
on the similar assumption as UNIQUAC: the excess &nthalpy (or the activity coefficient)
is expressed as a combination of the resignakss free enthalpy and the combining excess
free enthalpy. However, the authors have assumed that group interactions take place instead
of molecule interactions provided the commt compound is composed of these groups. The
main difficulties associated with this modake therefore in the group decomposition of the
compounds and that interactions betweeougs must be taken into account instead of
component interactions. Parameters for grotgractions can be found the literature. The

expression of the activity coefficient takes the form:

Ln 1 X Lln% Ln¥ (3.107)
k
with:
a [0}
. 4 <
Ln* Q% n31 4 < —m km % (3. 108)
C e T T A<
& ! Y,
where:
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XQO

4m
: XnQn

(3. 109)

and X, is the molar group fraction in the mixture ahas the number of groups k in the

mixture

§ an, -
©T 1

<

mn

Exp

(3. 110)

where ann is the interaction parameter between the different groups. The combinatory
parameter; andq are calculated with the following rules:

ol XR,

qi : )g,i Qm

(3.111)

(3.112)

with R, andQ, being respectively the volumadsurface parameters of each graup,
A modified version of the UNIFAC moddlas been developdModified UNIFAC).

The expressions of the combining activity coeffits were modified to take into account the

van der Waals volume and surfaceafidq):

ombinatoie § V
Ln g & 1 v, LnVY, 5g 1 —
© F
where:
V' o
| :xjrj%
]
Vi o
RO
J
F i
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(3. 114)
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3.2. Hydrate Phase Equilibria

Since many years, several studies hagenbperformed on the prediction of hydrate
forming conditions for various gas mixturesdanhibitors. Various correlations and models

can be used.

3.2.1. Empirical Determination

Various correlations have been presertethe literature fompredicting gas hydrate
forming conditions. The first kind of method determine hydrate-forming conditions is the
K-values or the distribution coefficient methadhich utilizes the vapour-solid equilibrium
constant for predicting hydrate-forming conditidd83]. In assuming that hydrates are solid

solutions, this/SEvariable is empirically estimated frolacharts.
K, 2 (3.117)
wherey; is the mole fraction of thd'inydrocarbon in the gas phase ani$ the mole fraction

of the same component in the solid phasevater free basis. The hydrate forming conditions

must verify the following equation:

—

Y.
i 3.118
il Kvs,i ( )

K-charts can cover a wide range of tempeest@nd pressures. Many charts have been
developed, byCarson and Kat253], by Mann et al.[254]. However, the presence of non-
hydrocarbon components leads to inaccurateigied. The charts have been updated for the
use of non-hydrocarbon gases: carbaxidie, hydrogen sulphide, and nitrog@s4.

Another graphic determinah is the use of gas-gravity method developedKhyz
[255]. The gas gravity is defined as the appamealecular weight of gas divided by that of
air. The hydrate forming conditions, either g@® or temperature is read directly t@-d
graph, where hydrate-forming lines at constgag gravity are plotted. These graphs are based
on a limited amount of experimental data.

An alternative use to graph determinatisnthe use of empirical correlations. The
first, which can be cited, e correlation developed Ibolder et al.[256] for some selected

pure gases:

P, exp@ ?) (3. 119)
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with a andb empirical coefficients, whit are characteristic of éhtemperature range and the
selected compound.

For natural gases, another methisdhe correlation developed byarkogon [257]
taking into account the gas gravity:
In(P,) 23026E 0.1144(T KT?) (3. 120)

where

E 2681 3811 1679J%andk 0006 0011 0011 ((3.121) and (3.122))

dis the gas gravity.
A correlation was also proposed Kypbayashiet al. [258] based on the fit of gas-
gravity plot.

T, UIA AI(J) AINP) AIn(4)> ANPINCE AINP)? Aln(4)° A nP)In(J):?
AINPIN() Ao (P A, In(J)* A, In(P)IN(4)* A, In(P)In( )2

A, In(P)* In( 4) As In(P)*]
(3. 123)

The coefficients are listed in TABLE 3.7.

Coefficients Values
A, 2.770771510°
A, -2.78223810°
Az -5.64928810*
A, -1.29859310°
As 1.40711910°
Ag 1.788574410°
A; 1.13028410*
Ag 5.97283510*
Ag -2.327918110*
Ao -2.684075810°
Ay 4.661055510°
A 5.554241210*
Az -1.472776510°
A 1.393808210°
Ais 1.4885051Q10°

TABLE 3.7 — COEFFICENTS OF THE EQUATION 3.123

All these empirical determations have some restimbhs and are not strongly
accurate, even the latest with its 15 coefficients.
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3.2.2. van der Waals-Platteeuw ModglParrish and Prausnitz Development)

In case ofV(L)H equilibrium, whereH stands for the hydrate phastructure | or 1l or

h), the equilibrium conditions are:

f-(PT) fY(PT) 11 (PT) (3. 124)

W,(P.T) W (PT) py(PT) (3. 125)

Van der Waals and Plattee®59] were the first to propose a model for gas hydrate
modelling. They havessumed some hypotheses:
- Each cavity contains atost one gas molecule
- No interaction between encaged molecules.
- The ideal gas partition is aligable to the guest molecules
They derived the statistical thermodynareiguations for the particular case of gas
hydrate in assuming that the solid phase cardéerribed by a model similar to that of
Langmuirfor gas adsorption.
The chemical potential of water in tH#led hydrate latticeis expressed by the

following equation:

" - NCIAV § '; kaki
PT ~ RT nl —*———"~ 3.126
Wo(PT) WS RT L dnd o] (3.126)
© | 1

where:
- RFis the potential of water in empty lattice.
- @s the number of cavities of typg@er water molecule in the lattice.
- fkis the fugacity of the componeinin the gas phase.
The fugacity of the gaseous cpaund i in the vapour phase idadated with an equation of
state. Eo0S.
fY(P,T,y) M(P,T,y,E0S uP uy, (3. 127)

- Cy is the Langmuir constant
Using the Lennard-Jones-Devonshireell theory, theyshowed that thdangmuir
constant can be expressed as:

45 ¢t awr)oe,
C — 3ex
M q S 4,

dr (3. 128)
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wherew(r) is the spherically symmetric cell potential d&nid the Boltzmann's constant.

Here the first modification can be citetttjs approach has been extendedPlyrish
and PrausnitZ260] to account for multiple guests inettnydrate structures. They described
guest-host interaction in usingkKdhara potential with a spherical core, therefore the cell
potential becomes:

al)rZ § a .- V § a .0
w(r) 2zf4ﬁ©é*’ = ©G Eéii}4 (3. 129)
with
% r a." N o
¢ d - = 4N (3. 130)

R is the cell radius of the cavity,is the coordination numbea, is the core radiusHs the

characteristic energy an2a is the collision diameter.

The chemical potential of water in 8hase (liquid or ice) is:

W (P.T) W.(P,T) RTIn(a,) (3. 131)

where [ is the chemical potential of pure water as ice or liquidarid the activity of pure

water as ice or liquid. It can befawd from equations 3.124 and 3.125 :

WAP.T) Wy (PT) (3. 132)
with:
U (PT) WI(PT) ps(PT) (3. 133)
and
Mo (PT) Wy (PT) W,(P.T) (3. 134)

The equation 3.132 can be written by 068.131 and classical thermodynamic as:

1

D T IHD P
W

(T \
M 34T 32dP In(a,) (3. 135)
RT RT, . RT o RT

where Yo is the difference in the chemical potentélwater in the empty lattice and in ice
or liquid water afl(,=293.15 K, 'Hyand ‘V are respectively the molar difference in enthalpy
and volume between the empty lattice and ice or liquid wabker difference of enthalpy can

be written as:

HIY Hy T, T,) (3. 136)
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'Ho and 'V are both considered to be pressurdependent because pressure effects on
condensed phases are small.
Therefore, to find the hydrate forming pressat a given temperature or the hydrate
forming temperature at a given pressuine following equation must be solved:

7 I, § IfC
ne ToH, C(T T) n/ Neav = |k
RTO 3 RT"Z dT RT(F> P) In(a,) : @n 1 1k'—fc.>(3' 137)
0 To I © kl| k ki 1
with
T (T 27315/2 (3. 138)

The activity of water is calculated using ookthe activity models described in the
paragraph 83.1.5 and the other progsrtan be obtained from TABLE 3[261]

Properties Unit Structure | Structure Il

"Uo (liq) J/mol 1264 883

"H, (liq) J/mol -4858 -5201
H, (ice) J/mol 1151 808

", (lig) mi/mol 4.6e-6 5e-6
"V, (ice) m°/mol 3.0e-6 3.4e-6
'C, (liq)) J/mol/K 39.16 39.16
'C, (ice) J/mol/K 0 0

TABLE 3.8—- THERMODYNAMIC REFERENCE PROPERTIES FOR GAS HYDRATES
To simplify the calculations it can be noticed thatlthegmuircoefficients have been
already evaluated by various authorsiascket al. (eq 3.139 and TABLE 3.9261]:

A 8.
G (M) TP (3. 139)
Structure | Structure I
Small cavity Big cavity Small cavity Big cavity
Components A B A B A B A B
(a0’ (a0’ (a0’ (a0’
Methane 0.7228 3187 23.35 2653 0.2207 3453 100 1916
Ethane 0 0 3.039 3861 0 0 240 2967
Propane ND ND ND ND 0 0 5.455 4638
i-butane ND ND ND ND 0 0 189.3 3800
n-butane ND ND ND ND 0 0 30.51 3699
Nitrogen 1.617 2905 6.078 2431 0.1742 3082 18 1728

Carbon dioxide 0.2474 3410 42.46 2813 0.0845 3615 851 2025
Hydrogen 0.025 4568 16.34 3737 0.0298 4878 87.2 2633
sulphide

TABLE 3.9 -A AND B PARAMETERS FOR LANGMUIR COEFFICIENT EVALUATION
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3.2.3. Modifications of the vdW-P Model

Various authors have extended th@W-P model to improve the accuracy of the
prediction. Instead of using the equality of tiemical potentials (3.125) they have chosen to

solve the equality of thwater fugacity (3.140).

fPT) fy/(PT) f(PT) (3. 140)
where DOstands for the ice or liquid phase and the fugacity of the hydrate phase can be written

in the following form:

(T fAPT)expe n(LP) 3. 141)
© RT 1

with f§, the fugacity of the hypottieal empty hydrate lattice

3.2.3.1. Classical Modifications

Sloanet al. (1976)[262] were the first to relate thiigacity of water in the hydrate
phase to the chemical potehutifference of water in thelfed and empty hydrate. The empty
hydrate fugacity of water can be expressedgighe common phase etjoria equation with:
£,5PT) ) SPE exp §E(£)dP (3. 142)

RO RT
The values of the fugacity dfie empty hydrate or of thepour pressure of the empty
hydrate have been fitted to experimendatta. The equation for the two empty hydrate
structures vapour pssures proposed Bjoanet al. (1987)[263] are:
60039

P A(inatm) 17.440 for structure | (3. 143)

60176

PA(inatm) 17.332 for structure Il (3. 144)

These correlations have been obtained g filing at a number of temperatures for
different compounds.
Ng and Robinsof264] have reported thieigacity of the empt hydrate as a function

of the temperature by fitting experimental data:

In(f,5 In(f,%) ;ipln(fWE);rP (3. 145)

where
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Blorll

In(fwé)) AI orll ? (3 146)
and
;ipln(fwg) ir CIorIIT Dlorll (3 147)

Excellent results are obtained with this g but this model is not considered as a
predictive one, it is usedb represent experimental tda Moreover the thermodynamic
consistency of this approach has beescussed and proved nti be acceptabl¢265],

because the equation 3.147 is not ireagrent with the classical thermodynamic:

§d a V.
@l—pm(fw)1r = (3. 148)

Moreover, it predicts a negative molar volume of the empty lattice for temperature
below 287.8 K.

Klauda and Sandlef266] have also developed a modification of trBV-P model.
Their approach is similar to tf&loanet al. approach, previously described. They proposed a
new approach to calculate thelg@tential and theyrave developed diffen¢ correlations to

estimate the values of the molar volume #drelvapour pressure of the empty lattice.

3.2.3.2. Chen and Guo Approach

They[267-268]have chosen to solve the following equilibrium equation:

fAPT) £Y(PT) f7(PT) (3. 149)

The fugacity of the hydrate former in the vapour phasealculated with an equation
of state:
fY(P.T,y) M(P.T,y,E0S uP uy, (3. 150)

To model the hydrate phase they hgweposed a two-stefpydrate formation
mechanism. The fugacity is expressed asptfoeluct of the hydrate former fugacity in the
case of the gas phase is in éiQuum with an empty latticeBydrate phase and a second term
based on the Langmuir theory.

For the first step of the mechanism, they assume the gas molecules dissolved in the
aqueous phase will form clusters witmamber of water molecules surrounding each guest
molecule. These clusters and the dissolved gas molecules will form the first base of the
hydrate also called kasic hydrate> by associating with each other. All the cavities (big
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cavities) of the basic hydrate will be filled coanty to the cavities (small cavities) created by
the clusters associations, which stay emftiis process is described by the following

equation:

He(P.T) W, (P.T) & (P.T) (3. 151)
where pg is the chemical potential of this basic hydrgig.and py are respectively the
chemical potential of wateand of the gas species, ag@@is the number of gas molecules per
water in the basic hydrate.

In a second time the gas molecules dis=blinto water are adrpted by the linked
cavity created by the association of the tdmsidrate. Only small gas molecules (Ar, O,
CH,) can filled the linked cavities. THeangmuiradsorption theory is applied to describe the
filling of the linked cavities by the small gas molecules. It can be noticed that this mechanism
does not occur for larger molecule (etbarpropane...). The equation describing this

mechanism is:
w(PT) W(PT) GRTIN@ ! ) (3. 152)
f.C

I
with |iT 1 ! fcC
I I 1

(3.153)
and @is the number of linked cavities peater molecule in the basic hydrate.
With the classical thermodynamic eqoati3.125 and in combining the previous

equation, the equililim relation becomes:

W, (P.T) pg(P.T) RTIn(f) (3. 154)
D
f >gfi°.§1 T, (3. 155)
© | 1
where

W(P.T) w(PT) Qu(PT) i’)

foi EXp 1< (3 156)
< ORT Y
and
[ oy (3. 157)
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As in the exponential terof equation 3.156, the terpy, andpg are only dependent on
the temperature, pressure and the water actithigyauthors have assed that this equation
can be rewritten as the producf three functions represtamgy the contributions of the

temperature, the pressure and the water activity:

O(P.T) £O(P)uf(T) uf’(a,) (3. 158)

with

f°@a,) a,'? (3. 159)
0 §AP .

f."(P) exp©? . (3. 160)

where Fequals to 0.4242 K/bar for structuremgal.0224 K/bar for struate 11, respectively.
§ B

o . .

f."(T) Aexp@ C 1 (3.161)
TheA’, B’ andC’ coefficients are listed in TABLE 3.10:

Structure | Structure I
Components A B’ c A B’ c
(a0 (a0%)

Methane 158.44 -6591.43 27.04 0.52602 -12570 6.79

Ethane 475 -5465.6 57.93 0.00399 -11491 30.4

Propane 0.09496 -3732.47 113.6 0.23854 -13106 30.2

i-Butane 0.1 0 0 0.45138 -12850 37

n-Butane 0.1 0 0 0.35907 -12312 39

Argon 5.8705 -5393.68 28.81 0.73677 -12889 -2.61

Carbon dioxide 0.96372 -64445 36.67 0.34474 -12570 6.79

Hydrogen sulphide 443.42 -7540.62 31.88 0.32794 -13523 6.7

Krypton 3.8719 -5682.08 34.7 0.31982 -12893 4.11

Nitrogen 9.7939 -5286.59 31.65 0.68165 -127770 -1.1

Oxygen 6.2498 -5353.95 25.93 0.43195 -12505 -0.35

TABLE 3.10 -A’, B' AND C' PARAMETERS FOR FUGACITY EVALUATION

ThelLangmuirconstants have been correthtesing the following expression:

8y

C X '
(T) exp@ Z 4

(3. 162)
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The coefficients(, Y andZ are given in TABLE 3.11:

Compounds X (10 Y z
Ar 5.6026 2657.94 -3.42
Kr 4.5684 3016.7 6.24
N 4.3151 2472.37 0.64
0, 9.4987 2452.29 1.03
CO, 1.6464 2799.66 15.9
H,S 4.0596 3156.52 27.12
CH,4 2.3048 2752.29 23.01

TABLE 3.11 - X, Y AND Z PARAMETERS FOR THE LANGMUIR CONSTANT
EVALUATION

In case of equilibrium with ice the followingguation is used to take into account of
the temperature dependence:

M) Nexp®oc [ iexp ) (3. 163)

with D = 22.5 for structure | and = 49.5 for structure Il.
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Experimental Study

Dans ce chapitre, diverses techniquegerimentales seront présentées.
Dans un premier temps detechniques de mesuresasdiques des équilibres
liquide-vapeur seront mmées, celles-ci pouvardtre séparées en deux
catégories : les technigues en circuit ouvet les techniques en circuit fermé.
Chacune de ces ca@ries pouvant elle aussi étmubdivisées en deux sous
catégories selon que la méthael synthétique ou analytique.

Apres avoir décrit ces différenteschniques, une revue plus spécifique
aux meéthodes de mesures @meur d'eau est faite. La technique statique
analytigue avec échantillmage des phases sera finalement la méthode
employée pour la mesuregieneurs en eau des phasvapeur. Cette méthode
sera également celle choigieur la mesure de solilité des différents gaz dans
'eau. Néanmoins une technique basée gue cellule a volume variable sera
utilisée pour la mesure de solubilité du dioxyde de carbone dans I'eau.

L’'appareil, basé sur une technigstatique analytique, utilisé au Centre

for Gas Hydrate (Ecosse) sera finalement présenté.
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4 Experimental Study

4.1 Literature Survegf Experimental Tetniques and Apparatus

The study of phase equilibria is essentralpetroleum, pharmaceutical and chemical
industries. The deviations to ideality in pbasquilibria are rarely negligible and these
phenomena are particularly emphasized whenetkperimental condition are extreme (high
pressure, low or high temperatures) or whiee components are not alike (polar and non-
polar compounds). The knowledge of phaseildgwm data is the basis for the design
optimisation of many chemical processes, ldaparation process (dition) or reservoir
simulation during drilling or prduction or transport of petroleufluids. The data are usually
fitted thanks to the help of a model with axtpble parameters in order to interpolate and
extrapolate the measured properties. Theremaney ways to obtain farmations about the
phase behaviour of fluid mixtes. The direct measurement of phase equilibrium data remains
an important source of information; everegictive model needs a number of experimental
points to adjust the interaction parametarsl then obtain sufficiently accurate results.
Unfortunately, for many systems particulany extreme conditions, data are rare and

prediction methods are inadequate.

Many instruments have been described taerditure. The choice of the experimental
technique depends on the temperature and pressnditions. At low pressure (< 1 atm) the
technique used is the ebulliometry. For high and intermediate -pressure phase equilibria the
experimental methods can be&ided into classes depending of:

- How the composition is determined:
- by direct sampling methods (analytical methods)
- or by indirect methods (synthetic methods)
- How the equilibrium is achieved:
- by static method ( the equilibrium is achieved by stirring of the phases)

- or dynamic method, at least one of the phases circulates
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4.1.1 Synthetic Methods

The principle of this method is fmepare a mixture of known compositif269] and
then observe the phase behaviour in an equifib cell. The main difficulty of synthetic
method is thus in the preparation of such atame. The pressure (or the temperature) is
modified until the formation othe disappearance of a pha$his modification is detected
either by visual observation tfie resulting phenomenon (turliidior meniscus) in a view
cell or by recording a physicaroperty presenting a discontibpiat the phase transition
(break point in a graph). Eaclxperiment yields one point of thEBTx (or PTy) phase
envelope. Different alternatives of these methods exist:

- “Synthetic-Dynamic” method, lerating tube densimeters.

Various author$270-271] have used a vibrating tulbe measure the pressure, liquid
and vapour densities at givemtgeratures. This technique alle a complete description of
the compressed phases up to saturation poines.géneral principle of the vibrating tube

densimeter has been reported by variodkas, and is schematized in Figure 4.1.

P and T measurements

Electronic data (T
P, vibrating
period)

aquisition unit

Vibrating tube

/(I — Fluid

k‘ | «— Circulation

Liquid Bath

Figure 4.1 Principle of the vibrating tube densimeter

- Synthetic method with variable-volume cell

The variable-volume cell methotigsavreet al.[272], Fontalbaet al. [273]) allows
the determination of bubble points. By changiihg total volume of a cell, the appearance of
a new phase can be obtained from the abrugrt@d in slope on the volume-pressure plot. For
example a piston can allow ligliexpansion until the apptian of the bubble point. The

principle of the technique is de#zed in the following figure:
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Mesurementof T & P

A
Pressure
Bubble point
Liquid
|
| R
Cell-volume
Piston Displacement
U
Cell-volume

Figure 4.2 Principle of the variable volume cell method

Some difficulties are associated withisthmethod especially when the operating
conditions are close to the critical camoins of the mixture under study because the
discontinuity in the slope becomes less and dgstinct the more the conditions are close to

the critical point.

- Synthetic methods with a fixed volume cell

The total pressure method using a fixed volume cell allows the determination of the
vapour and liquid compositions from masmlance and thermodynamic equilibrium
equations. The principle of this method has been describedegset et al. [274]. The
equilibrium at a given pressure and tempemis achieved in a teof known volume. The
vapour and liquid properties of the systaran be calculated by solving the following

equations (for a binary system):

n- n n n (4.1)
n‘x, n'y, n 4.2)
n‘vt n'v' oV, 4.3)
and at thermodynamic equilibriuny; K, x; 4.4)

This set of equations is solved in usingitemative method where at each step of the

iteration the liquid and vapour molar voluma® calculated by means of a thermodynamic
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model. For systems containing three componenitsare, solving of sets of equations become

inaccurate.

4.1.2 Analytical Methods

Analytical techniques allow direct detamation of the compaton in both vapour
and liquid phases in analysing each pHa3®]. The principle of thigechnique is based on
taking samples of the considerpbase and then analysing them outside the equilibrium cell.
Withdrawing a large sample from the cell wdbalause a non-negligible pressure drop, which
would disturb the cell equilibrium. Therefore, ttmain difficulty is to find the more accurate
tool to withdraw samples without disturbitige equilibrium. Avoiding any pressure drop can
be achieved by using a variable — volume celbdarge equilibrium cell. The analysis of
samples is generally carried out by gasliquid chromatography. Different analytical
methods exist:

- The recirculation method: one or mgobeases of the equilibrium can be re-
circulated. In case of vapouriid equilibrium, the vapour (& the liquid) phase is (are)
withdrawn continually and pas$éack in the equilibrium cell through the liquid (and vapour)
phase by the action of a pump. Samples cawibdedrawn by means of a sampling valve,
generally a six-port valve with an externabp, placed in the recirculation loop. As the loop
is filled continually with the flow of therecirculation, no presse drop problem is
encountered during the filling of the loop and the sampling, if the volume of the loop is

negligible by comparison with the total volume of the set-up.

Equilibrium
ﬁ Cell
Liquid
circulation | Vapour Vapour
loop Phase circulation
loop
Liquid
Phase
Pump ompressor

Figure 4.3 Principle of the reirculation technique
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The temperature and the pressure in the bapin the cell must be particularly well
regulated to avoid any temperature or pressweation, which could lead to complete
incorrect results.

- The static-analytic technique: at a given temperature an equilibrium cell is charged
with the desired system and after adjusting phessure, an efficient stirring is started to
achieve equilibrium. The pressure inside thé geherally decreasesithin a given period of
time before reaching a plateau. At equilibrisamples are directly withdrawn from the
desired phase and then swept for analysis. A iagram of this method is shown in Figure
4.4,

P & T Measurements

Equilibrium
Cell

Sampling of the vapour phase
—p pling p p

Vapour phase \ 4

Sample Analysis
liquid phase A

> Sampling of the liquid phase

Figure 4.4 Flow diagram of sti&c analytic apparatus

One of the apparatus used in this work is based on a static-analytic method with
vapour and liquid phase sampling, which is emftout using a capillary sampler injector,
ARMINES paten{276] Rolsi ™.

4.1.3 Stripping Methods, Measurementof Activity Coefficient and
Henry's Constant at Infinite Dilution

Equilibrium is obtained dynamically inside the cell. This method is based on the
variation of vapour phase composition whitve highly diluted components of the liquid
mixture are stripped from the solution by a dans flow of inert gas (helium or nitrogen)
[277]. The variation with time of # concentration of the solute in the gas phase measured by
gas chromatography provides a measuiafofite dilution activity coefficient.
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Figure 4.5: Flow diagram of the dilutor
BF : Bubble flow meter ; C : Chromatograph ; D : Dilutor ; d. a. s. : data acquisition system ; E1, E2 : Thermal
exchangers ; FE : Flow Electronic; FR: Flow Regod; L: Loop; LB: Liquid Bath; O: O-ring; PP:
Platinum resistance thermometer Probe; S : Saturator ; Sl : Solute Injector ; Sp : Septum ; SV : Sampling Valve ;
TR : Temperature Regulator; ¥S Variable Speed Stirrer.

The principles and equipment haveeb fully describé previously bylLegretet al.
[277]. A simplified flow diagram of the apparatappears in Figure 4.5. On this figure, two
60 cnt cells are displayed, one upstream (saturator), permits to saturate the gas with the
solvent while the second (dilutor) contains thghly diluted solute stripped from the solvent
by the solvent satuted stripping gas.

Pure solvent is introduced in the "saturatell" and in the "diltor cell”, while a small
amount of the solute is introduced in theltitbr cell”. A constant stripping gas “helium”
flow adjusted to a given value by meansaahass flow regulator bubbles through the stirred
liquid phase and strips the volatile solute ittte vapour phase. The composition of the gas
leaving the dilutor cell is periodically samgland analysed by gas chromatography using a
gas-sampling valve. Equilibrium must be reagtbetween the gasdving the cell and the
liquid phase in the cell. This can be checkgdverifying the measured activity coefficient
value does not depend on the selectedirg) gas flow-rate The peak ared, of solutei
decreases exponentiallyith time if the analysis is made the linearity range of the detector.

In these conditions, the activity coefficienf, of solutei can be calculated with the equation
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(4.5) whereD is the carrier gas flow ratdl is the total number of moles of solvent in the cell,
Vg is the volume of vapour phase in the dilutor c8llthe chromatograph peak areéghe

time, T the temperature in the cell aRdhe ideal gas constant.

1S RT.N
J InC ) u 4.5)
t 'S p VtGm( 3 )

1 to

4.1.4 Review of the Experimental Set-Upgor Determination of the Water
Contents

Many techniques have been developed fer dhalysis of water content /water dew
point in gases. This investgon of the principles of war content /water dew point
measurement will cover a bridéscription of the commonly usedethods. Some parts of the
material in this repordre based on those reportedviayn Rossuri278] and by referenci7].

The methods of gas water content / watew point measurements can be divided
following in to the different categories:

- Direct Methods
- Indirect Methods

4.1.4.1 Direct Methods

The direct methods (absolute methods) mesathe dew point as temperature (or the
water content as mass of water). These methtitige a direct riationship between the
measured quantity and the water contenttHe ideal case, no calibration is necessary.
Therefore, these techniques also are cadlesolute techniques. The following measuring
methods belong to the direct methods:

1) The dew point mirror (Chilled mirror)
2) Karl-Fischer titration

3) The gravimetric hygrometer. Theeasuring principles are given in the
TABLE 4.1.
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Method Measuring principle

Dew point mirror (Chilled mirror) Temperature at which water or ice appears op a

cooled surface

Karl-Fischer titration Titration of admrbed water vapour with iodine

Gravimetric hygrometer Increasewright by absorption of water

TABLE 4.1- MEASUREMENT PRINCIPLES OF DIRECT METHODS [278]

Dew Point Mirror . The observation of dew pointava chilled surface, using either
visual observation or instrumental detectioihdew formation is a popular technique. For
determination of the dew point with a dew momirror, the gas flows over a chilled metal
mirror- a small high polished plate of gold, rhodiuptatinum or nickelin a pressure tight
chamber. Historically, the cdoly of the surface is accomplighevith acetone and dry ice,
liquid gases, mechanical refrigeration amagre recently, by thermoelectric heat pumps.
During cool down of the mirror, condensate ferom the mirror at the dew point temperature.
Condensate is detected by suitable means.mih®r temperature can be measured with a
resistance thermometer directiftached to the backside thie mirror. The mirror method is
subject to contamination from heavy hydrocard and other components present in the gas.
Depending on the kind of set-ughijs method can measure dewmidiemperatures from 200
K to 370 K and accuracy of better than 0.3 K is possible.

Karl-Fischer Titration . This method involves a chemical reaction between water and
“Karl Fischer Reagetit which is typically a mixture o$ulphur dioxide, iodine, pyridine, and
methanol. For many years, this method wiagsited to laboratory use because of the
equipment and chemicals required to carry thet determination. Recently, the newer Karl
Fischer methods are faster and more comrdnihan conventionahethods for measuring
water in hydrocarbons. The Karl Fischer titva can be divided into two basic analytic
groups with respect to dosing or puation of iodine, respectively:
a) The volumetric titration,
b) The coulometric titration.
During volumetric Karl Fischer titration, é¢hwater-containing sample is solved in a
suitable alcoholic solvent and is titrated wathKarl Fischer solution. The volumetric titration
is applied for estimation of larger amountsvedter typically in therange of 1 to 100 mg.
Compared to that, the coulometiarl Fischer is a micro metholhdine is not dosed in form
of a solution but is directly used in an iodic@entaining solution viareodic oxidaton. Due to
its high analytic accuracy, it is suited for estimation of extremely low amounts of water (10 g
to 50 mg). Therefore, for measuring the watentent of gases the coulometric Karl Fischer
titration is the preferred choice, comparedhe volumetric Karl Fischer titration.
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Gravimetric Hygrometer. Gravimetric hygrometer gives allgte water content; since the
weight of water absorbed and the precissasurement of gas volume associated with the
water determine the absolute water content of incoming gas. Gravimetric methods are of two
types:freeze outandadsorption The freeze out technique can be used for gases containing
light components (e.g. methane and etharejabse the condensatiomigeratures for these
hydrocarbons are lower than that of waterowap For the analysis of systems containing
intermediate or heavy hydrocarbons (e.g. propahe freeze out techoue is very difficult
because the intermediate or heavy hydrocarltend to condense along with water; as a
consequence the separation of condensed pigmseguired before the amount of water can

be determined. The small amounts of water and the loss that would occur on separation of the
condensed hydrocarbons from the water rerblsueh a method of insufficient accuracy.

In the adsorption method, a test gapusnped from a humiditgenerator through a
drying train and a présion gas volume measuring systeontained within a temperature-
controlled bath. The precise measurements of the weight of water absorbed from the test gas
and the associated volume of gas as measurddsaly controlled temperature and pressure,
accurately defines the absolute water contenthef test gas in units of weight per unit
volume. This system has been chosentlas primary standard because the required
measurements of weight, temperature,spuee and volume can be made with extreme
precision. The gravimetric hygrometer is a rathewieldy instrument to use, and in the low
water content ranges may require up to 30 hperscalibration point. For this reason, the
gravimetric hygrometer is not used for normreasurement purposes amduld not be useful
for industrial measurement or control.

414.2 Indirect Methods

With the indirect methods as physicalbperty depending on the water content is
measured from which, the dew point or the water content has to be calculated. The indirect
methods, being relative methods, always rexaalibration. When calibrating the relation
between the properties measured (e.g. condtytivequency etc.) ahthe water content /
water dew point is fixed empirically by compag with a reference method. In other word,
these methods can be made useful if theioglship between the water content / water dew
point and the measured quantity can béemheined empiricallyby comparison with a
reference method. Such a refeze method must be an absolstandard or a derivative of
such a standard.

The indirect methods can be divided irtftree sub group: lppectroscopic: a)
Microwave b) Infrared c) Laser 2) Chromatographa) Detection of water b) Conversion to
Acetylene c) Conversion tblydrogen 3) Hygroscopic rtteods: a) Elecblytic b)
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Capacitance c) Change in mass (Quartz djystaConductivity. The measuring principles
of the most applicable indireatethods are given in TABLE 4.2.

Method Measuring principle
Spectroscopic The water content is measured by detecting the
energy absorption due to the presence of water
vapour.
Gas Chromatography Size of the peak is proportional to the amount of the
analysed sample.
Electrolytic* The current due to electrolysis of the absorbed water

at known constant gas flow rate is directly
proportional to water vapour concentration

Capacitance* The dielectric cdaat of aluminium oxide is a
function of water vapour concentration

Change in mass (Quartz Crystal)* Hygroscopic coating adsorbs water; crystal resonant
frequency is a function of mass and thus related to
water vapour concentration

Conductivity* Salt / Glycerol solution absorbs water vapour;
conductivity is a function of water vapour
concentration

TABLE 4.2 —- MEASUREMENT PRINCIPLES OF INDIRECT METHODS
* from [278]

Spectroscopic The spectroscopic methods belongptical instruments that measure
the water content of gases by detecting theggnabsorbed to vaporize water. The basic unit
consists of an energy sourcedetector, an optical systemrfisolating specific wavelengths,
and a measurement system for determining the attenuation of radiant energy caused by the
water vapour in the optical path.

These techniques for water content detecenerally use radiations ranging from
microwave MW) frequencies to near infrareNIR). In general, the higher the frequency, the
less the depth to which waves penetrates. Therekdvé,tends to be used more for bulk
measurements, whilIR would be used for small samples. Because of the large differences
in wavelengths, even though all the instrumemésmeasuring the sartteng (water content),
the mechanics of wave generation and detection dif#®/ and NIR spectroscopic water
content detectors cover a wide range of watettent detectability, typically from 0.01% to
over 99 % mol. For many applications, the techg@s overlap, and the choice of detector
will depend on the size of the sample, process fldegree of precision, and cost. In contrast
with the MW and NIR techniques that are usedunable Diode Laser Absorption
Spectroscopy TDLAS is an extremely sensitive techoe used for measuring very low
levels—as small as typilt 100 parts per trillion gpt) of water contentor other species, in
gases. In &DLASwater content analyzer, an infrareddabeam traverses the gas of interest
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and changes in the intensity due to water absorption are measured. Path lengths are increased
by a mirrored cell to bounce thestx light back and forth, thus improving the sensitivity. The

gas of interest can be flowing through thermiber, giving real-tim monitoring capability.
However, these analyzers are expensive agdine continual maintenance to care for the
optical system. Absorption by gases can abase severe interfaice to this method.

Chromatographic. GC is extensively used in various forms for water content
determination. Methods vary in compigx from simple injection and separation I&C
where the sensitivity is low, toeaction with a reactant BC where the water is converted
into another compound, which exhibita greater chromatographic response. The
chromatographic technique allows anatggiwater content on the thermal conductivity
detector TCD), which is a quasi-universal detectdihe most difficult part associated with
this technique is the calibratiai the response of the detects a function of the number of
moles in the sample.

The sample can be treatedwcalcium carbide to produ@eetylene (acetylene can be
detected on a high sensitivity detector i.e.; a flame ionization detédid)) (followed by
determination of the gaseous product ®¢Z. The determination of water using calcium
carbide conversion has been the subject of several s{edi@<86]and this technique has
been proved to be accurate because th@uoa carbide conversion could avoid absorption
phenomena and allows a greater chromatograpbmonse. The reactiah water vapour with
calcium carbide is as follows:

CaG+2H0 o Ca(OH}+ GH.

However it is known that when calcium carbidepresent in excess, a further slow
reaction takes place betweeralcium carbide and calaiu hydroxide vyielding another
molecule of acetylene as expressed by the following equation:

CaG + Ca(OH) o CaO + GH;

Nevertheless this method will not be accurfte the study of methanol containing
samples as methanol reacts slowly with eafticarbide to form calcium methoxide and
acetylene.

2 CH;OH + CaG o Ca(CHO), + GH>

An alternative to calcium carbide isfiad another product, which suits the following
conditions: reactivity with water, completea@bmposition of water in another compound, and
no reactivity with G-C, hydrocarbons. Hydrides are mapounds, which suit all the
conditions. Hydrides generate hydrogatording to the following reaction
MHy +xH,0 o M(OH)« + xH,
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WhereM is a metal of valence The most suitable hydride tmnduct some tests is lithium
aluminum hydridg287-288] because it has been proven that it can decompose completely
water to hydrogen, as expredd®y the following equation:

LIAIH ; +4 H,0 o AI(OH)z + LIOH + 4 H,

Hygroscopic methods The hygroscopic methods makse of sensors that respond to
the water vapour pressure irethas. The surface propertieglod sensors are important. They
will be sensitive to temperature variations, @mninants in the gas, co-adsorption of other
gaseous constituents, and past history of exposure.

Electrolytic. The electrolytic method is sometimesnsidered as being a direct
method. This is only true if all of the wateapour flowing through theensor is completely
absorbed. For constant gas flttwe amount of charge (curreatime) is, by Faraday’s law, a
direct measure of the water content. In pcacthowever, instruments based on this method
require to be calibrated because of the merc background current and because of the
difficulty of ensuring that all of the water vapour is absorbed from the gas.

These sensors use a winding edatvith a thin film of POs. As the desiccant absorbs
incoming water vapour, an electrigadtential is applied to the ndings that electrolyses the
water to hydrogen and oxygen.éburrent consumed by the eletysis determines the mass
of water vapour entering the sensor. The flote rand pressure of the incoming sample must
be controlled precisely to maintain a standsachple mass flow rate into the sensor. Because
the mechanism within the cell is complesgveral additional phenomena may affect its
operation.

Capacitance The sensor is fabricated fromthin strip of pure aluminium. The
aluminium strip is anodized in sulphuric acid, resulting in a layer of porous aluminium oxide
on its surface. A layer of gold or noble meatlkevaporated over the aluminium oxide. This
sandwich of compounds is essentially a capgcwith the aluminium oxide layer the
dielectric. Water vapour is paly transported through the nebinetal layer and adsorbs onto
the oxide as a function of partial presswk water surrounding the sensor. The water
molecules adsorbed on the oxide will cause a chemthe dielectric constant of the sensor. A
measure of the sensor impedance is a meaguhe sample water partial pressure.

Depending on the water presemtthe stream, the impedance of the sensor can vary
typically from 2 M: to 50 k:. Thus, the sensor receives a signal from the hygrometer
electronics, and returnssignal to the electronics that psoportional to the water content in
the measured stream.

These sensors can detect water contentddram as low as 1 part per billiopgh) to
as high as approximately 200,000 parts per milliopnj. It is not, however, designed to
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measure water vapour at or near saturatiamditons. Slugs of liquid condensate, glycol,
methanol or water do not destroy it. It issdged for in-process mounting whenever possible,
So as to eliminate the additional expeasid complexity of sample conditioning.

The biggest limitation of the Aluminium Oxaedsensor is periodic calibrations against
standards are required to determine if itpoese has changed due to contact with corrosive
substances such as strong acids or bases.

Change in mass (Quartz Crystal). This instrument compares the changes in
frequency of two hydroscopically coated quartziltetors. As the mass of the crystal changes
due to adsorption of water vapour, its fregeye changes correspondingly. The detector
crystal is first exposed to the wet sample gas for a fixed period of time and then dried by a
known dry reference gas. The difference imgfrency between the wet and dry readings is
proportional to the amount of water in the sampiefollowing this wet- dry cycle, the water
partial pressure difference between the sampladatettor is kept as gat as possible. Thus,
the quartz crystal type water rdent analyzer can inherentlgspond very rapidly to small
changes in water content.

The quartz crystal method is one of the basthods for clean and single component
gas; however it can suffer from co-adsasptiof other gas constituents by the hygroscopic
coating, and degradation of this coating.

This type of instrument is relatively expgve in commercial veiens. In addition its
flow sensitivity and calibratiodependence, make it a difficult instrument to apply in general
industrial applications.

Conductivity. The principle of measurement is bdsmn the variation of the electrical
conductivity of an unsaturated salt solutionvarying gas water content. The saturation
vapour pressure over an unsaturated salttisalus lower than ovepure water. In this
manner, the salt solution can absorb as muater from the surrounding medium until the
vapour pressure of salt solution and that @& theasuring medium are in equilibrium. The
absorption of water in the salt solution causés become increasingly more conductive. The
process is reversible, that is, with descendjag water content out ¢iie salt solution and
this decreases the conductivitijhe vapour pressure equilibniuis more quickly achieved;
the smaller the supply of salt solution theseand the faster the measuring mediums is
transported to the salt solution. At the same time, the temperature of the sensor influences the
response speed. In order to make the resporessd apf the sensor as fast as possible, one
would have to construct very small sensors, so that the mass of the salt solution remains
small. Because natural gases contain impurifiess,a very small impurity would suffice with
very little measuring electrolgtto destroy the sensor. The laegm stability of the sensor
would not be very large. Conversely, the wdea very large amounaf electrolyte in the
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sensor would make the long-term stabilitgry good, but the response speed would be
unreasonably small. A solution these opposing demands has bieemd in the construction
of sensors today.

A typical sensor consists of two high grasteel plates, which amdectrically isolated
from each other by a ceramic layer. Small holesdailled in the layer package, whose inside
walls are coated with a very thin filof a salt / glycerol electrolyte.

In this manner a more or less conduetieonnection between the two steel plates
occurs. Several parallel wirechgie electrodes are created in thisy. Because of the parallel
wiring of the electrodes, the danger of beconmsoeged is much smaller than with just one
electrode, while the response speed istme as for one tiny single electrode.

In normally polluted natural gas the life time of the sensor is typically one year. The
measuring accuracy after this time period i# stifficient, but the residue causes the sensors
to be slower. For this reason, the sensoesraplaced every three months. Afterwards, the
sensors can be cleansed and neselgted with electrolyte. It is important in this context that
the sensor calibrates itself atids by replacement no adjustmentthe analyzing electronics
are necessary. The most severe problem imtkihod is that the salt solution can be washed
off in the event of exposure to liquid water.

4.1.5 Review of the Experimental Seups for Determination of Gas
Solubilities

Solubility measurements at pressurggh@r than the atmospheric pressure are
generally generated using staditalytic apparati. The mainftirence between apparati is due
to the sampling devices and the analytical way to quantify this solubility.

4.2 Description of the Apparati for Meaement of the Water Content and

Gas Solubilities

A description of the different set-ups uskm measurements of water content in the
vapour phases of binary and multicomponents systemell of apparati for determination of
gas solubilities in water will be given. Aasic analytic apparatus will be used for
determination of the water content in the following system:

" Methane — water

" Ethane — water

" Methane — ethanenr-butane — water

” Methane — ethanenr-butane — water — methanol

" Methane — ethanen-butane — water — ethylene glycol
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Set ups based on the static analytic methiidbe used for determination of the gas
solubilities in the following system:

" Methane — water

" Ethane — water

" Propane — water

" Nitrogen — water

" Carbon dioxide — water

" Hydrogen sulphide — water

" Methane — ethanen-butane — water

” Methane — water — ethylene glycol

An apparatus based on the synthetic methitid variable-volume cell will also be

used for the determination of the lsan dioxide solubilities in water.

4.2.1 The Experimental Set-ups for Detemination of the Water Content
and Gas Solubilities

To determine the composition in thepearr phase of vapour —liquid and vapour-
hydrate equilibria and the determination of ligelid composition of vapour liquid equilibria
a static-analytic apparatus was used.

The group of measurements concerningftiilewing systems is called GROUP 1:

" Methane — water, water content measurements

" Ethane — water, water content measurements

" Methane — ethanen-butane — water, water content measurements

" Methane — ethane n-butane — water — methanol, water and methanol content
measurements

” Methane — ethanen-butane — water — ethylene glycalater content measurements

" Methane — water, gas solubility measurements

" Methane — ethanen-butane — water, gas solubility measurements

The solubility measurements concerning firopane — water are called GROUP 2. The
solubility measurements coerning the ethane —water,trmigen —water, carbon dioxide —
water and hydrogen sulphide — wadgstem are called GROUP 3.

The phase equilibria for GROUP 1 were achieved in a cylindrical cell made of
Hastelloy C276, the cell volume is about 34°¢® = 25 mm,H = 69.76 mm) and it can be
operated under pressures up to 40 MPa and 228nl5 to 473.15 K. The phase equilibria for
GROUP 2 and GROUP 3 have bemhieved in a cylindrical cethade partly with a sapphire
tube; the cell volume is about 28 T(D = 25 mm) and it can be operated at pressures of up

to 8 MPa and from 223.15 to 473.15 K.
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The different cells are immersedtonan ULTRA-KRYOMAT LAUDA constant—
temperature liquid bath that cools and maintains the desired temperature within 0.01 K. In
order to perform accurate temperature measurements in the equilibrium cell and to check for
thermal gradients, temperature is measurdsvolocations corresponding to the vapour and
liquid phase by two Pt100 Platinum Resistafitermometer Devices connected to an HP
data acquisition unit (HP34970APressures are measured bgams of two Druck pressure
transducers for all groups (type PTX 610 330 MPa and type PTX611, range: O - 1.5
MPa for GROUP1, 0 to 0.6 MPa and 0 to 6 M®aGROUP2, 0 to 2 MPa and 0 to 6 MPa for
GROUP3) connected to the same HP datquisition unit (HP34970Alike the two Pt100;
the pressure transducers are maintained at constant temperature (temperature higher than the
highest temperature of the study) by means ofdramade air-thermostat, which is controlled
by a PID regulator (WEST instrument, model 6100)

LB EC @
agD -

Figure 4.6 Flow diagram of the equipment

C : Carrier Gas; d.a.s: data acquisition system;@HDegassed Water; EC : Equilibrium Cell; FV : Feeding
Valve; HPC: High Pressure Compressor; HT : HbsteTube LB : Liquid Bath; LS : Liquid Sampler; PP :
Platinum resistance thermometer Probe; PT : Pmesbtansducer; SM: Sampler Monitoring; SV: Special
Valve; Th : Thermocouple; TR : Temperature Regulator; Vi: Valve number i, VS : Vapour Sampler; VSS:
Variable Speed Stirrer; VP : Vacuum Pump
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The HP on-line data acquisition systencagnected to a personal computer through a
RS-232 interface. This complete system allogal time readings and records of temperatures
and pressures all along tdigferent isothermal runs

To achieve a fast thermodynamic equilibrium and to provide a good mixing of the
fluids, a magnetic Teflon-coated stirrer, whighdriven by an adjustable speed external
magnetic system, is placed inside the cell.

The sampling is carried out using a capyllaampler injector, ARMINES patent, for
each phasé-igures 4.7 and 4.8)
[276]. Two capillary sampler-
injectors, for each phase, are
connected to the cell through
two 0.1mm internal diameter
capillary tube. The withdrawn
samples are swept to a Varian
3800 gas chromatograph for

analysis.

Figure 4.7: Flow diagram of the sampler-injector
A: Airinlet; B : body ; Be : Bellow ; C : capillary tube ; D : differential screw; N :Micro needle; HR: Heating

resistance; R: Expansion room; TR: Thermal regulator; 11, 12: Carrier gas inlet; O: Carrier gas outlet

Figure 4.8 Picture of a ROLSIV
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The capillaries of the two samplers arecontact with each phased the carrier gas
through the expansion room. This room is crddsgthe gas, which sweeps the sample to be
analyzed. They allow direct sampling at twerking pressure withdudisturbing the cell
equilibrium. The size of the sample can be e@mcontinuously from 0.01 to several mg. The
two samplers are heated independently frometiiglibrium cell to allow the samples to be a

vapour.

4.2.1.1Chromatograph

Based on the laboratory experience andtlon existing laboratory equipment the gas
chromatography method was selected to perftire analyses. The Gas Chromatograph used
is the Varian 3800 GC model. The chroomraphic technique allows separating and
guantifying the products of a sample.

Injector — Column —{  Detector(s)

1 v

Carrier Gas Acquisition

Figure 4.9 GC principle

The separation and the qualitytbe analysis is a function of the following parameters:

x Choice of the column

X Temperature of the oven column
X Choice of the carrier gas

x Flow rate of the carrier gas

x Parameters of the detectors

The chosen carrier gas, which has been @sechost of the study, is helium (except
for a set of test, where the carrier gas was nitrogen). To obtain a maximum sensitivity of the
detector (thin peaks) the carrier gas flow natedjusted. Helium from Air Liquide is pure
grade with 3 ppm water tra@ad 0.5 ppm hydrocarbon traces. To purify the carrier gas, the
gas is cleaned by a molecular sieve, positioned at the outlet of the helium bottle.

Two detectors are used to perform thalgses: a Thermal Condigty Detector and

a Flame lonization Detector, connected in series.
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The TCD measures continuously the vaomtof the thermal conductivity of the
carrier gas. The TCD is a non-destructive detedio achieve a good analysis o