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Abstract

Integrating mobile ad hoc devices in the Internet brings mlmer of new challenges, both in terms of opti-
mization of the routing protocols providing ad hoc netwoiksd in terms of integration of ad hoc mobility
with the IP-based infrastructure. This thesis overviews#drthallenges. Some existing solutions are analyzed

and compared while a number of new solutions are introduced.






Resune

L'inteégration d’appareils mobiles ad hoc dans I'Interpese des problemes intéressants aussi bien en terme
d’optimisation des protocoles de routages utilisés pounfir la connectivité ad hoc, qu’en terme d’intégration
de la mobilité ad hoc dans l'infrastructure IP. Cette thpasse ces problemes en revue. Plusieurs solutions
développées auparavant sont analysées et évaluggsacativement, ce pendant qu’'un certain nombre de

nouvelles solutions sont introduites.
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Preface

As the Internet continues to span further, it meets the atberork revolution currently taking place: the
generalization of the use of mobile wireless devices. Thegmt thesis deals with one aspect of this marriage:

the integration of mobile ad hoc networks in the Internet.

Mobile ad hoc networksfber a new type of wireless connectivity that abolishes thel fi@emobile nodes or
users to go through a predetermined central entity in o@leommunicate. This hew freedom is extremely
interesting in that it enables autonomous network funetiities for spontaneous fleets of mobile wireless de-
vices. However, the use of wireless links, the absence afaentity, and the mobility of the nodes impose

the use of new, drastically optimized routing schemes ieotadficiently form and maintain these networks.

The idea of connecting such networks of mobile nodes to thernet is very seducing, as it would both
provide a natural mobile Internet access extension, andlenigers to bypass dedicated Internet access en-
tities when sensible, ftering a service similar to multi-hop and multi-media PushTalk. However, the
specific characteristics of ad hoc networks bring a numbeeaf issues in terms of their integration in the

Internet infrastructure.

This thesis will therefore address on one hand designinignagetd routing schemes in order to builéie
cient mobile ad hoc networks, and on the other hand desigitihgions in order to integrate mobile ad hoc

nodes in the Internet.

Routing optimizations must aim at reducing the amount oftradniraffic needed by the routing protocol

in order to provide a functional network, as ad hoc nodes gspee important issues in terms of scarce
bandwidth and interferences (contrary to nodes in tragktioetworks). Such reductions may targefatient
routing “fields”. For exampléjooding optimizationaim at reducing the amount of (re)transmissions needed

network-wide to deliver some routing information to all thedes in the network (a frequent operation that

1



2 Preface

produces most of the control ffec, for most routing protocols). On the other hataphology reductioraims
at optimizing the amount of routing information requiredthg routing protocol to provide satisfying routes

through the network.

Other optimizations aim at adaptingfigrent routing mechanisms to a mobile ad hoc environment. For
instance, most routing protocols employ specific “scalgfiischemes in order to handle topologies with
large numbers of nodes. However, the schemes that werengesigr traditional networks are not adapted
to mobile ad hoc networking. Thuscalability optimizationgim at providing similar schemes enabling ad

hoc routing protocols to handle large mobile ad hoc top@sgi

Ad hoc nodes introduce a new type of node in the Internet: a rnbdt may both form the network €.
a router) and use the networke a host). Thus, requiring a specific routing protocol to mantgese
new nodes at the periphery of the fixed Internet makes senseieVér, ad hoc routing concepts are also
considered for the design of router mobility schemes in titerhet. Although this is a rather new topic
too, solutions in this field should on the other hand prefdyraxtend existing generic Internet routing pro-

tocols —in order for such generic protocols to continue fpawailable, as they are found to be quite practical.

The solutions integrating ad hoc nodes in the Internet minstad introducing ad hoc routing capabilities
into the existing architecture of Internet protocols, whédveraging previous mobility solutions (such as Mo-
bilelP) as appropriate. In order to achieve this goal, ndwestes must also be engineered aside of “pure”
routing mechanisms, in order to cope with the specific nadfiged hoc networks, including mobile, multi-
hop and wireless aspects. For example, MobilelP was nagegdito handle multi-hop aspects, which yields
the need for nevaddress auto-configuratiaomechanisms able to deal with this particular characteri€in
another level, the introduction of mobile nodes and mutfp-kvireless links brings a number néw security

issueghat have to be addressed in order to keep insuring a satistgtwork integrity.

Organization

This document is organized in three parts. The first part inroduction to Internet in general and its
functionning, with a particular focus on a specific compdrwdrthis functionning:routing. The second part
describes the specific routing issues and challenges tha @dien devices participating in the Internet are

mobile. And finally, the third part introduces some solusidar Internet routing with mobile ad hoc devices.
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Usage Guidelines

Advanced readers may skip Part 1, and start directly witls¢wend part’s introduction to routing challenges

with ad hoc mobility in the Internet — which is the main focdshos document.

Thesis Contributions

The contributions of this thesis are mainly in the third mdrthis document. These contributions include the

following:

e A comparison between existing flooding optimizations (MR®ding and Gateway flooding), in Sec-

tion 7.1, that was published in [5].

¢ An evaluation of the scalability optimization of ad hoc riogtwith Fisheye enhanced OLSR, in Section

8.2, that was published in [9].

e A new proposal for OSPF’s extension in order to integratéeinad hoc mobility in the Internet, in

Section 6.3, that was published in [11].

e A new solution for NEMO to integrate network ad hoc mobilitythe Internet, in Section 6.4, that was

published in [7].
e A new solution for ad hoc node IP auto-configuration, in Setf.2, that was published in [8].

¢ A new scalability mechanism introducing clustering anddiehical routing in OLSR (OLSR Trees),

in Section 8.1, that was published in [12].

e New ways to introduce topology reduction optimizations @werlapping Relays OSPF on ad hoc

networks, in Section 7.2, that was published in [16].

e A new technique providing reliable synchronization of d@ses in mobile ad hoc networks (Database

Signatures), in Section 7.3, that was published in [4].
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Chapter 1

Internet History

Communication networks and industrial revolution haveeghand-in-hand since the invention of the tele-
graph in the 1830s and the telephone in the 1870s. The teledragan with communications that could
span nationwide, before the telephone achieved globakageematuring into the largest network in history,

connecting billions of users all over the planet.

Today, we witness the advent of another global network: tiberhet. Instead of simply connecting phones
and being dedicated to voice communications, the Interoehects many kinds of devices and is used to
communicate many tferent types of data: text, video, voice or audio in generalshort: anything that can
be digitized. Already connecting almost a billion users@®2, hundreds of millions of machines across the
world, and an amount of tfc that doubles every year, the Internet quickly developsivtiat may soon be
the network, universally used for all kinds of communicatiorhi§ chapter presents a brief history of this

development.

1.1 The ARPANET and Packet Switching

During the Cold War, in the late 1960s, the U.S. Defense AdediiResearch Projects Agency (DARPA) ini-
tiated a research program aiming at developing a commuamisainfrastructure that would be robust against

even a large scale nuclear attack. Also influenced by theid ne share expensive computing ressources

7



8 Chapter 1. Internet History
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Figure 1.1: History of the number of machines connectededrternet.

Date Estimated Number of Internet Users
1995 15 million

1997 70 million

1999 250 million

2001 500 mllion

2003 700 million

2005 950 million

Figure 1.2: History of the estimated number Internet usees the last decade. (Source: Internet World
Stats)

among themsleves, researchers have therefore conce&sdtbessfull decentralized design of the Internet

we know today.

This design is based on the conceptpaicket networkingalso called packet switching), that appeared in
the early 1960s. Packet networking namelffets fromcircuit networking which was the main network

technology at the time — being the base of telephony back thi¢w key diference between packet net-
working and circuit networking is that messages in a packework are self-descriptive, whereas in circuit
networks they are not. In packet networks, each messagainsmnough information about where it is from

and where it is supposed to go, so that it can suddenly appgah&rg¢anytime in the network, and still reach
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its destination as expected. On the other hand, in circtntaorés, messages do not contain self-descriptive
information and are therefore totally dependent on beiitgally put on “the right tracks” at the right time,

for them to reach their destination as expected.

In fact, this basic dference influences greatly the characteristics of the n&twieor instance, packet net-
works could be based on machines (calhedltiplexorg that are able tstore messages anfdrward them
when appropriate, whereas circuit networks could not watk multiplexors. This aspect made packet net-
works cheaper to build, maintain and operate compared épliehe networks. Indeed, multiplexors can
share expensive transmission facilities mdfeently than the machines imposed by telephone networking.
Moreover, this very same aspect made packet networks miblesthan telephone networks. Because a
message in packet networks can “find its way”, even if somehinas on the path to destination are out of
order, chances are that the message will find an alternativte to reach its destination. Even if no route
is available at the moment, the message can be stored untitais available again. On the other hand, in

circuit networks, if a machine is unavailable on the pathdstihation, the message is lost.

Therefore, techniques and technologies for interconnggiacket networks of various kinds were investi-
gated, the goal being to develop a system which would allowworked computers to communicate trans-
parently across multiple packet networks. The DARPA pitojess called the “Interneting” project and the
system of networks which emerged from the research was kiasviine “Internet”. The system of protocols
which was developed over the course of this reseatfcitdecame known as the T@P Protocol Suite, af-

ter the two initial protocols that were developed: Transimis Control Protocol (TCP) and Internet Protocol
(IP) — see Chapter 2 for more details on Internet protocoisl il 1969 was born the earliest portion of the
Internet — then called the “ARPANET” — connecting 4 machime4 southwestern US universities (UC Los
Angeles, Stanford Research Institute (SRI), UC Santa Baréad the University of Utah). From then on,

the size of the Internet basically doubled every year fomiire three decades.

In 1972, a large demonstration of the ARPANET at the Intéomal Computer Communication Confer-
ence (ICCC) was organized. This was the first public dematistr of this new network technology to the
public. It was also in 1972 that the initial “killer” applitian, electronic mail was introduced, motivated by
the need of ARPANET developers for an easy coordination aw@sm. Email quickly became the largest

network application.

The ARPANET rapidly grew in population and capacity durihg t1970s, linking several then “powerful”
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supercomputers, and researchers and academics in nféemgui fields had begun to make an increasing use

of the network.

1.2 From NSFNET to the Internet

In the 1980s, while ARPANET’s military funding progresdivdried out (which led to its shutting down in
1989) the National Science Foundation (NSF) deployed dlpbmatwork called NSFNET, which was based
on the same TGHP technology, and created in 1985 a program that fundedaheection of all educational
facilities, academic researchers, government agenciggternational research organizations in the USA
through this network, which was provisionned to handle tloegasing tréic loads. In a few years NSFNET
grew from a few nodes connected with 56 kbps links, to a bac&led 21 core routers with multiple 45 Mbps

links, connecting over 50,000 networks on all seven contsieand even outer space.

Widespread development of local area networks (LAN) witheffhet, personal computers (PC) and work-
stations in the 1980s also greatly participated in the fibng of NSFNET. When NSF’s funding stopped in
1995, the network that resulted was already known as thenletteince a few years in the academic commu-
nity. Continuing explosive growth was then experiencedmie introduction of HTTP documentation and
the World Wide Web started to enlarge the interest for thertret to a larger public. Many commercial com-
puter networks (now known as Internet Service Provider$SBs) began selling connection to the Internet

and data services to individuals, giving birth to the depeient we know of today.

1.3 Internet Standards

Part of the Internet’s success is due to its open nature arsthihdardization process, which philosophically
differs with the way standards are usually developed in the indimsgeneral — and in the telephone industry
in particular. Appendix A briefly overviews this special argzation which produces many of the documents

cited throughout the following chapters, on which the Insdiis technically based.

The next chapter introduces to the techniques and standangtoyed to form the network of networks
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that is the Internet.






Chapter 2

Routing in the Internet

In this chapter, we give a brief overview of Internet’'s gextidéunctioning, in order to introduce a particular
functionality needed for networkingouting. Routing consists in the task of establishing paths thraugh
network, enabling distant nodes to communicate. The ahgdle encountered in accomplishing this task

with different Internet environments will be the main subject of thaysis presented in this document.

2.1 Internet Protocols Architecture

In order to solve the problem of creating a network, the I#€uses an old engineering technique: breaking
a complex problem into smaller manageable pieces, andngpttiem one by one. Therefore, the Internet
uses the abstractions t#yers (similarly to other telecommunication systems) to semaratworking into
several functional areas. Each layer gatheodocols and each protocol solves a specific problem inside the

functional area of its layer.

A protocol is a set of rules and formats that govern some leff@ommunication between machines, so
that they can understand each other at this level. The depanato layers and protocols is hierarchical, in
the sense that protocols of the highest layer, callgalications beneficiate from the services provided by the
lower layers. The Internet layers and examples of protcam@gictured in Figure 2.1 and Figure 2.2. Their

functions can be described as follows:

Layer 1: The Physical Layer — This is the lowest layer. It contains protocols responsfblemoving
the individualbits (the actual “0”s and “1"s forming digitized information) fse2en machines connected by

a communication mediuni.¢. a link).

13
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Layer 2: The Subnetwork Layer — This layer creates the abstraction of@bnetworkreaching the ma-
chines connected by the same link. The protocols in thig laseeresponsible for (i) forming and monitoring
frames (ordered sequences of bits) sent and received avénkh and (i) arbitrating access to this medium
if it is shared by several machines. This layer is also caledMAC (Medium Access Control), the LAN
(Local Area Network) or the Data Link layer. Example of Layeprotocols includéthernet (IEEE 802.3)
for wired connection, oWiFi (IEEE 802.11, also called WLAN) for wireless connection. The subnetwork

layer protocols of course use the services of physical las@ocols in order to function.

Layer 3: The Network Layer — This layer creates the abstraction aietwork reaching machines accross
different subnetwork topologies and technologies. The funaifdhe protocols in this layer is to logically
concatenate sets of links to form the abstraction of a siagteto-end link. This allows a machine to commu-
nicate with any other machine in any subnetwork, by comprairoute between these two machines, through
intermediate machines if necessary (this computationliscceouting). These protocols use the services of
the subnetwork layer to carry packets over each link on thesies. For example, the most important layer
3 protocol used on the Internetli8 (Internet Protocol). Aside from formating the information exchanged
between dferent machines on the Internet, the crucial role of thisquaitis to identify each machine (over
all the subnetworks) with a unique nami® addresses This responsibility, and the employed addressing

scheme are fundamental in the Internet, especially foirrguas we will see in next sections.

Layer 4. The Transport Layer— This layer usually provides the abstraction of reliable-eménd links.
Basically, it provides error control, flow control and costien control services over the end-to-end links
given by the network Layer. Error control deals with packssl| corruption or duplication through detecting
these errors, and discarding or retransmitting packetsiwkeded (which is often the case). Flow and con-
gestion control regulate the rate of packet transmissibassource towards a destination, so that it matches
the rate currently sustainable by the network and the degtim The transport layer is also responsible
for distributing the right packets to to the right applicati This distinction is done by adding to packets
application-specific identifiers, callggbrts). Examples of Layer 4 protocols include&P (Transmission
Control Protocol), that provides all the features we just mentionned,dbé (User Datagram Protocol)

that does not provide error control or flow control, but jugplcation distinction. UDP is used by applica-

tions that don’t need error and flow control, or that provigeit own error and flow control.

Layer 5: The Application Layer — This layer contains the protocols that directly serve trersighat want
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to communicate over the network, or access remote ressurbese protocols are also called applications.
There are many examples of such protocols, inclutHiii@P (HyperText Transfer Protocol) for the Web
browsing,FTP (File Transfer Protocol) for file transfering, oSMTP (Simple Mail Transfer Protocol) for

e-mails,etc.

Application

Transport

Network

Subnetwork

Physical

Figure 2.1: The layers in the Internet architecture.

DNS HTTP FTP || SMTP

UDP TCP

Ethernet

Figure 2.2: The Internet protocol stack.

Layers separations are not always respected. As shown imeé=y2 the Ethernet protocol spans over two

layers at the same time, and this is not the only cross-lax@mple. However, it is has been the base of
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Internet engineering for decades, and it is followed in gahe

In the next section, we will focus on the layer 3 functiona$itand more precisely, on IP and on the routing

functionality.

2.2 IP Addressing

One of the fundamental pieces of the network layer is theesdilig scheme it employs. In this section we
will therefore describe it. As the Internet uses predomiiyd® version 4 (IPv4), we will focus on this ver-
sion of IP and in the following, IP will be synonymous with WvThe alternative version, IPv6, is not fully

established yet, and furthermore, the principles desttiibthe following apply also to this new version of IP.

IP addresses consist in 32 bits, and are typically repredemith the dotted-quad notation, in which the four
bytes(groups of 8 bits, which are also calledtetg are separated by dots and written as decimal numbers

that vary from 0 to 255. An example of this notation is:
10001111 01000110 00000010 00000+114370.2.7 (2.1)

IP has knowledge only of this type of addresses. In particitlaas no knowledge of names and cannot deal
with them. Therefore, an application call&dNS (Domain Name Systemjs thereby needed to map usual

web names such asvw.google.cormto the 32 bits binary addresses that IP deals with.

2.3 Hosts and Routers, Usual Internet Terminology

This section introduces some terms and definitions thateilised in this document.

Hosts and Routers —n the Internet, two distinct types of machines can be fourastson one hand, and
routerson the other hand. Routers are machines (multiplexorsptieadedicated to forming the network, as
well as storing and forwarding users’ data: they arecityre of the network. Hosts are machines that just use

the network, from thedgeof the core.
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For example, when an individual connects to the Internehffmme with his PC, his computer is a host.
On the other hand, the machine to which his PC connects i to@dm® online is a router, that belongs to this

individual's ISP (Internet Service Provider, see Sectid).2

Interfaces and Subnets —Each host has typically onaterfacethrough which it is connected to sub-
network A subnetwork (often abreviated intosabne} usually gathers a number of hosts and is typically
connected to other subnets, via a router. A router has threréfpically several interfaces, at least one on

each subnet it connects, and there may be many, in case ofaubég.

Networks and Internet — An ensemble of subnetworks connected by a number of rowgerallied anet-
work*. The Internet is then, physically, the interconnectionlbftee networks, routers and hosts around the

world — that use IP.

A specificity of IP is that each router interface as well ashelost interface must be assigned a unique
IP address. With the exponential growth of the Internet,Riaddress shortage was feared (though IPv4
specifies more than 4 billion fierent addresses), and this is initially why a new versionPofIPv6) was

envisionned, with bigger addresses: 128 bits long.

Nodes and Topology -Another common term in the networking terminology isn@de In the Internet,
and in the following, this term designates a machine thaais @f the network in general. That is: a node in
the Internet is either a host or a router. The specific stateradtwork at a given time, with respect to how

nodes are inter-connected, is then called the netwtwk'slogy

Overhead and Control Traffic — In the following, we will call overheador control traffic any message
or part of message that is sent on a network, but that is nodbeser data. In other words, this corresponds

to the network load that is needed for the network to be fonet.

Broadcast, Multicast and Unicast —The primary function of a network is to enable the deliverafigome
information to some nodes on the network.fibient categories of delivery are definedbraadcastis the
operation of delivering a messageatibthe noden the network. Anulticastis the operation of delivering

a message ta subset of nodesn the network. And finally, anicastis the operation of delivering a message

*Sometimes a subnet is also called a network, as it is indesthl setwork connecting a number of machines. Howevergtiea
difference between the two terms. On a subnet, nodes can usorliyunicate directly with each other over the same link, evhit a
network in general, nodes may have to communicate via oneoog nouters, as they may not be directly connected by the 8akie
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to a single noden the network.

2.4 |P Packets

The IP protocol defines the way information is sent over thevok, between dferent machines. Informa-
tion to be delivered is emitted as series of packets thaedharsame format and contain data that must be
transmitted, typically at the request of an applicationptiyh TCP or UDP, and then down to IP (see Figure

2.2). This data is digitized, in form of a certain sequenchkits, and called thaser data

As mentionned in Section 1.2), the Internet is based on paoskiéching. Therefore packets also include
self-descriptive informatiori,e. where the packet comes from, where it is supposed to ate/d his infor-
mation is contained in a header, called tRenheader in form of another sequence of bits, that is positionned

in front of the user data in an IP packet.

L e 32 bits = e >

Start of IP Header -> |Version| IHL | TOS | Total Length

| Identification |Flags| Fragment Offset

TTL | Protocol | Header Checksum

Source IP Address

(Options, if any, and padding if necessary) :
<- End of IP Header

Start of User Data ->

|
|
|
|
Destination IP Address |
|
|
|
User Data
|

<- End of User Data

Figure 2.3: The IP packet format.

Figure 2.3 shows an IP packet in its most common graphic septation (in IETF documents). An IP
packet is broken into pieces of 32 bits (the size of an IP e$jrand each piece is represented graphically by
a row. The actual IP packet is then the series of bits repteddry the concatenation of the rows, just like a
text being read, from left to right on each line, and from thig to the bottom line. The fields of an IP packet

(the self-descriptive information) can be decribed afed:

Version — 4 bits long This field identifies the version of IP specification to whitle packet is format-

ted. As mentionned earlier the version is usually 4.
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IHL — 4 bits long This field identifies the IP Header Length (IHL). It specifta& number of 32 bits

words in the packet’s IP header. Typically this number is 5.

TOS -8 bits long This field identifies the Type Of Service (TOS). It was irlltiantended to enable IP

to support diferent levels of service, but it is typically unused.

Total Length — 16 bits long This field specifies the total number of bytes in the packetluding the

header.

Identification — 16 bits long This field is used as an aid for fragmenting and reassembplingets that

are too big to be transmitted at once. Typically, this fragtaton function is not used.

Flags —3 bits long This field is also used as an aid for fragmenting and readssgnpackets that are

too big to be transmitted at once. Typically, this flag is seheDon’t Fragmentvalue.

Fragment Offset —13 bits long This field is also used as an aid for fragmenting and readgegriackets

that are too big to be transmitted at once. Typically, thagifnentation function is not used.

TTL — 8 bits long This field identifies the Time To Live (TTL) of the packet. # used to control the
length of time that a packet stays in the network. At eachsfeanon the path of the packet through the
network, this field is decreased by 1. If this field reacheb®piacket is considered as not valid anymore and

will be discarded.

Protocol — 8 bits long This field indicates to which upper layer protocol it shoplss the user data. Typi-

cally, this is either TCP or UDP.

Header Checksum —16 bits long This field provides a protection of the packet header agamsup-

tion during transfer.

Source IP Address -32 bits long This field identifies the sender of this packet with its IPra&dd. This IP

address is used to route the packet.
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Destination IP Address —32 bits long This field specifies where this packet should be delivereldis T

IP address identifies the destination of this packet, anidéswsed to route the packet.

Options —Variable length This field allows further expansion of the IP header for ggdgumirposes. Most of

the time it is unused, and this field is of length 0.

Padding — Variable length This field is used if needed for alignment, to ensure thatéeeder length of

the packet is anyways a multiple of 32 bits words, even in o&%&trange” option length.

User Data —Variable length This field contains the data that was requested to be trétesinusually

by higher layer protocols such as TCP or UDP.

Some self-descriptive informations — source and destindf® addresses— included in the IP header are
especially important for routing. The next section therefatroduces to routing in the Internet and how this

routing is tied to IP addressing.

2.5 The Role of Routing

The Internet is basically a collection of thousands of paskbnetworks, large or small. Each of these sub-
networks connects several hosts together (for instanceralensers’ PC) via a layer 2 protocol — such as
Ethernet or WiFi. On the other hand, each subnetwork isfitgginected to other subnetworks via routers:
machines that are connected to several subnetworks atrtieetsae and whose primary task is to vehiculate

data from one subnetwork to another, to create a networktistha its full extent: the Internet.

In order to achieve this abstraction, it must be ensureddahgtnode in the Internet can reach any other
node that is also online. If the two nodes are in the same $wbrle the layer 2 protocol used on this par-

ticular subnetwork provides that the two nodes can comnat@idirectly over the medium connecting them
— for instance a wire in the case of Ethernet. Figure 2.4 steammall subnetwork of hosts and one router
connected by Ethernet. In this case, Host A can for exampilemaanicate with Host C with the Ethernet

protocol, through their interfaces on the same wire. Thigiepresented by the central solid line in Figure
2.4)is in the case of this subnetwork the shared communpitatedium that connects directly each interface

to every other interfaces on the network.
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Host A Host B Host C
138.27.1.1 138.27.1.2 138.27.1.3
138.27.1.4
Router 1 N |
| Ethernet1l
‘ |
‘ |
‘ |

Figure 2.4: Subnetwork connected by Ethernet.

Note that, as shown in Figure 2.4, the usual IP addressingnselis to have all the interfaces in the same
subnetwork share the sameefix (also calledsubnet mask Indeed, hosts A, B and C, as well as Router
1, each have an interface on the subnetwork, and all thesdéaoes’ address have their first 3 numbers
in common: “138.27.1". This common addressing part is daftee prefix of the subnetwork. Notice that
each number represents 8 bits (see Section 2.2), so the 88x27.1" is actually 24 bits long. Hence the
denomination of the subnetwork “138.27.,/24", which indicates that all the interfaces on this subrekw
have their address beginning with the prefix “138.27.1". v&vgely, the mention “138.27.J2%" also means
that any node with an IP address matching the prefix “138'23 dupposed to be on this subnetwork, and

“138.27.1.024" is therefore understood as the address of this subnketwor

It is important to note how this property ties to the IP addreEa node both (i) its identity and (ii) in-

formation about its location. This organization is essamti IP networks and many protocols rely on such an
addressing scheme. A node with an interface on a subnetwaskime aware of the subnetwork’s prefix, and
its interface must be configured with an IP address that meattiie subnetwork’s prefix. This can be done
manually, or automatically when the interface is connectéth a protocol such as DHCP (Dynamic Host

Configuration Protocol [44]).

Now, if a node, say host A in Figure 2.5, has to reach anothdeno a diferent subnetwork, say host
G, something special must be done because host A and host@tar@ennected to the same wire, and there-
fore cannot directly communicate. This “something spé&dsatalled routing: the task of finding a way to

reach a remote node through intermediate nodes. For tlkisrtaging protocolsare used in the Internet. In
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this case, if host A wants to send a message to host G, a rquiiigcol would enable the packet sent by

host A to be transfered via Router 1, and then Router 2, onsb®Go

Routing protocols rely on the IP addressing organizatiorhaxe described above. For example, in Fig-
ure 2.5, host A can determine that it needs routing to reash@®dy checking that host G’s address does not
match the prefix of the subnetwork of host A. Indeed, “1382I0” does not match the prefix “138.27.1",
therefore host A can conclude that host G is not in its submdtand that routing is needed in order to reach
host G. On the other hand, host A can determine that it can aorivate directly with host B because host A
can verify that host B’s address matches the prefix of its stvioork “138.27.1”, and in this case no routing is
necessary. In summary, when a host sends a packet to anostgit kither sends it directly to the destination,
or to an intermediate node for forwarding closer to the dasion. The choice of direct or indirect delivery
depends on the destination address and the prefix of the tsudmkeof the sender. If the host cannot deliver
it directly, the packet is sent to a router on the subnetwitwidt, runs a routing protocol (contrary to hosts in
general). The knowledge provided by this routing protoctllemable the router to forward the packet closer

to destination.

More generally, in a network, a routing protocol ensuresitifarmation can be sent between distant devices
connected to this network. For instance, when connectiniggdnternet, a user may want to communicate
with a friend somewhere in the country, or access a foreigrsit@ The role of routing protocols is to enable

users to communicate and exchange information betweendhdmemote ressources.

2.6 Autonomous Systems

From an organizational point of view, the Internet is spiitbidomains also calledautonomous systems (or
AS) Each domain typically gathers several subnetworks angrsthat are run under the same technical and

administrative control.

Autonomous systems are organizations of varying size. xamele, large ISPs (Internet Service Providers)
such as MCI or Sprint each run a large autonomous sytem aipie geographically wide topology of big
routers and ultra-fast links calledteckbone There are also smaller domains, such as ISPs that focus on

residential dial-up services (for example AOL), or othgrdg of organizations such as university campuses.

As connectivity is the most important value in the Interribese diferent organizations must ensure that
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Host A Host B
138.27.1.1 138.27.1.2

138.27.1.4 oo |

. Ethernet1 |

Host D Router 1 ! ‘

' 138.27.1.0/24 |

138.27.2.1 138.2722|( L !

138.27.2.3 oo |

138.27.1.5 . Ethernet2 |

Host E Router 2 ! |

| 138.27.2.0/24 |

1382731 | L !

138.27.3.2 138.27.3.10 . Ethernet3

Host F Host G ! |

' 138.27.3.0/24 |

o

Figure 2.5: 3 subnetworks connected by 2 routers.

they have a path to reach one another at all time. Therefegsgtdomains are connected to each other. This
is especially true for large ISPs, that connect directlyrie another in many places — for backup in case of

failure. Other smaller domains may pay a larger ISP to pmemhnectivity for them.

This complex hierarchical interconnection of networks aodhains influences the way routing is done in
the Internet. Indeed, one set of routing protocols is useddoting within a domain: such a protocol is
called anlGP (Internal Gateway Protocol)Another set of routing protocols is used for routing owsid a
domain, between flierent autonomous systems: such a protocol is calldeiai (External Gateway Proto-

col).

Basically, IGP routing protocols are run completely inediynto each domain, and make sure that any node
can reach any other node the same domainSeveral IGPs may run in the same AS, although most of the
time only one is used. On the other hand, EGP routing proscae the glue that ties the various domains

together, to make sure that a user of one domain can reaalrcesm other domainswherever in the Inter-
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net. The next chapter will overview a typical IGP and a typEeaP.

The distinction between IGPs and EGPs is not specific to théng techniques employed by these pro-
tocols. Indeed, these two classes of protocols simply kigferent purposesOn the other hand, the last
section of this chapter will distinguish classes of routprgtocols with respect to theifferent techniques

they employ.

2.7 Routing Techniques

Routing is the process of finding a path from a node to everirdgion in the Internet. The question is: how
to do that in a way that cascaleto millions of possible destinations, and thdymamically as some links or

routers may experience temporary failures, or new links breagddecktc

In this section we describe the techniques employed byrateouting protocols to achieve their goal in

a scalable and dynamical way.

2.7.1 Hop-by-Hop Distribution

Routers in the Internet rurouting protocols and these routing protocols establisiuting tablesin each
router connected to the Internet. A routing table contaipgtlly two columns: (i) the address of a destina-
tion node or subnetwork, and (ii) the address of the netwtmkent that is the next hop on the path to this
destination. When a packet arrives at a router, the routesudts the routing table to decide the next hop
for the packetj.e. in which direction is the next step forward for the packet & @ its destination. Thus,
routers do not have to store detailed paAdbstination information but rather simple directionalrgers, and

the complete information about an end-to-end path is Bisteid accross routers, hop-by-hop, along the way.

For example in Figure 2.6, router A is connected to router B myuter C. The shortest path from A to
D is through B. But on the other hand, from A to E or to H, the sbsirpath is through C. Figure 2.7, shows
the summary of this information for every destination, fromuter A's point of view. That is: router A's

routing table.

The role of a routing protocol is to provide each router withoating table, such as whatever destina-
tion is specified, the router can consult its routing tabld ba able to perform forwardinge. decide in

which direction should a specific packet be transfered.
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>

Figure 2.6: Example network.

Routing Table in Router A
Destination Next Hop

A —

B B

C C

D B

E C

F B

G C

H C

K C

Figure 2.7: Example routing table.

In order to provide each router with a routing table, a ragfimotocol must organize the communication
of global topological information to each router. IndeedFigure 2.6, router A may know of router B be-

cause it is a direct neighbor, but router A has no means to lafoauter D and how to reach it unless some
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“topology information” mechanism is put in place. When wekat Figure 2.6, we see the whole topology
at once, and therefore we are able to construct paths. leipdinpose of a routing protocol to provide a

mechanism that gives a picture of the global topology to eaater.

Routing protocols mainly diier in the kind of topology information they communicate teteaouter. The
next section gives a brief overview of the two main classesafing techniquesDistance Vectoon one
hand, andLink Stateon the other hand. However, whatever the technique usedolibe/ing requirements

remain:

1. Minimizing routing table space taken in each router.

2. Minimizing the amount of information that needs to be exwed between routers in order to build

routing tables.
3. Minimizing routing errors, even when the network is ubaand guaranteeing loop-free routes.

4. Using optimal paths, shortest paths.

The use obptimal paths supposes the use afnatric with respect to which the paths are optimal. A very
natural metric is the hop-courité. the number of links used on a path). Another metric can aasodif-
ferent costs oweightson different links according to whatever criteria that needs togigrozed. Optimal
paths then minimize the sum of the weights of the path. Fi@u8eand Figure 2.9 show how the routing
table is changed when links havefdient weights. Notice theflierence with the routing table in Figure 2.8

(which is equivalent to the case where all the links in thewoek have the same weight).

The next sections describe the two main routing algorithmas are used in the Internet. Both algorithms
assume that a node knows its neighbors as well as the cost bhkhto its neighbors. Starting from there,

each technigue can be summarized as follows.

2.7.2 Distance Vector Routing

Distance vector routing is based on a very simple algorittatied theBellman-Fordalgorithm, which has

each router periodically telling its neighbors its “distai to every other router in the network. In other
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Figure 2.8: Example network with weighted links.

Routing Table in Router A
Destination Next Hop

A —

B B

C C

D B

E C

F B

G B

H B

K B

Figure 2.9: Example routing table with weighted links.

words: each router periodically communicates its wholdingutable {.e. distance “vector”) to its neigh-
bors. For instance, consider the simple topology in Figut® 2The initial routing state is shown in Figure

2.11, where each router knows its neighbors or network<ibigected to.
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After the first round of routing information signalling, Caens about A, through B’s advertisement. Router
C can now include a route to A in its routing table. On the otiemd, B learns about the network that A
can reach, through A's advertisement, and B can now includete to this network in its routing table. The

routing tables after the first round of signalling are showfigure 2.12.

After the second round of information signalling, C learngurn about A's network connection, through
B’s updated advertisement. C can now include a route to #tisark in its routing table. The routing tables
after the second round of signalling are shown in Figure .2At 3his point, all the nodes in the topology have

full connectivity,i.e. a path to all possible destination — which was the goal thataimed at initially.

Router C

2

Router B

Router A

Figure 2.10: Example topology for Distance Vector.
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Router A’s Routing Table Router B’s Routing Table
Destination Cost Next—Hop Destination Cost Next—Hop

B 1 B A 1 A
137.145.0.0/16 0 - C 2 C

Router C’s Routing Table

Destination Cost Next—Hop
B 2 B

Figure 2.11: Initial routing tables in each router.

Router A’s Routing Table Router B’s Routing Table
Destination Cost Next—Hop Destination Cost Next—Hop

B 1 B A 1 A
137.145.0.0/16 0 - C 2 C

C 3 B 137.145.0.0/16 1 A

Router C’s Routing Table
Destination Cost Next—Hop
B 2 B
A 3 B

Figure 2.12: Routing tables after each router has compitdidst distance advertisement.
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Router A’s Routing Table Router B’s Routing Table
Destination Cost Next—Hop Destination Cost Next—Hop
B 1 B A 1 A
137.145.0.0/16 0 - C 2 C
C 3 B 137.145.0.0/16 1 A
Router C’s Routing Table
Destination Cost Next—Hop
B 2 B
A 3 B
137.145.0.0/16 3 B

Figure 2.13: Routing tables after each router has compittsécond distance advertisement.

While the advantage of the distance vector algorithm isiitgbcity, it suffers from a couple of important
drawbacks: (i) the size of each router's advertisementhHgigrows linearly with the size of the network,
which dfects the ability of this algorithm to scale for a large togpioand (ii) the distance vector algorithm

does not handle certain failure situations very well.

One simple case where the algorithm runs into problems iddlh@ving: suppose that in the topology
shown in Figure 2.10 the link between router A and router Bsgimvn. Router B then immediately knows
that A and its network are now unreachable. But on the othed HRRouter C does not know that immediately,
and therefore C continues to advertise that it has a routeandits network. If C's ignorant advertisement
reaches B before B’s updated advertisement reaches C,atigitus created where B will think that it can
in fact reach A through C. At the same time, C will learn frons Rdvertisement that A is unreachable. But
during the next round of advertisements, B and C’s roles@rersed: B will advertise a route to A and C
will then believe that it can in fact reach A through B. At theee time, B will then be convinced that A is
unreachable. This abnormal ping-pong situation can coatimlong time before the routers realize that A is

indeed unreachable. This behavior is calledabent-to-infinityproblem.

Some fixes have been developed to patch the distance vegtoitlam so that it behaves better when facing
the count-to-infinity problem. However, using a radicalifferent algorithm may be a better solution in some
cases where the topology is large and subject to more fréghanges. The next section describes such an

algorithm: thdink statealgorithm.
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2.7.3 Link State Routing

In contrast with the distance vector algorithm, the linkestalgorithm is based on the idea that each router
periodically tells every other router in the network itstdigce to its neighbors. This neighborhood informa-
tion is communicated throudtSPs (Link State Packef®ach of which essentially containing (i) the identity
of the node that originated the LSP, (i) the list of neighbmirters and networks connected to the node, and
(iii) the cost of these links. Each router in the network pditally generates an updated LSP describing its

neighborhood at the moment.

An algorithm calledloodingthen ensures that each router’'s LSP is delivered to evegy obliter. A simple
example of flooding algorithm is the following: when a routeceives a new LSP, it stores the packet and
then forwards it to all its neighbors, except to the one@fwhich it received the packet. This way, starting
from its source, the packet is delivered hop-by-hop to eadresery router. This algorithm is callethssical

flooding

The set of up-to-date LSPs of all the routers forms a datatbedecan be used to construct a map of the
entire topology. This database of LSPs, calledltimk State Databasks in fact present in each router, after

all the routers have generated and flooded their own LSP., Baich router can then independently construct
its own map of the whole topology, and therefore computenagitroutes to every possible destination in the

network.

For example, if we consider the example topology shown infe@.14, the LSPs then generated by routers
A, B, C and D are given in Figure 2.15. The link state data batieis case consists in these 4 LSPs, and after
all these are flooded by their respective originator, eaakerdhas a copy of every LSP. Therefore the same
link state database is present in each router, and from themation contained in the link state database,
each router can derive (i) the identity of all the nodes inrthiwvork, (ii) the connections between the nodes,

and finally (iii) the optimal routes to every node in the netiwo

A router can compute optimal routes through the usbigdstra’s shortest path algorithraver its link state

database. Dijkstra’s algorithm computes the shortestsgfatim aroot (i.e. the router where the algorithm
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|
Network !
Router C | 137.48.1.0/24
|
3 77777777 d
‘[ 77777777 |
. Network ' | Router A 1
| 137.45.0.0/1
L 7777777 d
1
8
Router D A
|
. Network '
| 137.41.1.8/3
2 77777777 d
Router B
o J
. Network
| 132.44.0.0/1
|

Figure 2.14: Example topology with link state routing.

is being run) to every other node in the network, through &gse that can be summarized as follows. The
idea is to maintain a set of nodeS, for which the shortest paths have already been found -alilitithis

set contains the root and its direct neighbors. The algoritien explores every way in which a given node
n outside ofS can be reached by a one-hop path, from a node that is alregglyTime shortest of these is
chosen as the path toandn can then be added ®. The algorithm continues in such a fashion, adding new

nodes taS until the shortest paths to all the nodes in the network ataiogd.

The exact algorithm is described in Appendix B. Figure 2.h6wss an example topology and the corre-

sponding shortest path tree computed from Router 1.

Even though conventional wisdom tends to consider linlegtabtocols as more stable than distance vector
protocols, routing loops can also form with link state ragtdepending on the topology, because of discrep-
ancies between link state databases ftedent routers. This may happen if the network is very dynamic
with links constantly coming up and down. However, one chehrantage of link state routing over distance

vector routing is that each node running a link state prdtpoesesses information about the entire network
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LSP for Router B

Neighbor

Cost

132.44.0.0/16

A

8

D

2

LSP for Router D

Neighbor

Cost

137.41.1.8/30

A

1

B

2

C

Figure 2.15: The LSPs generated by each router.

LSP for Router A
Neighbor | Cost
137.45.0.0/16 —
B 8
C 3
D 1
LSP for Router C
Neighbor | Cost
137.48.1.0/24 -
A 3
D 1
Router 1
138.27.2.0/24 10
8
.
Router 2
Router 3
138.27.3.0/24 5
5 5
Router 4
138.27.1.0/24 5

Root
1Q
138.27.2.0/2
10
10
Router 2
Router 3

Router 4

138.27.1.0/2

—

Figure 2.16: Example of shortest path tree computed witht€&awas root.
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topology. This knowledge can indeed be very useful, evemptwposes other than routing, as we will see
throughout this document. Apart from this point, both dis&vector and link state routing have their merits
in terms of performance, robustnests. Therefore both are actively used today on the Internet. righe

chapter details OSPF, a typical link state protocol, and @rviews BGP, a typical distance vector protocol.



Chapter 3

Internet Routing Cornerstones. OSPF

and BGP

In this chapter, we introduce the two routing protocols i@ essential to today’s Internet functionning.
OSPF as the most common IGP, and on the other hand BGP, as sheanumon EGP. Moreover, also with
respect to the categories defined in Chapter 2: OSPF is thetgipe link state routing protocol, while BGP

is based on the distance vector algorithm.

3.1 BGP

BGP (Border Gateway Protocol) is the predominant EGP uséldeinnternet. The version of the protocol
currently in use is version 4 (BGP4), documented in [62]. M/BIGP is essentially a distance-vector algo-
rithm, it features several additional mechanisms on tofhisf base in order to adapt and perform its task:
routing between Autonomous Systems, at the top level ofrietés hierarchical organization, and carry full
Internet routing. In this document we do not focus on EGPingutherefore, only a very brief overview of
BGP is given here. For a more complete introduction to BGRertte [61], or to the protocol’s specification

[62].

35
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3.1.1 Peer-to-Peer Sessions

The first particularity of BGP is that it breaks down netwaikiinto one-to-one relationships: the base of
BGP functionning happens between exactly two nodes: twghieir routers running BGP, that are then
called BGPpeers or speakers BGP uses TCP to set up a reliable transport “session” betB&P peers.
Therefore, BGP starts by establishing as many BGP sessiotiieie are links between the routers running
BGP. Each session involves only two routers — but a routerhlegyarticipating in many sessions at the same

time, as many as the links it has with other BGP peers.

This approach is adapted to the fact that at the domain levghnizations such as large ISPs want to ne-
gotiate and control their connectivity on a one-to-one daiependently with peer ISPs, or with customers

(such as smaller domains or ISPs) to whom they sell conngrctiv

At the start of a BGP session, two BGP peers exchange congaptes of their routing tables, which can
be quite large. However, from then on, only changes in theseng tables are exchanged, instead of again
whole routing tables. In general, an information commutgiddy a neighbor is considered valid until it is
explicitly invalidated by this neighbor, or until the BGPsseén with this neighbor is itself lost. Long running
BGP sessions are therefore mof&ogent than shorter ones. This is adapted to the types of lisksl to
connect Autonomous Systems, which are usually top capdeitg-lived links, which experience failures
extremely rarely. This dierence put aside, the traditional distance vector mecimsnse used to communi-

cate routing information to each router in the network.

3.1.2 BGP Messages, Paths and Attributes

Messages passed between peers includ®PEBN messagedo open the BGP session, (@PDATE mes-
sagesto inform the neighbor about new routes that are activepoutold routes that are no longer active,
(3) NOTIFICATION messagesto report possible unusual conditions before closing a B&Rien, or (4)

KEEPALIVE messagesto inform the neighbor that the connection is still valid.

BGP’s basic unit of routing information is the BG#ath, a route to a certain set of IP prefixes. Paths are
tagged with variougttributes which carry a wide range of information. The most importatttibutes are

AS-PATHandNEXT-HOR Basically, the AS-PATH attribute is the list of Autonomdsigstems that a route
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goes through to reach its destination (each AS is identifjea tumber). Loops are detected and avoided by

checking for one’s own AS number in AS-PATH's received froaighbors.

On the other hand, the NEXT-HOP attribute is the IP addresbefirst router to be reached in the next
Autonomous System on the path. This may actually be seveps Away if the next AS is connected on the
“other side” of the currently traversed AS. The IGP useddaghe latter is then used to route through the AS
to reach the BGP NEXT-HOP. If necessary, the IGP is also usetfaying a BGP routing update received

from a neighboring AS, to all the BGP speakers in the AS.

Several other path attributes are used by BGP. These in¢lugarious kinds of metrics specifying de-
grees of preference for the route, (ii) descriptions of tlag &n advertised prefix entered to routing table at
the source AS, or (iii) other kinds of information added otiere to bring new features in the protocol. This

extensibility has allowed BGP to accomodate the Interrggtisvth and changing demands.

3.1.3 Policy Routing

Itis the responsibility of the BGP implementation to seltiong competing paths using a nearly completely
undefined algorithm. The specification [62] states only thatcomputation should be based on “preconfig-
ured policy information”, the exact nature of this policfarmation and the computation involved being a
“local matter”. Therefore BGP and its policies reflect théiuidual peer-to-peer agreements at the ISP level.
A simple policy may impose that certain paths traverse gettasted AS, while others must avoid some
other untrusted AS. This is easily achieved with the maratmn of the AS-PATH attribute. However, more

complex policies may also be used.

This document does not focus on EGP routing or on BGP, anefibver BGP will not be detailed further
here. For more information on BGP, refer to [61] [62]. In t#dwing chapters, we will focus on IGP rout-
ing, and we will start by describing in the next section thesbmommonly used IGP in the Internet today:

OSPF.
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3.2 OSPF

OSPF (Open Shortest Path First) is the most common IGP iry®tigernet. The version of the protocol
currently in use is version 2 (OSPFv2), documented in [34ictvis compatible with IPv4 specifications.
Another version of the protocol (OSPFv3) that is compatitikl IPv6, is currently being developed. How-
ever, the predominant version is still OSPFv2, and theegfor the following, OSPF will generally mean

OSPFv2. Moreover, most of the principles that will be ddseihere for OSPFv2 apply to OSPFv3 as well.

OSPF was developed due to a need to replace RIP (Routingrafimn Protocol [75]), another routing
protocol based on the distance vector algorithm. RIP usdxttthe most common IGP before OSPF was

established, but at some point was found to be limited anddapted to “modern” Internet.

OSPF’s design was on the other hand based on a link statdthigorAs such, a router running OSPF
periodically generates and floods LSPs (see Section 2 dll8fiherd_SA (Link State Advertisement&ach

LSA, describes the links that a router has with its neighloorters or networks. Each router is therefore
delivered updated LSAs of every router in the network, arabig to form a link state database that it can

use to compute its routing table, with the Dijkstra algarittsee Section 2.7.3).

However, in addition to the link state algorithm, OSPF usaserl other mechanisms supplementing this
base. These features enable OSPF to adapt to Internet'tngrase of various layer 2 technologies, to scale

to larger topologies, and to accelerate convergence.

3.2.1 Reliable Flooding, Sequence Numbers and Aging

In order to further protect the network against the fornmatib loops because of discrepancies between the
link state databases present iffeiient routers, OSPF provides special mechanisms that ansating that

databases are consistent throughout the network.

Each LSA therefore includessequence numbdéhnat is supposed to identify this message if coupled with the
address of the router that originated the LSA. However, ithestification is not unique, since (i) sequence
numbers cannot actually grow to infinity, and (ii) a routeatthas crashed and that comes back online may
not be able to “remember” which sequence numbers it was milyrasing before it crashed. Special and
complex mechanisms are thus used to cope with such probtatfejwrap-arounds These sequence num-

bers are used to determine which information is valid: whewde has received two LSAs originated by
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the same router, it can select the LSA with the newest seguemmber as the up-to-date information, and

discard the other LSA as out-dated.

Moreover, each LSA includes akgefield, that specifies how long the information contained ia HSA
should be considered valid. The age of an LSA cannot exceedairt value calledilaxAgeafter which the
information is considered invalid. This provides a meckanto eliminate out-dated information from the

link state databases of every router in the network.

Finally, sequence numbers are also used to praeilithility in flooding. A node that forwards an LSA to a
neighbor expects amcknowledgemeritom that neighbor which confirms that the neighbor has iddws-
rectly received the LSA. Acknowledgements are special O8P$5ages that basically list a set@figinator
Address, LSA Sequence Numbéeuples that a node has recently received. A node that recaivé.SA is
supposed to send an acknowledgement containing a cormisgdaple, to the neighbor which sent the LSA,
and such within a certain timeframe. Passed this timeoath#ighbor will retransmit the LSA, to make sure
that the node receives the LSA correctly. Some special pges are also in place, aiming at suppressing re-
dundant acknowledgements, using other messages as irapkciowledgements, or determining the number
of retransmissions attempts before giving up in face of acknowledgement. These procedures incur some
additionnal overhead, but on the other hand flooding is emstar be as reliable as possible. This means that
every node receives a flooded LSA, as each forwarder makestatrthe nodes down the stream did receive
correctly the LSA (via the acknowledgemgetransmission procedures). This feature aims at guasimgte
that link state databases are indeed the same in every iotternetwork, therefore improving the protection

of routing against unwanted loops.

3.2.2 Overhead Optimizations with Interface Types

The Internet spans over manyf@rent mediums using various layer 2 technologies, andipiglsbmewhat
different properties. OSPF therefore categorizes therdnt mediums over which it may run, aiming at
taking advantage of the specificities of each category. § bategories are calledterface typesas OSPF
features some specific mechanisms to be run on a per-inedvisis, depending on the type of medium the

interface connects.

For example, some mediums have an interesting propergddatbadcast This characteristic means that a

message sent on a broadcast medium is heard by all the nedesdtconnected to this medium. This is the
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case with Ethernet for instance: if a node successfully samdessage on an Ethernet link, all the nodes on
this network will automatically hear the message. This progpcan be used to optimize OSPF functionning

on this type of link, when many routers are connected by theedaroadcast medium, which is often the case.

OSPF therefore defines an interface type caliexhdcast interfacewith special mechanisms to be run on
this type of connection. Indeed, several OSPF routers ateddy this type of medium will self-organize
into a virtual hub-and-spokes topology. One router is el¢es the center of this virtual topology, and will
coordinate OSPF functionning on this medium. This routeraited theDesignated Router (DR)ig. 3.1

displays an example of such emulation.

By emulating this virtual star-shaped topology where eamhar has only one link, connecting it to the

Router 3
Router 1 Router 5

Router 1 Router 5

‘ (Designated)

‘ Router 3

Router 4

Router 2

Router 2 Router 4

Figure 3.1: Example of Desighated Router emulated topold@pe routers are physically all connected by
the same broadcast medium (on the left). The emulated tgpddostar-shaped, centered on the Designated
Router, Router 3 in this example (on the right).

designated router (instead of the actual topology: eadterdaiin fact indeed connected to every other router
on the medium), the amount of needed link state informatiahsagnalling can be reduced, while full con-
nectivity is still preserved. This is the case because thdated star-shaped topology is itself optimal, at the

expense of being centralized — and therefore more fragile.

In order to attenuate the incurred fragility, another rootethe broadcast medium is also electedBaskup
Designated Router (BDRThe role of the BDR is to always be ready to immediately taker the central

job of the designated router, should the latter fail or crash
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Several other interfaces types, and respective specifihamézms are defined in OSPF fofffdrent cate-
gories of connection: Point-to-Point, Point-to-MultiBiNon-Broadcast Multi-Access (NBMA), or Virtual

Link. For more information on these, refer to [34] [35].

3.2.3 Convergence Acceleration with the Database Exchangygechanism

An important part of the performance of a routing protocdhis time it takes t@wonvergei.e. the time it
takes to bring the network from its initial dysfunctionah& to its fully functional state. OSPF features a

mechanism to accelerate this convergence in some casd3athlease Exchange

OSPF database exchanges are intended to synchronize ktkstdie databases of routers throughout the
network. This mechanism runs on a peer-to-peer basis, gesdeing exchanged between two neighbors,
with one node (the master) polling, and other node (the ¥lavieich responds. Both polls and responses
have the form of “database description” messages, listisgf af{Originator Address, LSA Sequence Num-

ben tuples, accurately describing parts of the link-state lstda of the node that originated the message.
These messages enable neighbors to compare their lirkestttbases. If any of the two nodes involved in

a database exchange detects it has out-of-date or mis$orgition, it requests these pieces of information

from the other node, which immediately updates its linkestiatabase.

This database exchange mechanism can quickly jump-stagtvarouter that just came online, and also
offers a better guarantee that link state databases are irfdesame throughout the OSPF network, which is
essential for a link state routing protocol to function eatty. However, it comes to the expense of more traf-
fic control. Therefore, some optimizations are also in plapecifying who should synchronize with whom

using this mechanism. For instance, in the case of a brotlitdasvith a designated router, each router on

the medium synchronizes only with the designated routel nah with the other routers.

3.2.4 Scaling with Hierarchical Routing with Areas

In order to scale to large topologies, afi@ent approach is to introduce an abstract hierarchy affierdit
levels of knowledge. This approach is taken in the Intermgeineral, as we have seen with its organization
into independent Autonomous Systems and ESF5P routing (see Section 2.6). OSPF uses a similar tech-

nigue to scale for large domains, call&cka Splitting

With the link state algorithm, any change, even minimal, ttabe propagated throughout the whole net-
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work via the flooding of one (or more) LSA, and Dijkstra has ork-processed in every router, over the
updated link state database. However, if the topologyfiscsently large, a small change on one “side” of the
network does not change anything to the routing tables ofitites on the other side of the network. In this
case, it is interesting to minimize the overhead due to sihstate updates. OSPF therefore splits a large

domain into diferent parts, oareas(see Figure 3.3).

Area Splitting Terminology

An area is defined on a per-interface basis. A router canfirerbelong to multiple areas if it has interfaces
in more than one area — such a router is then calleéiraa Border Router (ABR)f on the other hand all the
interfaces of a router belong to the same area, it is callddtemnal Router (IR)A router that is a gateway
between OSPF and other routing protocols (for instance B&d)led anAutonomous System Border Router

(ASBR)as shown in Figure 3.2.

On the other hand, routes that are within the scope of a sergla are calleihtra-area routes whereas
routes which span over several areas are cafiexf-area routes Some routes may also be imported from
informations originated by another routing protocol: anfE§kich as BGP, or an IGP such as RIP, if several
IGPs are used in the AS. These routes are caliéernal routesin case of the availability of multiple routes
for a same destination, OSPF is configured to prefer intea-asutes over inter-area routes, and inter-area

routes over external routes.

Hierarchical Routing with Areas

Areas gather around a central area, cadlexh O(or backbongand diferent areas communicati& the back-
bone — using again a hub-and-spokes approach. LSA floodipg st area boundaries, and boundary routers
are responsible for controlling information leaking betéweareas. Each area injects its “summarized” link
state information in the backbone via its boundary routens] the backbone controls the injection of this
information into the other areas (see Figure 3.3). This Waychange happens in one of the areasffécs
only the routers in this area, and if the change is minimalpésn’t change anything to the summarized infor-
mation that is injected in the backbone, and therefore isame dfect any router outside the area. Basically,

the way areas inject routing information in the backbonaésfollowing:
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Figure 3.2: Autonomous System splitting and router denation.
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Figure 3.3: Area splitting and route denomination.
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1. Each router in the area computes its own intra-area rowttsthe usual link state algorithm.

2. Each ABR in the area aggregates information concernintgsofrom itself to all the destinations in
the area. For instance, if the subnet 121.121.724.8 in the area, instead of advertising every single
route to every single interface on this subnet, the ABR wgijregate this information in a single
advertisement: a route to the subnet 121.121.%24.@imilarily, if several subnets can be aggregated
under a more general prefix, further aggregation is possiBileh an advertisement is called a route

summary

3. Each summary is advertised with a special kind of LSAuammary LSAA summary LSA adver-
tises a route from the ABR to a set of destinations in the andih, a cost that is set to the max-
imum cost from the ABR to any of these destinations. For exanipt interfaces 121.121.121.54
and 121.121.121.37 be the interfaces on the summarize@slph.121.121/24, and the costs from
the ABR to 121.121.121.54 and 121.121.121.37 be 100 andeXjctively. Then the ABR would

generate a summary LSA that advertises the aggregate 1212112024 with weight 200.

4. Each summary LSA is reliably flooded in the backbone and,teach ABR in the backbone can
maintain a “summary database” containing all the summard ffom all the ABRs in the backbone

—in addition to the usual link state database.

5. Each ABR advertises, in its own area, routes to prefixen fither areas. In case of multiple routes to

these “foreign” prefixes it chooses to advertises the shbotee.

OSPF specifications do not impose the way aggregation sheuledne, so dierent levels of summarization
may be used. The advantages of summarization are thoserafdtfieal routing: better scalability, as the
routing information is smaller and less prone to change. &l@s this comes to the expense of a loss in the

precision of this information, which can lead to using sydthoal routes in some cases.

3.2.5 OSPF Applicability

Because of its numerous specific mechanisms and optimizsat@SPF is able to adapt to most of the com-
munication mediums used on the Internet today and to scédege topologies. However, these mechanisms
are rather complex, which makes this protocol less simgla fome other protocols. Nevertheless, OSPF is

widely deployed and used throughout the Internet, as itdsribst commonly used IGP.
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For more complete information about OSPF, refer to [35] dhtactual specifications [34].
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Chapter 4

Edge Mobility

In parallel with the explosion of the Internet, another ptraenon has fundamentally been changing the as-

pect of networks since a number of years: the generalizafiaiireless communication with mobile devices,

such as cellular phones (see Figure 4.1 and Figure 4.2) rtatpe computers with WLAN equipment, with

already tens of millions of WiFi “hot-spot” users world-veéid Thus, there is nowadays a natural demand to

fully integrate both phenomena, and to extend the reacheolfrtfernet to mobile wireless nodes, hosts, and

routers.

Date Estimated Number of Mobile Phone Users
2000 nore than 300 mllion

2002 nmore than 600 mllion

2004 nore than 1 billion

Figure 4.1: Recent growth in the number of mobile phone userkiwide (Source: Gartner).

However, the first part of this document introduced to ragifimoblematics in the Internet based on the

assumption that nodes in the network are static: nodes/iff@rare indeed expected to connect to the net-

work from a specific, pre-determined geogaphic location.

If this assumption is waived,e. some nodes can now move about “at will” and connect to thernete
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Date Estimated Number of Mobile Phone Sales
2001 399 mllion units
2002 423 mllion units
2003 519 mllion units
2004 674 mllion units

Figure 4.2: Recent growth in the number of mobile phone satetdwide (Source: Gartner).

from different locations at tlierent times depending on their mobility, a new challengefsagth the task

of routing. Indeed, as seen in Part 1, IP routing assumedhbdP address of a node is tied to its location.

Therefore, a node that changes location must also chan¢fe #ddress. However, a node’s IP address is
also its identity. Thus, the point of view of the other nodethie Internet is that someone that stops using its
usual IP address has in fact disappeared and is now unrdaclsabhow can a mobile node thus change its
location and still keep its identity? The following chasterill discuss this new challenge forftérent kinds

of node mobility: on one hand edge mobility, and on the otlaerdh ad hoc mobility.

Edge mobility has been explored for a number of years andales@utions have gained both experience and
popular consensus — some of these are now integrated iméttefunctionning. On the other hand, ad hoc
mobility is a rather new domain, and solutions in order tegnate this new type of mobility in the Internet

are still being discussed.

This chapter introduces edge mobility and some solutioas\lere developped in this domain, while the

remainder of this document will focus on ad hoc mobility.

4.1 Introduction to Edge Mobility

In a network, edge mobility describes the freedom of somegadal (i) be mobile along the edge of the fixed
part of this network, and when necessary (ii) change frone timtime theirpoint of attachment i.e. the

geographical location of their connection to the network.

Typical examples of networks allowing edge mobility inctuckllular phone networks. Mobile phones con-

nect to the network via the nearest available base-stafoich base stations are disseminated all over the
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place, so that if a user moves too far from the base-statioariently attaches with, it will come to be in
reach of another base-station — which will then become iteeotipoint of attachment to the phone network.
In this case, the edges of the fixed part of the network aredke-ktations, and the mobile nodes are the cell

phones and their users.

There is however a clear limitation to the movement of the ifeatodes. Indeed, mobile nodes must at
all times stay in direct reach of elements of the fixed edgetheathan the fixed edge’s range, a mobile node
is disconnected from the network. Hence the denominatidghisfcategory of mobilityedge mobility For
example, with a cell phone, if a user moves away from the @ageronei(e. away from its current base-
station but not closer to any other base-station), the ugebevdisconnected and any phone conversation
will be interrupted — even if he was communicating with amothser who is a few meters away from him,

but who is still in the range of the base-station. This sitrais illustrated in Fig. 4.3.

Some solutions have been developed to enable such edgdtynimbihe Internet. The following sections

overview some of these solutions.

4.2 Mobhile IP

The requirements that are at the base of Mobile IP are thain@de must be able to communicate with other
nodes after changing its link-layer point of attachmenhmmInternet, (ii) a node must be able to use its home
address to communicate, despite the current link layertdiattachment to the Internet, and (iii) a node

must be able to communicate with other nodes that may notimght Mobile IP.

One solution fulfilling these requirements and enablingesoth move along the edge of the Internet, is
to mimic the way the postfiice dfers mail forwarding services for people who have tempagramibved
away from their home. If a customer requests such a serv&chpime post fiice just needs to be specified
the temporary address of the customer, and will (for a whiejvard all incoming mail intended for the
customer to the temporary care-of address specified by #teroer. This is basically the approach taken by

Mobile IP to enable host edge mobility[39].

With Mobile IP, as a host moves along the edge (see Figure #.d¢quires a succession of temporary
care-of addresses that it communicates to a server logaieilisual home network, called i®me agent

The home agent is then able to forward IP packets intendethéomobile node to its temporary location.
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Fixed Core
Routers

Node B

Fixed Edge Naggmm—

Figure 4.3: Edge mobility limitation. Node A and node B canoommunicate even though they are geo-
graphically very close to each other, as node B is slightlyoduange of the fixed edge, while node A is still
in range.
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Figure 4.4: Mobile IP edge mobility: a host is mobile along ftxed edge.
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More precisely, the general operation of Mobile IP can bersanized as the following series of steps:

1.

Agent Communication —A mobile node identifies a Mobile IP server on its local netwoy engaging

in a discovery process. This server is generally a routeclwvhmplements Mobile IP, and which is
then called an Mobile IP agent. A mobile node listens for AGEADVERTISEMENT messages
sent out by agents. From these messages, a mobile node eamidet where it is located. If it
does not currently hear such messages, a mobile node magpraskd by sending out an AGENT-

SOLICITATION message on the network.

. Mobile Node Location Determination —A mobile node determines whether it is on its home network,

or a foreign network, based on the information included inrEA@-ADVERTISEMENT messages. If
a mobile node is in its home network, it does not do anythiregid. On the other hand, if the mobile

node is in a foreign network, it performs the following adlulinal steps.

. Care-Of Address Acquisition —The mobile node obtains atemporary address called a caddoéss.

This address can either come from an AGENT-ADVERTISEMENTEsage from an agent (then called
the foreign agent), or through some means external to M&RilEhis address will be temporarily used
to supplement the mobile node’s original home address. dheetaddress always keeps the identity

of the mobile node, while successive care-of addressestkaepof its location.

. Agent Registration —The mobile node informs the home agent on its home netwotk pfésent loca-

tion on the foreign network and enables packet forwardiggdnding a REGISTRATION-REQUEST
to the home agent. The home agent confirms with a REGISTRATRERLY message to the mobile
node. This exchange may be done either directly between ti@lemnode and the home agent, or

indirectly through the foreign agent.

. Packet Tunneling —The home agent intercepts IP packets intended for the mobde as they are

routed to its home network, and forward them to the curresdtion of the mobile node. This is done
by encapsulating these packets, basically wrapping them in new IP packets with the care-dfasds

as destination and sending them to the node’s whereabouten \ttie wrapped packets arrive to the
mobile node they are stripped of their encapsulation angated as if the mobile node was indeed in

its home network. Fig. 4.5 shows an example of such forwardin

. Periodic Registration Renewal —Packet encapsulation and forwarding continues until threeat

registration expires, unless the mobile node renews itistragjon for the same location or for a new
location. When the mobile node returns to its home netwoderiegisters to cancel datagram forward-

ing and resumes normal operation.
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Internet

Mobile
Host A

Home A

M./ Fixed Edge
" Router

Figure 4.5: Mobile IP tunneling. Node B sends a packet to featmde A. The packet is routed to the Home
Agent of node A which then tunnels it to the current locatidmode A. The path through the network is
highlighted.
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An optional feature called reverse tunneling may also bel iisesome cases, such as when the foreign
network does not allow outgoing IP packets with a foreignreedP address. When enabled, rather than
sending packets directly to the destination, the mobileertadnels all transmissions back to the home agent,

which will strip them and send them on the Internet.

4.2.1 Performance Issues with Mobile IP

Since IP packets are always sent to a mobile node at its hodress] each packet sent to the mobile node
must first go back to its home network before being forwardethé mobile node’s current location. The
level of indficiency that results depends on the location of the sendire Bender is near the home network
of the mobile node, the path used by Mobile IP to reach the laaluide is merely just slightly suboptimal.
However, if the sender is located elsewhere, the path usddblnyle IP may become substantially less opti-
mal. The worst case actually occurs if the sender and mot@lermthe same foreign network, in which case

each transmission must make a round-trip to the mobiles hatveork and then back again.

Moreover, the encapsulation scheme used by tunneling mipbeis an additional overhead which may be
substantial in some cases, especially if reverse tunnainged. Section 6.4 will further detail thesefiine

ciencies.
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Internet

Fixed Core ‘
Routers

NEMO edge
mobility

Figure 4.6: NEMO edge mobility: a mobile router, with itsaahed subnetwork and hosts, is mobile along
the fixed edge.

4.3 NEMO

NEtwork MObility (NEMO [40]) is a protocol that enables a teuto be mobile with its attached subnet-
work, along the edge of the fixed Internet core. The mobildéeobasically runs Mobile IP on behalf of all
of the attached hosts in its subnetwork, in order to conttoy®ovide Internet reachability to its subnetwork

as a whole, as the router and its subnetwork are mobile alenfided edge (as shown in Figure 4.6).

When the mobile network moves away from its home link, andcitts to a new access routee.( the
mobile network’s new point of attachment to the Interndt®, mobile router acquires a Care-of Address. As
soon as the mobile router acquires its Care-of Addressniteiately sends a BINDING-UPDATE message
(similar to REGISTRATION-REQUEST in Mobile IP) to its Homeg&nt. When the Home Agent receives
this message, it creates a cache entry binding the mobitenehhome address to its Care-of Address at the

current point of attachment.
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The Mobile Router can then provide connectivity to the Meliletwork by being the default gateway. It
indicates this to the Home Agent by setting a flag in the BINBINPDATE message. This message may
include information about the Mobile Network prefix(es)tsat the Home Agent can forward to the Mobile
Router packets meant for nodes in the Mobile Network attd¢hehe mobile router. The Home Agent can

then set up forwarding for all prefixes owned by the Mobile feou

The Home Agent acknowledges the BINDING-UPDATE messagh @iBINDING- ACKNOWLEDGE-
MENT message sent to the Mobile Router (similar to REGISTRMN-REPLY in Mobile IP). Once the
binding process

finishes, a bi-directional tunnel is established betweentbme Agent and the Mobile Router. The tunnel
end points are the Mobile Router's Care-of Address and thélAgent’s address. If a packet is sent from
the Mobile Network, the Mobile Router reverse-tunnels theket to the Home Agent through this tunnel

(using IP-in-1P encapsulation). The Home Agent decapssiltitis packet and forwards it to the destination.

When a data packet is sent to a node in the Mobile Network, dloket is routed to the Home Agent that cur-
rently has the binding for the Mobile Router and its attagmedix(es). The Home Agent can then tunnel the

packet to the Mobile Router which will decapsulate and @elit/to the destination in the Mobile Network.

4.3.1 Performance Issues with NEMO

The performance issues with NEMO are basically the same #sMabile IP (see Section 4.2.1), since
NEMO is based on Mobile IP mechanisms. The performancesssite suboptimal routing and encapsula-

tion overhead will be further addressed in Section 6.4.
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Ad Hoc Mobility

In this chapter, we introduce a new type of mobility going treg the simple edge mobility addressed in
Chapter 4: ad hoc mobility. For example, in the Internes fhature enables a node to haveratirect point

of attachment through other mobile nodes that can themsedaeh the fixed edge.

Coming back to the example given in the introduction of Chagt with a cell phone, if a usé8 moves
away from the coverage zonB will be able to stay connected to the network if it is in reatkother user
A who is still in the coverage zone. Ad hoc mobility mechanismsure tha#\ will relaythe tréfic between

B and a base-station. This operation is shown in Fig. 5.1.

These mechanisms therefore enaBlt®o communicate directly witd\, in a peer-to-peerfashion that by-
passes the use of any base-station. Furth&whants to communicate with a us€rthat is not in its radio
range, but in the radio range éf the same mechanisms enaBléo communicate with uset via userA
as relay (see Fig. 5.1). Thus, a wireless network of mobigsuthat are in each others’s radio range is au-
tomatically formed, and users inside such “clouds” can comicate between themselves, in a peer-to-peer,

multi-hop fashion — even without connectivity to a fixed adtructure.

The freedom and the peer-to-peer philosophy at the base lbdé@detworking are very attractive and may
count many applications in the near future, including Inétraccess extension, peer-to-peer mobile tele-
phony, mobile peer-to-peer networks, sensor networksidsédone emergency networks, location based
servicesetc. However, ad hoc mobility comes with a number of new chakengThe following sections

overview these issues.
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Node C

Fixed Core
Routers

Fixed Edge Naggmm—

Figure 5.1: Ad hoc mobility. Node B is not disconnected evesugh it is slightly out of range of the fixed
edge, as node A is still in range and will relay thefimbetween node B and the fixed network. Node B can
also communicate with node C via node A, bypassing the fixidstructure.
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5.1 Introduction to Mobile Ad Hoc Networking

Mobile ad hoc networks (also known as MANETs [27]) are netkgatynamically formed and maintained
by a number of nodes that self-organize their wireless cctivity, without using any prior infrastructure or
central control. As the topology changes due to the mohilityome nodes or to any other reason, the nodes
dynamically reconfigure themselves and continue to prawidenaximum network connectivity, which may
or may not encompass Internet accdss (@ MANET can also be a stand-alone network). Basically, the
MANET philosophy is, in mobile wireless environments, damito what the original Internet paradigm was
in static wired environments. That is to say: any node camtjoé network, as nodes there are more or less

equals, each one of them simply contributing as much as itaartend the network’s reach.

Similarily to the origins of the Internet itself, MANETs haemerged from a military context, in the 1960s
— at the time, they were called packet radio networks. Bulwie boom of mobile devices and wireless
communications, mobile ad hoc networking has seen its segfmnded to commercial environments as
well. MANETSs essentially aim at achieving robust artficéent mobile wireless networking by incorporating
routing functionality into mobile nodes. Ad hoc mobility fideen the subject of numerous research and
standardizationféorts during the last few years, in academia as well as in tthesimy. It is foreseen as an

important Internet component in the near future.

However, the challenges of ad hoc networking are somewfiatreint from those of wired networking, and
thus, many classical Internet solutions successfully asedired networks fail in a mobile ad hoc environ-
ment. Basically, these fierences come from two aspects: (i) the use of broadcases#r@iterfaces instead
of traditional wired or point-to-point wireless interfacend (ii) the possible native mobility of a majority (if

not all) of the nodes in the network, instead of assumingreggly static nodes.

In the following, we will give a more detailed overview of tmew challenges encountered with ad hoc

networking.

5.2 Challenges with Wireless Links using Broadcast Radio lerfaces

The use of broadcast wireless interfaces challenges o difatsis of the Internet architecture: the division
of the network into a well defined hierarchy iibnets Indeed, Internet’s foundation relies on there being a

tie between a physical link shared hgstsand managed by @uter, on one hand, and a particular range of
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IP addresses on the other hand. All the devices on a link deayces with an interface on the same Ethernet

LAN for example) are supposed to share the same range of iiessls, then called a subnet.

However, the use of broadcast radio interfaces (the mostlppvireless solution so far, such as IEEE
802.11 [38]) makes the notion of shared link become very gadine most common link properties fail in
most cases, as a MANET is very often not contained in a sirgimrange. For instance, a single transmis-
sion is not able to reach all the nodes in the subnet (hosubens), and a shared physical segment cannot
be accurately identified, as a MANET spans over several radps. In particular, this multi-hop aspect

distinguishes MANETSs from the traditional use of wireleisk$ to access points infrastructures.

MANETSs’ wireless multi-hop nature also invalidates thelitimnal strict division of Internet nodes between
(a) routers, that actively participate in network buildiagd maintenance, and (b) hosts, that just use the
network. Depending on the topology, which changes oftentdumobility, any node in the MANET may

be required to act as forwarder to complete a multi-hop brasi for instance. In this respect, nodes in a
MANET are neither routers nor hosts, but rather more or leth.bAnd therefore, nodes are all equals

priori.

5.3 Challenges with Mobility beyond Simple Edge Mobility

Another basis of the Internet infrastructure is the tie l@stwa node’s identity and its topological location —
or in other words, IP addressing. The Internet was essbntiesigned for static nodes, and therefore it made
sense to condense the location and the identity of a nodaisiogle piece of information: its IP address.
When combined with the organization of the network into ajg@hierarchy of subnets and their well known
associated range of IP addresses, this gives a very simgleffagient approach to networking, that is also

scalable to large, heterogeneous networks — the basis bitdraet.

Node mobility is an issue in such an organization. Indeed,ribde changes location, it must also change
its ID, which is a problem for most applications. Some sologi have been developed to solve this problem
in case of limited edge mobility, and for a limited fractiohrmobile nodes in the network. Approaches like

MobilelP [39] and NEMO [40] are such solutions (see Chapjer 4
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However, in a mobile ad hoc environment, these techniqueadanternet connectivity may be indirect.
Some nodes in the MANET may indeed be several hops away fremdtles providing Internet access, and
the basic mechanisms behind these solutions do not handtiehops. Actually, in this case, the initial step

will fail most of the time: the mobile node will not be configutas it should, with a correct care-of address.

Enhancements such as Hierarchical Mobile-1P [41] or thea@&tESIEMO mechanism described in [40] (see
Chapter 4) may be able to cope to some extent with a mostlg stefiti-hop topology. But none of these
solutions can handle (i) a fast changing topology, (ii) aoiteairy number of nodes, and (iii) an arbitrary

MANET diameter.

Moreover, philosophically, if a bigger proportion of thedwss in the Internet are mobile, the concept be-
hind Mobile IP is indeed questionnable in terms of scalghitis it may then produce prohibitive amounts of

overhead with on one hand IP-in-IP encapsulation, and oottier hand extremely sub-optimal routing.

5.4 Mobile Ad Hoc Networks: a Harsher Environment

In general, MANETS induce a harsher environment comparatdhat it used to be so far, with wire-line

networks for instance. Mobile ad hoc networking imposescarawireless bandwidth, while at the same
time featuring greater topology change rates due to mghdlitd lower transmission quality. MANET nodes
experience more complex interference issues due to thefugieatess broadcast links and its incurred hid-
den node problems. Many nodes have inherent energy cartstrainning on battery for instance. Security

is looser due to the use of wireless links and to the nodesilityob

These facts point at afliicult task: having to fit much more signalling into much lesaitable bandwidth,
with nodes that have limited processing capabilities. Mweg, full-fledged schemes for routing and address
configuration are needed to handle the mobile multi-hop neitwken fixed Internet nodes and MANET

nodes. The following chapters will describe some of thebeses.
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Chapter 6

Ad Hoc Routing

A mobile ad-hoc network (also called a MANET) is a set of astmous mobile nodes, communicating via
a wireless medium over which they form a dynamic graph of eeg®links. When the network size grows to
the point where some pair of nodes no longer have a direcblitlveen them, ensuring connectivity becomes

the task ofrouting.

Routing in mobile ad hoc networks is a ratheffidult task, due to the mobility of the nodes on one hand, and
to the nature of the links interconnecting the nodes on therdiand (see Chapter 5). In particular, most of
the routing solutions designed for traditional wired netkilng are not adapted to mobile ad hoc networking,
as MANETS' diferent characteristics call for new tradffsoand optimizations. Indeed, compared to usual
wired networks, ad hoc networks feature (1) a higher topptdmnge rate, (2) less available bandwidth, (3)
interference issues between nodes, (4) possible limitaiio processing and battery power, (5) and a decen-

tralized nature that brings new scalability, management security challenges.

Therefore, new routing protocols have been developed fapadlyi for ad hoc networking, designed to be

more dficient in this harsher environment. This chapter overviaasesof these solutions.

6.1 Introduction to Ad Hoc Routing

There are currently two main approaches to ad hoc netwolKitige proactiveapproach, and (ii) theeac-
tive approach. Each approach adapts to the ad hoc environmeadbging the overhead needed for routing

using diferent techniques.
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The proactive approach aims at refining the classical apprtmarouting: nodes optimize the overhead due
to routing, but still establish routing tables with pathstery destination in the network, as in 2.7.1. Typi-
cally, when a route is requested for any given destinatlmnroute has already been established prior to this
request, and messages can immediately be sent to the diestinaimilarly to usual Internet routing with

OSPF or BGP.

On the other hand, reactive approaches depart from thigitnaal philosophy, and only establish paths
on-demand, as requested by actual user needs. Therefse ghproaches only maintain incomplete routing
tables, containing only the paths currently used by uséidrdypically, a route to reach a destination is not
established until a user actually requests to send songetihnitinis destination. The route is constructed only
at this point, as requested. Thus, if the destination is n@ currently used route, messages may not be sent

immediately to the destination — they are delayed due todbteis acquisition time.

Both approaches have their merits, depending on the topdiog mobility of the nodes, and the userfiia
patterns. The reactive approach is generally considerachieve lighter overhead and processing in the case
of networks where only few routes carry useffig and if nodes are mostly static. However, its departing
from usual Internet routing standards may befalilty whereas the full integration of an ad hoc network in

the Internet is concerned.

On the other hand, a natural application of reactive prdtoowith sensor networks, where lightess is
a must for typically extremely power-limited nodes. Reaetprotocols can achieve better lightness than
proactive protocols in sensor network, as sensor nodedlyi§liaxperience limited relative motion between

them, (ii) use few routes, typically just one route, to théegay, and (iii) are not sensitive to delays in data

transfer.

In this document, we focus on ad hoc networking with full grtion of mobile nodes in the Internet and
user trdfic patterns requesting manyi@irent routes. Thus we will not base ourselves on a reactwmaph
but rather on a proactive approach. The next section wilhdges a typical proactive ad hoc routing protocol:
OLSR (Optimized Link State Routing [26]). For more detaitsreactive approaches to ad hoc networking,
refer to the specifications of protocols such as AODV (Ad Hoc@emand Distance Vector Routing [31]),

or DSR (Dynamic Source Routing [33]).
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6.2 OLSR: Link State Routing Optimized for MANETS

In this section we essentially outline OLSR (Optimized LBtiate Routing [26]), an example of proactive ad
hoc routing protocol. OLSR is based on a proactive link stdgerithm, and therefore employs the periodic
exchange of control messages in order to accomplish topalsgovery and maintenance. This exchange
results in a topology map being present in each node in tiveonket from which a routing table can be con-

structed (see Section 2.7.3 for more details on link staiérg).

Basically, OLSR employs two types of control messages: HBlrhessages and TC messages. HELLO
messages have local scope and are exchanged periodidaligdreneighbor nodes only, their role is essen-
tially to track the status of links between neighbors. Ondbeer hand, TC messages (Topology Control
messages, OLSR’s LSPs, see Section 2.7.3) have larger andpare emitted periodically tofilise link

state information throughout the entire network.

6.2.1 MPR Techniques

In addition to the classical link state algorithm descrile&ection 2.7.3, OLSR features mechanisms that
optimize the size of LSPs, and that optimize the number of t&fFsmissions network-wide. These mecha-

nisms are based on a technique cattedtipoint relaying (MPR]30].

This technique drastically reduces the cost of performirilp@ding operation, through having each node
independently select a minimal set of “relay neighborslecthMPRSs, responsible for relaying the broadcast
packets transmitted by the node — while other neighbors tlfoneard the broadcast. As shown in Fig. 6.1,
from the local point of view of a node flooding a packete- the center node in the figure — this corresponds
to only the minimal number of neighbors (the black nodesyielg the broadcast, instead of basically all
the neighbors, which reduces the number of incurred trasgaris while still delivering the broadcast to
every node. Moreover, the MPR technique is used to reducsizbeof LSPs (called TC messages in OLSR
specifications), or even suppress the LSP generation of sod®s while still providing enough information

for the link state algorithm to function properly. The MPRHaique will be detailed further in Section 7.1.
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Figure 6.1: Multipoint Relays of a node. A node (center) fle@admessage that is forwarded only by the
neighbors it has selected as its MPRs (the black nodes). digerof the neighborhood of the node is
depicted by the circle.

6.2.2 Unified Formats

Similarily to OSPF specifications, OLSR controlftia is transmitted in an unified packet format. This al-
lows different messages to be piggybacked together, thereforefuptimizing the number of transmissions
overall. The OLSR packet format is shown in Fig. 6.2. As seethiss figure, a packet wraps a collection of
messages, each with individual headers, which allows ttigidual treatment (including flooding behavior)
of each message. This unified format also allows extensmradgily take advantage of the MPR flooding
mechanism. Examples of such extensions are given throtifinext chapters, as ad hoc networking with
OLSR techniques is in the following the subject of severaktfpments and analysis.

The fields of OLSR packet headers and messages headers cacribed as follows:

Packet Length —16 bits long This field specifies the length (in bytes) of the packet.
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0 1 2 3
01234567890123456789012345678901

Header

Beginning of Packet Header -> | Packet Length | Packet Sequence Number | <- End of Packet Header
Beginning of First Message -> | Message Type | Vtime | Message Size
Header

| Originator Address

| Time To Live | Hop Count | Message Sequence Number | <- End of First Message Header
Beginning of First Message -> | |

: MESSAGE

| | <- End of First Message
Beginning of Second Message -> | Message Type | Vtime | Message Size

| |

Originator Address

| Time To Live | Hop Count | Message Sequence Number <- End of Second Message Header

|

Beginning of Second Message -> | |
MESSAGE

|

(etc)

Figure 6.2: Generic OLSR packet format. Each packet entapsiseveral control messages into one trans-
mission.

Packet Sequence Number 46 bits long This field uniquely identifies the packet. Each time a node

emits a new packet, it uses dfdrent, incremented packet sequence number.

Message Type -8 bits long This field indicates which type of message is to be found én"MESSAGE”

part. For example HELLO, or TC.

Vtime — 8 bits long This field indicates how long after of the message must a wodsider the infor-

mation contained in this message as valid, unless a moratrepdate to the information is received.

Message Size 46 bits long This field specifies the size of the message (in bytes).

Originator Address — 16 bits long This field contains the identity (IP address) of the nodeciliias

originally generated this message.

Time To Live — 8 bits long This field indicates the maximum number of “hops” a messatdwa/forwarded.

Hop Count — 8 bits long This field indicates the number of hops a message has attaiBach node

that forwards the message must increment this field befoveafaling the message.
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Message Sequence Number 16 bits long This field uniquely identifies the message. Each time a node

generates a new message, it usedtamint, incremented message sequence number.

MESSAGE - variable length This field contains a message. A packet typically wrapsre¢veessages
of several types: TC messages, HELLO messages

6.2.3 Additional Features

Additionally to the base described above (TC and HELLO mgssand respective mechanisms), OLSR

employs two other types of messages:

1. MID messages (Multiple Interface Declaration), with alha node with multiple interfaces can declare

its interfaces configuration to the other nodes in the nekwor

2. HNA messages (Hosts and Network Association), with whiciode can advertise routes to networks

or hosts that are outside the OLSR network.

For further details on OLSR specifications, exact messagedisetc refer to [26].
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6.3 WOSPF: Router Ad Hoc Mobility in the Internet

In this section we decribe a new extension to the routingy@@tOSPF, designed to extend networks of fixed

Internet routers with ad hoc networks of mobile Interneteost This extension was first presented in [11].

6.3.1 Introduction to OSPF on MANETS

There is a need for a generic IP routing solution, spanniray diiferent types of routers and network tech-
nology. Until now, OSPF has been the predominant protocdtessing this need throughout the Internet
(see Section 3.2). However, with the emergence of wirelddsoa networking, OSPF’s generic ability is

challenged, as it does not work well enough “as is” on MANETG] [2].

Nevertheless, OSPF was taylored to route in a heterogerssironment, and should be able to incor-
porate an additional extension accomodating the speciédsief ad hoc networking. Furthermore, it was
noted how OLSR, which was taylored for MANETS, is in fact is @ssential functioning very close to that

of basic OSPF: both protocols are of the same link state civ@enature.

Therefore, some solutions have been developed in order ke @&PF operatefléciently on wireless ad

hoc networks of routers, spanning a mobile extension artliadixed core of the Internet — special cases
of MANETSs aiming at specific mobility schemes and node charétic. One of the proposed solutions is
WOSPF (wireless OSPF, initially presented in [11]) whereea type of OSPF interface is specifically de-

fined for interfaces on mobile ad hoc networks.

The following summarizes why OSPF does not work well enougaahoc networks, before an overview of

the solution proposed by wOSPF is given.

6.3.2 OSPF’s Issues on Ad Hoc Networks

There are three main problems with OSPF operation on mothif®a networks.

(i) OSPF features a mechanism aiming at optimizing the metrassions on interfaces featuring broad-
cast capabilities: the Designated Router mechanism (sept&h3.2). Optimizing retransmissions is crucial
in an ad-hoc network, both in terms of overhead and in ternradib collisions (interferences). However,

not only is the Designated Router approach rficient in an ad-hoc environment, but OSPF may even fail
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to function because this mechanism does not work in faceefhitdden node” problemi.g. a common

wireless topology where some node hears a neighbor that g¢fighbors don’t).

(i) OSPF's positive acknowledgement and database exehameghanisms are not adapted to node mobility.
Furthermore, the significant amount of overhead and trassams they incur threatens to degrade perfor-
mance due to limited bandwidth, rather than actually adhgetheir purpose of garanteeing better link state

database synchronization.

(iif) OSPF's hierarchical routing with areas creates adddl problems when nodes are mobile. Indeed,
when a mobile node moves from an OSPF area to another, it neddsreconfigured in order to integrate
properly in the OSPF infrastructure and not disrupt itsdnehnical routing schemes, such as summarization

(see Section 3.2).

Aside of these three main issues, some additional thoughtldtbe given to optimizations such as, for
instance, a mechanism tofi@irentiate the metric used on wireless links from the metréesi on wired links,
or an dficient way to regulate and treatfitirently LSAs describing long-lasting wired routing infaation

on one hand, and LSAs describing short-lived wireless neabiliting information on the other harete

The following section overviews how wOSPF addresses atilapteoo ad hoc networking — a description

that was first presented in [11].

6.3.3 Overview of the OSPF Wireless Interface Type

Ad hoc networks do notféectively map into one of the usual OSPF interface types Point-to-Point,
Broadcast, NBMA, or Point-to-MultiPoint, see Section 3.8)deed, NBMA, Point-to-Point, and Point-to-
MultiPoint are defined as non-broadcast networks, and tiparaf non-broadcast interfaces on broadcast-
capable networks leads to high overhead. On the other Ham@®$PF broadcast network type assumes direct
connectivity between all routers on the subnet, while in ieolvireless networks, connectivity may only be

partial.

An approach to adapting OSPF for MANETSs can then be to useghtlslimodified Point-to-MultiPoint
interface type, but the induced exponential growth in roatgacencies as the number of nodes increases is

not adapted to large topologies.



6.3. WOSPF: Router Ad Hoc Mobility in the Internet 75

Another approach can be to allow routing at layer 2, which ldb@mulate direct connectivity between all
routers in an ad hoc network. This would then allow a trad#iobroadcast-based OSPF to operate over
this emulation at layer 3. However, such an operation cath tie@xtra overhead unless neighbor discovery

operations are coordinated across layers.

wWOSPF takes another approach, by creating a brand new O$tfade type — thavirelessinterface —
for networks that have the properties of a MANET: (i) the nuedliis of a broadcast nature, (ii) link layer
messages can be multicast or unicast, and (iii) a directbigtkveen two given nodes may or may not be
available, depending on the time — sometimes the pair camzoritate over one hop, and sometimes their
connection requires more than one hop communication. Thewieeless interface type has the following

special characteristics, inspired from OLSR ad hoc rougegniques:

1. The interface uses its multicast capability for an uatdé flooding of LSAsj.e. without acknowl-

edgements — similar to the way TCs are flooded in OLSR.

2. The interface does not elect a designated router on tleess medium, but supports MPR selection

of neighbor nodes on the wireless medium (similar to therigple employed by OLSR).

3. The interface does not attempt database exclisynyghronization with neighbors on the wireless
medium. (all neighbor states beyond 2-Way are not reachiminating the formation of full adja-

cencies).

Two additional message types were defined to enable the nastidunalities: (i) Link State Flood (LSF)

messages for unreliable flooding, and (ii) wireless HELLGsages, that enable MPR selection advertising
in place of usual designated router advertisement. Thdeggenterfaces implement the MPR selection al-
gorithm and rules for flooding LSAs, which are gathered in £ 8Fthe same fashion OLSR TCs are being

piggybacked in the same packet to be broadcasted.

6.3.4 Shortcomings of the wOSPF Approach

As seen in the previous section, WOSPF basically incorpei@t SR into OSPF formats. Therefore WOSPF

proposes an extension of OSPF that is in theory as well adéptd hoc networks as OLSR itself, which is
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a success.

However, in doing so, it does not address the problem of noaeéng accross dierent OSPF areas. There-

fore, the mobility of nodes is in fact limited, as no configima scheme is provided for mobile nodes.

Furthermore, wOSPF proposes only a partial adaptation ¢&?FOfainctionalities on wireless ad hoc net-
works: database exchange and reliable synchronizatiohanéms are not active on these interfaces. This
lack may be a problem when an OSPF network gathers both wiredvaeless ad hoc parts — which is the

goal with extending OSPF with wOSPF. A more detailed ansalgéthis problem is given in Section 7.3.
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6.4 MANEMO: Network Ad Hoc Mobility in the Internet

In this section, we propose a new extension to NEMO spediicsaitising ad hoc routing in order to (i) enable
full ad hoc mobility for mobile routers and (ii) alleviaterse NEMO issues with sub-optimal routing and

encapsulation overhead. This solution was first presentgd.i

6.4.1 Nested NEMO Suboptimal Routing and Encapsulations taies

Through a mechanism based on Mobile IP, NEMO allows a mobiléer to continue to provision Internet
connectivity to hosts in its attached subnetwork, as theerdand the subnet) is mobile along the edge of the

Internet (see Section 4.3).

In fact, NEMO specifications further allow a mobile routercmnecindirectly to the Internet, by attaching
to another mobile router that has itself Internet accesss @dnfiguration is calleshestedNEMO, and is
depicted in Figure 6.3. An arbitrary level of nesting canstne envisionned, where a mobile subnetwork
accesses the Internet through a number of nested NEMO hém®lveaching the actual access router (the

point where the nested NEMO network indirectly attachefiélhternet) such as depicted in Figure 6.4.

However, using the current specification, a nested NEMOIlagyomay induce (i) unacceptable amounts of
tunneling and (ii) extremely sub-optimal routing. The émling sections analyze this problem and describe
an optimization for NEMO using ad hoc routing techniquesrihen to reduce this issue. In a nested topology
as shown in Figure 6.5, if hosts fromfidirent NEMO networks A and B wish to communicate, tunnelinidy wi
occur through the home agents of A and B (see Chapter 4), thegiadicated by the arrows along the links
in the network. In a more deeply nested NEMO network, sucliwstriated in Figure 6.6, the path taken by
the tunneled trdic in order to reach a node in an adjacent NEMO network can becuistantially longer.

Itis clear, that in the topologies shown in Figure 6.5 andiFégs.6, shorter paths exist — but are not used.

In addition to the long and suboptimal paths, more overhéams from tunneling: essentially, whenever
an IP packet transverses a home agent, encapsulation sagpetarning to figure 6.6, an IP packet from a
node in network A, destined to a node in network C, will firstdemt to the home agent of network A (see
Chapter 4). There is a binding stating that mobile networls Attached to mobile network C — and hence,
the IP packet is encapsulated with another IP-header attbsére home agent for mobile network C. At the
home agent for network C (then D, then F, and finally B ) the shappens — and when the packet finally

arrives back at the nested NEMO network, it thus carries tleeleead of 5 encapsulations. Indeed, none of
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Figure 6.3: A simple nested NEMO network: one NEMO netwotkéltes to another NEMO network in
order to access the Internet.



6.4. MANEMO: Network Ad Hoc Mobility in the Internet

79

Internet

Fixed Core
Routers

Fixed Edge Nggmm—

NEMO E / NEMO |

Figure 6.4: Deeply nested NEMO network.



80 Chapter 6. Ad Hoc Routing

the mobile routers in the nested NEMO network maintain togiglal information about the nested NEMO

network, and thus are not able to correctly forward the pawkbout this encapsulation header.

Thus, in situations where nodes in nested NEMO networks camicate, this communication is subject
to the overhead from suboptimal paths due to tunneling coetbivith the overhead from nested encapsula-

tions. This comes from the following issues:

e The node which originates dataftia does not know where the destination node is located and-ther
fore assumes that the node is at its “home network”, relyingsabsequent tunneling to reach the

destination’s current location.
e No router knows the full path to the destination.

e No router knows the topology of the nested NEMO network(siistrelying on the encapsulation

information in order to provide forwarding.

Route optimization is the task of reducing the encapsuiadicerhead and providing shorter (if not optimal)
paths for data tif@ic. Extensions to NEMO have therefore been envisionned ieracdaddress this problem.
One of the solutions proposes to use mobile ad hoc routingdmst mobile routers. This solution will be

described in the following.

6.4.2 NEMO Route Optimization with Mobile Ad Hoc Networking

The best known algorithms to provide paths in a network auéimg protocols. In the case of arbitrary sized
nested NEMO networks, the Mobile Routers naturally form drhac network that canficiently use a
MANET routing protocol such as OLSR, which was engineereddwomplish this task: optimally provide
routing in a mobile ad hoc environment. With OLSR, Mobile Rea can simply discover and maintain
optimal routes to the Access Router, but also between MdlEtevork Nodes themselves. This implies that
communication between nodes within nested NEMO networkbearouted through optimal paths, thereby
avoiding layers of over-encapsulation and sub-optimatinguwver the Internet, through the Home Agents,
and back into the same nested NEMO network. With referendégore 6.4, this implies that the nodes
in mobile network A and mobile network B can communicate atisevia the link between their Mobile

Routers, rather than through the long path (indicated inf€ig.4) through the Internet.

Mobile Routers supporting OLSR exchange information ireoitd discover and maintain the network they
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Internet

Figure 6.5: A simple nested NEMO network: one NEMO netwotkéltes to another NEMO network in
order to access the Internet. A hostin NEMO B wants to comopataiwith a host in NEMO A. Instead of
going directly from B to A, the path goes through the Interared the home agents of A and B.
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Home A&z Internet

\ ’Home B

Figure 6.6: Deeply nested NEMO network, and the inducedeexgéty suboptimal routing: through the
Internet and the home agents of A, C, D, F and B instead oftljrrom A to C.
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form at the edge of the Internet (behind the Access Routesutih TC and HNA messages, using the light-
weight signaling features of OLSR: by periodically exchiagg(i) the network prefix(es) of the Mobile
Network Nodes they aggregate (using HNA messages) andiijrarize topology information (using TC
messages), the Mobile Routers in a nested NEMO can provilgeofatimized routing in the ad hoc network

they naturally form.

Thus, a Mobile Router running OLSR will include links to saled (via the MPR selection mechanism)
adjacent Mobile Routers running OLSR in its TC messages. ilRldtetwork Nodes, which are not Mobile

Routers, will be advertised through HNA messages.

Mobile Network Nodes inside the same nested NEMO networktlsareby communicate directly through
the routing provided by OLSR and the paths formed by the Ibétsveen the Mobile Routers. Note that the
Access Router doesn’t necessarily need to be OLSR capablelén to benefit from the routing inside the
OLSR NEMO network. Coming from the Internet, once a packatihes an OLSR capable node, say a top
level Mobile Router (if the Access Router is indeed not OLSiRable), fully optimized routing is available
to allow the packet to be routed to the destination. Reaabinidor the Internet, a packet is naturally routed
from its NEMO network to the Access Router over an optimat¢irms of number of hops) path of Mobile
Routers. The packet then reaches a top level Mobile Routdéchwill perform simple NEMO Mobile IP
processing in order to forward it to the Internet through Alteess Router. The top level Mobile Routers
(i.e. the Mobile Routers that attach directly to an Access Rowtdvertise a default route in order to route
packets going out of the nested NEMO to the Internet. In dasé\tcess Router is OLSR capable, OLSR
will naturally and dynamically transfer the role of the tepél Mobile Routers described above, to the Access

router itself.

6.4.3 NEMO Tunneling Optimization using MANET Routing

When a Mobile Node in a nested NEMO network communicates wittode in the Internet, outside the
nested NEMO network, the level of nested mobility dictatestumber of Home Agents (and therefore the
amount of encapsulation) the packets have to go througlks.iffipilies unnecessary encapsulation and subop-
timal routing, and there should be a way to limit the levelwirieling to only one encapsulation “IP in IP”,

while at the same time minimizing the ffig relayed by Home Agents.
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Existing solutions to route optimization problems in NEM&e¢ [71]) therefore aim at, basically, mini-
mizing the required amount of tunneling in various nestedilitp cases. An acceptable level of tunnel
optimization is attained if whatever the depth of nested NEENetworking, the amount of tunneling stays
the same (as if there is no nested mobility, but just simpléifitg). That is to say: there is at most one
level of encapsulation, and at most one Home Agent invohexddistinct nested NEMO network. Ideally,

the ultimate optimization would be to bypass all Home Agents

By combining a solution derived from HMIP like in [74], [72br [73] with the solution presented in this
section providing ad hoc routing within a nested NEMO nekytiie above acceptable level of optimization
is achievable. Essentially, the encapsulation perfornyetth® Home Agents in the Internet serves to ensure
that the Access Router (or top level Mobile Router) is ablerdaite” a packet to the destination, based on

the information contained in the encapsulation headers.

However with the Mobile Routers in the nested NEMO networkrfing a mobile ad hoc network, the
information from the encapsulation is no longer requiredrisure correct routing within the nested NEMO

network. This has some interesting implications:

1. The Home Agents can carry out their usual role as forwar@lecluding encapsulation of outgoing
messages), while safely discarding any existing encatisuléelative to mobile networking) on in-
coming messages. The encapsulation on outgoing messagestially, is only required in order to
ensure that packets are forwarded to the next “hop” alongéiie of Home Agents towards the nested
NEMO network Access Router. flectively, this implies that a packet never carries more thiag

encapsulation header — compared to one per Home Agent io INES1O.

2. If a Home Agent along the path towards the nested NEMO né&t#ocess Router can identify the
Access Router, to which the nested NEMO network is attacheylencapsulation (relative to mobile
networking) in an incoming packet to the nested NEMO netwmak be discarded. The packet is
encapsulated and transmitted directly to the Access Raheneby bypassing the Home Agents and

carrying only one encapsulation header as described above.

3. Indeed, a signalling mechanism can be developed, whexdigbile Router can inform its Home
Agent about its Access Router. This signalling mechanisdeistical to the signaling in basic NEMO,
with the important diference that rather than signalling a binding with anothebidoRouter (in the

nested case), a binding is signalled with the Access Roeterden the Internet and the nested NEMO
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network. Referring to Figure 6.4, this implies that the MelRRouter for mobile network A would not
signal a binding with Mobile Router C — but rather with MobReuter B, thereby accomplishing the

desired route optimization.

Having an ad hoc network in a nested NEMO network therebyaesithe route optimization problem to a

simple application of the binding signalling mechanismrfdin basic NEMO.






Chapter 7

Optimizing Control Tra ffic in Mobile Ad

Hoc Networks

Higher radio link capacity implies shorter radio rangesriound communications, and thus, the routing pro-
tocol used between mobile nodes is a key network feature.ederythe use of a routing protocol implies
some control signalling.e. some necessary overhead which may in fact handicap the netiiinctionning

if not carefully regulated.

Scarce bandwidth and interferences in mobile ad hoc netwoaekd the need forféicient overhead reduction
techniques. Some techniques have already been develapeaditional networks, but these are usually not
suficient or not adapted to ad hoc networks because they weigngeisior an environment that does not suf-

fer from the same limitations, as bandwidth and interfeesrare no problems on traditional wired networks.

Overhead reduction in an ad hoc environment is two-foldrg@ucing the amount of information that needs
to be transmitted because of the lack of abundant bandvadth(ii) reducing the number of transmissions
needed to deliver this information because of interfersmegween nodes that potentially jam communica-

tions, and therefore diminish even more the amount of badlithhat is actually available.
However, if routing information is incomplete, or out-o&te, routing protocols may not function correctly.

In particular, the node’s mobility in an ad hoc environmeietds a need for more routing information, more

often, to keep the information up-to-date.

87
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These conflicting requirements introduce a traffepooblem that overhead optimization aims at solving
in the most advantageous way. The optimizations must erisateontrol signalling does not exhaust the
available capacity, while it is still ghicient to provide a functional network, even if the topolodnanges,

from sparse to dense, giod from static to mobile.

This chapter analyzes and compardiedent techniques that aim at optimizingfdrent parts of the overhead
due to routing: flooding optimization techniques, partigddlogy techniques and synchronization optimiza-

tion techniques.

7.1 Flooding Optimization Techniques

In this section we analyze and compare optimized floodingrétgns that aim at improving the traditional
broadcast technique in use on wired networks. Indeed, tloeifig algorithm is an essential part of most
routing protocols, and the traditional mechanism impliss thuch overhead to workffeciently in an ad
hoc environment where the bandwidth is limited and interiee between users is a big issue when a lot of
retransmissions occur. It is shown that flooding optimaatian achieve a very substantial reduction in the
number of transmissions needed for a flooding operationndyn®0% in some cases. This analysis was first

presented in [5].

7.1.1 Introduction to Flooding

A large number of routing protocols require network-widgrsilling (see for instance [34] [70] [26] [31]
[33]). This is typically performed through a mechanism kmaas floodingj.e. performing the task of dis-
tributing a piece of information to every node in the netwdflooding is a key component for most routing
protocols. For example, proactive routing protocols (X8PF [34], 1S-IS [70] or OLSR [26]) rely heavily
on flooding with the need for each router to periodically riistte its link state information to the whole
network. On the other hand, reactive routing protocol€(M0ODV [31] or DSR [33]) use flooding each time
they need to set up a path: each source needs to dissem@atiaté requests. And in fact, flooding makes

the biggest part of the overhead induced by these routingqots.

Let us define classical flooding as the following nave algonit from the source, each node, when receiving
a piece of information for the first time, redistributes ibits neighbours: this way the entire network ends
up having received this information, which is the goal besimged at. This simple mechanism is used in

classic protocols like OSPF or I1S-IS (see [34] [70]). Whea tietwork is dense, this approach leads to too
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much overhead. Indeed, not only are most retransmissidnalpcunnecessary, but also: due to the amount
of retransmissions that is required, even a single cldgbcaling operation can cause the network to break
down in an ad hoc environment, as bandwidth is scarce andsreqgeerience interferences. Thus, in order
to employ global signalling in ad hoc routing protocols, gimized flooding operation is required — notice

that such a mechanism might also be useful in usual wiredar&tanvironments.

To reduce the overhead due to global signalling, the taslelafying a flooded packet is given to a subset
of nodes in the network. The smallest this relay set, theflesging costs, and the more bandwidth is avail-
able for user data communications. However, a flooding djperaims at delivering some data to all the

nodes in the network. Therefore one should not reduce thg selt too much, at the expense of dropping the

delivery rate.

Finding the smallest relay set is an NP-hard problem in ggnbut heuristics can be used in order to ap-
proach optimality. Several techniques exist, usinfedént heuristics, mainly (i) multi-point relays (MPR),
(ii) connected dominating set (CDS) and (iii) gateway flawdiWe will first describe simply each flooding
mechanism before comparing their abilities via matheraatitodelling. Then we will present and compare

results we obtained via simulation.

7.1.2 The MPR Technique

Multipoint relay (MPR) flooding is a broadcast mechanisma&stied from the ad hoc routing protocol OLSR
[26]. The principle of MPR flooding is that each node indeparity selects aelay set,i.e. a subset of its

neighbours. Only these selected relays of a node will retréirbroadcast packets transmitted by this node.

Obviously, the smallest this relay set is, the mofigceent the optimization will be. An important point
is however that the series of nodes relaying a given floodessage mayary depending on where the
source of this message is located. This is due to the facéHwdt nodéndependentlgelects its relay set, and

therefore diferent nodes may choosdigrent relays.

MPR selection can be done as follows: ketbe a given node in the graph. Let the neighbourhood of
be the set of nodes which have a bidirectional linkAtoAnd let the two-hop neighbourhood éfbe the set
of nodes which do not have a bidirectional link&dout that have a bidirectional link to the neighbourhood of

A. To perform MPR selection, local topology information ugatdistance of 2 hops is required in each node.
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This information can be acquired through simple HELLO mgesaxchange, as specified in [26].

The multipoint relay set oA, that is called MPRK), is then a subset of the neighbourhoodfofvhich
satisfies the following condition: every node in the two-hregighbourhood oA must have a bidirectional
link toward MPR@). As we already stated, the smaller the multipoint relayiset MPR set), the more the

broadcast mechanism is optimized.

With MPRs selected, MPR flooding works as follows:

A node retransmits a broadcast packet only if it receivefirgs copy from a neighbour that has

chosen the node as multipoint relay.

7.1.3 The Gateway Mechanism

Gateway node flooding is a broadcast technique extractedtine ad hoc routing protocol DDR [28]. The
protocol uses, as foundation for its broadcast mechanisaneat of logical trees, interconnected via a set of

gateway nodes.

The protocol initially forms trees in the following way: danode selects as parent jieferred neighbour
A node’s preferred neighbour is the neighbour which has thgimumdegree(number of neighbours). A
node which is a local maximum degree-wise (all its neighbdwave lower degree) is then theot of its
tree. Inside a tree a node is eitheleaf or aninternal node A leaf is a node which is parent of none of its

neighbours. On the other hand, an internal node is a nodénigharent of at least one of its neighbours.

The network is then viewed asfarest i.e. a collection of logical trees (see Section 8.1 and Figure 8.1
for an example tree topology). Each tree is identified by a@oamidentifier, which is flooded from root to
leaves via the logical links. A tree is connected to othezdreia itsgateway nodesA gateway node is a

node which has at least one neighbour that is part offaréint tree.

Therefore, the broadcast mechanism can be summarized@asdol

A node retransmits a broadcast packet only if it is a gatewagenor if it is an internal node in

the tree it belongs to.
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7.1.4 The CDS Technique

Connected Dominating Set (CDS) flooding is a special caseRiRMooding, where the relay sets of nodes
in the network coincidei.e. the series of nodes relaying a flooded message is always e, seherever
the source of this message is located. In addition to thergeRH°R rules, CDS flooding assumes that all
the neighbours of a given nodewill take identical relay decisions concernidg In other words, all the
neighbours ofA will agree either on (i) counting oA as relay, or on (i) not counting oA as relay. This
special property is not assumed in the general MPR casegwbarne neighbours may seldcas relay while

some other neighbours may not (see Section 7.1.2).

This broadcast mechanism can be summarized as follows:
A node forwards broadcast packets only if it is in the relaty se

This property is interesting if such a floodingftia concentration is considered advantageous. This charac-
teristic is sometimes callesburce-independefiboding. On the other hand, in the general MPR caséjdra
is on the contrary naturally distributed oveffdrent relay paths, depending on the source of the floods. This

property is sometimes calleadurce-dependefiboding.

Several heuristics exist in order to build a CDS. Some teghes are based on the fact that nodetect
themselveas being a relay (or not), and do not require nodes to comrateibeir relay selection. This may
be considered advantageous in that no additional siggaflirequired. However, it implies some complexity

and possible drops in delivery rates in cases where nodesabite, as analyzed in [15].

Nevertheless, CDS and MPR flooding show similar behavidarghe following, we will therefore anaylze

the general case of MPR flooding, on one hand, and gatewayiriipod the other hand.

7.1.5 Performance Evaluation via Mathematical Modelling

The parameter we consider is the number of retransmissiocmsiogle packet via each flooding technique,
i.e. thecostof performing one flooding operation — or in routing prototains, the cost of performing one
global signalling operation. The model under which we itigege the performance of these flooding mech-
anisms is the unit disk modéle. nodes are randomly dispatched uniformly on a domain and ¢heank

graph is then the network obtained by connecting nodes wdrielat a distance smaller than or equal to the
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radio range. This model is a classic in the field of perfornesautalysis of wireless networks, although not

fully realistic since it omits interferences with obstacnd between simultaneous transmitters.

Let us define theneighbourhoof a given node A as the set of the nodes contained in the balblef
ume 1 with node A as the center. Furthermore, a noden@ghbourof node A if and only if it is contained

in node A's neighbourhood. The network graph is then the agtwbtained by connecting neighbour nodes.

Let us consider that the nodes are dispatched in the dombdawifiog a Poisson distribution of mean

Then one of the fundamental properties of the Poisson bligioin [80] yields that the average number of
nodes contained in a ball of volume Liisand that the average number of neighbours of a random node is
alsov. We investigate dense network®. mathematically whew — oco. In the present analysis we will
investigate dense networkisg. mathematically whem — oo, and we will restrict our model to the linear
map, addressing networks with geographic locations thatlynstretch on a single geometric dimensier

aroad).

Note however that the simulation results presented in &edti1.6 show figures for both the linear map
and the planar map, where the network can stretch in two difoes €.g.a city) therefore covering most of
the real use-case scenarii. In the following, we will analgach flooding technique and estimate the number
of retranmissions they yield, or in other words: the projporof nodes that retransmit packets. Obviously,

the smallest this proportion is, the better the optimizatio

Gateway Flooding Analysis

In this section, we will analyze gateway flooding, and estanthe proportion of nodes that retransmit packets
when this technique is used. As seen in Section 7.1.3, ggteades retransmit flooded packets. Therefore,
we will now estimate the proportion of gateway nodes in theadim, or in other words: the probability for a

random node in the domain to be a gateway node.

Gateway flooding introduces the so-calleeferred neighbouof a given node, according to a certae-
lection criterion The selection criterion used to choose the preferred beighcan be the degrekie. the

preferred neighbour is the neighbour that has itself thgelstrnumber of neighbours. When several neigh-
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bours attain this maximum, the node selects the one witle&il®. In this case the selection criterion is said
to be (degree,ID). Another way to choose the preferred teighis to just use the ID selection criterion:
the preferred neighbour is then simply the neighbour withhbst ID. A node selecting itself as its preferred
neighbour corresponds to it being a local maximum with resfzethe selection criterion. Such a local max-

imum is therefore the root of its region tree.

In the following gathers some mathematical results aboaitdinsity of trees and the proportion of gate-

way nodes via the analysis of local maxima distribution.

Density of Trees —In this section we evaluate the tree density, which cornedpdo the distribution of
local maxima for the selection criterion. As mentionediearthere are two distinct criteria: ID and degree.

Note that the local maxima distributions vary dependinghtendriterion.

Theorem 1 The probability that a node is a local maximum for the 1D sg@ccriterion is% +0(e™) inthe

case of the unit disk graph model in dimension 1.

Proof — Without loss of generality we can assume that the IDs of thdeaa@re uniformly distributed in the
interval (Q 1). The probability that a node with ID equalxds a local maximum is then the probability that
no node has an ID falling betweerand 1, which is equal te-®". Therefore the unconditional probability
that a node is local maximum ﬁl e (0vdx = == This is equivalent to to /iy wheny — co. Thus, we
can say that in the case of the ID selection criterion, theidenf trees is close to 1 per neighbourhood area,

or in other words, that the average interval covered by aisrée

Theorem 2 The probability that a node is a local maximum for the degeecion criterion is equivalent

to Z wheny increases.
The proof of this theorem is distributed in the several ler@rad theorems that follow.

Lemma 1 The events of a node being a local maximum for the right sidte nEighbourhood, or for the left

side of its neighbourhood, are independent events.

Proof — Let N(x) be the number of neighbours of a node at locatiom the segment map. LE{a, b]) be the
number of nodes contained by intervalp]. ThereforeN(x) = I([x—1/2, x+1/2]). Let A(X) = N(x) — N(0).
If x € [0,1/2], then we have\(X) = 1([1/2,1/2+ X]) — I([-1/2,-1/2+ X]). If x € [-1/2,0] thenA(X) =
I([-1/2+ x,-1/2]) = I(J1/2 + x,1/2]). Since the intervals don't overlap, the even(s) < 0 for all x > 0,
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andA(y) < O for ally < 0, are independent.

Theorem 3 The probability Bv) that a node is a local maximum for the right side of its neigitbood is

equivalent to, /n—zv whenvy increases.

Proof — By symmetry, the probability of a node being a local maximsradual to that of being a local min-
imum, which corresponds to haviiagx) > 0 for all x € [0, 1/2]. Havingl([1/2,1/2+ X]) - 1([-1/2,-1/2+
X]) = O for all x € [0,1/2] is equivalent to an ¥M/1 system with service rate and arrival rate equat,to
starting with one customer, and that does not empty its qdedag a time interval of 22. This is also
equivalent to an YM/1 system with service rate and arrival rate equal to 1, sgktith one customer, and

that does not empty its queue during a time interval/@.

Let f(w) be the Laplace transform of the distribution of the time Bded to empty this queue:(w) =
E[e“T]. Let 6 be the time needed for the exit of the first customer. Classauing theory [79] then yields
that:

T=0+NgxT (7.1)

whereNy is a Poisson random variable of megmandN x T symbolizes the addition & independent copies

of T (N independent variabléeg (fori = 1 to N) identically distributed ag). Therefore:

f@) = E[e“I4) (7.2
_ f et E[e I T dt (7.3)
0
) © —tik
_ f et Z i E[e—w(t+Z:<:1 Ti)]dt (7.4)
0 ki
k=0
_ fw g 2wt i ﬁ f(w)kdt (7.5)
0 k=0 !
_ fw g t@rw-fw) gt (7.6)
0
1
= 7.7
2+ w- f(w) "

From this equation we gé{w) = 1 - T
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Proof — SinceP(v) = P(T > 3), using the reverse Laplace transform, we have:

P() = % f f'w A= 1) gz, (7.8)

w

Using the fact that + f(w) ~ vw + O(w) whenw — 0 we have from Flajolet and Odlyzko [69]:

; f A ) g, - LDy (79

271 J s w

Withy = % andI'(1/2) = v/= we complete the proof for Theorem 3.

By symmetry, the probability for a node to be a local maximunthe left side of its neighbourhood is
the same as for the right side. Obviously, the probabilitygfmode to be a local maximum is its probability
of being a local maximum for the right side and for the lefesi@herefore, using the independence of these

two events, we have also proven Theorem 2.

These results show that in the case of the (degree,ID) g&ectiterion, the average density of trees is

close to% per neighbourhood area, which is somewhat less than wittDtlselection criterion.

Density of Gateway Nodes -n this section we evaluate the density of gateway nodes oresf of trees
formed with the ID selection criterion. As seen in Sectioh.4, this criterion yields more trees and likely,
more gateways nodes than the (degree, ID) selection oniteised in gateway flooding. Nevertheless, we
believe that this approach gives a good idea of what kind p$ite of gateway nodes we can expect with the

(degree,ID) selection criterion, and we validate this apph with the simulations in section 5.

Once again, without loss of generality we will assume thatittentifiers of the nodes are randomly uni-

formly distributed between 0 and 1.

Theorem 4 When the preferred neighbour is the one with highest ID, thbability that a randomly picked
node is a gateway node is greater thérar 0(%), when the network follows the unit disk model in dimension

1.



96 Chapter 7. Optimizing Control Traffic in Mobile Ad Hoc Networks

Proof — If a node is not the root for its tree, then its preferred nadeither in the left part of its neighbour-

hood or in the right part. Let us call a node with preferredjhbour on its left, a leftist node. Conversely, we
will call a node with preferred neighbour on its right, a righnode. A centrist node, which is a node that is
both leftist and rightist, is then the root of its tree. Ndtattwhen a node is leftist, then the root of its tree is

in the left part of the network, but not necessarily in itsgidiourhood.

A sufficient condition for a leftist node to be a gateway node is teeharightist node in the right part of

its neighbourhood. Indeed, if all the right neighbours hegled to the same tree, then they would all be leftist.

Let us consider a random nodeat a positiony on the network map. We split the intervgl f 1,y + 1]
into four parts of equal sizdy = [y— Ly— 3], lo=[y— 3.V, la=[y,y+ 3], la = [y + 3,y + 1]. Letx be

the greatest identifier in the intervial(see Figure7.1). Ignoring the cases when there are no nodesiel

X1 i A X3 4
~ L o e e e
y-1 v-1/2 y y+1/2  y+l

Figure 7.1: Intervals around node A.

(this occurs with probabilityo(%)) we consider the order of the sequenxgg X2, X3, X4). If X2 > X3 then the
nodeA is leftist. If x3 < X4 then the rightmost node which still has a position smallanth+ % is rightist,
unless it is not neighbour of the node which has identigfthis occurs with probabilityo(%)). Therefore
all orders such that eithes > X3 < X4 (right case) o, > X, < X3 (left case) imply with probability + o(%)

that the nodé\ is a gateway node.

Let s be the order ok in sequencex;, X, X3, X4). If X is the greatest number in the sequengeX,, X3, X4)
thens = 1, if it is the second largest number then= 2, etc. We callT the order tuple %, S, S, S4). If

X1 > X2 > X3 > X4 thenT = (1, 2,3,4). The tuples that correspond to the right case are:

(1,2,4,3)| (1,3,4,2)

(2,1,4,3)| (2,3,4,1)

(3,1,4,2)| (3,2,4,1)

(4,1,3,2)| (4,2,3,1)
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The left case is symmetric, therefore there are 16 ordeesuhlat lead nodA to be a gateway node with
probability 1 o(%). Given that there are 4 24 order tuples and that they are all equiprobable, the Aode

is a gateway node with probability greater théam o(2), whenv is large.

Gateway Flooding Summary —Our analysis has thus revealed that the density of tre%s \§e have then
deduced an estimation for the density of gateway nodes ag l§eiThis implies that for a given flooding

operation with this mechanism, more thénf the nodes are engaged, wheis large.

MPR Flooding Analysis

Our goal is now to find the proportion of nodes that retransnfliboded packet, when the MPR technique is

used, or in other words: the probability for a random nodestased as a multi-point relay during a flooding.

Theorem 5 The probability for a random node to retransmit during an MR&bding is equivalent t(%,

wheny is large and the network follows the unit disk model in diniemg.

Proof — In the linear map case, the number of MPR per any given nodeaistly 2: one at each end of its
neighbourhood segment, right and left. When a flooding a;aupacket is retransmitted via MPR on the
right side and on the left side of the segment: retransmissiomp from one MPR to another MPR, with

hops of length close to the radio range.

For instance, the MPR on the left of a node A will be the furthesde on the left of node A that is still
in reach of node A. Therefore, this MPR will be on average asdce; — 2 on the left of node A. Thus, on
the left side of node A, the average number of nodes that atitansmit isv_%. By symmetry, it is the same

on the right side of node A, and so throughout the domain.

MPR Flooding Summary — Our analysis has revealed that the density of MPR§f—jS, wherev is the
node density. This implies that for a given flooding opematidth this mechanism, a fractioy%1 of the

nodes are engaged. Therefore, the denser the network Emntiler the fraction of nodes is engaged.
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7.1.6 Performance Evaluation via Simulation

To complement our theoretical analysis, this section widlsent a simulation study of the discussed flooding
technigues. We evaluate the density of retransmitterdiaddn a broadcast in each case: gateway flooding
and MPR flooding. This evaluation was carried out on a simpktam simulator (implementation from
scratch in C) and we tested the performance of the algorithmsther words, this evaluation does not take
into account the actual network layer and the actual exalmahgrotocol messages between nodes, but rather,
is simply based on the unit disk model described in Secti@rb7.We have simulated both the linear map
(as studied mathematically in Section 7.1.5) and the plaregr casesi.€. nodes randomly distributed over
two dimensions). The linear map simulations should vadidhe results developed in Section 7.1.5. The
planar map simulations will allow us to evaluate if it is pibds to extend the results from a one- to a two-
dimensional domain. The figures we obtained come from aesrager several hundreds of random node

distributions.

Gateway Simulations

The simulations for the road map confirm the predictions efrttathematical models of Section 7.1.5. The
figures Figure 7.2 and 7.3 each feature two graphs labe)edtél and (ii) gateway onlydashed). On one
hand (i) shows the total number of nodes that retransmit thith flooding technique,e. the sum of the
number ofinternal nodesand the number ajateway nodegsee Section 7.1.3). On the other hand (ii) shows
the number ofjateway nodesnly. The results show that when the density is such that sibdee more
than a dozen neighbours, half of the nodes retransmit darimghadcast with this techniquieg. counting
retransmissionsisidethe trees (the internal nodes) and retransmisdietweertrees (the gateway nodes).
This is shown in Figure 7.2. It is also shown that the bigghah& of retransmitters are gateway nodes, from

far (dashed plot).

Though our analytical results do not extend beyond one déinenwe can anticipate that there will be
even more retransmitters in two dimensions. The simulation the planar map are consistent with this
anticipation as they show that when the density is such thdés have a dozen neighbou%sof the nodes
participate in the broadcast retransmissions. When thsitgas higher, up tof—1 of the nodes turn out to be
retransmitters. Once again, as with only one dimensionyalsemajority of these retransmitters are gateway

nodes, as shown in Figure 7.3.
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It is obvious that retransmissiomsthin a treeare optimized, following the specifications for gateway floo
ing. The simulations confirm this point, with very reasomablimbers for internal retransmitters. On the
other hand, as we have already stated, the number of gat@trapsmissionbetween treegs very sub-

stantial. This comes from the fact that no optimization isgased by this technique to eliminate redundant

retransmissions from gateway nodes.

total
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Figure 7.2: Percentage of retransmitters in a one-dimargionain, in function of the node density, with

Gateway flooding.

I I I I
100 200 300

Figure 7.3: Percentage of retransmitters in a two-dimerss@mmain, in function of the node density, with

Gateway flooding.

MPR Simulations

The simulations for the road map confirm the mathematicalehoél Section 7.1.5. The percentage of

retransmitters decreases when the density increases ity ghaiis roughly proportional to /2. This is
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shown

in Figure 7.4.

Once again, our analytical results do not extend beyond onergsion, but still we anticipate that the be-
haviour for one dimension will hold for two dimensions. lede the simulations for the planar map show
that the highest percentage of retransmitters is about #Bfi6h coincides with a density of a dozen neigh-
bours. And further, for higher densities, the one dimenbiginaviour seems to hold with again a percentage
of retransmitters that drastically decreases when thatgensreases, and such in a hyperbolic fashion. This

is shown in Figure 7.5.
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Figure 7.4: Percentage of retransmitters in a one-dimargionain, in function of the node density, with
MPR flooding.
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Figure 7.5: Percentage of retransmitters in a two-dimerssttomain, in function of the node density, with
MPR flooding.
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7.2 Partial Topology Optimization Techniques

In this section, we analyze and compar@atient topology reduction schemes that aim at optimizingibe
of the routing information exchanged by nodes. New ways tmiuce such schemes in an extension to

OSPF are proposed (these were first presented in [16]).

7.2.1 Introduction to Partial Topology

An orthogonal approach to overhead optimization is to ainedticing the amount of information that nodes
need to exchange in order to form and maintain the networkveder, there must be enough information
exchanged for the network to be fully functional. In partesuthe routing information delivered to each
router must be dficient in order for them to be able to construffi@ent paths to every destination in the

network.

Some techniques have been developed in order to optimizantweint of routing information that needs
to be exchanged between nodes. These techniques basiglbnrthe idea that nodes do not actually need
to know the whole topologyi.€. all the links between all the nodes). Rather, nodes only tekdow about

a subset of these links, @artial topology that is essential to construct the paths that will actuladiyused

throughout the network.

Two main approaches to partial topology exist. On the onelliak state optimizationand on the other

hand theon-demand optimizatiorAn overview of these diierent approaches is given in the following.

7.2.2 On-Demand Topology Information

In the cases where only a few routes usually carry uséidiia the network, it may be possible to reduce the
topological information to that which relates to the linkat form these currentlgctiveroutes. This is the

approach taken by the reactive protocols seen in SectigmBd called then-demandpproach.

With an on-demand approach, nodes acquire and maintaintialpart of the topology that is needed to
maintain the routes that have been requested by actual atetrdfic. Basically, when a node is requested
to find a path to an unknown destination, this node floods aigpl@OUTE-REQUEST message in the net-
work. This message eventually reaches either (i) the degiimitself, or (i) nodes that know a path to
the destination. The destination (or a node that knows howgdoh the destination) may then reply with a

ROUTE-REPLY message that is sent directly back to the noaferéguested the route, informing the node
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on how to reach the destination.

This approach may radically reduce the amount of routingrinfition needed to be exchanged by nodes.
Indeed, the partial information that is needed is only ttierimation relative to the links forming routes that
where requested by actual user data. If there are few rosezshy tr#fic in the network, and if nodes are

mostly static, this reduction is indeed drastic, whild stilccessfully providing the needed paths.

However, if there are many filerent routes being used, more ROUTE-REQUEST floodings wilhec-

essary to find these routes. Moreover, if the nodes are mahéeefore often breaking an established path,
even more flooding operations will be necessary. In suctscageat was intended to be a reduction may turn
into an augmentation of the incurred overhead, and may jeamathe successful provision of the needed

paths in the network.

Some additional mechanisms can be used in order to attethisuenwanted behaviour, as in AODV [31],
for instance. Orthogonaly, the use of an optimized floodafgese along with this partial topology approach

will indeed help minimize the cost of the necessary floodipgrations.

7.2.3 Link State Optimization

A less radical partial topology approach is tlirek state optimizatiortechnique. This approach aims at
minimizing the size of each individual LSP generated by sodmning a link state routing protocol. It is
indeed possible for nodes to exclude from their LSP inforomeébout links detected as not being essential
to shortest paths computation. Some nodes may even ergirpfyress their LSP generation if they detect

that neighbours are already generating the necessaryriafimm for them.

An example of such an approach is the partial topology schemgoyed in OLSR. Based on the MPR
mechanism (see Section 7.1), a hode generates an LSP dogtairy the information about links to the
neighbours that have selected it as their multi-point reldyis reduces the size of each generated LSP, and
suppresses some nodes’ LSP generation (the nodes whichdieveen selected as MPR by any neighbour).
One advantage of this method is that it does not depart fratingwith complete routing tables: each node

still knows about all the destinations in the network, arer¢his no “acquisition time” to find a new route,
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contrary to the on-demand method.

This approach may also drastically reduce the amount ofngunformation needed to be exchanged by
nodes in the network, especially if the network is dense. Bypsessing some nodes’ LSP generation, a
reduction in the number of needed transmissions overatlhigeaed. If numerous éierent routes carry user
traffic throughout the network, and nodes are mobile, this approsy provide a better optimization than
the on-demand approach, especially when coupled with aehflooding as in OLSR. However, if only
a few routes are used and nodes are mostly static (typiaailg ensor network), the on-demand approach

may provide a better overhead reduction.

7.2.4 Partial Topology Optimizations for Overlapping Relays OSPF

Using reduced topology within link state routing is gfi@ent way to decrease routing overhead while still
providing suficient route quality. There are various ways to achieve wgppteduction with link state proto-
cols, based on éerent ways to form a backbone in the network — this backbounallysoriginates from the

flooding optimization scheme in use, such as MPR or CDS.

In case of mobile ad hoc networks, flooding using MPR backbamereferable as it is more robust in face
of topology changes, compared to flooding using CDS backhonhis section therefore describes several
methods to enable the use of reduced topology in wirelesFAGFMANETS, when MPR-based flooding
optimizations are used. The topology reduction methodsateahere proposed for an MPR-based approach
perform at least as well as the similar schemes that weratlgqaoposed for CDS-based approaches. In-
deed, as described in the following sections, the same CGi38ebtopology reduction schemes can be used
over MPR backbones, while furthermore MPR-based topoleduction schemes are also possible with MPR
backbones — these feature optimal properties that are maihell with the CDS-based approaches that were

proposed so far.
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OSPF and MANET Background

One of the most fundamental conlusion of the research adéigimg so far in the field of mobile ad hoc
networking, is that the flooding overhead must be reduced vaay or another. The flooding optimization
algorithms established by the research community are baseeducing the number of nodes actively par-
ticipating in the forwarding of a given flood. Though there anany such dierent algorithms, they can
nevertheless be classified in two main categories: (i) tgerthms that bring members of the set of for-
warders toselect themselvess part of this set, and (ii) the algorithms that bring memb#rthe set of
forwarders tdbe selectedby their neighbours. CDS algorithms [76] are examples ofithepproach, while
the MPR algorithm is the archetype (ii) approach. Howeveing further than this classification, it is to be

noted that the (i) approach is a special case of the (ii) eggpr¢see Section 7.1.4).

Another fundamental conlusion mobile ad hoc research tglieause of partial topology, if done correctly, is
also an éficient way to help reduce the amount of bandwidth used by @ngptotocol. An example of such
a mechanismis the partial topology strategy developed®@iitBR [26], enabling the use of reduced topology
while still guaranteeing shortest paths and not impairiegark connectivity, or stability. Fig. 7.6 shows the
substantial decrease in overhead with the use of partialdagy schemes (bottom curv@gompared to the

full topology overhead (top curve).

Recent #orts in the IETF [63] [67] [66] propose designs for an extensdf the OSPF routing protocol
for MANETSs. Several proposals are being evaluated, inclg@verlapping Relays OSPF [85], MDR OSPF

[84] and wOSPF, aiming to converge to a common extended OGiRBard.

The proposals for wireless OSPF on MANETSs each feature amed flooding mechanism (based on
CDS for MDR OSPF, while based on MPR for Overlapping RelayPB&nd wOSPF). MPR-based flooding
is preferable as it is more robust than CDS-based floodingde bf topology changes and mobility [15].
However, partial topology schemes have been described iR MISPF for a CDS-based solution, while
similar schemes are yet to be described for an MPR-basetkgsr©®SPF. In the following we will therefore

present approaches to partial topology for Overlappin@reOSPF.

The following section will present methods to use reducgublmgy based on MPR backbones achieving

at least as good results as the ones obtained using the Clegeshdescribed in MDR OSPF. However,

*The CDS was built with the Wu-Li rules [76].
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based on MPR or CDS backbones, these schemes will prodghéskub-optimal route quality: they intro-
duce some route stretchinigg. routes may include some unnecessary hops. Therefore crsattion will
next present other partial topology methods based on MPRboaes, achieving optimal route quality: no

route stretching, the shortest paths are used.
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Figure 7.6: Full topology overhead (top) compared with iphtbpolgy overhead. Reduction to MPR selec-
tion links (bottom) and reduction to links to CDS nodes (néddThe overhead is measured in number of IP
addresses (4 bytes per IP address), in function of the nuafilmerdes in the network.

Approach with Route Stretch

In this section we will outline an approach to the use of redutopology based on MPR backbones that

achieves at least as good results as the ones obtained bsi@fPS schemes described in MDR OSPF.

An MPR-based approach, such as Overlapping Relays OSPF 8P&Ccardecoupleits flooding mech-
anism from traditional OSPF Designated Routers mechaniBesignated Routers are nodes that are given a
special role of topology centralization and topology rethrcin an OSPF network (see Chapter 3.2). In that
respect, an MPR-based approach can separate flooding pgtiioni on one hand, and topology optimization

schemes on the other hand.

A way to achieve this is to consider the MPR-CDS [54] layindgunally on top of the MPR selections.
This CDS can be used, along with the same topology reducticimiques proposed in MDR OSPF. This

approach then provides the same partial topology, and the saute quality properties (which means some
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amount of route stretching) as obtained with MDR OSPF. Tivaaihge with the present solution is that the

robustness of MPR flooding is kept, while still obtaining Hzene gains in topology reduction.

In fact, any other kind of CDS can be used on top of an MPR-baggdoach. The cost of using a dif-
ferent CDS is the additional complexity due to the compatatf this specific CDS. Furthermore, any other
kind of topology reduction technique may be used along withdhosen CDS, as long as it does not impair

network stability, or connectivity.

The decrease in overhead with this method is shown with Fig, Gomparing the middle curve to the
full topology overhead (the top curve). In fact, the decedasoverhead may be slightly bigger, depending
on the chosen topology reduction scheme. However, wetlegrate used over an MPR approach or a CDS
approach, the schemes proposed in MDR OSPF, will produghktislisub-optimal routes. These schemes
introduce some route stretching, that is to say: routes melude some unnecessary hops.(transmis-
sions). Indeed, some links may not be advertized netwodewihile they are in fact needed to construct
optimal routes, as CDS topology reduction typically reduttee advertized topology to links towards the
CDS backbone. Fig. 7.7 displays a simple example of roug¢csting, where the link between B and C is not
known network-wide. Therefore, if node F wants to reach @jlitroute through node E (in 4 hops), while

the optimal route is through node A (in 3 hops).

Route stretching is a concern in an environment where thebeumwf transmissions are to be as limited
as possible to reduce the bandwidth consumption, interéeréssues, number of collisions, or power con-
sumption of the nodes in the MANET. In fact, route stretchieglly introduces some additional routing
overhead, as it reduces the available bandwidth that casdukfor data trdic. In other words, a 10% route

stretch factori(e. routes being 10% longer) means a 10% decrease in availatdsvidth for data tréic.

In the next section, we will therefore outline other applacto partial topology based on MPR backbones,

that do not introduce route stretching, and provide optiroates.

Approach without Route Strech

In this section we will describe another partial topologytinoel for MPR-based wireless OSPF solutions.
Contrary to approaches described in MDR OSPF and in theque\dection, this method does not degrade

route quality.
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Figure 7.7: CDS topology reduction. The backbone is oplinfarmed by nodes A, F, E, D and G. The
reduction scheme will typically slim down the advertizegddtogy to links towards the CDS backbone. The
link between nodes B and C is not advertized network-widd tharefore not known to node F.

Based on the approach developed in OLSR, and also taken byPwCH MPR-based solution can pro-

vide partial topology without incuring any route sub-opiity, i.e. as if the full topology was indeed used.

Route optimality is achieved withflicient reduction of the flooded topology information to orhe tstate

of links between MPRs and their selectors, while still udimg full topology information available locally.
Analysis shows that this approach provides shortest pa#es[{8]), as if the full topology was indeed adver-
tized and flooded, while still drastically reducing the flowgloverhead. In particular, contrary to CDS-based
topology reduction approach, cases such as shown in Figvill.iot cause suboptimal routing with MPR
topology reduction since node B will select A and C as MPRs, the link between B and C will thus be

known network-wide.

More precisely, in a wireless OSPF framework, wOSPF spedifiat adjacencies are not to be formed

between routers and that routing is done over any bi-deotil link, as in OSLR. Such an approach relies
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on periodic transmission of LSAs with short enough intes\&l that it is more beneficial to just transmit up-
dated information periodically, rather than to verify titta old information got through (through traditional

adjacency OSPF mechanisms such as Acknowlegements ord3atBRchange see Chapter 3.2).

The decrease in overhead with this method is shown with Fig, domparing the bottom curve to the

full topology overhead (the top curve).

However, if this approach to link state routing is desiredhlmost MANET environments, in some cases it
is not totally appropriate. These cases include scenagétad by the wireless OSPF design: mixing wired
nodes and mobile nodes, or more generally, cases featuiing stable topologies, where updating topo-
logical information too often is wasteful. In these casbs, period with which diferent nodes update link

information may vary greatly (from a few seconds, up to anrjyand this lack of homogeneity breaks the

assumption that any update will come soon enough anyways.

In these cases, it is desireable to keep adjacencies andwlekiyements. Therefore an intermediate ap-
proach bringing optimal paths, but using partial topoldgyto form adjacencies only between MPRs and
their selectors. This yields more overhead than the apprdescribed in Section 7.2.4 but the reward comes

from being able to keep away from any route stretching ang as¢ optimal, shortest paths.
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7.3 Optimizing Reliability for Link State Information

In this section, we introduce the notion of database exahang reliable synchronization in the context of
mobile ad hoc networks. Inspired by the mechanisms from dlérrg protocol OSPF, it is shown that in

their present form, these mechanisms are not suitable éanttbile ad hoc domain. We therefore introduce
a new link state synchronization mechanism that is optichfaethe specific environment of wireless ad hoc

networks. This mechanism is proposed as an extension to WQ@®BH was first presented in [4].

7.3.1 Introduction to Reliable Link State Synchronization

In order to ensure that the link state algorithm functionsextly, the link state databases in every node must
be as synchronized as possible. In order to protect datafrase discrepancies, OSPF features mechanisms
such as reliable flooding and database exchange (see S8@2)nOn the other hand, OLSR rather relies
on frequent unreliable flooding of topology informationatlis more adapted to dynamic topologies and ad
hoc environments. The idea behind the periodic unreliabtedihg of topology information is that since the
topology of the network is thought to be changing ratherdegly, link state packets (LSP) are transmitted
periodically and frequently to reflect these changes. Cqunesstly, loss of a single LSP is relatively unimpor-

tant since the information contained within the messagkbsitepeated or updated shortly.

This approach may work well if LSP periods are roughly honmegeis and short enough. However, in a
heterogeneous network with both traditional wired parts aireless ad hoc parts, wired nodes will have
rather long LSP generation period (down to one per hour) redsewireless nodes will typically generate
LSPs much more frequently (often more than one per minutejhis case, of course, the short period ar-
gument fails, at least for the LSPs with a long period, andetli® a need to device mechanisms ensuring

“OSPF-like” treatment for long period LSPs.

7.3.2 Managing Wired, Ad Hoc Heterogeneity

Managing wiregad hoc heterogeneity is the goal of a protocol such as wOS3P&tansion to OSPF that
aims at adapting OSPF for ad hoc networks (refer to Sectfo8information on OSPF, and Section 6.3 for
information on wOSPF). However, OSPF's reliable floodingweicknowledgements and database exchange

mechanism are not appropriate for ad hoc networks.
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OSPF’s reliable floodingmploys positive acknowledgements (ACK) on delivery, weltransmissions. In

other words, an ACK is a “retransmission-repressing” mgssén mostly static point-to-point-like network
topologies (as for instance fixed wired networks), ACKs agtansmissions occur over a single link. An
ACK transmitted by the recipient of an LSP will be receiveddbyode which is directly able to interpret the

ACK message, as the recipient of an ACK will be the node whéett the LSP to which the ACK corresponds.

In wireless ad hoc networkthe network topology may be changing frequently, due tcenodbility. Inter-
faces are typically wireless of broadcast nature, and amstnission may thus interfere with all the neigh-
bours of the node originating the transmission. An ACK, vahian be only interpreted by the node which
relayed corresponding LSA, will thus be interfering with #de nodes in the neighbourhood. If, due to
node mobility or fading radio links, a node does not receivexpected ACK, unnecessary (re)transmissions
will occur, consuming precious bandwidth. In other worddiable topology information dliusion through
ACK’s imposes the assumption that the network conditiorssach that an ACK that is sent can be received
by the intended node. This does not hold for a wireless ad btweark, where the network may be substan-

tially more dynamic (nodes may move out of rarege).

OSPF's database exchanga® intended to synchronize the link-state database betreegers. In OSPF,
database description packets are exchanged between twes tmdugh one node (the master) polling an
other node (the slave). Both polls and responses have thedbdatabase description packets containing a
set of LSA headers, describing (a partial set of) the respelihk-state databases of each of the two nodes.
These database description packets are used by the nodespam their link-state databases. If any of
the two nodes involved in the exchange detects it has odtatd-or missing information, it issues link-state
request packets to request the pieces of information frenother node, which would update its link-state

database.

In wireless ad hoc networkwireless broadcast interfaces and a higher degree of nobédityare typically

assumed. Therefore, inconsistencies between the litk-diabases of the nodes in the network should
occur more frequently, calling for more frequent databgselsronizations. Moreover, the broadcast nature
of the network interfaces implies that the bandwidth in daoegs shared among the nodes in that region and
thus less bandwidth is available between any pair of nodesriduct the database exchange. At the same

time, lists of complete LSA headers can amount to a lot moeglmad than necessary.

In this section we therefore describe a mechanism, adaptethé low-bandwidth high-dynamics condi-
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tions of wireless ad hoc networks, for conductirfijagent database synchronization and reliable flooding in
wOSPF. This mechanism aims at providing these functiaealthile optimizing both the amount of infor-

mation that needs to be exchanged and the number of transnsisisat have to take place for their operation.

Database Signatures

The basic idea is to employ an exchange of compact "sigret(inashing of the link state database) between
neighbour nodes, in order to detecffdiences in the nodes’ link state databases. When a discyefmn
detected, the bits of information required to synchroneelink state databases of the involved nodes are
then identified and exchanged. The purpose of the exchangetievide the nodes with a consistent view of

the network topology — the task is doing so in dhicgent way.

The proposed approach is somewhat inspired by I1S-1S [7@)hiich packets which list the most recent se-
guence number of one or more LSPs (called Sequence Numlzetpeare used to ensure that neighbouring
nodes agree on the most recent link state information. leratlords, rather than transmitting complete LSA
headers as done in OSPF, a more compact

representation for database description messages is yadpl&equence Numbers packets also accom-

plish a function similar to conventional acknowledgemeattiets.

The method described herefféirs from the mechanism employed in IS-IS by the use of age.ekam-
ple, it may be considered a waste of resources to check fabdsg consistency for LSAs issued from within
a very dynamic part of a wireless ad-hoc netwaelg(RFID tags on products in a plant): LSAs from nodes
within this domain should be transmitted frequently andquically, thus information describing these nodes
is frequently updated and “with a small age”. LSAs from a lessbile part of the wireless ad-hoc network
(e.g.sensors on semi-permanent installations in the plant) rbiglipdated less frequently. Thus consistency

of these corresponding entries in the link-state datatss@add be ensured.

The following subsections outline how database signataresggenerated, exchanged, interpreted and

used for correcting discrepancies.

7.3.3 Definition of Link State Database Signatures

We define a signature message as a tuple of the following form:
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Signature Message (Age Interval, Key, Prefix Signatute)
A signature features a set of prefix signatures:
Prefix Signature= (Prefix, Sign(Prefix))

EachSign(Prefixyesults from hashing functions computed on the piece ofittkestate database matching

the specified prefix, and represents this part of the databaise signature message.

More specifically, eackign(Prefixhas the following structure:

Sign(Prefix) = (Primary Partial Signature, Secondary Partial Signature,

Timed Partial Signature, #LSA, Timed #LSA)

A primary partial signature (PPS) for a prefix is computed asim over all LSAs in a nodes link-state

database, where the prefix matches the advertising routhe &fSA:
PPS= 3 pretixes(Hash(LSA-identifier))

with 3 e rixesdenoting the sum over prefixes matching the advertisingeraaftthe LSA. The secondary
partial signature (SPS) for a prefix is similarly computed asm over all LSAs in a nodes link-state database,

where the prefix matches the advertising router of the LSAalmo uses a random key as follows:
SPS= 3 retixes(Hash(LSA-identifierykey

with ¥ orerixes d€Noting the sum over prefixes matching the advertisingeraftthe LSA. The timed partial

signature (or TPS) for a prefix and an age interval is compoedL SAs in a nodes link-state database where:

o the prefix matches the advertising router of the LSA,

¢ the age falls within the age interval of the advertisement,

and has the following expression:
TPS= 3 pretixesiime (Hash(LSA-identifier))

with ¥ prefixestime d€noting the sum over prefixes matching the advertisingeraaftthe LSA and where the
age falls within the age interval of the advertisement. TBAlidentifier is the string, obtained through con-

catenating the following LSA header fields:
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LS type

LS ID

Advertising router

LSA sequence number

7.3.4 Signature Exchanges

Signatures are exchanged between nodes in two forms: iaf@nal signatures, broadcast periodically to
all neighbour nodes, and database exchange signaturelgyemivhen a node requests a database exchange

with one of its neighbours.

Informational Signature Exchange — Each node periodically broadcasts informational (infghsitures,
as well as receives signatures from its neighbour nodes &tthange allows nodes to detect any discrep-
ancies between their respective link-state databasesfollbeing sections detail how info signatures are

generated and employed to detect link-state databasepéuries.

Database Signature Exchange -Database exchange (dbx) signatures are directed towardgla seigh-
bour only. The purpose of emitting a dbx signature is toatétian exchange of database information with a

specific neighbour node.

When a node detects a discrepancy between its own link-dtdédase and the link-state database of one
of its neighbours, a database exchange is needed. The retdetidg the discrepancy, generates a dbx signa-
ture, requesting a database exchange to take place. In @8R$; the node requesting the database exchange
is the "master” while the node selected for receiving the sliignature is the “slave” of that exchange. The
dbx signature is transmitted with the destination addréssie node among the discrepant neighbours. The

node builds a dbx message signature, based on the infomaatipuired from the info signature exchange.
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Signature Message Generation

This section details how info and dbx signature messagegemerated.

Info Signature Generation — An info signature message describes the complete link degtbase of the

node that sends it. Absence of information in a signatureatds absence of information in the sending
nodes link state database — in other words, if no informasigiven within an informational signature about
a specific prefix, it is to be understood that the sending nederéceived no LSAs corresponding to that

prefix.

The set of prefix signatures in an informative signature agsgan be generated with the following splitting
algorithm, where the length L of the info signature (the nemtif prefix signatures in the message) can be
chosen at will.

We define the weight of a given prefix as the function:

Weight(prefix)= # of LSAs whose originator matches the prefix

And similarly, the timed weight as the function:

Timed Weight(prefix) = # of LSAs whose originator matches the prefix

and whose age falls inside the age interval

Then, starting with the set of prefix signatures equd0teignature(0))recursively do the following.

As long as:|set of prefix sighaturés: L

1. Find in the set of prefix signatures the prefix with largieset weight, let it be callechprefix

2. Replace the singl@gnprefix, signature(mprefixhy the pair
(mprefix0,signature(mprefix0)),(mprefix1,signature @figl))

3. If one of the expanded prefix afprefixhas weight equal to 0, then remove the corresponding tuple.

The proposed format of info sighature messages are showppeidix D.
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Dbx Signature Generation — Dbx signatures serve to trigger an exchange of discrepaAsdth one

neighbour, known to have more up-to-date link-state infatfon — the ideal is to pick the neighbour which
has the “most complete” link-state database and which asahee time is going to remain a neighbour for
a suficient period of time. In wOSPF, database exchanges are tormucted in preference with nodes

selected as MPR.

The set of prefix signatures in a database exchange signagssage can be generated with the follow-
ing algorithm, where the length L of the dbx signature (thenbar of prefix signatures in the message) can

be chosen at will.

1. Startwith the same set of prefix signatures as one of tledvextinfo signature where the discrepancies

were noticed.

2. Remove from that set all the prefix signatures such thatasige(prefix) is not discrepant (with the
LSA database). Use the same age interval and key used indbiwed info signature. Then use the

recursive algorithm described for info signatures, skiggstep 3.

Indeed, contrary to info signature messages, the prefixébsagro weight are not removed here, since the
signature is not complete, i.e. the signature might notritesthe whole database. Therefore a prefix with

empty weight may be an indication of missing LSAs.

The proposed format of dbx signature messages are showrpendix D.

Checking Signatures

Upon receiving a signature message from a neighbour, a redeleck its local LSA database and deter-
mine if it differs with the neighbour’s database. For this purpose, it coesgts own prefix signatures locally
using the same prefixes, time interval and key specified indbeived signature message. A prefix signature

differs with the local prefix signature when any of the followimgnditions occurs:

1. both the number of LSAs and the timed number of LSAkedi
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2. both the timed partial sighatures and the (primary plasiignature, secondary partial signature) tuples

differ.

The use of a secondary signature based on arandom key is a e@ye with the infrequent, but still possible,
situations when the primary signatures agree althoughatabdses lier. In this case, it can be assumed that
using a random key makes the probability of both primary awsdary signatures agreeing while databases

are diterent very small.

7.3.5 Database Exchange

When a node receives a dbx signature with its own ID in theirdn field, the node has been identified as
the slave for a database exchange. The task is, then, toeathsiinformation is exchanged to remove the

discrepancies between the link-state databases of themnzemst the slave.

Thus, the slave must identify which LSA messages it musansmit, in order to bring the information

in the master up-to-date. The slave must then proceed toadbast those LSA messages.

More precisely, the slave rebroadcasts the LSA message$ widtch the following criteria:

e the age belongs to the age interval indicated in the dbx gigaaAND

o the prefix corresponds to a signed prefix in the dbx signatuhere the signature generated by the
master diters from the signature as calculated within the slave fosttimee segment of the link-state

database.

When a node is triggered to perform a database exchangegdtates a new LSF (see Section 6.3) with TTL
equal to 1 (one hop only) and fills it with the update LSAs. BheSAs must indicate the age featured at the

moment in the database from which they are taken.

Optionally, the host can use a new type of LSF denoted an LSWHIxh is retransmitted making use of
MPRs, contrary to the one-hop LSF described above. An LSE-4Pansmitted with TTL equal to infinity.

Upon receiving such a packet, successive nodes remove fremSF-D the LSAs already present in their
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database before retransmitting the LSF-D. If the LSF-D iptyrafter such a processing, a node will simply
not retransmit the LSF-D. The use of LSF-D packets is médieient for fast wide-area database updates in

case of merging of two independent wireless networks.

7.3.6 Performance Evaluation of the Database Signature Ekange Mechanism

In this section we estimate the performance of the dataligeatare exchange protocol. In this analysis
we consider the “cost” of the protocol’s operation when tveighbour’s databasesttér on a single record.

While this is a special case, it gives a good idea of what kirfteoformance gains we can get.

We denote byn the number of records in the database (typicallgan range from a few tens to a thou-
sand) and byQ the number of signatures contained in a signature messggjeglly Q = 10). To simplify

we assume that a signature and a record exchange yield tkeeceain Let this cost be the unit.

Synchronizing a Single Mismatch

Let Dy be the average cost of database retrieval when the mismatchisoon a random record among
In this sections, in order to estimalk,, we will consider that the number of records in the databsife a

poisson variable of meam

Theorem 6 The average recovery cost of a single mismatch is bounded by:

2
(s8]} 00 n nk Q
o2+ 1 [1- e ]
i=0 k=i :

where Q is the number of signatures contained in a signat@ssage.

Proof — The signature mechanism yields an exchange consistinan {nfo signature, responded to by (ii)
a dbx signature, which is in turn responded to by (iii) the [§Fontaining the part of the database that is

identified to be discrepant.

The info signature generation implies the partitionninghsd database i®Q parts (based on IP prefixes).

Let us consider that the records (IP addresses) are unifatisttibuted, and therefore, a record has an equal
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chance to fall into each of th@ parts. Then the responding dbx signature generation isfuli¢her parti-
tionning of one of the) parts intoQ subparts. Similarly, the records in the part have an equai@hto fall

into each of the subparts.

This operation is therefore equivalent to the equiprobdisipatching of the database i@ parts, which
gives birth toQ? independent poisson variables(for i = 1 to Q?) of mean% (since the number of records
in the database is a poisson variable of mearLet Py be the part of the database which contains the mis-

match.

Then since an info signature and a dbx signature each yietbs&; and the update a coB, we have
that:
Dn = 2Q + Pk.

Let Pyax be the maximum of the variabl® (fromi = 1 to Q?). We then have the following bound:
Dn < 2Q + Prax

Let us denotef (a) the probability that; > a. Since theP; variables are independent and identically dis-

tributed, we can say that the probability tht.x > ais equal to the value 4 (1 - f(a))Qz.

Therefore we can compute the meanRafax as >;;2(1 - (1 - f(i))Qz), which terminates the proof of the

theorem.

Fig. 7.8 shows the bound for the cost of a single mismatchQfer 10 andn varying from 100 to 1000.
This cost is in fact divided in at least 3ffirent packet transmissions: one for the info signature famie
responding dbx signature, and at least one for the datalpais¢as Indeed, there may be more than one trans-
mission for the update, depending on the size of the updatemthe maximum size of a single transmission

allowed by the network.
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Figure 7.8: Bound for the signature retrieval cost with ayirrecord mismatch an@ = 10. The cost is
measured in number of exchanged IP addresses, and it is steain function of the size of the database,
also measured in number of IP addresses.

Synchronizing a Single Mismatch with the Narrowing Enhancenent

Let us denotd the maximal size of a single transmission (typicdily Q). We can then also evaluate the
signature mechanism modified in that it continues exchangjgnature packets, “narrowing down” until the
discrepant part of the database is identified with a sizelsmi@lanb (and only then updates the database

with an LSF).

This enhanced mechanism should yield a lower cost whisnlarge,i.e. the cost should®D(logn) instead
of O(n), since we are basically browsing down the tree of succe€3ipartitions of the database, instead of
simply stopping after two partitions. However it should ignp slower convergence, since it implies more
signature computation and exchanges between slave andrméakvertheless, fon < 1000 andb = Q
around 10, the simple mechanism and the enhanced mechamisrid yield approximately the same cost,
since with these value% is close tab (or smaller). Therefore, on average, the enhanced methbdmnyi

ways also use only two successive Q-partitions, and wils@®er that to be narrow enough.

In the following, we study the case whene> b (the whole database cannot be transmitted in a single
packet), and we take the conventidp = n, for n < b. Contrary to our first analysis, the size of the database

is no longer considered to be a random variable: it is detezthio ben.
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Theorem 7 The average recovery cost of a single mismatch with the mangenhancement is:

1 1
Dn = m(Q‘F 1- 6) |Ogn
Q-1

+(Q+1- éHb_l + Tb)

+P(logn) + O(%),

where H = Z!;l Tl denotes the harmonic sum, Q the number of aggregated sigsatantained in a signa-

ture message, and(B is a periodic function of periotbg Q with very small amplitude.

Proof — Simple algebra on random partitions yields, with the moitnal development:

- N\ )
Dh=Q+ Z Q (n1-~nQ)(nD”1+ + nDnQ)'

Ng+---+Ng=n

Then, if we denot&,, = nD,, we have:

Sn = nQ+ Z Q_n(nl . n nQ)(Sm +-+ SnQ)-

Ng+---+Ng=n

DenotingS(2) = X, Snﬁe‘z the so-called Poisson generating functiorsef we get the functional equation:

s@ = QS(é)+QZ—((Q+l—%)Z€b(Z)

(Q-1)
Q2

+ Zer1(2)e?

with the convention that(2) = >« %, LetD(2) = S(2)/z We therefore have the functional equation:

D@ = D(F+Q-(Q+1- é)eo(z)

(Q-1)
QZ

+ za,-1(29)e.

Using the Mellin transformatio®*(s) = fow D(x)x5tdx, defined forR(s) €] — 1, 0[, and using the fact that

the Mellin transformation oD(é) is Q°D*(s), we get to the closed form solution:
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Ip(9)(Q+1-1/Q) +Th-1(s+1)(Q-1)/Q
1-Qs ’

D(s) =
with the convention thak(s) is the Mellin transformation o&,(2)e 2. We note by the way that)k(s) =

i<k @
The reverse Mellin transformation then yields:

D(X) = — fcm D*(s) exp(slogx)ds

2im _jco

for anyc such thatk(c) €] — 1, 0[. When the integration path moves to the right, it encotsiesuccession

of singularities on the vertical axB(s) = 0. There is a double pole ®= 0 and there are single poles on

& = % for k being integer. Therefore, by virtue of singularity anadysve have for anyn:

D(x) = -uologx— Ao
.. logx
- Zklak exp(—2|kzr|og Q)
1
+O(X—m),

where 1o and ug are, respectively, the first and second order residued*¢f) at s = 0, and is the
first order residue a$ = 5. Classic calculus can be used to determine the residuesceNbatP(x) =
- DAk exp(—2ik:r,'§%), which is periodic of period lo@. Also note that the estimate is true for eveny
since there are no more singularities in the right half plan.

We can then use the depoissonization theorem to assesSthatnD, = nD(n) + O(1) whenn — oo,

which terminates the proof of the theorem.

Figure 7.9 shows the asymptotic behaviour of retrieval witstthe narrowing enhancement, with= b = 16
for nvarying from 100 to 1,000. It is compared with the cost of thik database of OSPH.€. without any

signature mechanism).
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Figure 7.9: Signature retrieval cost (bottom) comparedh vtitl database retrieval cost (top) with a single
record mismatchQ) = 16 andb = 16. The cost is measured in number of exchanged IP addresseg,is
shown here in function of the size of the database, also medgsunumber of IP addresses.

7.3.7 Applicability of the Database Signature Exchange Md@nism

This section outlines the applicability of the specified hmatsms in a set of common scenarii. One applica-
tion has been discussed previously, ensuring that infeom&tom LSA messages originating from attached

wired networks with potentially long intervals between L8&#%ssage generation, is maintained in all nodes
in the wireless ad-hoc network. The scenarii outlined is #&ction go beyond that situation, and consider

how the database signature exchange may apply even in pugless scenarii.

Emerging Node

When a new node emerges in an existing network, the ingitdis time for that node is the time until it
has acquired link-state information, allowing it to pagte fully in the network. Ordinarily, this time is
determined solely by the frequency of controffimtransmissions. In order to reduce the initialisation time
the database exchange mechanisms can be employed as shemeadé has established a relationship with
one neighbour node already initialised. This emerging neilleselect a neighbour as slave and transmit
a dbx signature of the form ( [age min, age max] , (*, signgtyyg, with “*” implying an empty prefix.
The slave will respond by, fiectively, dfering its entire link-state database to the master. Inqadi in
situations where some LSAs are not transmitted frequeatliside LSAs would be an example of such), this

mechanism may drastically reduce the initialisation tirheew nodes in the network.
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Merging Wireless Clouds

Two disjoint sets of nodes, employing wOSPF as their rouprgjocol, may at some point merge or join —
i.e. a direct (radio) link is established between the two setforRo the merger, the respective clouds are
"stable”, periodically transmitting consistent info safares within their respective networks. At the point of
merger, at least two nodes, one from each network, will be tmbéstablish a direct link and exchange control
traffic. The combined network is now in an unstable state, withtgisarepancies between the link-state
databases of the nodes in the formerly two networks. Emptpgignature and database exchanges through

the LSF-D mechanism, the convergence time until a new sihte is achieved can be kept at a minimum.

Reliable Flooding

If a node wants a specific LSA to be reliably transmitted tmégyhbour, the db signature mechanism can be
employed outside of general periodic signature consigteheck. The node transmitting the LSA message
broadcasts an info signature, containing the full LSA-owador ID as signed prefix and a very narrow age
interval, centered on the age of the LSA which is to be rejiagtdnsmitted. A neighbour which does not
have the LSA in its database will therefore automaticallyger a database exchange concerning this LSA
and send a dbx signature containing the LSA-originator tdsd with an empty signature. The receiving of
such a dbx signature will trigger the first node to retranghetLSA right away with a new LSF to ensure

that the LSA does get through.






Chapter 8

Scalability Solutions for Massive Ad Hoc

Topologies

Experience has shown that the considered ad hoc routineswy(OLSR, AODV [31], DSR [33], TBRPF
[32], or wOSPF) cannot sustain an arbitrary number of noddise network. Although they already feature
optimizations such as the mechanisms described in Chaptieese routing protocols fail to provide nodes

with a connected network when nodes are too numerous.

With proactive protocols (OLSR, TBRPF, or wOSPF), the amafriraffic due to the routing protocol’s
functionning grows steadily with the number of nodes in teenork — at least in principle (see Section 6.1).
Therefore, since the wireless links have a limited bandwitditere is an obvious limit in the number of nodes
that can be supported. Over this limit, the available badtiwis completely occupied by the controlffie,
and there is “no space” left for users to communicate thei daer the network — which is absurd. If the
number of nodes grows further than this limit, the availdidadwith is not even enough for controlftia

needs, and the routing protocol will fail to construct théwwek properly.

With reactive protocols (AODV, DSR), the amount offfra due to the routing protocol’s functionning is
not directly tied to the number of nodes in the network (sedi®e 6.1). However, if the nodes are not static
and if there are more than a few active routes used throughe®WIANET (which is in general the case in
a mobile ad hoc network), reactive protocols also rely oncavgrg amount of control tidic. Therefore the
same wireless bandwidth limitation produces the saffexeas with proactive protocols: a limitation in the

maximum number of nodes that can be supported.
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For instance, experience with OLSR as specified in [26] shenme serious problems over 100 nodes in
the network (with 802.11b as the underlying wireless tetdung. Depending on the tfiac patterns and the
mobility of the nodes, AODV as specified in [31] shows evenseascaling properties on the same network.
A horizon limited to 100 nodes for ad hoc routing can surelyirbproved, but how far can we go? This
chapter presents an analysis on this subject, and mechaaisnancing the scalability of ad hoc routing —
that can be used in addition to the techniques describedapi€h?7. In the following, we will focus on link

state routing with OLSR.

The approaches that will be describetko scalability in “orthogonal” and complementary ways. &s@ro-
pose a “vertical” scaling with the introduction of clustarsd hierarchical networking (connecting to Chapter
7, where trees were already studied in a dense environn@mthe other hand, Fish-Eye enhancements aim

at a “horizontal” scaling, for networks that feature largendeters (in number of hops).

8.1 Hierarchical Routing with Trees

A classical way for an organization to scale is to introduiegdrchy. In this section we therefore describe a
new dynamic clustering mechanism for the ad hoc routingy@@tOLSR. A new hierarchical routing scheme
using this clustering is presented, enabling ad hoc routirsgale for larger topologies. This approach was

first presented in [12].

8.1.1 Introduction to Hierarchical Networking

While the main ad hoc routing solutions generally providéydlat routing, the Internet has always been
hierarchical in nature. Hierarchy was introduced as a twobpe with scalability problems, concerning both
routing and managing administratively. This approach thagonal to the Fish Eye approach described in
Section 8.2. Indeed, having several levels of hierarchitdithe growth of the routing information needed in
the biggest routers in the Internet. Hierarchy enablesgiosith to be onlylogarithmicwith respect to the
size of the network, instead thear. And on the other hand, when an organization grows in sizzahihy

and clustering have obvious advantages in terms of managemgeneral. Issues due to scalability have
not been entirely resolved with the main solutions that wemposed (see [26] [31] [32] [33] [11] [27]).
However, mobile ad hoc routing is in dire need to addressetliesies, as it siers from what is also its
advantage: native mobility disturbing the Internet arettiire, and decentralized wireless access incurring a

lack of bandwidth limiting its flat growth.



8.1. Hierarchical Routing with Trees 127

The following therefore presents a mechanism providingadyic clustering and hierarchical routing in
an OLSR network. The provided clustering can be used fiemint purposes: (i) to enable hierarchi-
cal routing, or (ii) to create relatively natural regions fbme administrative purposes such as address

(auto)configuration, security, or any other purpose negdidynamic partitionning of the network.

8.1.2 OLSR Tree Formation and Maintenance

The base is to pragmatically and yet optimally identify thetrof trees, in other words the heads of the clus-
ters. This must be done in a dynamic fashion, as well as tleddrenation that is induced by these choices.

This is done as described in Section 7.1.

Taking advantage of local maximum connectivitg, nodes that feature the most neighbors are designated
cluster heads. This mechanism initially forms trees in thlofving way: each node selects as parent its
preferred neighbarA node’s preferred neighbor is the neighbor which has theimam degree(number of
neighbors). A node which is a local maximum degree-wiset@heighbours have lower degree) is then the

root of its tree. Ties are broken with the classical highest |Decia.

The network is then viewed asfarest i.e. a collection of logical trees, as described in Section 7Hens
this mechanism is used for flooding following the branchetheftrees. In the following, we on the other

hand use the clustering produced by the trees (shown in Fig. 8

In order to enable OLSR nodes to form and maintain trees, Oh&fes periodically exchange so-called
Branch messages (in addition to usual OLSR messages). allypgcBranch message will be piggy-backed
with a Hello message and have the same 1 hop scope. This appsaaost scalable, since light, local and
non-centralized. With a Branch message a node specifiegriatmn such as its identity (tiéode 1Dfield),

the tree it belongs to (th&ee IDfield) and its parent in the tree (tfRarent IDfield). The format of these
messages is shown in Fig. 8.2. Thepthfield indicates the distance of the node to the root. The foaisa
reserves room for eventual extensions with Reservedield, unused and zeroed out for now. Note that the

IDs of the nodes are generally the IP addresses of the nodes.
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Figure 8.1: Tree clustering. Roots are shown as black nageldyranches of the trees are shown as plain links
between nodes. Links that are not branches are dashed. €&nis reduced to its root, as it is disconnected
from any other node.

0 1 2 3
01234567890123456789012345678901

Node ID

Parent ID

Tree ID  (Root Node ID)

Depth Reserved

Figure 8.2: OLSR Branch message format.

8.1.3 Tree Options

Several options may be provisionned in order to tune thenreeghanisms. They are discussed in the follow-

ing.

Tree Depth Control

Roots can choose to limit the size of their tree by imposingaaimum supported depth. The idea is that a
root may have to perform some extra work, as being respan&iblthe communication outside the tree for
example. The amount of work grows with the number of nodehéntitee. A root can therefore choose to

limit the extra work by imposing some limitation as to how ainjits tree, based on its ressources.

This is done by the root setting the maximum depth it suppoittse Max Depthfield in the Branch messages
it emits (see Fig. 8.2). Nodes in the tree can then be awafgifititation and enforce it. These in turn
advertise this maximum depth in their Branch message amdpaicise which depth they are at with the
Depthfield (the root is at depth 0). A node wanting to join the tree iteen check what is the depth limitation

for this tree, and therefore if it can join the tree or not.ti€éannot join the tree due to depth limitation, the
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node will consider joining the “next best” available treéa the neighbour which features the “next best”
(degreelD) criteria (and which is not over depth limit in its tree). Ibme of the available trees are joinable,

the node will then consider itself as root, in its own tree.

Note that the tree depth control option can be disabled. dfrtdot sets thélax Depthfield to a special

value (all the bits set to 1), there is no depth limitationifsttree.

Tree Mode Threshold

Ideally, the tree mode should appear only when the topoleguires it, i.e. when the MANET grows big
enough. There should be a threshold above which the tregsostievelop and a way to transition smoothly
into the tree modei.e. a state where all the nodes in the MANET are tree-aware, sgratid receiving
Branch messages. This way, an application using clusteanghen start being ensured that the tree struc-
tures are in place in the entire network — this may be very gt to have, depending on the application.
The reverse should also be made possible: below this tHigsihees should start to disappear and there

should be a way to smoothly transition out of the tree mode.

This threshold can be of various nature: the size of the ltakesdatabase, the frequency of TC receival
or any complex equation determining if it would be benefit@atransition into or out of this hierarchical

mode.

Transition Into Tree Mode — When a node decides that the threshold is reached, it chedkis iin a
position to be root of its tree. Ifitis, it starts sending Bch messages as such. A node that receives a Branch

message checks

if its threshold is indeed reached and if it is, it may decialgoin the tree it belongs to according to the
afore-mentioned rules, and start sending Branch messageghis way, trees grow, starting from the root.
Note that a root emiting Branch messages also marks the Tebsii$ with setting the R bit (see Fig. 8.3),
this signals to other nodes in the network and outside tlee that the node is a root. During the transition
into tree mode, some nodes may be already in tree mode while sther nodes are not. In order to signal
the transition status, nodes that are in tree mode markTiinessages as coming from the forest. This is

done with root nodes setting the R bit in their TCs and othéessetting the T bit in their TCs (see Fig. 8.3).

Once there are no more unmarked TCs being flooded in the MARETMANET is ready to shift to tree
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0 1 2 3
01234567890123456789012345678901

ANSN IRITI Reserved

Advertised Neighbor Main Address

| |
| Advertised Neighbor Main Address |
| |
| |

Figure 8.3: OLSR TC packet format with tree options R and T.

mode: all the nodes have shifted to tree mode and the treststes are in place. Therefore the transition can

happen, as smooth as possible.

If after some amount of time there are still unmarked TCs dpéimoded in the MANET, this either means
that (i) the network is not too big after all, but rather staht the limit of being so, or (ii) some nodes are
tree-mode incapable and therefore tree mode is impossiltési MANET. In that case nhodes may decide to

abandon the transition into tree mode and stop sending brarssages (and marking TCs).

Transition Out of Tree Mode — When a root determines that the threshold is reached, it reaide to

transition back into regular mode. In that case, it will staarking its TCs with both T and R bits set. Setting
both R and T bits indicate that this tree wants to revert baakot using the tree structure any more. When
another root receives a TC both marked with R and T bits setait check if its threshold is reached or not

and may also start to mark its own TCs with both R and T bits set.

If a state is reached where all the TCs marked with the R biakset have the T bit set, the MANET is

ready to transition back, out of tree mode, as smoothly asilples

If after some amount of time there are still some TCs beirffusied in the MANET with the R bit set
but without the T bit set, this means that the network is natlyeto revert. In that case roots may decide to

abandon the transition out of tree mode and stop marking Ti@&s with T bit set.

8.1.4 Hierarchical Routing with OLSR Trees

One application of the tree structuring described abovebsathe introduction of hierarchical routing in
OLSR, using the dynamic clustering defined by the trees. dhewing sections briefly describe a way to
achieve that when the tree structures are in place. Noteabatentionned in the introduction, there may be

other applications that may benefit from using this cluatgrand even, other ways to use OLSR trees for
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hierarchical routing.

Routing within Tree Scope
Within a tree, OLSR operates as if there was no tree, excefhédollowing points:

1. Messages coming from a neighbor that is not in the sameateegenerally not considered and not

forwarded.

2. Theroot of a tree has the special additional role of bedsgonsible for the communication of the tree

with the rest of the MANET.
3. Anode in contact with another tree must inform its own fed especially its root.

In the following, we will describe how the restriction to ¢recope is done, and how the root performs its
special role. Note that routing within a tree is identicat@ating with regular OLSR, and that the only dif-

ference stands in routing outside the tree.

Flooding within Tree Scope —MPR selection is unaltered by the use of trees: MPRs aretsdlexs if
there were no trees. The MPR mechanism is local and theregoyescalable. What is less scalable is the

diffusion by all the nodes in the network (no hierarchy) of alllthke state information (i.e. TC messages).

Addressing this, the tree mode enables the flooding of TC agessby any node in a tree to be restricted to
that tree. In other words: TC messages originated and floodatk a tree remain inside this tree. they are
not forwarded and not considered outside the tree. Thisrig & usual MPR flooding, with an additional

rule: a node will not forward a message coming from a neiglffoon another tree, except if
1. Itis selected as MPR by this neighbor, AND
2. Itis the first time it receives this message, AND
3. It has another neighbor that is in the same tree as thitibeig

This rule ensures the MPR flooding will be complete insidettke. In order to make sure that the MPR
flooding completeness is not broken since MPR selection doetke into account tree segregation, border
nodes just oustside the tree may relay messages betweeifigreit neighbors from the same tredfglient

from the border node’s tree).
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0 1 2 3
01234567890123456789012345678901

| Node ID |

| Advertized Neighbor Tree ID |

| Distance | Reserved |

Figure 8.4: OLSR Leaf packet format.

Leaf Nodes —A node in contact with another tree (a node that has one or meighbors that are not in
the tree) must inform its tree and especially its root noder. dach other tree this node reaches to, it can
inform its tree with a so-called Leaf message specifyingtiues of the other trees and its estimation of the
distance between the roots (i.e. the sum of its depth inétsand the depth of its neighbor in its own tree).
The node will periodically flood this Leaf message througtibe tree, unless it has already received another
Leaf message advertising the same tree with a shorter deststimation (and this information is still fresh
enough). This way, the root and the other nodes in the treimfanened of the paths leading to any neighbor

tree, and these are the shortest available paths througteds from root to root.

Leaf messages are typically piggybacked with TC messagideia tree and share the same scape,
tree-scope. Their format is shown in Fig. 8.4. They includerimation such as the identity of the advertis-
ing node (theNode IDfield), the identity of the advertised tree (tAevertised Neighbor Tree Ifeld), or

the estimated distance between the root of the tree and thefrthe advertised tree (tHgistancefield).

Communication with Other Trees

OLSR routing and MPR flooding being restricted to a tree, shing special must be done in order to dis-
tribute routing information MANET-wide, from tree to tre€his is the additional task of the root of a tree. In
order to address this task, the root basically operates Git@migher level: over the super-topology formed
by the roots of trees throughout the MANET. At this level, leéree, embodied by its root, behaves as if it
were a single OLSR node: a super node. Similarly to regulag®®Lthese super nodes (i.e. the roots) pe-
riodically send Super-Hellos, and Super-TCs. These smy@ssages are the only messages to be forwarded

outside a tree. This is described in the following.

Super Messages -Super messages are identical to regular messages excethtephdeature an additional
IP address in their header that indicates the next supefthemext root to reach). The essentidtelience

with regular OLSR messages stands in the fact that supesages are routed and use OLSR-established
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0 1 2 3
01234567890123456789012345678901

| Message Type | Vtime | Message Size

| Originator Address

| Time To Live | Hop Count | Message Sequence Number

| NEXT SUPER HOP

l SUPER MESSAGE
|
Figure 8.5: OLSR Super packet format.

paths inside each tree, instead of being simply flooded. Wtarchical routing in place, these messages are
the only messages that are forwarded outside tree scopefdreefeaturing MANET scope. The format is
shown in Fig. 8.5. All the fields are as specified in [26], exdbpt theMessage Typfeld is set to a special
value indicating a super message, and the fact that the hehtlee message (actually the beginning of the

super-message) is completed with an additional IP addpessfging the next super-hop.

Super Hello Messages Fhe root periodically sends a Super-Hello message to abhtiher roots it knows
of via Leaf messages. Super-Hellos are unicasted and ushdéngest root-to-toot paths advertised by the
Leaf messages and OLSR routifigwarding inside each tree. This way, as in OLSR, roots aferied
of their super-neighborhood and can perform super-MPR8efe Super Hellos only have one super-hop

scope (they are not forwarded further than the neighbosjoot

Super-Hellos are similar in functionality and format to utay Hellos messages, except that they also fea-
ture the next super-hop in their header (as mentionned 3bweees use this IP address to route the message

from root to root.

Super TC Messages -n addition to Super-Hellos, the root periodically sendsugpe&-TC message that
is super-flooded (concurrent unicasts using Super-MPRandhortest root-to-root OLSR paths) to all the
roots in the network. Note that Super-TC messages therbwe a scope that is bigger than one super-hop
since they are forwarded way beyond neighbor roots: througthe whole MANET. This way, roots are

informed of the whole super-topology formed by the roots.

Super-TC messages are similar in functionality and forraatgular TC messages, except that they also
feature the next super-hop in their header (as mentionn@ceabSubsequent roots update this field in order

to achieve super-MPR flooding over the super-topology. ®heét is specified in the last section.



134 Chapter 8. Scalability Solutions for Massive Ad Hoc Toplmgies

Super HNA Messages -Super-HNA messages are also periodically super-floodedably ot to all the
other roots in the MANET. With the generation of a Super-HNAssage, a root summarizes the link state

information its cluster encompasses. This way, roots aer@of the link state information of the other trees.

Super-HNA messages are similar in functionality and fortoategular HNA messages, except that they
also feature the next super-hop in their header (as mergtabove). They are generally piggy-backed with
the generated Super-TCs. Note that it can actually be emried to collapse Super-TCs and Super-HNAs in
only one message type that would accomplish both functiiiesl It was not presented here for purposes of

simplicity in explaining OLSR over the super-topology.

Routing Beyond Tree Scope -Being in possession of MANET-wide information with SupelA and
Super-TC messages, a root node will then be able to routendeyee scope. It will therefore advertise the

default route inside its tree and fii@ with outside the tree will transit via the root.
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8.2 Fish Eye Enhancement

In this section, we evaluate and compare the scalabilityassical and optimized link state routing, with the
help of a simple interference model. We show that the natfileesorouting algorithm in use impacts on the
maximum manageable neighbourhood size, via the contifititinduces. Having a greater neighbourhood
size actually reduces the overhead network-wide, by redutbie number of needed retransmissions on paths

through the network.

We also show how two typical link state routing protocols &@R.and OSPF) fail to scale to large ad hoc
topologies in their present form. Indeed, there is a limith® number of nodes in the ad hoc network above
which there is no significant connected component, due tonmeessible topology update controlftre.
However, both protocols feature practical scalabilityeseven well within this theoretical limit, and OSPF
performs quite poorly compared to OLSR (which is not a regbsse, since OSPF was not designed for ad

hoc environments, contrary to OLSR).

Therefore, we describe and evaluate a solution couplingnafed link state and Fish Eye techniques that

enables ad hoc routing to scale for large networks. Thisyaisalvas first presented in [9].

8.2.1 Introduction to Link State Routing coupled with Fish Eye

In an ad hoc network, part of the ffi generated by each node is the contrdtittalue to the routing protocol
in use. If this protocol is based on link state, controfficaconsists in topology information generated and
relayed by each node in the network, and the amount of thisrimdition tends to increase linearly with the

size of the network.

However, each node has a limited available wireless bartbwidr example Wi-Fi usually fders less than

10 Mbps. This bandwidth is thus not only shared with its dimsighbours, but also shared with all the
other nodes in the network (since each node is supposeddivedink state information about all the other
nodes). This fact obviously puts an upper bound on the mdxsma of the network, above which the
amount of control triic generated by topology updates purely and simply prevaetaétwork from being

formed and connected. Moreover, well below this theortliicdt, the growing amount of interferences and
(re)transmissions between neighbours tends to gradudilyksthe “useful” neighbourhood radius in such a

way that links between nodes become unusable.
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In fact, this scalability issue is common to every “flat” rimgt protocol, where all nodes have the same
role and are put on the same level of information importaneeevery node is supposed to know the same
amount of information about its direct neighbours as abaytreode in the network, however remote it may

be.

One way to work around this problem is to establish a hieiaattprotocol that takes advantage of the
scaling properties of node clustering (Section 8.1 desdrich an approach). This technique greatly re-
duces the transit of topology information between clustei@vever, complex algorithms and signalling are

required in order to adequately distinguish and forffiedent clusters.

An different solution was proposed by Geelaal. in [52], who introduced the concept of Fish Eye Routing.
Contrary to the hierarchical approach, the Fish Eye tealig does not require any additional complexity
or signalling. Essentially, it consists in reporting remnbdes information less frequently than nearby nodes
information: the further away a node is, the less frequenflyrmation about it will be reported. The idea is
that, in order to route data to a remote destination, whatde meally needs is just a “general direction” in
which the data is to be sent, while totally accurate routirigrimation is superfluous at that point. And as the
data approaches

the destination, the available routing information becsinereasingly more accurate, finally enabling it

to be delivered correctly.

The interesting characteristic of the Fish Eye techniquleasnetwork-wide, the weight of the control fiia
generated by a node decreases as a function of the distameehis node. Thus, if the employed Fish Eye
technique uses an appropriate function of the distance fr@mode to decrease the frequency of topology
updates, we can get the controlffra(generated or relayed by each node) to converge to a finperigound,

even when the network size grows infinitely.

The following analysis will therefore study the couplinglimik state routing and Fish-Eye techniques, and
is organized as such: the next section introduces some élsitents in order to model ad hoc networks:
slotted time, propagation model, fading model, uniformsignof transmitters dispatched on a domatn.
We will apply this model to study link state routing in the ¢ext of ad hoc networking, with a particular

focus on OSPF and OLSR.

We will study the properties of both protocols, and show hbeytdo not scale to large networks, and how
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OSPF performs badly compared to OLSR. We will then study tbpgrties of these two protocols enhanced
with a Fish Eye technique, and we will show that on the othedh#hese enhanced protocols can scale to
infinitely large networks (enhanced OLSR still showing ad¢rgperformance than enhanced OSPF). We will

compare these new properties with previous general resuksl hoc network capacity.

Note that introducing Fish Eye features in OLSR is immedibieplaying on TTL and V-Time parame-
ters in topology update packets (TC packets), as descnitjé8]. Introducing Fish Eye features in the OSPF
framework is a little less straightforward since LSAs do featture TTL inside their format. Nevertheless,

playing on Age fields should essentially do the same job.

8.2.2 Modeling Ad Hoc Networks

In this section we will describe how we model théfdient aspects of ad hoc networks.

Propagation Model

We consider the following model: a domain of arbitrary arggwe will ignore border &ects), whereN
nodes are uniformly distributed with a density We consider time to be slotted and the nodes to be syn-
chronized so that transmissions occur at the beginningtd ahd according to an ALOHA-like protocalg
nodes select at random their transmission slots).Altet the density of transmitters per slot and per area unit

(i.e. the trdfic density).

With this model, we thus consider the number of transmitpensslot as varying with time and changing
from slot to slot randomly, following a Bernoulli distridon “filtering” a Poisson distribution. Therefore we
consider the number of transmitters at beginning of slofelémving a Poisson distribution (in pratice, this

model turns out to be very accurate).

Let X be a node at a random position. We will again ignore boeffects and assume that all nodes transmit
at the same power. The reception signal at distans¢henP(r) = r~* with « > 2. Typicallya = 2.5. Notice
that the expression of quantiB(r) does not involve any fading factor. Fading is an alteratbthe signal
which is due to factors other than the distance (obstactesjterferences with echos, and so on). Fading is

generally modeled via the introduction of a non-zero fatttat varies randomly with time and node location.
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We will address the fading issue more thoroughly in the feitg.

Let W be the signal intensity received by node X at a random slag. guantityW is then a random variable
since the number and location of transmitters are randomvandwith the slot. Letw(X) be its density
function. If we considetA to be infinite, we can use [55] where it is shown that the Laplaansformation

of w(x), W(0) = f w(x)e"dx satisfies the identity (still with no fading):

W(H) = exp(2ra f (e — )rdr) . (8.1)
0
Then, using standard algebra we get:

2
W(o) = expEanl(1— =)6%?) . (8.2)
(07
Note that if instead of an area, the node location map wa®dfian instance a sequence of mobiles nodes on
a road) we would then have:

W(6) = expAr(l - %)91/“) . (8.3)

And similarly, if the location map was a volume (for instare@etwork formed by aircrafts), we would
instead have:

W(6) = exp(- g/lﬂl"(l - 2)93/“) . (8.4)

In the following, we will restrict ourselves to the case whaodes are located on a domain with only two

dimensions.

Neighbour Model

A node is considered to berseighbourof another node if the probability of successfully recedvimellos
from each other is greater than a certain threslpgldrheneighbourhooaf a node is then defined as the set
of all its neighbours. For example we can tgke= 1/3. This can be achieved by keeping track of the hello

receival success rate per neighbour, as it is done in theatamhd neighbour sensing” of OLSR [26].

We will assume that a packet can be successfully decoded ffighal-over-noise ratio is greater than a
given thresholK. Typically K = 10. Therefore a node will correctly receive a packet fromth@onode
at distance with probability P(W < r=¢/K). Since hello packets are never retransmitted, the helloess

rate from a node at distances exactlyP(W < r=¢/K). Therefore nodes at distanceare neighbours as
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long asP(W < r™@/K) > po. This is equivalent ta < r(2), wherer() is the critical radius such that

fr(/l)*" /K

b w(x)dx = po. In fact quantityd is a parameter which is easy to handle since by simple algebra

comes that(1) = 17Y/?r(1) (see appendix C). The surface covered by the ragit)ss then the neighbour-

_o®)
hood arear(1) = Z.

We will now computer(1). We remind that factot is now omitted § = 1). For simplification purposes, we

- _2 inati i
setC = al'(1 - %) andy = £. By application of the reverse Laplace transformation wte ge
1 +ico ¥ 0
P(W < %) = — f W) gy, (8.5)
2ir “jco 0

Expandingm6) = 3, E-6", it comes:
B 1 (_C)n +ico 1o
P(W<x)_ﬂzanLm g™ L dg. (8.6)
Then by bending the integration path towards the negatiiseves get:

oo . 00
.i ' o te*dg = sinrny) f " 1e *do
2ir —jco T 0

sin(tn
= sintny) Y)F(ny)x‘”y.
T

Figure 8.6 shows the plot ¢#(W < X) versusx for a = 2.5

anda = 1. Letxy denote the value such thR(W < xo) = po, thereforer (1) = (xoK)™/.

Notice that ifpo = 1, thenxo ~ 20,r(1) = (xoK) /¢ ~ 0.12. And then thair(1) = nr(1)? ~ 0.045.

Optimizing the Neighbourhood

In this section we estimate the valuemfthat optimizes the neighborhood in order to minimize the bem
of overall retransmissions of packets in the network (byaretmission we mean the retransmission due to
multihoping as well as the retransmissions due to packéisiomis). We assume that each slot is used by

unicast packets (re)transmittada ALOHA until they are correctly received by the next node.

We can indeed optimize the neighbourhood by excluding ftdiveid” nodes that feature a too low probabil-
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Figure 8.6: Quantity?(W < x) versusx for @ = 2.5, no fading.

ity of successful one hop packet transmission. They mighobdar or behind an obstacle: in any case the
link is not reliable enough and the number of retransmissiweded for a correct reception is not worth the

hop distance. In other words, we want the best possébie of hop distance over number of retransmissions.

To this end we can tune the paramepgr The optimal value does not depend dras we see below. If
the probability of successful transmissiorpisthen the average number of retransmission for one hgp is
And thus we have to optimize the quantjiyr (1), or in other words (since(1) = 1-¥?r(1)) we simply have
to optimizer(1)P(W < r(1)~¢/K). All computations done (see Fig. 8.7, with= 2.5) we get the optimum
r(1) =~ 0.089 and we see that the optimym ~ 0.75. So on average, if a node logically excludes from its
neighbourhood any node from which it successfully recdiess than 75% of the hellos actually sent by this

node, we ensure a simple optimization of the overall numbegteansmissions on a network-wide level.

Fading Model

The propagation of radio waves in presence of random olest@siperiences random fading. Usually, mod-
elization of fading consists in the introduction of a randfattor F modeling signal attenuation at distance

r: r~®. For example lodr is uniform on [v, V]. In this case we have a new expressiond) ™

W(6) = expral(1 - E)¢(—3)92/”). (8.7)
07 07
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Figure 8.7: Quantityor versus for a = 2.5, no fading.

with ¢(s) = E(F~9), the Dirichlet transformation of the fading. When fadisguiiniform on v, v] we have

_ sinh(sy i i
¢(s) = =52, For any given real numberwe also havé>(W < xF) equaling

3 CEFEARSIEM g 1y, (5.8)
n!

which helps the computation of(1) with fading.

8.2.3 OSPF and OLSR Scalability

The model described in the previous section states that wigemodes are distributed over an infinite plane,
the average tféic generated inside the neighbourhood radius is equadfd) = (1), a constant that we

determined, and thus, the average number of neighbourgeraan be expresseds= o-(1)v = o-(1)3.

The neighbourhood size therefore depends on thidreontrol generated by each node: the bigger is the
amount of control triic, the smaller is the neighbourhood size. Thus, performaraevary with the use
of different protocols, yielding ffierent control tréfic patterns. In this section we study more precisely the

properties of OSPF on one hand, and OLSR on the other hand.

General Control Traffic Model

The aim here is to derive the ffac density generated by the protocol control packets. Gépettzere are

two sources of control tfac: neighbour sensing on one hand, and topology discovergenther hand.

Neighbour sensing is the same for all link state protocdlsonsists in each node periodically transmit-
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ting a hello message containing the list of neighbours hbgitthe node. By comparing their lists the nodes
can determine the set of neighbours with which they have sgtmeriinks. Leth be the rate at which nodes
refresh their neighbour information base andBdte the maximum number of node identifiers that a slot can
contain. For a network with the capacity of Wifi (1-10 Mbps) eveB = 100 and 1,000 slots per second.
For instance, an OLSR node generates hellos every d.eedy = 1/2000. If the neighbour list exceeds
then the node generates several hellos per update periatistridutes the neighbour list among these several
hellos. The node must gener&%} hellos per hello period. Therefore the hellos lead to fiitralensity of
hv{%]. Omitting fractional part, we get:

M
A=tz (8.9)

if the hellos is the only source of control fiig. SinceM = o-(1)3 we get:

o(l) M
N = hE . (8.10)

In fact this is only an upper bound because the network sigéthie smaller thaor(1). Therefore, taking into
account only the hello control tfizc, the maximum manageable neighbourhood siddjisx = VBo(1)/h =~
71. This applies to both OLSR and OSPF as well as to any otléwgwl that uses such Hellos.

Topology discovery varies with each protocol. With OSPEheaode periodically broadcasts its list of adja-
cent links in an LSA (Link State Advertisement) message, modes re-broadcast in turn the LSA towards
their neighbours. In OLSR, on the other hand, the nodes ghegably broadcast TC (Topology Control) mes-
sages containing only a subset of their adjacent links - tRRNMultiPoint Relay) selector links. Moreover,
only a subset of the neighbours (the MPR nodes) re-brodwa3t@ messages. However we will assume that
in both protocols the topology discovery update period ésghme, in order to compare two protocols with

the same agility to adapt their topology to mobility. Fortarsce, OLSR’s TC rate per noderis= 1/5000.

OSPF Specific Model

In this section we will work on modeling the overhead indubgdOSPF. The idea is to expregonly in
function of the protocol overhead. We consider no othdfitréhan the signalling protocol. In OSPF a node

periodically:

1. transmits Hellos with ratle. A Hello contains the list of all neighbour identifiers (ifehist is too long,
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it will take several packets on several slots),
2. transmits LSAs with rate. An LSA contains the list of all adjacent links,

3. retransmits received LSAs with a large jitter, to all ddigurs separately (one copy per neighbour).

Therefore the tric density satisfies the following identity:
M M
A= hVI—E-| + 7vN M|—§-| . (811)

In the following, we drop the ceil factor.

M M2
A= hvE + TVNF . (8.12)
UsingM = o(1); we have the identity:
$ =hM +7NM?2 . (8.13)

This outlines a direct relation between the total size ofrteevorkN, and the average neighbourhood size
M. Notice that wherN increasesM decreases. This corresponds to the fact that as more andnodes
are concentrated in a single radio range, interferencesallisions make more and more links perform too
badly to be considered valid. Therefore more and more nddgsate theoretically directly reachable (be-
cause physically within radio range) are not considereghmurs, and hencé) decreases. The minimum

for M is 1, below which the network does not have a significant cotetecomponent (see [51]).

Furthermore, the limiM = 1 yields a maximum network size of:
1
max = (07(1)B - h); . (8.14)

On the other hand, when the network size decreases, it reachevel whereN = M. Below this level
the network is only one hop (full meshed), and the contrdlit@oes not saturate the neighbourhood. This

corresponds to the maximum manageable neighbourhood/iam (8.13) we get that the maximum man-
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ageable neighbourhood size for OSPMis- 11. Having an average neighbourhood size as big as possible
is important in that it reduces the average number of hopdeteé go from a given source to a given

destination. This way the amount of retransmissions nééwaode (hence the overhead) is reduced.

OSPF-B

In this section we propose an adaptation of OSPF which aimsdaicing the overhead. OSPF-B slightly
differs from OSPF with the fact that the nodes broadcast the L$Aamte, instead of duplicated in several

copies to each neighbour.

In this case the equation (8.13) should be rewritten in

o(1)B _

=M+ TNM. (8.15)

It then comes that in the case of OSPF-B we get a maximum mahbgeeighbourhood size df = 22.

OLSR Specific Model

In this section we will work on modeling the overhead indubgdLSR. With this protocol, a node periodi-

cally:

1. transmits TCs with rate. A TC contains the list of neighbours having selected theerasMPR (its
MPR selectors),

2. retransmits received TCs only once (and with large )it@nd such only when the node has been se-

lected as MPR by the neighbour from which it first receivedfe

Let M, be the average number of MPRs selected by a node with neighbadisizeM. Since the network is
modeled as a disk unit graph, it comes from [56] thNat< (97°M)¥3. Simulations show thatl, ~ sMY/3

whenM — oo with 8 ~ 5 (see Figure 8.8). Simulations were performed uplte: 6,000, 000.
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Figure 8.8: Average MPR set of a node versus neighbourhaed si

In [54] it is proven that an MPR flooding costs on averageé\N/M retransmissions. Therefore we get the

following traffic density identity:

o(1)B N

% = hM+ 7M. (8.16)
It then comes that the maximum manageable neighbourhoe@®siOLSR isMmnax = 35. Also note that this
identity and the connectivity limit oM = 1 (which in turn implies thaM, = 1) gives the same maximum

network size for OLSR as with OSPF, thalNg.x = 25, 000.

F-OLSR

In this section we introduce a slight modification of OLSRIea&lF-OLSR, for Full Optimized Link State

Routing. In F-OLSR the TCs contain the list of all the adjadarks, and not just MPRs. Therefore every
node has the knowledge of the complete link state of the né&timstead of its restriction to MPR links. The
TCs are still forwarded via MPR nodes. The identity for F-@GLiS then:

o(1)B _

Y hM + M, N. (8.17)

It then comes that the maximum manageable neighbourhoed®siE-OLSR is alN = 27.

Comparisons between the Protocols

In Fig. 8.9 we show the respective neighbourhood size varstork size for the two versions of OSPF.

With Fig. 8.10 we show the respective neighbourhood sizeugemetwork size for the two versions of OLSR.
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And finally, Fig. 8.11 compares the network diameter as atfanof the network size (number of nodes) in
the case of OLSR and OSPF. The number of hops is estimate@ asjtiare root of the ratio network size

over neighbourhood size.

Basically, what we can conclude from this analysis is thdinoged link state (OLSR) shows here much
better performance than classical link state (OSPF). Heweas the network size increases, both types of
approaches feature slowly decreasing (towards 0) neighbod size. This fails to scale to large networks:
if the network size grows too big,

it will break down by not being able to create significant cectivity.

o+ T T T T

0 50 100 150 200

Figure 8.9: Neighbourhood size versus the network size 2.5, no fading, respectively for OSPF (bottom)
and OSPF-B (top).

8.2.4 Scaling Properties of OSPF and OLSR Enhanced with FisBye Strategy

With OSPF and OLSR as well as with any other flat routing protabe neighbourhood size tends to slowly
decrease towards zero as the network size increases. dteettedy do not scale to arbitrarily large networks.
This is due to the fact that the topology information thatelaade in the network has to (re)transmit tends to
increase linearly with the size of the network. This in turglgs an upper bound on the maximal size of the

network, which we have computed to be of about®® nodes for OSPF as well as for OLSR.

However, wherN is well below this limit of Nmax = 25,000 the two routing protocols have their neigh-
bourhood size almost constantdsncreases and thus the number of hops increasés/i. The constant

J depends on the nature of the routing protocol and can vaatlgr&Ve analyzed the impact of the routing
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Figure 8.10: Neighbourhood size versus the network size, 2.5, no fading, respectively for F-OLSR
(bottom) and OLSR (top).
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Figure 8.11: Hop number estimated diameter of the netwarkugenetwork sizey = 2.5, no fading, respec-
tively for OLSR (bottom) and OSPF (top).

protocol on the value of this constant: we have shown thatdinges quite a bit between pure link state

(OSPF) and optimized link state (OLSR). In particular weénskrown that as the network

size increases, the maximum manageable neighbour sizepieatévely of 11 nodes with OSPF, while it
is of 35 with OLSR. Note that as the maximum manageable neigihdize decreases, the average number of
hops (and hence retransmissions) between any random smdakestination increases, therefore augment-

ing the overall tréic overhead.

However, both OLSR and OSPF just need minor modificationsderato scale for arbitrarily large topolo-
gies. In this section we describe the “Fish Eye” strategy {B&t can easily be inserted inside both OSPF and

OLSR frameworks. With this strategy the overall incompitdesoverhead induced by periodical topology
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updating tends to be constant instead of linearly incrgasiith the network size. Of course this doesn'’t
come without a cost,e. less accurate information about the link status of remotkeroHowever, this cost
is not expensive: it does not degrade the delivery religléind it does not introduce additional overhead in

form of longer paths (see [53]).

The principle of Fish Eye strategy is that TC (or LSA) infoima from remote nodes are less frequently
received, and the more remote, the less frequent. For examplde the OLSR framework, nodes send TC
packets with variable TTL count and VTime. The TTL limit issttaximum number of hops a packet can be
relayed before being discarded and the VTime is the maxinmamfor which the information carried by this
packet is considered valid. A node transmitting a packét eitv TTL value ensures that the packet will be
forwarded only inside the vicinity of this node, and not het. Conversely, a large TTL value (the maximum

value is 255) ensures that the packet will be forwarded iretitee network.

Each node uses a decreasing functi@id) < 1 to determine the fraction of the TCs (or LSAs) which are gen-
erated with a TTL larger thab (D is an integer indicating the number of hops away that the T¢ r@ach).
When no Fish Eye strategy is employd¢D) = 1 for any value oD. We can assume tha_; Df(D) < .
This is indeed always the case, sind®) = 0 for all D > 255. Of course, information that is received less
frequently should not age as rapidly as frequently receinftmation. This can be achieved by adequately

tuning the Age field in the LSAs (for OSPF) or the VTime field e fTC packets (for OLSR).

Let us consider a node at the center of a circular networkistimg in N nodes uniformly dispatched on
a disk.M is the average number of neighbours of the central nodeidrcétse, the central node hag 3wo
hop neighbours, andD — (D — 1)>)M D-hop neighbours, fob < | vVN/M] (it comes that 3/N/M is the

diameter of the network).

Fish Eye Enhanced OSPF

Let us now consider the OSPF protocol enhanced with Fish tEgtegy. The frequency of LSAs received by
the central node fror-hop neighbours ig(D)r. Therefore the frequency at which the central node relays

LSAsistM YM(D? — (D - 1)?) f(D).

We will call

¢(X) = ZE‘E(DZ — (D - 1)’ f(D). It then comes that the control ffie of the central node equals to
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h¥ + 76(N)M™ and we get the following general identity:

o(1)B N s
— =M+ 1e(M?. (8.18)

When the networks grows arld — oo with ¢(c0) = 4 we get an average neighbourhood size converging

towardsM — 7.5.

Fish Eye Enhanced OLSR

In the case of OLSR the identity 8.18 becomes:

a(1)B _ N 2
T = M+ () (M) (8.19)

WhenN — oo with ¢(0) = 4 we get an average neighbourhood size converging towdrds 18. That is:

three times better than Fish Eye enhanced OSPF.

Figure 8.12 shows an example for functign ¢(x) = %. Figure 8.13 shows the neighbour size evolu-

tion with respect to this functiop and compares it to basic OLSR.
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Figure 8.12: Example of functiop used for Fish eye strategy.

Useful Capacity

In this section we estimate the useful capacity with the Olgg&Rocol. We denote the average quantity
of data trdfic generated by each node, with each node choosing a randdimaties in the network, and

transmitting data to this destination. On average, the rasrrobhops of a data path &YN/M, where?
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Figure 8.13: Neighbourhood size versus the network gize2.5, no fading, respectively for OLSR (bottom)
and OLSR with Fish eye (top).

denotes a linear factor that depends on the actual shape oktlvork areaA. Therefore each packet must
be retransmitteé—vg‘o/'\" times, which leads to an averageffradensity (including control tféic and retrans-

missions) of:

M 2> N pf
A=h B +7(M;) MEB + o VN/M.

Therefore, using the identity = % we get an expression of as a function oN and M. Clearly, for

a given fixedN, p is maximized wherM is minimized, the minimal value beingl = 1. This yields fig-
ure 8.14, which displays the overall maximum capadigy versus network size for basic OLSR and for
Fisheye OLSR (we tool& = 1). Notice that basic OLSR with default tuning collapseblat 12000, while
Fisheye OLSR features an overall capacity that keeps gepimin/N.

8.2.5 Comparison with Previous Results on Ad Hoc Network Caacity

In a famous paper, Gupta and Kumar [51] have shown that wreesileN of the network increases (with

randomly placed nodes), the optimal neighbourhood siZe&(lieg N), which leads to the optimal network

capacity per node being( \/NToW)'

Further, they have shown that if we drop the requirementfenietwork to be connected, and just require the
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Figure 8.14: Maximum overall capacity versus the netwozk si = 2.5, no fading, respectively for OLSR
(bottom) and OLSR with Fish eye (top).

existence of a giant component, we can actually drop th&lléartor in these formulas. They have shown
that in this case the optimal capacity per node is t@eﬂ‘}ﬁ) (note that Gupta and Kumar have also shown
that when the nodes are optimally placed, the giant compgasagctually the whole network). Thus, Gupta

and Kumar’s results state that the optimal network capasi®( VN).

Their result is therefore noticeably consistent with thevoek capacity we have found above for FishEye
enhanced OLSR, for the samefframodel. However, if our propagation model is similar to ttssi-called
physical model (taking into account interferences betwestes), it is somewhatflierent in that we further

analyze the actual control fiec with the use of real routing protocols.






Chapter 9

Integration Solutions for Ad Hoc

Networks in the Internet

In the previous chapters, the focus was put on mechanisnvidprg eficient routing in ad hoc networks.
However, aside of pure routing issues, ad hoc mobility lgiaghumber of other challenges. Indeed, when
connected to the Internet, an ad hoc network introduces meblgms yet to be addressed, as the Internet

architecture and its protocols were not initially desigt@dope with such node “freedom”.

Important examples of such issues include network secaritynode autoconfiguration. This chapter will

therefore overview these issues and propose some solutions

9.1 The Security Problem in Ad Hoc Networks

Ad hoc networking principles enable any node to particiiatee network. This approach is the basis of the
specifications of all the main ad hoc routing solutions ([B&] [31] [33]). However, the assumption made
with this basis is that all the nodes are well-behaved antharefore welcome. If that assumption failg,

if the network may count malicious nodes, the integrity @& tretwork is not ensured.

Network integrity is indeed an important issue in a mobilehad environment, contrary to traditional net-
works. A static or wired node that behaves abnormally cackdyibe identified located and “unplugged”
if needed, avoiding serious network damage. However, shiet possible with a malicious MANET node,

that is not identified and located so easily, and that cammekbluded from the network in such a simple way.

153
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Of course, ad hoc networking also needs to address the usuaity issue of maintaining confidentiality
and integrity of the data being communicated between emtipwi the network (for instance between a mail
server and a mail client). This task — ensuring end-to-endritg of data communications in MANETS — is
equivalent to that of securing end-to-end security in tradal wire-line networks, an issue which is already

commonly addressed.

Therefore, a specific issue concerning MANET routing proteecurity is network integrityi.e. ensur-

ing that the network functions as well as possible, eveniite §f some malicious nodes.

There are dferent approaches to securing a MANET routing protocol inegaln One such approach is
to ensure that only “trusted” nodes are admitted into thevoit and, subsequently, that these are the only
nodes relied on for forwarding tfiéc. This approach makes the assumption that a trusted nodeotvihis-

behave.

Orthogonal to this trust discrimination is the ability totelet and deal with the situation where a node has
become compromised. More precisely, this approach is atetatting that a node is misbehaving and then
deciding to classify it as “non-trusted”, for exclusionrndhe network. This, however, opens an additional
vulnerability: a node can be malicious in that it “denouriedber (hon-malicious) nodes and manages to get
these excluded from the nework. Indeed, an important fastisbecurity mechanisms is that they must be

carefully scrutinized in order to prevent that they themwsgintroduce new vulnerabilities.

Each node in an ad hoc network has mainly two responsilsilit{§ to correctly generate routing control
traffic, according to the protocol specification, and (ii) to cotlseforward routing control tréiic on behalf of
other nodes in the network, as required by the protocol §ipation. Thus incorrect behavior of a node can
result from either a node generating incorrect control mgss or from incorrect relaying of control fiia

from other nodes.

Correctly generating and forwarding controlffra can be considered as a criterion for having a correctly
functionning routing -.e. the routing protocol is able to consistently provide to eaolde, the required
correct information about the network topology. This asgtiom obviously implies that all the nodes in the
network correctly implement the routing protocol - speaifiig that each node correctly processes and emits

control trdfic.



9.1. The Security Problem in Ad Hoc Networks 155

In the following, a non-exhaustive list of categories of aadisbehaviour will be given, as example of

vulnerabilities that should be addressed in order to eredifeoc network integrity.

9.1.1 Incorrect Traffic Generation

In general, a node may misbehave in thre®edént ways: (i) through generating controlffra“pretending”
to be another node,e. Identity Spoofing, or (ii) through advertising incorrecfdnmation in the control
messages,e. Link Spoofing, or (iii) through generating enough artificéahounts of tréfic to overload the

network,i.e. Traffic Overloading.

Identity Spoofing — For instance, with a proactive routing protocol, a misbémgamode X may send HELLO
messages pretending to have the identity of another nodéi&.ray result in the network containing con-

flicting routes to node A, and can create routing loops.

Link Spoofing — Another example, with a reactive protocol, a misbehavinden® may send ROUTE-
REPLY messages, pretending it has a route to a requestedadiest, whereas in fact it has not. This may
result in no route being found for some destinations, andoimiouous ROUTE-REQUEST broadcasting

which can lead to tiidic overloading.

Traffic Overloading — A misbehaving node may simply generate artificially massir®unts of tric,
which will starve legitimate tréic (control trdfic or data tréic) on parts of a network, potentially leaving the

network without the ability to maintain connectivity.

9.1.2 Incorrect Traffic Relaying

Nodes in a mobile ad hoc network relay two types offica routing protocol control tific and data triic.

A node may misbehave through failing to forward either typwattic correctly.

Incorrect Control Tra ffic Relaying — If the routing protocol’s control messages are not propeslgtyed,
connectivity loss may happen. For example, with a reactieéogol, if a node does not forward ROUTE-
REPLY or ROUTE-REQUEST messages as it should, routes to siestéations may never be found, and

in some topologies, the network may endure partition.
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Replay Attack — If at least two nodes coordinate their attack on networkgritg one node can record
traffic in its proximity and tunnel it to the other node, which rgglahe recorded tfAc, creating a virtual
link in the topology that may be used by some routes. If da@idrrouted over this virtual link is then not
also recorded and tunnelled the same way, some data maytbkltmgover, if the replayed control fifec is
modified using link or identity spoofing techniques, someadnignt topology information may be destroyed

all over the network.

Incorrect Data Traffic Relaying — Even a node correctly generating, processing and forwgrdimtrol
traffic as required, may act in a malicious way through not forwaydiata tréic. The node thereby breaks
connectivity in the network (data ftifec cannot get through). However this connectivity loss maly/ b

detected by the routing protocol, as controffirais correctly relayed.

9.1.3 Secure Integration of Ad Hoc Networking in the Interng

The field of ad hoc security is key in order to fully integratetec networking in the Internet. Indeed, one of
the main reasons why ad hoc networking is not yet widely degglan the Internet is a concern regarding the
security breach ad hoc nodes may bring. Substarntiaite are therefore needed in this field, which reveals

to be quite vast and complex.

This document does not introduce any solution to the secissies that were described in the previous
section. The above was however included despite this facthé sake of completeness in overviewing the

main ad hoc networking fields throughout this document.

Pursuing this goal, the next section introduces anotheoitapt ad hoc networking field, autoconfiguration,

and proposes hew solutions in order to solve issues relatiistfield.
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9.2 Address Autoconfiguration in Ad Hoc Networks

In a mobile ad hoc network, a routing protocol is employedrthen to enable communication between nodes.
The task of such a protocol is to discover the network toppbtd track its changes over time, as links and
nodes appear and disappear. A routing protocol enablesealehto acquire a recent image of enough parts

of the network topology so that it can construct routes tehedesired destinations.

In order to function correctly, however, routing protocmsjuire that each node in the networkuisiquely
identified In the Internet, as we have already seen, this unique naaresaddress Therefore, there is a

need for a mechanism dynamically assigning unique addséssedes in a MANET.

Contrary to traditional networks, the roles of hoste.(nodes that use the network) and routéss. (hodes
that form and maintain the network) are not clearly separatemobile ad hoc environment. Indeed, each
node may act in both capacities simultaneously. Anotheiquaarity of MANETS is that no assumption
can be made regarding preexisting infrastructures. Hokyelassical autoconfiguration mechanisms, such
as DHCP [44], ZeroConf [45] or similar mechanisms, assuragtksence of server which can coordinate
and assign addresses to hosts in the local network. Otlditidreal mechanisms, such as IPv6 Stateless
Autoconfiguration [49], assume that direct communicat®available between each interface in the local
network. However, the multi-hop nature of MANETSs does nahalthe assumption that direct communica-

tion between an arbitrary pair of nodes is always possible.

Therefore, classical autoconfiguration techniques do rokweroperly in a MANET environment, as the
problem of autoconfiguration in a mobile ad hoc network is @@ymplex than on traditional networks. In-
deed, a solution cannot be based on a central server, whilie aame time, it should address issues such as
(i) ensure uniqueness of addresses in independent MANETchvdter merge, (ii) select non-overlapping
address-spaces, (iii) perform duplicate address deteetial conflict resolution, as well as (iv) cope with
issues related to dealing with specific application regnésts — such as operating over ongoing data streams
without incurring data loss. A solution should also notgitdo much additional control tfac or processing,

as ad hoc bandwidth is scarce, and MANET nodes’ power is ieigeiimited.

Solving the autoconfiguration problem in ad hoc networks asale with a simple, light-weight mecha-
nism is a hard task. However, solutions to specific use-azmed®e more easily developed. In this chapter,

we will describe autoconfiguration mechanisms applicatlewOLSR is the routing protocol in use in a
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MANET that extends the edge of the Internet. In other worddi@ nodes aim at maintaining connectivity

between each other as well as to the Internet.

The approach described in the followingaistive it relies on some additional signalling. Some other ap-
proaches, such as the one proposed in [48] are on the oth@plaasive: they do not require any additional
signalling, a property that is desireable in a bandwidtaHeimged environment such as a mobile ad hoc net-
work. However, in the special case considered here, wherBIEPs are connected to the Internet, an active
approach may be more interesting as it can use enhancenfignaidittonal mechanisms such as DHCP when

available (as described in the next section), whereas dyppassive approach cannot.

9.2.1 A Light-weight Autoconfiguration Mechanism for OLSR

In the following we introduce a new ad hoc autoconfigurati@thanism, enabling a mobile node to acquire
a unique and routable IP address when the ad hoc network drisopchanges Internet access point. The
mechanism is described as an extention to the ad hoc routitggo! OLSR, and was first presented in [8].

In the following, the terminology shown below will be used:

¢ A new nodés a node which is not yet assigned an address, and that efdhenot part of the network.
e An OLSR nodés a node which was assigned an address, and which is pag o&tivork.

¢ A configurating nodés an OLSR node which is currently assisting a new node inidoguan address.

With the above definitions, the autoconfiguration extensemmbe summarized as follows: OLSR nodes be-
have as specified in the OLSR RFC [26]. Additionally, OLSRe®periodically emit so-called ADDBEACON
messages to signal to possible new nodes that they may ashfigurating nodes (refer to Section 9.2.2 for

details).

A new node does not emit HELLO or TC messages, but listens DR BEACON messages. From
among the OLSR nodes emitting ADDBEACON messages, a hew node selects a configurating node, and

issues a request for address configuration through a sedo&DDR CONFIG message.

The configurating node then aims at providing the new rfodewith a temporary local address, atitén

with a permanent global address. The following sectionsrilgsthese mechanisms in details.
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9.2.2 Local Beaconing

Each OLSR node, must ensure that it has the ability to protedgorary addresses to new nodes. It is
important that, within a region, these temporary addreasesiniquei.e. prevent two new nodes within the
same neighborhood of being assigned the same temporargssddn order to avoid this kind of event, a
predefined address space is allocated to use as “tempormdngsads”. The task is then to ensure that this

address space is divided (without overlap) between the Qi&iRs in a region of the network:

1. Each OLSR node will independently select a continuousesddsequence from the address space

allocated for “temporary addresses”;

2. Each OLSR node will signal this selected sequence witiogierADDR_BEACON messages. These

messages are transmitted to neighbor nodes belyhey are not forwarded;

3. Each OLSR node will record the address sequences selactdlts neighbors.

Different independent selection schemes can be used to chatressadequences. As shown in Figure 9.1,
ADDR_BEACON messages also list the temporary addresses cyri@sgigned by the originator node.
Therefore, if an ADDRBEACON message lists some temporary addresses as being,iit is an indi-

cation that the originator of the message is at the momenttareaonfigurating node.

Upon receiving an ADDEBEACON message, a node can detect if there is a conflict ineaddsequence
selection,i.e. if the address sequence it has chosen overlaps with the ssdsieguence advertised by the

received ADDRBEACON message. In this case, arbitration must happen:

o If the conflict does not involve an active configurating nathe, node with the lowest ID (IP address)

yields, and selects a new address sequence.

o If the conflict involves only one active configurating nodee tother node yields and selects a new

address sequence. The aim here is to allow ongoing configniggssions to complete.

o If the conflict is between two active configurating nodes,imttabout addresses currently assigned to
new node(s) being configured, both nodes give up their addeggience but still keep all the addresses

they have currently assigned.
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o If the conflict is between two active configurating nodes, abdut one (or more) addresses currently
assigned to new node(s) being configured, the configuratidg with lowest ID must yield and select

a new address sequence.

The ADDRBEACON message has the format specified in figure 9.1. The ORBR [26] specifies the
values of Message Size, Originator Address, Message Segidumber and Vtime. In case a node has to
give up its address sequence, subsequent AIBBRCON messages will feature “Address Sequence Start”
and “Address Sequence Stop” fields both set to zero (empieasidequence), until a new address sequence
is selected. Currently assigned addresses continue toveetiséd if no conflict in assignment is detected,
until the autoconfiguration process they are used for corapldn case of a conflict in address assignment,

the configurating node that yields will stop advertizing #tiglress as currently assigned.

Each OLSR node periodically sends ADIBEACON messages, listing both its address sequence and the
temporary addresses it has currently assigned. AIBERRCON messages are piggybacked with HELLO

messages, in the same OLSR packet.

0 1 2 3
01234567890123456789012345678901

ADDR_BEACON | Vtime | Message Size

Originator Address

1 | 0 | Message Sequence Number

Address Sequence Stop

| |
| |
| |
| Address Sequence Start

| |
| |
| |

Currently Used Addresses

Figure 9.1: ADDRBEACON message format.

9.2.3 Temporary Address Assignment

The first task of a new node is to associate itself with an OL8Ren Thus, the new node listens for
ADDR_BEACON messages and selects one “configurating node” withampty address sequence. It then
generates and transmits an ADOFONFIG message, in order to request address configurationtfre se-

lected configurating node. Absent an IP-address, the MACesddf the new node must be included in the

message, in order to uniquely identify the new node.
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Upon receiving an ADDRCONFIG message, the configurating node assigns a local ssltsethe new
node, and signals this assignment through another AIANFIG message. Additionally, the configurating

node marks the assigned address as “used” in its AIBFFRRCON messages.

Upon receiving a local address through an ADORNFIG message, the new node will start sending HELLO
messages, including only the configurating node as neighlhis allows the new and configurating node to
track each other, while it does not cause the new node to bertigbd to the network: advertising a node
with a non-unique address leads to possible data loss, &top$his procedure allows both nodes to “reset”,

should the link disappear before a global address is astigrtbe new node.

If a new node does not receive an ADDFONFIG reply, it may either retransmit the ADDBONFIG
to the same configurating node — or give up and select an atteerconfiguration node. Absent the HELLO
message exchange described above, the configuration ngdeetrensmit its ADDRCONFIG reply — or

give up, in which case any assigned temporary address wittdlaimed.

In case of address assignement conflict where the configgratide must give up the temporary address
assigned to the new node, it stops sending HELLO and AIBBERACON listing this address. If a new node
stops receiving HELLO and ADDBBEACON messages from the configurating node with its tempyad-
dress being listed, it gives up and proceeds to select anctinfigurating node. It may select any node that
sends ADDRBEACON messages with a non-empty address sequence (it reayresselect the same con-

figurating node if the latter has already obtained a new addsequence).

An ADDR_CONFIG message has the format specified in Figure 9.2. TheRORBC [26] specifies the
values of

Message Size, Originator Address, Message Sequence Namdbéftime. If the “Assigned Local Ad-
dress”, “Assigned Global Address” and “Originator Addrefssids are all set to zero, the ADDRONFIG

message is a request to the “Configurating Node” to perfooal laddress assignment.
If the “Assigned Local Address” is non-zero (i.e. contaimsagtual address) and “Originator Address” is
non-zero, but the “Assigned Global Address” field is set tiwzthe ADDRCONFIG message is an assign-

ment of a temporary local address. |.e. this is the reply gead by a configurating node.

The “Assigned Global Address” field is discussed in Secti@
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0 1 2 3
01234567890123456789012345678901

ADDR_CONFIG | Vtime | Message Size

Originator Address

1 | 0 | Message Sequence Number

Configurating Node Address

MAC Addresses

Assigned Local Address

Assigned Global Address

Figure 9.2: ADDRCONFIG message format.

9.2.4 Permanent Address Assignment

When the HELLO message exchange is started between the manand the configurating node, temporary
local address assignment is completed and the goal is nothkdanew node to acquire a permanent global
address. The configurating node is in charge of acting onlbefithe new node, with respect to acquiring a
global address. Since the configurating node is alreadyopéine OLSR network, severalftiirent mecha-

nisms can be employed. One such mechanism for acquiringoalgadress would be for the configurating

node to act as a modified DHCP proxy [47] and transmit a redaest existing DHCP server in the network.

Another option would be to consult the node’s topology tabléis table (in a stable state) contains all
the global addresses of the nodes in the network. The coafiggmode can therefore pick an unused global

address and assign it to the new node.

To prevent duplicate address assignment, the configuratidg includes the tentative global address in a
few TCs. If a node receives a TC containing its own addresarfaddress which the node has claimed for
the configuration of a new node) and if the originator of thessage is not the node itself nor an MPR of
the node, a duplicate address assignment is detected. Athatddetects an address duplication can then
signal it to the originator of the ‘fbending” TC, with the purpose of resolving the conflict. Moengrally,
even outside of configurating phases, OLSR nodes shouldrpeduplicate address detection routines, in
order to prevent nodes from staying in any “mis-configurddtes Some such mechanisms are introduced in

Section 9.3.

Once the configurating node has acquired a globally uniquaeead, this address is assigned to the new
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node through an ADDECONFIG message, containing the “Assigned Local Addresd’“@riginator Ad-
dress” as before, but with the selected global address skeitAssigned Global Address” field. The new

node can from then on participate fully in the OLSR network.

The configurating node will continue to transmit this ADDFONFIG message periodically until either it
stops receiving HELLO messages from the new node with thal laddress, or until an ADDIEONFIG

message from the new node is received, listing the new nodéslgaddress in both the originator field
and the “Assigned Global Address” field, and with the “Assidriocal Address” and “MAC address” set as

earlier on.
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9.3 Duplicate Address Detection

In this section we give an overview of the issues with dupdicaddress detection in ad hoc networks. We
take the example of OLSR and using the proactive nature afotling protocol, we show how monitoring

the routing control messages allows the detection of masgscaf duplicate addresses in the network, in
a simple and overhead-free fashion. We also show how thiplsipassive approach has, however, some
shortcomings, both in terms of false alarms and in terms ofietected duplications under some specific

network conditions. This analysis was first presented if.[13

9.3.1 Introduction to Duplicate Address Detection

Addresses in a network are assigned in ways which try to ensuigueness in identification: no two inter-
faces within the same network should have the same addressagsumption is used by routing protocols to
ensure that routes are accurate, and loop-free. In traditigire-line networks uniqueness in identification is
ensured by statefull centralized servers such as DHCP [d#fough stateless autoconfiguration such as in
[49]. The former assumes that a centralized server is alpesent and reachable in the network. The latter
assumes that all interfaces in the network share a broadicastlticast link, over which they are reachable

and able to participate in a distributed address assignaigatithm.

In a mobile ad hoc network, these assumptions cannot be ras@aplained in the Section 9.2.1. Therefore,
alternative mechanisms such as the one described in S&fdh provide diferent ways for nodes within
an OLSR network to acquire unique addresses. This appraathgsumes that the nodes form a connected

network.

However nodes in MANETs are mobile, and therefore netwogology may change over time. These

topological changes might then cause disrupting events asithe following:

e Network partitioning a set of nodes suddenly looses connectivity to the restofitides.

e Network mergerformerly independent or partitioned networks are sudgdéelconnected.

In the situation where two networks merge, there is no gueaeathat interfaces across the two networks have
unigue addresses. Therefore, a mechanism is requireditp tvext interface address uniqueness is preserved

in the face of network mergers. Such a mechanism supplemetbanisms ensuring initial uniqueness of
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configuration (such as the one described in Section 9.2.1).

Nodes should be permanently aware and able to detect if aresglcturrently assigned to one of its own
interfaces, is concurrently used by another interface énrtetwork. This task is called duplicate address
detection (DAD) and two kinds of approaches exist for thie passive approach, and the active approach.
The passive approacls based on each node’s monitoring and analysing of tHedgoing by, in order to
search for any abnormal packet that may indicate that areaddl duplicated. Thective approachs based

on sending specific “probes” in the network to verify addnasisjueness.

The advantage of passive approaches is that no additiofmaviation exchange is required between the
nodes in order to perform duplicate address detection,endttive approaches generate additiondfitra

overhead in order to function. However, active approacltessaetect some abnormal situations quicker than
passive approaches, since the latter basically waits fooraal signs to go by, while active approaches go

about “poking” the network.

Section9.3.2 describes a passive approach to duplicatessldetection based on OLSR. Benefiting from
its proactive, link state nature, monitoring OLSR’s cohtraffic can be used to detect duplicate addresses
efficiently. All that is required is for the nodes participatinghe network to be running OLSR, and for the

duplicate address detection mechanism to have accessitdehgal state of the OLSR routing daemon.

9.3.2 Performing Duplicate Address Detection in an OLSR Netork

This section depicts fferent mechanisms that were first presented in [13], throughhnwan OLSR node
can detect if an address, currently assigned to one of isfates, is concurrently being used by another
interface on another node somewhere in the OLSR networknidehanisms presented here do not impose

any additional information exchange between nodes beydrad is already performed by usual OLSR.

These duplicate address detection mechanisms are basedpmtting received OLSR control messages,
as well as the receiving node’s state, to determine if aness$don the receiving node is duplicated elsewhere
in the network. More precisely, a node inspects received®irf@ssages to detect if (i) the message appears
to have been sent from an interface of the receiving nodeij)ahé message contains information about
interfaces of the receiving node. In either of these casesinformation contained in the received OLSR

message is compared to the actual state recorded in theingceode, allowing the latter to detect a poten-
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tial duplicate of one of its addresses.

With this in mind, the following sections will describe thespection of the three main OLSR message types:
HELLO, TC and MID messages. In the figures shown in the follmyyinodes are identified by addresses
"A”, "B”, "C”, ... If an address is duplicated, two nodes wiippear in the figure with the same address. The

inspection is described based on the node indicated by delairble.

HELLO: Mismatching neighborhood

If a node receives a HELLO message on one of its interfacesrevine HELLO message appears to come
from the node itself, a potential address duplication masetaccurred: since HELLO messages are never
forwarded, an OLSR node should not receive a copy of a HELL@s@age with any of its own interface

address as originator address(es)

Should a node receive a HELLO message with one of its ownfatteraddresses listed as originator, there’s
a likely collision: two adjacent nodes have interfaces gumed with the same address, as illustrated in Fig-
ure 9.3. From the point of view of the leftmost node "A” (indted by a double-circle), this can be confirmed
by inspecting the neighborhood being advertised in the HEInhessage: the HELLO message will include
nodes B and C as neighbors, whereas neither are neighbosobtle receiving the HELLO. Thus, it can be
detected by the leftmost node "A” in Figure 9.3 that one oifiterface addresses is also being used elsewhere

in the network.

HELLO: MPR Selection Abnormality

A second intuitive diagnostic on HELLO messages is to carsMPR selection: an MPR node must be
selected from among neighbors with which a symmetric linistexThus, if the leftmost node "A” on Fig-
ure 9.4, which has a recorded asymmetric link with node "Btgives a HELLO from node B declaring it as

MPR, then a conflict exists as indicated: a second node "Mjaeent to "B”, has the same address as "A".

This could, however, be a false conclusion. At the estaivestt of the link between "A” and "B” node
"A” receives a HELLO from "B”, bringing node "A” to see the linto "B” as ASYM. In the next HELLO
from node "A”, node "B” will see its own address listed and clude that the link is symmetric. Node "B”

may, then, select "A” as MPR and include this selection inrtbet HELLO message. In this way, node "A”

*This ignores the situation where a node has two radio irtesfaunning OLSR on the same channel.
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I ——————
HELLO {B=SYM, C=ASYM}
A

— SYMetric Link
== mmm Asymetric Link

— |laNsmission

Node detects
duplicate

Figure 9.3: Node A detects an address duplication as itvesel HELLO message with its own address
listed as originator address.

will receive an MPR selection from a node with which it hasyoauh asymmetric link, without this being an

indication of address conflicts in the network.

Neighb. T {B= HEARD}
A

HELLO {A=MPR}
B

— SyMmetric Link
=mmmm Asymetric Link

—  TFANSMission
Node detects
duplicate

Figure 9.4: Node A detects an address duplication as itvese HELLO message with its own address
listed as MPR from a neighbor B with which it has no symmeirik.|
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TC: Sequence Number Mismatch

If anode, "A”, receives a TC message with the address of oite ofvn interfaces listed as originator address
and with a sequence number veryfdient from the sequence number that node "A” is currentlggighis
can be an indication that an interface of node "A” is concuilgebeing assigned to another interface on
another node somewhere in the OLSR network. This situasidtustrated in Figure 9.5.

Seq. =X

@

TC {seq. number very different from
A

— SYyMetric Link
= mmmm Asymetric Link

— T72NSMission

Node detects
duplicate

Figure 9.5: Node A detects an address duplication as itvese& TC message with its own address listed
as originator address and with a sequence number that iglifeeyent from the current sequence numbers it
uses.

TC: Link-State Mismatch

If a node, "A”, receives a TC message, declaring the addresaeof the interfaces of node "A” as MPR
selector, the originator of that TC message must be a dieghbor of node "A”. Considering, however, the
situation illustrated in Figure 9.6: the rightmost node "#€lects node "C” as MPR, and thus node "C” will
advertise "A” in its TC messages. From the point of view of ldfgmost node "A”, an address conflict will
be detected thus: a TC will be received from node "C”, adsaryj a link between node "C” and node "A”,

yet in the leftmost node "A” no such link exists.

MID: Interface Mismatch

With MID messages, an OLSR node with multiple interfacedates its interfaces configuration to the other
nodes in the network. If a node, "A”, receives an MID messageyhich the address of one of its own
interfaces is listed, the remaining addresses listed ilvitiz must also belong to node "A”. Alternatively,

if a node, "A”, receives an MID-message, containing one orgvadresses, belonging to node "A” but also
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MPR Set {B}

@ OLSR
NETWORK

(0..m nodes)

e \
C
— SYmetric Link

== mmm Asymetric Link

— |TANSMissioNn
Node detects
duplicate

Figure 9.6: Node A detects an address duplication as itvesei TC message with its own address listed as
originator address and with listed addresses that are ritstieighborhood, or MPR selection.

listing addresses which do not belong to node "A”, then astl@ame address is assigned to more than one
node. This is illustrated in Figure 9.7, in which one nodethasaddresses "A”, "A1” and "A2, whereas the

other node has the addresses "A”, "A3" and "A4".

9.3.3 Shortcomings of the Passive Approach

Passive mechanisms, such as those presented in this secédrased on the monitoring of the control mes-
sages of the routing protocol. These aim at detecting abalarmssages, that can hint to possible address
collisions. However, this approach has a few shortcomibgth in terms of false alarms and in terms unde-
tected duplications. In the rare case of a totally symm8tANET, such as the one as depicted in Figure 9.8,
routing message monitoring may not béfient to detect the duplicate addresses. In Figure 9.8,up&-d
cate nodes cannot detect the collision with each other simeeouting messages produced by the left side
of the network are identical to the routing messages pratibgehe right side of the network (because the
topology is symmetric). Sequence number mismatch mongariay help in this case, but it may also crash
the network further, as such mismatches may invalidatankestate information with each TC transmission,

alternatively from the right side and the left side of thewwak.

Another shortcoming is with the sequence number mechanigmis technigue is not completely reliable
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Al NETWORK A3

@ @

MID {A3, Ad)

A2 A4

—
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Symetric Link
Asymetric Link
Transmission

Node detects
duplicate

Figure 9.7: Node A detects an address duplication as itvres@in MID message with its own address listed
as originator, and with listed addresses that afiedint from its own.

—

©

Symetric Link
Asymetric Link
Transmission

Node detects
duplicate

Figure 9.8: A completely symmetric OLSR network, whereltrag of control trdfic fails to detect address

duplication

in order to detect duplicate addresses, as delayed delheergause an outdated control message to be pos-

sibly wrongly interpreted as a case of address duplicafldris category of false alarm is more likely to be

caused by TC or MID messages rather than HELLO messagesafetiture only one hop scope, suppress-

ing delays due to forwarding.

Such cases challenge the passive approach to DAD. Theretioee techniques may be employed in ad-
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dition to passive mechanisms in order to increase the ikfjabf the DAD. These technigues can be called

active, or semi-passive, depending on how much additiorerdh®ad is produced by the mechanism.

Semi-passive techniques involve deeper analysis of tlesliate information tric, such as tracking and
processing the history of such fiia, in order to prevent errors. However, these techniquesaaith much

more processing and memory needs, a fact that should befavhluated.

Active techniques involve sending specific DAD informatimnmessages, in addition to the routing con-
trol overhead. For instance, flooding a neighbor soli@tatnessage is part of such a technique. These can
be more €icient than passive waiting, but they nevertheless come gvigthter overhead, a fact that should

also be further evaluated.

9.3.4 Resolving Duplicate Address Conflicts

The purpose of the mechanisms described so far is to detest wo or more interfaces in the network
have been configured with the same addriessthat a duplicate address conflict exists in the network. The
next-step is then to resolve the conflict, and to reconfigoder such that each interface participating in the

OLSR network has a unique address, network-wide.

Functionally, resolving a duplicate address conflict ihogonal to detecting a duplicate address conflict
and, depending on the specificities of the networedent mechanisms may be employed. In this section,
a few general approaches to resolving duplicate addredkot@ne briefly outlined. The objective, however,
is to remove conflicting interfaces from the OLSR networkjle/incuring as little network disruption as

possible.

Once a duplicate address conflict is detected, the simpdhsian is for a node to simply disable the lo-
cal interfaces which are conflicting. In this case, if theserfaces wish to re-enter the network, a new
autoconfiguration cycle must be initiated. The advantaghisfmethod is its simplicity and the fact that no
lengthy election procedure must be completed before datpliaddress conflicts are resolved. The disadvan-
tage is that when a conflict arises, all conflicting interfaadl be disabled without consideration onffia.

One may also simply notice that when two interfaces are ainitj, it sufices to disable one of them, instead

of both.
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A more refined solution for conflict resolution is for nodetfgt detect a conflict to "negotiate” which inter-
face should yield — possibly based on metrics such as acéifie flows for a given interface. This negotiation
could take form in a broadcast of information (a "CONFLICT&ssage), containing the necessary informa-

tion for a recipient to decide if it should yield and disablgizen interface, or not.
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Conclusions on Ad Hoc Networking

Ad hoc networking is seen as an important Internet companehe near future. Its autonomous and spon-
taneous deployment capabilities, coupled charactenistite mobility and its ability to work even without

predetermined infrastructures, make this new type of e&®Iconnectivity very desirable in the quest for
ubiquitous networking. However, these characteristicaatocome without a number of issues that are not

addressed by usual network solutions — and by the Interrptriicular.

In order to accomplish routing in mobile ad hoc networks sticaoptimizations are necessary to address
the scarce bandwidth, the high topology change rates, the iraterferences between nodets Thus, this
thesis has shown that the coupling of optimized flooding Btate routing and Fish-Eye techniques is a
suitable solution, able to adapt for ad hoc networks of eahjtsize. This thesis also proposed to intro-
duce clustering and hierarchical routing orthogonallyttese techniques, which could further increase the
bandwidth available per node in large topologies. A furtstedy on the subject may be of interest. More
generally, the question is: how much can we further incrédas®andwidth available to users in large ad hoc
networks? Some theoretical bounds on network capacityraveik for models where ad hoc nodes are static.
Nevertheless, an approach using mobility to create additicapacity [86] may enable the network capacity

to go beyond these bounds, for some types dfitrand mobility patterns.

On the other hand, the integration of mobile ad hoc nodeseapéhniphery of the Internet, seems a natu-
ral way to extend the Internet access to mobile users. Hawsseeral new mechanisms are needed to not
disrupt the Internet’s original architecture, which was designed for nodes to be mobile. Therefore, this

thesis has introduced new ways to integrate ad hoc mohilitiye Internet, with MANEMO on one hand, and

173
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wOSPF on the other hand. In addition, new solutions for adntmate IP autoconfiguration were proposed.

Ad hoc networking has been the subject of numerofferdint €forts in the recent years, both in the indus-
try and in academia. Capitalizing on the accumulated egpes, the standardization of ad hoc networking
protocols is currently taking place in the IETF [63]. Severaw proposals in this thesis actively participate
in this standardization process, currently as Internetfidsee Apendix A) in dierent working groups such
as MANET [66], NEMO [68], or OSPF [67]. In order for the stamdization process to complete, some ad-
ditional issues specific to ad hoc networks remain to be thaylly addressed. The most important example

of such open problem is perhaps that of security in ad hocaréty

Once a complete suite of ad hoc routing and mobility proteeull be standardized, the face of the In-
ternet and networking in general can be anticipated to alhanpstantially. Indeed, it is likely that in a few
years, ad hoc connectivity will be by default expected to eamith every device able to communicate over
wireless, and will seem as natural as the “one-hop” wiretesmectivity we have nowadays. The Internet is
thus likely to naturally expand much faster from its fixedéd#s the wireless and mobile domains with the
advent of ad hoc networking. One can envision the Interngdtm be extended by a “mobile core” evolving
at the periphery of its fixed core,g. mobile routers in buses, taxis, planes, cars, boats, trefios These
will serve millions of (mobile) ad hoc nodes and users diydotegrated in the Internet and actuathaking
the wireless Internet, accessing the fixed core only wherssaey (contrary to systematically, nowadays).
Ad hoc nodes may be of kinds as varied as smart phones, fridgest dust, car parts, sensors or any de-
vice worthy of communication. In that respect, ad hoc nekivay is the natural vector of Internet’s original

philosophy over the wireless medium, as well as an essestdiplin direction of ubiquitous networking.
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Appendix A

Internet Standards

The main body that produces materials that become Intetaredards is théETF (Internet Engineering Task
Force [63]). The IETF is organized into several functionaks such asApplications Internet Operations

& ManagementRouting Security Transport or User Services Each area typically has one or tvaoea
directors and all the area directors form tHeSG (Internet Engineering Steering Group), the assembly that

ultimately decides wether and when anything should beconoera on the Internet — then calledtandard

Each area is composed of a numbemafrking groupsthat specialize on a particular topic. For example,
the routing area contains a working group called MANET [B&]ttspecializes on ad hoc networking. Each
working group typically has one or two chairs who are resgmeador running all aspects of the working

group according to the guidelines created by the IESG.

Anyobody can participate in the standardization procelss: [ETF is more or less a democracy with the
bodies described above, based on “rough consensus andguwuue”. One just needs to attend the meetings
(three times a year, with non-prohibitive registratiorsie@ndor participate in the discussions on the mailing
lists. People participating in the process typically comuarf varied industrial and academic organizations.

However, one can just represent one’s self too.

The documents produced by the IETF are of two typesernet Drafts (ID)and Request For Comments
(RFC). While a standard is being designed and developeft,\dnasions of the standards and other associ-
ated documents must be published. At this stage, the typeafrdent used is an Internet draft. Internet

drafts are named in a way that describes the working groepadithor, and the subject of the draft. For ex-
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178 Chapter A. Internet Standards

ampledraft-ietf-manet-dsr-10.ti the 10th revision of the internet draft on Dynamic Souroatig for ad
hoc networks, written by the IETF's MANET working group. Hewver, the author can also be any individual,

and not be tied to a specific working group.

An Internet draft may go through several subsequent vessiwhich are always made available publicly,
downloadable for free on the Internet. An Internet draftieraporary document describing work in progress
that has only three possible outcome. Either (i) it is piiiglisas a permanent document, calledR&T (Re-
guest For Commentg)) it is updated within 6 months with a new, revised version(iii) it administratively

expires after 6 months — but can still be found in archivesherteb.

RFCs are numbered sequentially, and once published, aes rexised. For instance, RFC3626 is the pub-
lication of the Optimized Link State Routing protocol sg@ations, that was developed within the MANET
working group and the Routing Area. There are however secatagoriesof RFC: Standards TrackBest
Current Practice (BCP)Informational Experimentglor Historical, depending on the nature of the subject.
For a protocol specification that is candidate to standatidia (.e. going standards track), the corresponding
RFC goes through successive stageémposed StandardhenDraft Standard and finally, if ratified after
gaining wide acceptance and operational experience (freogsensus and running code”), the specification
is adopted as a norm, Standard A standard stays a standard as long as it is not deprecdted, it is

changed to the Historical status.



Appendix B

The Djikstra Algorithm

The exact Djikstra algorithm is the following. L8tbe the set of nodes to which shortest paths have already
been found. Le€ be the set of nodes to which we are currently computing skiopgths. We initially start

with S containing only the roat, andC containing nothing. The algorithm then repeats the foltaysteps:

1. For the nodes just added t&5, add each of its neighborsto C, such that: (i) ifn is not inC, add it,
mentionning the cost to reach it throughas well as the identity of, and (ii) if nis already inC and
the path tan throughs has a lower cost than the one that is mentionned so far, tmeovesthe earlier
instance of and add a new instance nfannotated with the cost to reach it througlhs well as the

identity of s.

2. Pick the node that has the smallest cost @ and if it is not already iS5, add it toS. Use its
annotation to determine the routeto use to reaclp, and therefore the optimal next hop framo

reachp.

3. If Cis now empty, the algorithm stops. If not, go back to step 1.

When the algorithm stops, we have the optimal next hops fl@wdot to every destination in the network,

which gives the root’s routing table.
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Appendix C

Factor A1 in r(A2)

By definition [/

b w(x)dx = po. Using the reverse Laplace transformation we have:

wW(x) = % I - W(H)e™ de.

jco

U K_q

Inserting this expression in the first equation and comnguititegral signs, sincgg“)w/'( Xdx = e

yields:
1 oo Pr() /K _

1.
%in » W(6)do = po.

The change of variablé®/?0 = & makes1 disappear from the/(?) expression:

1 [He fC@VK ] P
ﬂ ) #W(ﬁ /29 )d€ = po.
—loo

Sincewi(1%/2¢') is independent from andr (1) appears multiplied by, we get that () is simply propor-
tional to 3/ VA: r(2) = r(1)/ V.
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Appendix D

DBX Packet Formats

Info and dbx signatures share the same packet format, eliaithis section.

Signature Packet Format

0 1 2 3

01234567890123456789012345678901
B B e s st et e B e e Sttt
| Version # | 8 | Packet length |

| Router ID |

| Area ID |
R S e S S e e e At et L e
| Checksum | AuType |
B e T et S e B e St
|

Authentication |

—4—+- —4—+- —+—+

| Authentication |

| AgeMin | AgeMax |
—t—t— —t—t—

Type | Reserved | Secondary signature key |

|

B T T S Rt S e L et
| Destination |
e B e e e e e B e e et R e
|
|
|

Prefix Signature |

Prefix Signature |

|
|
|
R R e e e e e e et el e e el e e e e et et Tt Tt T el et S e e et Tt
|
| (etc.) |

Version #, Packet length, Router ID, Area ID, Checksum, A€land Authentication fields are the OSPF

control packet header as described in [34].

AgeMin, AgeMax
AgeMin and AgeMax define the age interval [AgeMin,AgeMaxXded for computing the timed partial
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signatures in the prefix signatures as described in sect®a.7

Type
Specifies if the signature is an info or a dbx signature, atingrto the following:

Value Type

1 info (informative)
2 dbx (database exchange)

Reserved

Must be set to "00000000” for compliance with this specifimat

Secondary signature key

The key of the secondary signature is a random number of 82#ed for computing the secondary

partial signature as described in section 7.3.3.

Destination
- If the signature is of type = 2, then this field contains the address of the slave, with whidatabase
exchange is requested.

- If the signature is of type = 1, then this field must be zeroed.

Prefix signature

The set of prefixes sighatures contains the sub-signatoreliiferent parts of the link-state database.

The layout of the prefix signatures is detailed in section47.3

Prefix Signature Format

0 1 2 3
01234567890123456789012345678901

Fot—t—t—t— bttt —t—t— bt —F—t—t—t— b=t —F—t—t—t—t—t—t—t—t—t—+
| Prefix identifier

t—d—d—d—t—t—t—F—t—t— —t—t—t— Rt e e
| Reserved | Prefix length | # of LSAs

e e —t—t—t— —t—t—t—t—t—t—t—t—+—+
| Primary partial signature | Secondary parial signature
ottt —t—F—t—t—t—t— —t—t—t— —t—t—t—t—t—t—t—t—+—+

| Timed # of LSAs Timed partial signature
B e e e e s —t - —t - ——+
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Prefix identifier and Prefix length

Indicates the length of the prefix for the part of the linkistdatabase, as well as the exact prefix.

# of LSAs
The number of LSAs in the emitting nodes link-state datapasgching by the prefix identifier and

prefix length.

Primary partial signature
The arithmetic sum of the hashing of each string made of tineatenation of sequence number and
LSA-originator ID fields of the tuples (LSA-originator ID,3Asequence-number, LSA-age) from the
emitting nodes link-state database such that the LSA+maigr ID and prefix ID has same prefix of

length prefix-length.

Secondary partial signature
The arithmetic sum of the XOR between the secondary siga&ty and each of the hashing of each
string made of the concatenation of sequence number anddrigiator ID fields of the tuples (LSA-
originator ID, LSAsequence-number, LSA-age) from the &ngtnodes link-state database such that

the LSA-originator ID and prefix ID has same prefix of lengtkfp-length.

Timed # of LSAs
The number of LSAs in the emitting nodes link-state datapasgching by the prefix identifier and
prefix length and satisfying the condition that the LSA agedgtveen AgeMin and AgeMax.

Timed partial signature
The arithmetic sum of the hashing of each string made of tineatenation of sequence number and
LSA-originator ID fields of the tuples (LSA-originator-IDSA sequence-number, LSA-age) from the

emitting nodes link-state database such that:

e Prefix ID and LSA-originator ID has same prefix of length préérgth

e LSA-age is between AgeMin and AgeMax.
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