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Abstract

Integrating mobile ad hoc devices in the Internet brings a number of new challenges, both in terms of opti-

mization of the routing protocols providing ad hoc networks, and in terms of integration of ad hoc mobility

with the IP-based infrastructure. This thesis overviews these challenges. Some existing solutions are analyzed

and compared while a number of new solutions are introduced.
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Resuḿe

L’intégration d’appareils mobiles ad hoc dans l’Internetpose des problèmes intéressants aussi bien en terme

d’optimisation des protocoles de routages utilisés pour fournir la connectivité ad hoc, qu’en terme d’intégration

de la mobilité ad hoc dans l’infrastructure IP. Cette thèse passe ces problèmes en revue. Plusieurs solutions

développées auparavant sont analysées et évaluées comparativement, ce pendant qu’un certain nombre de

nouvelles solutions sont introduites.
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Preface

As the Internet continues to span further, it meets the othernetwork revolution currently taking place: the

generalization of the use of mobile wireless devices. The present thesis deals with one aspect of this marriage:

the integration of mobile ad hoc networks in the Internet.

Mobile ad hoc networks offer a new type of wireless connectivity that abolishes the need for mobile nodes or

users to go through a predetermined central entity in order to communicate. This new freedom is extremely

interesting in that it enables autonomous network functionalities for spontaneous fleets of mobile wireless de-

vices. However, the use of wireless links, the absence of a central entity, and the mobility of the nodes impose

the use of new, drastically optimized routing schemes in order to efficiently form and maintain these networks.

The idea of connecting such networks of mobile nodes to the Internet is very seducing, as it would both

provide a natural mobile Internet access extension, and enable users to bypass dedicated Internet access en-

tities when sensible, offering a service similar to multi-hop and multi-media Push-To-Talk. However, the

specific characteristics of ad hoc networks bring a number ofnew issues in terms of their integration in the

Internet infrastructure.

This thesis will therefore address on one hand designing optimized routing schemes in order to build effi-

cient mobile ad hoc networks, and on the other hand designingsolutions in order to integrate mobile ad hoc

nodes in the Internet.

Routing optimizations must aim at reducing the amount of control traffic needed by the routing protocol

in order to provide a functional network, as ad hoc nodes experience important issues in terms of scarce

bandwidth and interferences (contrary to nodes in traditional networks). Such reductions may target different

routing “fields”. For example,flooding optimizationsaim at reducing the amount of (re)transmissions needed

network-wide to deliver some routing information to all thenodes in the network (a frequent operation that

1



2 Preface

produces most of the control traffic, for most routing protocols). On the other hand,topology reductionaims

at optimizing the amount of routing information required bythe routing protocol to provide satisfying routes

through the network.

Other optimizations aim at adapting different routing mechanisms to a mobile ad hoc environment. For

instance, most routing protocols employ specific “scalability” schemes in order to handle topologies with

large numbers of nodes. However, the schemes that were designed for traditional networks are not adapted

to mobile ad hoc networking. Thus,scalability optimizationsaim at providing similar schemes enabling ad

hoc routing protocols to handle large mobile ad hoc topologies.

Ad hoc nodes introduce a new type of node in the Internet: a node that may both form the network (i.e.

a router) and use the network (i.e. a host). Thus, requiring a specific routing protocol to manage these

new nodes at the periphery of the fixed Internet makes sense. However, ad hoc routing concepts are also

considered for the design of router mobility schemes in the Internet. Although this is a rather new topic

too, solutions in this field should on the other hand preferrably extend existing generic Internet routing pro-

tocols – in order for such generic protocols to continue being available, as they are found to be quite practical.

The solutions integrating ad hoc nodes in the Internet must aim at introducing ad hoc routing capabilities

into the existing architecture of Internet protocols, while leveraging previous mobility solutions (such as Mo-

bileIP) as appropriate. In order to achieve this goal, new schemes must also be engineered aside of “pure”

routing mechanisms, in order to cope with the specific natureof ad hoc networks, including mobile, multi-

hop and wireless aspects. For example, MobileIP was not designed to handle multi-hop aspects, which yields

the need for newaddress auto-configurationmechanisms able to deal with this particular characteristic. On

another level, the introduction of mobile nodes and multi-hop wireless links brings a number ofnew security

issuesthat have to be addressed in order to keep insuring a satistying network integrity.

Organization

This document is organized in three parts. The first part is anintroduction to Internet in general and its

functionning, with a particular focus on a specific component of this functionning:routing. The second part

describes the specific routing issues and challenges that come when devices participating in the Internet are

mobile. And finally, the third part introduces some solutions for Internet routing with mobile ad hoc devices.
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Usage Guidelines

Advanced readers may skip Part 1, and start directly with thesecond part’s introduction to routing challenges

with ad hoc mobility in the Internet – which is the main focus of this document.

Thesis Contributions

The contributions of this thesis are mainly in the third partof this document. These contributions include the

following:

• A comparison between existing flooding optimizations (MPR flooding and Gateway flooding), in Sec-

tion 7.1, that was published in [5].

• An evaluation of the scalability optimization of ad hoc routing with Fisheye enhanced OLSR, in Section

8.2, that was published in [9].

• A new proposal for OSPF’s extension in order to integrate router ad hoc mobility in the Internet, in

Section 6.3, that was published in [11].

• A new solution for NEMO to integrate network ad hoc mobility in the Internet, in Section 6.4, that was

published in [7].

• A new solution for ad hoc node IP auto-configuration, in Section 9.2, that was published in [8].

• A new scalability mechanism introducing clustering and hierarchical routing in OLSR (OLSR Trees),

in Section 8.1, that was published in [12].

• New ways to introduce topology reduction optimizations forOverlapping Relays OSPF on ad hoc

networks, in Section 7.2, that was published in [16].

• A new technique providing reliable synchronization of databases in mobile ad hoc networks (Database

Signatures), in Section 7.3, that was published in [4].
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Introduction to Internet Routing
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Chapter 1

Internet History

Communication networks and industrial revolution have gone hand-in-hand since the invention of the tele-

graph in the 1830s and the telephone in the 1870s. The telegraph began with communications that could

span nationwide, before the telephone achieved global coverage, maturing into the largest network in history,

connecting billions of users all over the planet.

Today, we witness the advent of another global network: the Internet. Instead of simply connecting phones

and being dedicated to voice communications, the Internet connects many kinds of devices and is used to

communicate many different types of data: text, video, voice or audio in general – in short: anything that can

be digitized. Already connecting almost a billion users in 2005, hundreds of millions of machines across the

world, and an amount of traffic that doubles every year, the Internet quickly develops into what may soon be

the network, universally used for all kinds of communication. This chapter presents a brief history of this

development.

1.1 The ARPANET and Packet Switching

During the Cold War, in the late 1960s, the U.S. Defense Advanced Research Projects Agency (DARPA) ini-

tiated a research program aiming at developing a communications infrastructure that would be robust against

even a large scale nuclear attack. Also influenced by their need to share expensive computing ressources

7
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Figure 1.1: History of the number of machines connected to the Internet.
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Figure 1.2: History of the estimated number Internet users over the last decade. (Source: Internet World
Stats)

among themsleves, researchers have therefore conceived the successfull decentralized design of the Internet

we know today.

This design is based on the concept ofpacket networking(also called packet switching), that appeared in

the early 1960s. Packet networking namely differs fromcircuit networking, which was the main network

technology at the time – being the base of telephony back then. The key difference between packet net-

working and circuit networking is that messages in a packet network are self-descriptive, whereas in circuit

networks they are not. In packet networks, each message contains enough information about where it is from

and where it is supposed to go, so that it can suddenly appear anywhere/anytime in the network, and still reach
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its destination as expected. On the other hand, in circuit networks, messages do not contain self-descriptive

information and are therefore totally dependent on being initially put on “the right tracks” at the right time,

for them to reach their destination as expected.

In fact, this basic difference influences greatly the characteristics of the network. For instance, packet net-

works could be based on machines (calledmultiplexors) that are able tostoremessages andforward them

when appropriate, whereas circuit networks could not work with multiplexors. This aspect made packet net-

works cheaper to build, maintain and operate compared to telephone networks. Indeed, multiplexors can

share expensive transmission facilities more efficiently than the machines imposed by telephone networking.

Moreover, this very same aspect made packet networks more reliable than telephone networks. Because a

message in packet networks can “find its way”, even if some machines on the path to destination are out of

order, chances are that the message will find an alternative route to reach its destination. Even if no route

is available at the moment, the message can be stored until a route is available again. On the other hand, in

circuit networks, if a machine is unavailable on the path to destination, the message is lost.

Therefore, techniques and technologies for interconnecting packet networks of various kinds were investi-

gated, the goal being to develop a system which would allow networked computers to communicate trans-

parently across multiple packet networks. The DARPA project was called the “Interneting” project and the

system of networks which emerged from the research was knownas the “Internet”. The system of protocols

which was developed over the course of this research effort became known as the TCP/IP Protocol Suite, af-

ter the two initial protocols that were developed: Transmission Control Protocol (TCP) and Internet Protocol

(IP) – see Chapter 2 for more details on Internet protocols. And in 1969 was born the earliest portion of the

Internet – then called the “ARPANET” – connecting 4 machinesin 4 southwestern US universities (UC Los

Angeles, Stanford Research Institute (SRI), UC Santa Barbara and the University of Utah). From then on,

the size of the Internet basically doubled every year for thenext three decades.

In 1972, a large demonstration of the ARPANET at the International Computer Communication Confer-

ence (ICCC) was organized. This was the first public demonstration of this new network technology to the

public. It was also in 1972 that the initial “killer” application, electronic mail, was introduced, motivated by

the need of ARPANET developers for an easy coordination mechanism. Email quickly became the largest

network application.

The ARPANET rapidly grew in population and capacity during the 1970s, linking several then “powerful”
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supercomputers, and researchers and academics in many different fields had begun to make an increasing use

of the network.

1.2 From NSFNET to the Internet

In the 1980s, while ARPANET’s military funding progressively dried out (which led to its shutting down in

1989) the National Science Foundation (NSF) deployed a parallel network called NSFNET, which was based

on the same TCP/IP technology, and created in 1985 a program that funded the connection of all educational

facilities, academic researchers, government agencies, or international research organizations in the USA

through this network, which was provisionned to handle the increasing traffic loads. In a few years NSFNET

grew from a few nodes connected with 56 kbps links, to a backbone of 21 core routers with multiple 45 Mbps

links, connecting over 50,000 networks on all seven continents, and even outer space.

Widespread development of local area networks (LAN) with Ethernet, personal computers (PC) and work-

stations in the 1980s also greatly participated in the flourishing of NSFNET. When NSF’s funding stopped in

1995, the network that resulted was already known as the Internet since a few years in the academic commu-

nity. Continuing explosive growth was then experienced when the introduction of HTTP documentation and

the World Wide Web started to enlarge the interest for the Internet to a larger public. Many commercial com-

puter networks (now known as Internet Service Providers, orISPs) began selling connection to the Internet

and data services to individuals, giving birth to the development we know of today.

1.3 Internet Standards

Part of the Internet’s success is due to its open nature and its standardization process, which philosophically

differs with the way standards are usually developed in the industry in general – and in the telephone industry

in particular. Appendix A briefly overviews this special organization which produces many of the documents

cited throughout the following chapters, on which the Internet is technically based.

The next chapter introduces to the techniques and standardsemployed to form the network of networks
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that is the Internet.





Chapter 2

Routing in the Internet

In this chapter, we give a brief overview of Internet’s general functioning, in order to introduce a particular

functionality needed for networking:routing. Routing consists in the task of establishing paths througha

network, enabling distant nodes to communicate. The challenges encountered in accomplishing this task

with different Internet environments will be the main subject of the analysis presented in this document.

2.1 Internet Protocols Architecture

In order to solve the problem of creating a network, the Internet uses an old engineering technique: breaking

a complex problem into smaller manageable pieces, and solving them one by one. Therefore, the Internet

uses the abstractions oflayers (similarly to other telecommunication systems) to separate networking into

several functional areas. Each layer gathersprotocols, and each protocol solves a specific problem inside the

functional area of its layer.

A protocol is a set of rules and formats that govern some levelof communication between machines, so

that they can understand each other at this level. The separation into layers and protocols is hierarchical, in

the sense that protocols of the highest layer, calledapplications, beneficiate from the services provided by the

lower layers. The Internet layers and examples of protocolsare pictured in Figure 2.1 and Figure 2.2. Their

functions can be described as follows:

Layer 1: The Physical Layer – This is the lowest layer. It contains protocols responsiblefor moving

the individualbits (the actual “0”s and “1”s forming digitized information) between machines connected by

a communication medium (i.e. a link).

13
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Layer 2: The Subnetwork Layer – This layer creates the abstraction of asubnetwork, reaching the ma-

chines connected by the same link. The protocols in this layer are responsible for (i) forming and monitoring

frames (ordered sequences of bits) sent and received over the link, and (ii) arbitrating access to this medium

if it is shared by several machines. This layer is also calledthe MAC (Medium Access Control), the LAN

(Local Area Network) or the Data Link layer. Example of Layer2 protocols includeEthernet (IEEE 802.3)

for wired connection, orWiFi (IEEE 802.11, also called WLAN) for wireless connection. The subnetwork

layer protocols of course use the services of physical layerprotocols in order to function.

Layer 3: The Network Layer – This layer creates the abstraction of anetwork, reaching machines accross

different subnetwork topologies and technologies. The function of the protocols in this layer is to logically

concatenate sets of links to form the abstraction of a singleend-to-end link. This allows a machine to commu-

nicate with any other machine in any subnetwork, by computing a route between these two machines, through

intermediate machines if necessary (this computation is called routing). These protocols use the services of

the subnetwork layer to carry packets over each link on theseroutes. For example, the most important layer

3 protocol used on the Internet isIP (Internet Protocol) . Aside from formating the information exchanged

between different machines on the Internet, the crucial role of this protocol is to identify each machine (over

all the subnetworks) with a unique name:IP addresses. This responsibility, and the employed addressing

scheme are fundamental in the Internet, especially for routing, as we will see in next sections.

Layer 4: The Transport Layer– This layer usually provides the abstraction of reliable end-to-end links.

Basically, it provides error control, flow control and congestion control services over the end-to-end links

given by the network Layer. Error control deals with packet loss, corruption or duplication through detecting

these errors, and discarding or retransmitting packets when needed (which is often the case). Flow and con-

gestion control regulate the rate of packet transmissions of a source towards a destination, so that it matches

the rate currently sustainable by the network and the destination. The transport layer is also responsible

for distributing the right packets to to the right application. This distinction is done by adding to packets

application-specific identifiers, calledports). Examples of Layer 4 protocols includeTCP (Transmission

Control Protocol), that provides all the features we just mentionned, andUDP (User Datagram Protocol),

that does not provide error control or flow control, but just application distinction. UDP is used by applica-

tions that don’t need error and flow control, or that provide their own error and flow control.

Layer 5: The Application Layer – This layer contains the protocols that directly serve the users that want
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to communicate over the network, or access remote ressources. These protocols are also called applications.

There are many examples of such protocols, includingHTTP (HyperText Transfer Protocol) for the Web

browsing,FTP (File Transfer Protocol) for file transfering, orSMTP (Simple Mail Transfer Protocol) for

e-mails,etc.

Physical

Application

Transport

Network

Subnetwork

Figure 2.1: The layers in the Internet architecture.

Application

Subnetwork

Network

Physical

Transport

Ethernet

Ethernet

IP

TCPUDP

HTTP FTP SMTPDNS

Figure 2.2: The Internet protocol stack.

Layers separations are not always respected. As shown in Figure 2.2 the Ethernet protocol spans over two

layers at the same time, and this is not the only cross-layer example. However, it is has been the base of
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Internet engineering for decades, and it is followed in general.

In the next section, we will focus on the layer 3 functionalities and more precisely, on IP and on the routing

functionality.

2.2 IP Addressing

One of the fundamental pieces of the network layer is the addressing scheme it employs. In this section we

will therefore describe it. As the Internet uses predominantly IP version 4 (IPv4), we will focus on this ver-

sion of IP and in the following, IP will be synonymous with IPv4. The alternative version, IPv6, is not fully

established yet, and furthermore, the principles described in the following apply also to this new version of IP.

IP addresses consist in 32 bits, and are typically represented with the dotted-quad notation, in which the four

bytes(groups of 8 bits, which are also calledoctets) are separated by dots and written as decimal numbers

that vary from 0 to 255. An example of this notation is:

10001111 01000110 00000010 00000111= 143.70.2.7 (2.1)

IP has knowledge only of this type of addresses. In particular, it has no knowledge of names and cannot deal

with them. Therefore, an application calledDNS (Domain Name System)is thereby needed to map usual

web names such aswww.google.cominto the 32 bits binary addresses that IP deals with.

2.3 Hosts and Routers, Usual Internet Terminology

This section introduces some terms and definitions that willbe used in this document.

Hosts and Routers –In the Internet, two distinct types of machines can be found:hostson one hand, and

routerson the other hand. Routers are machines (multiplexors) thatare dedicated to forming the network, as

well as storing and forwarding users’ data: they are thecoreof the network. Hosts are machines that just use

the network, from theedgeof the core.
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For example, when an individual connects to the Internet from home with his PC, his computer is a host.

On the other hand, the machine to which his PC connects in order to go online is a router, that belongs to this

individual’s ISP (Internet Service Provider, see Section 2.6).

Interfaces and Subnets –Each host has typically oneinterfacethrough which it is connected to asub-

network. A subnetwork (often abreviated into asubnet) usually gathers a number of hosts and is typically

connected to other subnets, via a router. A router has therefore typically several interfaces, at least one on

each subnet it connects, and there may be many, in case of a bigrouter.

Networks and Internet – An ensemble of subnetworks connected by a number of routers is called anet-

work ∗. The Internet is then, physically, the interconnection of all the networks, routers and hosts around the

world – that use IP.

A specificity of IP is that each router interface as well as each host interface must be assigned a unique

IP address. With the exponential growth of the Internet, an IP address shortage was feared (though IPv4

specifies more than 4 billion different addresses), and this is initially why a new version of IP (IPv6) was

envisionned, with bigger addresses: 128 bits long.

Nodes and Topology –Another common term in the networking terminology is: anode. In the Internet,

and in the following, this term designates a machine that is part of the network in general. That is: a node in

the Internet is either a host or a router. The specific state ofa network at a given time, with respect to how

nodes are inter-connected, is then called the network’stopology.

Overhead and Control Traffic – In the following, we will call overheador control traffic any message

or part of message that is sent on a network, but that is not actual user data. In other words, this corresponds

to the network load that is needed for the network to be functional.

Broadcast, Multicast and Unicast –The primary function of a network is to enable the deliveringof some

information to some nodes on the network. Different categories of delivery are defined: abroadcastis the

operation of delivering a message toall the nodeson the network. Amulticastis the operation of delivering

a message toa subset of nodeson the network. And finally, aunicastis the operation of delivering a message

∗Sometimes a subnet is also called a network, as it is indeed a small network connecting a number of machines. However, there is a
difference between the two terms. On a subnet, nodes can usually communicate directly with each other over the same link, while on a
network in general, nodes may have to communicate via one or more routers, as they may not be directly connected by the samelink.
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to a single nodeon the network.

2.4 IP Packets

The IP protocol defines the way information is sent over the network, between different machines. Informa-

tion to be delivered is emitted as series of packets that share the same format and contain data that must be

transmitted, typically at the request of an application, through TCP or UDP, and then down to IP (see Figure

2.2). This data is digitized, in form of a certain sequence ofbits, and called theuser data.

As mentionned in Section 1.2), the Internet is based on packet switching. Therefore packets also include

self-descriptive information,i.e. where the packet comes from, where it is supposed to arriveetc. This infor-

mation is contained in a header, called theIP header, in form of another sequence of bits, that is positionned

in front of the user data in an IP packet.

<--------------------- 32 bits --------------------->

+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

Start of IP Header -> |Version| IHL | TOS | Total Length |

+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

| Identification |Flags| Fragment Offset |

+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

| TTL | Protocol | Header Checksum |

+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

| Source IP Address |

+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

| Destination IP Address |

+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

| |

: (Options, if any, and padding if necessary) :

| | <- End of IP Header

+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

Start of User Data -> | |

: User Data :

| | <- End of User Data

+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

Figure 2.3: The IP packet format.

Figure 2.3 shows an IP packet in its most common graphic representation (in IETF documents). An IP

packet is broken into pieces of 32 bits (the size of an IP address), and each piece is represented graphically by

a row. The actual IP packet is then the series of bits represented by the concatenation of the rows, just like a

text being read, from left to right on each line, and from the top, to the bottom line. The fields of an IP packet

(the self-descriptive information) can be decribed as follows:

Version – 4 bits long. This field identifies the version of IP specification to whichthe packet is format-

ted. As mentionned earlier the version is usually 4.
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IHL – 4 bits long. This field identifies the IP Header Length (IHL). It specifiesthe number of 32 bits

words in the packet’s IP header. Typically this number is 5.

TOS – 8 bits long. This field identifies the Type Of Service (TOS). It was initially intended to enable IP

to support different levels of service, but it is typically unused.

Total Length – 16 bits long. This field specifies the total number of bytes in the packet, including the

header.

Identification – 16 bits long. This field is used as an aid for fragmenting and reassemblingpackets that

are too big to be transmitted at once. Typically, this fragmentation function is not used.

Flags – 3 bits long. This field is also used as an aid for fragmenting and reassembling packets that are

too big to be transmitted at once. Typically, this flag is set to theDon’t Fragmentvalue.

Fragment Offset –13 bits long. This field is also used as an aid for fragmenting and reassembling packets

that are too big to be transmitted at once. Typically, this fragmentation function is not used.

TTL – 8 bits long. This field identifies the Time To Live (TTL) of the packet. It is used to control the

length of time that a packet stays in the network. At each transfer on the path of the packet through the

network, this field is decreased by 1. If this field reaches 0, the packet is considered as not valid anymore and

will be discarded.

Protocol – 8 bits long. This field indicates to which upper layer protocol it shouldpass the user data. Typi-

cally, this is either TCP or UDP.

Header Checksum –16 bits long. This field provides a protection of the packet header against corrup-

tion during transfer.

Source IP Address –32 bits long. This field identifies the sender of this packet with its IP address. This IP

address is used to route the packet.
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Destination IP Address –32 bits long. This field specifies where this packet should be delivered. This

IP address identifies the destination of this packet, and is also used to route the packet.

Options –Variable length. This field allows further expansion of the IP header for special purposes. Most of

the time it is unused, and this field is of length 0.

Padding – Variable length. This field is used if needed for alignment, to ensure that theheader length of

the packet is anyways a multiple of 32 bits words, even in caseof “strange” option length.

User Data – Variable length. This field contains the data that was requested to be transmitted, usually

by higher layer protocols such as TCP or UDP.

Some self-descriptive informations – source and destination IP addresses– included in the IP header are

especially important for routing. The next section therefore introduces to routing in the Internet and how this

routing is tied to IP addressing.

2.5 The Role of Routing

The Internet is basically a collection of thousands of packet subnetworks, large or small. Each of these sub-

networks connects several hosts together (for instance several users’ PC) via a layer 2 protocol – such as

Ethernet or WiFi. On the other hand, each subnetwork is itself connected to other subnetworks via routers:

machines that are connected to several subnetworks at the same time and whose primary task is to vehiculate

data from one subnetwork to another, to create a network – that is, to its full extent: the Internet.

In order to achieve this abstraction, it must be ensured thatany node in the Internet can reach any other

node that is also online. If the two nodes are in the same subnetwork, the layer 2 protocol used on this par-

ticular subnetwork provides that the two nodes can communicate directly over the medium connecting them

– for instance a wire in the case of Ethernet. Figure 2.4 showsa small subnetwork of hosts and one router

connected by Ethernet. In this case, Host A can for example communicate with Host C with the Ethernet

protocol, through their interfaces on the same wire. This wire (represented by the central solid line in Figure

2.4) is in the case of this subnetwork the shared communication medium that connects directly each interface

to every other interfaces on the network.
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Host A

138.27.1.0/24

138.27.1.4

138.27.1.3138.27.1.2138.27.1.1

Ethernet 1

Router 1

Host CHost B

Figure 2.4: Subnetwork connected by Ethernet.

Note that, as shown in Figure 2.4, the usual IP addressing scheme is to have all the interfaces in the same

subnetwork share the sameprefix (also calledsubnet mask). Indeed, hosts A, B and C, as well as Router

1, each have an interface on the subnetwork, and all these interfaces’ address have their first 3 numbers

in common: “138.27.1”. This common addressing part is called the prefix of the subnetwork. Notice that

each number represents 8 bits (see Section 2.2), so the prefix“138.27.1” is actually 24 bits long. Hence the

denomination of the subnetwork “138.27.1.0/24”, which indicates that all the interfaces on this subnetwork

have their address beginning with the prefix “138.27.1”. Conversely, the mention “138.27.1.0/24” also means

that any node with an IP address matching the prefix “138.27.1” is supposed to be on this subnetwork, and

“138.27.1.0/24” is therefore understood as the address of this subnetwork.

It is important to note how this property ties to the IP address of a node both (i) its identity and (ii) in-

formation about its location. This organization is essential in IP networks and many protocols rely on such an

addressing scheme. A node with an interface on a subnetwork must be aware of the subnetwork’s prefix, and

its interface must be configured with an IP address that matches the subnetwork’s prefix. This can be done

manually, or automatically when the interface is connected, with a protocol such as DHCP (Dynamic Host

Configuration Protocol [44]).

Now, if a node, say host A in Figure 2.5, has to reach another node in a different subnetwork, say host

G, something special must be done because host A and host G arenot connected to the same wire, and there-

fore cannot directly communicate. This “something special” is called routing: the task of finding a way to

reach a remote node through intermediate nodes. For this task, routing protocolsare used in the Internet. In
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this case, if host A wants to send a message to host G, a routingprotocol would enable the packet sent by

host A to be transfered via Router 1, and then Router 2, on to host G.

Routing protocols rely on the IP addressing organization wehave described above. For example, in Fig-

ure 2.5, host A can determine that it needs routing to reach host G by checking that host G’s address does not

match the prefix of the subnetwork of host A. Indeed, “138.27.3.10” does not match the prefix “138.27.1”,

therefore host A can conclude that host G is not in its subnetwork and that routing is needed in order to reach

host G. On the other hand, host A can determine that it can communicate directly with host B because host A

can verify that host B’s address matches the prefix of its subnetwork “138.27.1”, and in this case no routing is

necessary. In summary, when a host sends a packet to another host, it either sends it directly to the destination,

or to an intermediate node for forwarding closer to the destination. The choice of direct or indirect delivery

depends on the destination address and the prefix of the subnetwork of the sender. If the host cannot deliver

it directly, the packet is sent to a router on the subnetwork,that runs a routing protocol (contrary to hosts in

general). The knowledge provided by this routing protocol will enable the router to forward the packet closer

to destination.

More generally, in a network, a routing protocol ensures that information can be sent between distant devices

connected to this network. For instance, when connecting tothe Internet, a user may want to communicate

with a friend somewhere in the country, or access a foreign website. The role of routing protocols is to enable

users to communicate and exchange information between themand remote ressources.

2.6 Autonomous Systems

From an organizational point of view, the Internet is split into domains, also calledautonomous systems (or

AS). Each domain typically gathers several subnetworks and routers that are run under the same technical and

administrative control.

Autonomous systems are organizations of varying size. For example, large ISPs (Internet Service Providers)

such as MCI or Sprint each run a large autonomous sytem, typically a geographically wide topology of big

routers and ultra-fast links called abackbone. There are also smaller domains, such as ISPs that focus on

residential dial-up services (for example AOL), or other types of organizations such as university campuses.

As connectivity is the most important value in the Internet,these different organizations must ensure that
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Figure 2.5: 3 subnetworks connected by 2 routers.

they have a path to reach one another at all time. Therefore, these domains are connected to each other. This

is especially true for large ISPs, that connect directly to one another in many places – for backup in case of

failure. Other smaller domains may pay a larger ISP to provide connectivity for them.

This complex hierarchical interconnection of networks anddomains influences the way routing is done in

the Internet. Indeed, one set of routing protocols is used for routing within a domain: such a protocol is

called anIGP (Internal Gateway Protocol). Another set of routing protocols is used for routing outside of a

domain, between different autonomous systems: such a protocol is called anEGP (External Gateway Proto-

col).

Basically, IGP routing protocols are run completely internally to each domain, and make sure that any node

can reach any other nodein the same domain. Several IGPs may run in the same AS, although most of the

time only one is used. On the other hand, EGP routing protocols are the glue that ties the various domains

together, to make sure that a user of one domain can reach resourcesin other domains, wherever in the Inter-
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net. The next chapter will overview a typical IGP and a typical EGP.

The distinction between IGPs and EGPs is not specific to the routing techniques employed by these pro-

tocols. Indeed, these two classes of protocols simply havedifferent purposes. On the other hand, the last

section of this chapter will distinguish classes of routingprotocols with respect to thedifferent techniques

they employ.

2.7 Routing Techniques

Routing is the process of finding a path from a node to every destination in the Internet. The question is: how

to do that in a way that canscaleto millions of possible destinations, and thusdynamically, as some links or

routers may experience temporary failures, or new links maybe addedetc.

In this section we describe the techniques employed by Internet routing protocols to achieve their goal in

a scalable and dynamical way.

2.7.1 Hop-by-Hop Distribution

Routers in the Internet runrouting protocols, and these routing protocols establishrouting tablesin each

router connected to the Internet. A routing table contains typically two columns: (i) the address of a destina-

tion node or subnetwork, and (ii) the address of the network element that is the next hop on the path to this

destination. When a packet arrives at a router, the router consults the routing table to decide the next hop

for the packet,i.e. in which direction is the next step forward for the packet to get to its destination. Thus,

routers do not have to store detailed paths/destination information but rather simple directional pointers, and

the complete information about an end-to-end path is distributed accross routers, hop-by-hop, along the way.

For example in Figure 2.6, router A is connected to router B and router C. The shortest path from A to

D is through B. But on the other hand, from A to E or to H, the shortest path is through C. Figure 2.7, shows

the summary of this information for every destination, fromrouter A’s point of view. That is: router A’s

routing table.

The role of a routing protocol is to provide each router with arouting table, such as whatever destina-

tion is specified, the router can consult its routing table and be able to perform forwarding,i.e. decide in

which direction should a specific packet be transfered.
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Figure 2.7: Example routing table.

In order to provide each router with a routing table, a routing protocol must organize the communication

of global topological information to each router. Indeed, in Figure 2.6, router A may know of router B be-

cause it is a direct neighbor, but router A has no means to knowof router D and how to reach it unless some
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“topology information” mechanism is put in place. When we look at Figure 2.6, we see the whole topology

at once, and therefore we are able to construct paths. It is the purpose of a routing protocol to provide a

mechanism that gives a picture of the global topology to eachrouter.

Routing protocols mainly differ in the kind of topology information they communicate to each router. The

next section gives a brief overview of the two main classes ofrouting techniques:Distance Vectoron one

hand, andLink Stateon the other hand. However, whatever the technique used, thefollowing requirements

remain:

1. Minimizing routing table space taken in each router.

2. Minimizing the amount of information that needs to be exchanged between routers in order to build

routing tables.

3. Minimizing routing errors, even when the network is unstable, and guaranteeing loop-free routes.

4. Using optimal paths, shortest paths.

The use ofoptimalpaths supposes the use of ametric, with respect to which the paths are optimal. A very

natural metric is the hop-count (i.e. the number of links used on a path). Another metric can associate dif-

ferent costs orweightson different links according to whatever criteria that needs to be optimized. Optimal

paths then minimize the sum of the weights of the path. Figure2.8 and Figure 2.9 show how the routing

table is changed when links have different weights. Notice the difference with the routing table in Figure 2.8

(which is equivalent to the case where all the links in the network have the same weight).

The next sections describe the two main routing algorithms that are used in the Internet. Both algorithms

assume that a node knows its neighbors as well as the cost of the link to its neighbors. Starting from there,

each technique can be summarized as follows.

2.7.2 Distance Vector Routing

Distance vector routing is based on a very simple algorithm,called theBellman-Fordalgorithm, which has

each router periodically telling its neighbors its “distance” to every other router in the network. In other
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Figure 2.9: Example routing table with weighted links.

words: each router periodically communicates its whole routing table (i.e. distance “vector”) to its neigh-

bors. For instance, consider the simple topology in Figure 2.10. The initial routing state is shown in Figure

2.11, where each router knows its neighbors or networks it isconnected to.
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After the first round of routing information signalling, C learns about A, through B’s advertisement. Router

C can now include a route to A in its routing table. On the otherhand, B learns about the network that A

can reach, through A’s advertisement, and B can now include aroute to this network in its routing table. The

routing tables after the first round of signalling are shown in Figure 2.12.

After the second round of information signalling, C learns in turn about A’s network connection, through

B’s updated advertisement. C can now include a route to this network in its routing table. The routing tables

after the second round of signalling are shown in Figure 2.13. At this point, all the nodes in the topology have

full connectivity,i.e. a path to all possible destination – which was the goal that was aimed at initially.

Router B

1

2

Network
137.45.0.0/16

Router C

Router A

Figure 2.10: Example topology for Distance Vector.
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While the advantage of the distance vector algorithm is its simplicity, it suffers from a couple of important

drawbacks: (i) the size of each router’s advertisement basically grows linearly with the size of the network,

which affects the ability of this algorithm to scale for a large topology, and (ii) the distance vector algorithm

does not handle certain failure situations very well.

One simple case where the algorithm runs into problems is thefollowing: suppose that in the topology

shown in Figure 2.10 the link between router A and router B goes down. Router B then immediately knows

that A and its network are now unreachable. But on the other hand, Router C does not know that immediately,

and therefore C continues to advertise that it has a route to Aand its network. If C’s ignorant advertisement

reaches B before B’s updated advertisement reaches C, a situation is created where B will think that it can

in fact reach A through C. At the same time, C will learn from B’s advertisement that A is unreachable. But

during the next round of advertisements, B and C’s roles are reversed: B will advertise a route to A and C

will then believe that it can in fact reach A through B. At the same time, B will then be convinced that A is

unreachable. This abnormal ping-pong situation can continue a long time before the routers realize that A is

indeed unreachable. This behavior is called thecount-to-infinityproblem.

Some fixes have been developed to patch the distance vector algorithm so that it behaves better when facing

the count-to-infinity problem. However, using a radically different algorithm may be a better solution in some

cases where the topology is large and subject to more frequent changes. The next section describes such an

algorithm: thelink statealgorithm.
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2.7.3 Link State Routing

In contrast with the distance vector algorithm, the link state algorithm is based on the idea that each router

periodically tells every other router in the network its distance to its neighbors. This neighborhood informa-

tion is communicated throughLSPs (Link State Packets), each of which essentially containing (i) the identity

of the node that originated the LSP, (ii) the list of neighborrouters and networks connected to the node, and

(iii) the cost of these links. Each router in the network periodically generates an updated LSP describing its

neighborhood at the moment.

An algorithm calledfloodingthen ensures that each router’s LSP is delivered to every other router. A simple

example of flooding algorithm is the following: when a routerreceives a new LSP, it stores the packet and

then forwards it to all its neighbors, except to the one(s) from which it received the packet. This way, starting

from its source, the packet is delivered hop-by-hop to each and every router. This algorithm is calledclassical

flooding.

The set of up-to-date LSPs of all the routers forms a databasethat can be used to construct a map of the

entire topology. This database of LSPs, called theLink State Databaseis in fact present in each router, after

all the routers have generated and flooded their own LSP. Thus, each router can then independently construct

its own map of the whole topology, and therefore compute optimal routes to every possible destination in the

network.

For example, if we consider the example topology shown in Figure 2.14, the LSPs then generated by routers

A, B, C and D are given in Figure 2.15. The link state data base in this case consists in these 4 LSPs, and after

all these are flooded by their respective originator, each router has a copy of every LSP. Therefore the same

link state database is present in each router, and from the information contained in the link state database,

each router can derive (i) the identity of all the nodes in thenetwork, (ii) the connections between the nodes,

and finally (iii) the optimal routes to every node in the network.

A router can compute optimal routes through the use ofDijkstra’s shortest path algorithmover its link state

database. Dijkstra’s algorithm computes the shortest paths from aroot (i.e. the router where the algorithm
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Figure 2.14: Example topology with link state routing.

is being run) to every other node in the network, through a process that can be summarized as follows. The

idea is to maintain a set of nodes,S, for which the shortest paths have already been found – initially, this

set contains the root and its direct neighbors. The algorithm then explores every way in which a given node

n outside ofS can be reached by a one-hop path, from a node that is already inS. The shortest of these is

chosen as the path ton andn can then be added toS. The algorithm continues in such a fashion, adding new

nodes toS until the shortest paths to all the nodes in the network are obtained.

The exact algorithm is described in Appendix B. Figure 2.16 shows an example topology and the corre-

sponding shortest path tree computed from Router 1.

Even though conventional wisdom tends to consider link state protocols as more stable than distance vector

protocols, routing loops can also form with link state routing depending on the topology, because of discrep-

ancies between link state databases in different routers. This may happen if the network is very dynamic,

with links constantly coming up and down. However, one clearadvantage of link state routing over distance

vector routing is that each node running a link state protocol possesses information about the entire network
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topology. This knowledge can indeed be very useful, even forpurposes other than routing, as we will see

throughout this document. Apart from this point, both distance vector and link state routing have their merits

in terms of performance, robustnessetc. Therefore both are actively used today on the Internet. Thenext

chapter details OSPF, a typical link state protocol, and also overviews BGP, a typical distance vector protocol.



Chapter 3

Internet Routing Cornerstones: OSPF

and BGP

In this chapter, we introduce the two routing protocols thatare essential to today’s Internet functionning.

OSPF as the most common IGP, and on the other hand BGP, as the most common EGP. Moreover, also with

respect to the categories defined in Chapter 2: OSPF is the archetype link state routing protocol, while BGP

is based on the distance vector algorithm.

3.1 BGP

BGP (Border Gateway Protocol) is the predominant EGP used inthe Internet. The version of the protocol

currently in use is version 4 (BGP4), documented in [62]. While BGP is essentially a distance-vector algo-

rithm, it features several additional mechanisms on top of this base in order to adapt and perform its task:

routing between Autonomous Systems, at the top level of Internet’s hierarchical organization, and carry full

Internet routing. In this document we do not focus on EGP routing, therefore, only a very brief overview of

BGP is given here. For a more complete introduction to BGP, refer to [61], or to the protocol’s specification

[62].

35
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3.1.1 Peer-to-Peer Sessions

The first particularity of BGP is that it breaks down networking into one-to-one relationships: the base of

BGP functionning happens between exactly two nodes: two neighbor routers running BGP, that are then

called BGPpeers, or speakers. BGP uses TCP to set up a reliable transport “session” between BGP peers.

Therefore, BGP starts by establishing as many BGP sessions as there are links between the routers running

BGP. Each session involves only two routers – but a router maybe participating in many sessions at the same

time, as many as the links it has with other BGP peers.

This approach is adapted to the fact that at the domain level,organizations such as large ISPs want to ne-

gotiate and control their connectivity on a one-to-one basis independently with peer ISPs, or with customers

(such as smaller domains or ISPs) to whom they sell connectivity.

At the start of a BGP session, two BGP peers exchange completecopies of their routing tables, which can

be quite large. However, from then on, only changes in these routing tables are exchanged, instead of again

whole routing tables. In general, an information communicated by a neighbor is considered valid until it is

explicitly invalidated by this neighbor, or until the BGP session with this neighbor is itself lost. Long running

BGP sessions are therefore more efficient than shorter ones. This is adapted to the types of linksused to

connect Autonomous Systems, which are usually top capacity, long-lived links, which experience failures

extremely rarely. This difference put aside, the traditional distance vector mechanisms are used to communi-

cate routing information to each router in the network.

3.1.2 BGP Messages, Paths and Attributes

Messages passed between peers include (1)OPEN messages, to open the BGP session, (2)UPDATE mes-

sages, to inform the neighbor about new routes that are active, or about old routes that are no longer active,

(3) NOTIFICATION messages to report possible unusual conditions before closing a BGP session, or (4)

KEEPALIVE messagesto inform the neighbor that the connection is still valid.

BGP’s basic unit of routing information is the BGPpath, a route to a certain set of IP prefixes. Paths are

tagged with variousattributes, which carry a wide range of information. The most importantattributes are

AS-PATHandNEXT-HOP. Basically, the AS-PATH attribute is the list of AutonomousSystems that a route
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goes through to reach its destination (each AS is identified by a number). Loops are detected and avoided by

checking for one’s own AS number in AS-PATH’s received from neighbors.

On the other hand, the NEXT-HOP attribute is the IP address ofthe first router to be reached in the next

Autonomous System on the path. This may actually be several hops away if the next AS is connected on the

“other side” of the currently traversed AS. The IGP used inside the latter is then used to route through the AS

to reach the BGP NEXT-HOP. If necessary, the IGP is also used for relaying a BGP routing update received

from a neighboring AS, to all the BGP speakers in the AS.

Several other path attributes are used by BGP. These include(i) various kinds of metrics specifying de-

grees of preference for the route, (ii) descriptions of the way an advertised prefix entered to routing table at

the source AS, or (iii) other kinds of information added overtime to bring new features in the protocol. This

extensibility has allowed BGP to accomodate the Internet’sgrowth and changing demands.

3.1.3 Policy Routing

It is the responsibility of the BGP implementation to selectamong competing paths using a nearly completely

undefined algorithm. The specification [62] states only thatthe computation should be based on “preconfig-

ured policy information”, the exact nature of this policy information and the computation involved being a

“local matter”. Therefore BGP and its policies reflect the individual peer-to-peer agreements at the ISP level.

A simple policy may impose that certain paths traverse certain trusted AS, while others must avoid some

other untrusted AS. This is easily achieved with the manupulation of the AS-PATH attribute. However, more

complex policies may also be used.

This document does not focus on EGP routing or on BGP, and therefore BGP will not be detailed further

here. For more information on BGP, refer to [61] [62]. In the following chapters, we will focus on IGP rout-

ing, and we will start by describing in the next section the most commonly used IGP in the Internet today:

OSPF.
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3.2 OSPF

OSPF (Open Shortest Path First) is the most common IGP in today’s Internet. The version of the protocol

currently in use is version 2 (OSPFv2), documented in [34], which is compatible with IPv4 specifications.

Another version of the protocol (OSPFv3) that is compatiblewith IPv6, is currently being developed. How-

ever, the predominant version is still OSPFv2, and therefore, in the following, OSPF will generally mean

OSPFv2. Moreover, most of the principles that will be described here for OSPFv2 apply to OSPFv3 as well.

OSPF was developed due to a need to replace RIP (Routing Information Protocol [75]), another routing

protocol based on the distance vector algorithm. RIP used tobe the most common IGP before OSPF was

established, but at some point was found to be limited and notadapted to “modern” Internet.

OSPF’s design was on the other hand based on a link state algorithm. As such, a router running OSPF

periodically generates and floods LSPs (see Section 2.7.3) called hereLSA (Link State Advertisements). Each

LSA, describes the links that a router has with its neighbor routers or networks. Each router is therefore

delivered updated LSAs of every router in the network, and isable to form a link state database that it can

use to compute its routing table, with the Dijkstra algorithm (see Section 2.7.3).

However, in addition to the link state algorithm, OSPF uses several other mechanisms supplementing this

base. These features enable OSPF to adapt to Internet’s growing use of various layer 2 technologies, to scale

to larger topologies, and to accelerate convergence.

3.2.1 Reliable Flooding, Sequence Numbers and Aging

In order to further protect the network against the formation of loops because of discrepancies between the

link state databases present in different routers, OSPF provides special mechanisms that aim atensuring that

databases are consistent throughout the network.

Each LSA therefore includes asequence numberthat is supposed to identify this message if coupled with the

address of the router that originated the LSA. However, thisidentification is not unique, since (i) sequence

numbers cannot actually grow to infinity, and (ii) a router that has crashed and that comes back online may

not be able to “remember” which sequence numbers it was currently using before it crashed. Special and

complex mechanisms are thus used to cope with such problems,calledwrap-arounds. These sequence num-

bers are used to determine which information is valid: when anode has received two LSAs originated by
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the same router, it can select the LSA with the newest sequence number as the up-to-date information, and

discard the other LSA as out-dated.

Moreover, each LSA includes anAgefield, that specifies how long the information contained in the LSA

should be considered valid. The age of an LSA cannot exceed a certain value calledMaxAgeafter which the

information is considered invalid. This provides a mechanism to eliminate out-dated information from the

link state databases of every router in the network.

Finally, sequence numbers are also used to providereliability in flooding. A node that forwards an LSA to a

neighbor expects anacknowledgementfrom that neighbor which confirms that the neighbor has indeed cor-

rectly received the LSA. Acknowledgements are special OSPFmessages that basically list a set of{Originator

Address, LSA Sequence Number} tuples that a node has recently received. A node that receives an LSA is

supposed to send an acknowledgement containing a corresponding tuple, to the neighbor which sent the LSA,

and such within a certain timeframe. Passed this timeout, the neighbor will retransmit the LSA, to make sure

that the node receives the LSA correctly. Some special procedures are also in place, aiming at suppressing re-

dundant acknowledgements, using other messages as implicit acknowledgements, or determining the number

of retransmissions attempts before giving up in face of non-acknowledgement. These procedures incur some

additionnal overhead, but on the other hand flooding is ensured to be as reliable as possible. This means that

every node receives a flooded LSA, as each forwarder makes sure that the nodes down the stream did receive

correctly the LSA (via the acknowledgement/retransmission procedures). This feature aims at guaranteeing

that link state databases are indeed the same in every routerin the network, therefore improving the protection

of routing against unwanted loops.

3.2.2 Overhead Optimizations with Interface Types

The Internet spans over many different mediums using various layer 2 technologies, and yielding somewhat

different properties. OSPF therefore categorizes the different mediums over which it may run, aiming at

taking advantage of the specificities of each category. These categories are calledinterface types, as OSPF

features some specific mechanisms to be run on a per-interface basis, depending on the type of medium the

interface connects.

For example, some mediums have an interesting property calledbroadcast. This characteristic means that a

message sent on a broadcast medium is heard by all the nodes that are connected to this medium. This is the
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case with Ethernet for instance: if a node successfully sends a message on an Ethernet link, all the nodes on

this network will automatically hear the message. This property can be used to optimize OSPF functionning

on this type of link, when many routers are connected by the same broadcast medium, which is often the case.

OSPF therefore defines an interface type calledbroadcast interface, with special mechanisms to be run on

this type of connection. Indeed, several OSPF routers connected by this type of medium will self-organize

into a virtual hub-and-spokes topology. One router is elected as the center of this virtual topology, and will

coordinate OSPF functionning on this medium. This router iscalled theDesignated Router (DR). Fig. 3.1

displays an example of such emulation.

By emulating this virtual star-shaped topology where each router has only one link, connecting it to the

Router 1

(Designated)

Router 2 Router 4

Router 5Router 1

Router 3

Router 5

Router 4

Router 3

Router 2

Figure 3.1: Example of Designated Router emulated topology. The routers are physically all connected by
the same broadcast medium (on the left). The emulated topology is star-shaped, centered on the Designated
Router, Router 3 in this example (on the right).

designated router (instead of the actual topology: each router is in fact indeed connected to every other router

on the medium), the amount of needed link state information and signalling can be reduced, while full con-

nectivity is still preserved. This is the case because the emulated star-shaped topology is itself optimal, at the

expense of being centralized – and therefore more fragile.

In order to attenuate the incurred fragility, another router on the broadcast medium is also elected, asBackup

Designated Router (BDR). The role of the BDR is to always be ready to immediately take over the central

job of the designated router, should the latter fail or crash.
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Several other interfaces types, and respective specific mechanisms are defined in OSPF for different cate-

gories of connection: Point-to-Point, Point-to-MultiPoint, Non-Broadcast Multi-Access (NBMA), or Virtual

Link. For more information on these, refer to [34] [35].

3.2.3 Convergence Acceleration with the Database ExchangeMechanism

An important part of the performance of a routing protocol isthe time it takes toconverge, i.e. the time it

takes to bring the network from its initial dysfunctional state to its fully functional state. OSPF features a

mechanism to accelerate this convergence in some cases: theDatabase Exchange.

OSPF database exchanges are intended to synchronize the link-state databases of routers throughout the

network. This mechanism runs on a peer-to-peer basis, messages being exchanged between two neighbors,

with one node (the master) polling, and other node (the slave), which responds. Both polls and responses

have the form of “database description” messages, listing aset of{Originator Address, LSA Sequence Num-

ber} tuples, accurately describing parts of the link-state database of the node that originated the message.

These messages enable neighbors to compare their link-state databases. If any of the two nodes involved in

a database exchange detects it has out-of-date or missing information, it requests these pieces of information

from the other node, which immediately updates its link-state database.

This database exchange mechanism can quickly jump-start a new router that just came online, and also

offers a better guarantee that link state databases are indeed the same throughout the OSPF network, which is

essential for a link state routing protocol to function correctly. However, it comes to the expense of more traf-

fic control. Therefore, some optimizations are also in place, specifying who should synchronize with whom

using this mechanism. For instance, in the case of a broadcast link with a designated router, each router on

the medium synchronizes only with the designated router, and not with the other routers.

3.2.4 Scaling with Hierarchical Routing with Areas

In order to scale to large topologies, an efficient approach is to introduce an abstract hierarchy and different

levels of knowledge. This approach is taken in the Internet in general, as we have seen with its organization

into independent Autonomous Systems and EGPvsIGP routing (see Section 2.6). OSPF uses a similar tech-

nique to scale for large domains, calledArea Splitting.

With the link state algorithm, any change, even minimal, hasto be propagated throughout the whole net-
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work via the flooding of one (or more) LSA, and Dijkstra has to be re-processed in every router, over the

updated link state database. However, if the topology is sufficiently large, a small change on one “side” of the

network does not change anything to the routing tables of thenodes on the other side of the network. In this

case, it is interesting to minimize the overhead due to such link state updates. OSPF therefore splits a large

domain into different parts, orareas(see Figure 3.3).

Area Splitting Terminology

An area is defined on a per-interface basis. A router can therefore belong to multiple areas if it has interfaces

in more than one area – such a router is then called anArea Border Router (ABR). If on the other hand all the

interfaces of a router belong to the same area, it is called anInternal Router (IR). A router that is a gateway

between OSPF and other routing protocols (for instance BGP)is called anAutonomous System Border Router

(ASBR), as shown in Figure 3.2.

On the other hand, routes that are within the scope of a singlearea are calledintra-area routes, whereas

routes which span over several areas are calledinter-area routes. Some routes may also be imported from

informations originated by another routing protocol: an EGP such as BGP, or an IGP such as RIP, if several

IGPs are used in the AS. These routes are calledexternal routes. In case of the availability of multiple routes

for a same destination, OSPF is configured to prefer intra-area routes over inter-area routes, and inter-area

routes over external routes.

Hierarchical Routing with Areas

Areas gather around a central area, calledarea 0(or backbone) and different areas communicatevia the back-

bone – using again a hub-and-spokes approach. LSA flooding stops at area boundaries, and boundary routers

are responsible for controlling information leaking between areas. Each area injects its “summarized” link

state information in the backbone via its boundary routers,and the backbone controls the injection of this

information into the other areas (see Figure 3.3). This way,if a change happens in one of the areas, it affects

only the routers in this area, and if the change is minimal, itdoesn’t change anything to the summarized infor-

mation that is injected in the backbone, and therefore it does not affect any router outside the area. Basically,

the way areas inject routing information in the backbone is the following:
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RIP
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AS3

BGP

BGP

BGP

Autonomous System Border Router

Area Border Router

Internal Router

OSPF Area

Autonomous System

Figure 3.2: Autonomous System splitting and router denomination.
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(Summary routes)

Inter−area routes

RIP

BGP

Intra−area route
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Area3

Backbone (Area0)

External routes

Figure 3.3: Area splitting and route denomination.
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1. Each router in the area computes its own intra-area routes, with the usual link state algorithm.

2. Each ABR in the area aggregates information concerning routes from itself to all the destinations in

the area. For instance, if the subnet 121.121.121.0/24 is in the area, instead of advertising every single

route to every single interface on this subnet, the ABR will aggregate this information in a single

advertisement: a route to the subnet 121.121.121.0/24. Similarily, if several subnets can be aggregated

under a more general prefix, further aggregation is possible. Such an advertisement is called a route

summary.

3. Each summary is advertised with a special kind of LSA: asummary LSA. A summary LSA adver-

tises a route from the ABR to a set of destinations in the area,with a cost that is set to the max-

imum cost from the ABR to any of these destinations. For example, let interfaces 121.121.121.54

and 121.121.121.37 be the interfaces on the summarized subnet 121.121.121.0/24, and the costs from

the ABR to 121.121.121.54 and 121.121.121.37 be 100 and 200 respectively. Then the ABR would

generate a summary LSA that advertises the aggregate 121.121.121.0/24 with weight 200.

4. Each summary LSA is reliably flooded in the backbone and thus, each ABR in the backbone can

maintain a “summary database” containing all the summary LSAs from all the ABRs in the backbone

– in addition to the usual link state database.

5. Each ABR advertises, in its own area, routes to prefixes from other areas. In case of multiple routes to

these “foreign” prefixes it chooses to advertises the shortest one.

OSPF specifications do not impose the way aggregation shouldbe done, so different levels of summarization

may be used. The advantages of summarization are those of hierarchical routing: better scalability, as the

routing information is smaller and less prone to change. However, this comes to the expense of a loss in the

precision of this information, which can lead to using sub-optimal routes in some cases.

3.2.5 OSPF Applicability

Because of its numerous specific mechanisms and optimizations, OSPF is able to adapt to most of the com-

munication mediums used on the Internet today and to scale tolarge topologies. However, these mechanisms

are rather complex, which makes this protocol less simple than some other protocols. Nevertheless, OSPF is

widely deployed and used throughout the Internet, as it is the most commonly used IGP.
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For more complete information about OSPF, refer to [35] or tothe actual specifications [34].





Part II

Routing Challenges with Mobility in the

Internet
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Chapter 4

Edge Mobility

In parallel with the explosion of the Internet, another phenomenon has fundamentally been changing the as-

pect of networks since a number of years: the generalizationof wireless communication with mobile devices,

such as cellular phones (see Figure 4.1 and Figure 4.2), or portable computers with WLAN equipment, with

already tens of millions of WiFi “hot-spot” users world-wide. Thus, there is nowadays a natural demand to

fully integrate both phenomena, and to extend the reach of the Internet to mobile wireless nodes, hosts, and

routers.

Date

more than 1 billion

more than 600 million

more than 300 million

Estimated Number of Mobile Phone Users

2004

2002

2000

Figure 4.1: Recent growth in the number of mobile phone usersworldwide (Source: Gartner).

However, the first part of this document introduced to routing problematics in the Internet based on the

assumption that nodes in the network are static: nodes, if online, are indeed expected to connect to the net-

work from a specific, pre-determined geogaphic location.

If this assumption is waived,i.e. some nodes can now move about “at will” and connect to the Internet

49
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Date

674 million units2004

519 million units

423 million units

2003

2002

399 million units2001

Estimated Number of Mobile Phone Sales

Figure 4.2: Recent growth in the number of mobile phone salesworldwide (Source: Gartner).

from different locations at different times depending on their mobility, a new challenge is set with the task

of routing. Indeed, as seen in Part 1, IP routing assumes thatthe IP address of a node is tied to its location.

Therefore, a node that changes location must also change itsIP address. However, a node’s IP address is

also its identity. Thus, the point of view of the other nodes in the Internet is that someone that stops using its

usual IP address has in fact disappeared and is now unreachable. So how can a mobile node thus change its

location and still keep its identity? The following chapters will discuss this new challenge for different kinds

of node mobility: on one hand edge mobility, and on the other hand, ad hoc mobility.

Edge mobility has been explored for a number of years and several solutions have gained both experience and

popular consensus – some of these are now integrated in Internet’s functionning. On the other hand, ad hoc

mobility is a rather new domain, and solutions in order to integrate this new type of mobility in the Internet

are still being discussed.

This chapter introduces edge mobility and some solutions that were developped in this domain, while the

remainder of this document will focus on ad hoc mobility.

4.1 Introduction to Edge Mobility

In a network, edge mobility describes the freedom of some nodes to (i) be mobile along the edge of the fixed

part of this network, and when necessary (ii) change from time to time theirpoint of attachment– i.e. the

geographical location of their connection to the network.

Typical examples of networks allowing edge mobility include cellular phone networks. Mobile phones con-

nect to the network via the nearest available base-station.Such base stations are disseminated all over the
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place, so that if a user moves too far from the base-station itcurrently attaches with, it will come to be in

reach of another base-station – which will then become its current point of attachment to the phone network.

In this case, the edges of the fixed part of the network are the base-stations, and the mobile nodes are the cell

phones and their users.

There is however a clear limitation to the movement of the mobile nodes. Indeed, mobile nodes must at

all times stay in direct reach of elements of the fixed edge. Further than the fixed edge’s range, a mobile node

is disconnected from the network. Hence the denomination ofthis category of mobility:edge mobility. For

example, with a cell phone, if a user moves away from the coverage zone (i.e. away from its current base-

station but not closer to any other base-station), the user will be disconnected and any phone conversation

will be interrupted – even if he was communicating with another user who is a few meters away from him,

but who is still in the range of the base-station. This situation is illustrated in Fig. 4.3.

Some solutions have been developed to enable such edge mobility in the Internet. The following sections

overview some of these solutions.

4.2 Mobile IP

The requirements that are at the base of Mobile IP are that (i)a node must be able to communicate with other

nodes after changing its link-layer point of attachment to the Internet, (ii) a node must be able to use its home

address to communicate, despite the current link layer point of attachment to the Internet, and (iii) a node

must be able to communicate with other nodes that may not implement Mobile IP.

One solution fulfilling these requirements and enabling nodes to move along the edge of the Internet, is

to mimic the way the post office offers mail forwarding services for people who have temporarily moved

away from their home. If a customer requests such a service, its home post office just needs to be specified

the temporary address of the customer, and will (for a while)forward all incoming mail intended for the

customer to the temporary care-of address specified by the customer. This is basically the approach taken by

Mobile IP to enable host edge mobility[39].

With Mobile IP, as a host moves along the edge (see Figure 4.4), it acquires a succession of temporary

care-of addresses that it communicates to a server located in its usual home network, called itshome agent.

The home agent is then able to forward IP packets intended forthe mobile node to its temporary location.
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Figure 4.3: Edge mobility limitation. Node A and node B cannot communicate even though they are geo-
graphically very close to each other, as node B is slightly out of range of the fixed edge, while node A is still
in range.
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Figure 4.4: Mobile IP edge mobility: a host is mobile along the fixed edge.
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More precisely, the general operation of Mobile IP can be summarized as the following series of steps:

1. Agent Communication –A mobile node identifies a Mobile IP server on its local network by engaging

in a discovery process. This server is generally a router which implements Mobile IP, and which is

then called an Mobile IP agent. A mobile node listens for AGENT-ADVERTISEMENT messages

sent out by agents. From these messages, a mobile node can determine where it is located. If it

does not currently hear such messages, a mobile node may ask for one by sending out an AGENT-

SOLICITATION message on the network.

2. Mobile Node Location Determination –A mobile node determines whether it is on its home network,

or a foreign network, based on the information included in AGENT-ADVERTISEMENT messages. If

a mobile node is in its home network, it does not do anything special. On the other hand, if the mobile

node is in a foreign network, it performs the following additionnal steps.

3. Care-Of Address Acquisition –The mobile node obtains a temporary address called a care-ofaddress.

This address can either come from an AGENT-ADVERTISEMENT message from an agent (then called

the foreign agent), or through some means external to MobileIP. This address will be temporarily used

to supplement the mobile node’s original home address. The home address always keeps the identity

of the mobile node, while successive care-of addresses keeptrack of its location.

4. Agent Registration –The mobile node informs the home agent on its home network of its present loca-

tion on the foreign network and enables packet forwarding, by sending a REGISTRATION-REQUEST

to the home agent. The home agent confirms with a REGISTRATION-REPLY message to the mobile

node. This exchange may be done either directly between the mobile node and the home agent, or

indirectly through the foreign agent.

5. Packet Tunneling –The home agent intercepts IP packets intended for the mobilenode as they are

routed to its home network, and forward them to the current location of the mobile node. This is done

by encapsulating these packets,i.e. basically wrapping them in new IP packets with the care-of address

as destination and sending them to the node’s whereabouts. When the wrapped packets arrive to the

mobile node they are stripped of their encapsulation and delivered as if the mobile node was indeed in

its home network. Fig. 4.5 shows an example of such forwarding.

6. Periodic Registration Renewal –Packet encapsulation and forwarding continues until the current

registration expires, unless the mobile node renews its registration for the same location or for a new

location. When the mobile node returns to its home network, it deregisters to cancel datagram forward-

ing and resumes normal operation.
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Figure 4.5: Mobile IP tunneling. Node B sends a packet to mobile node A. The packet is routed to the Home
Agent of node A which then tunnels it to the current location of node A. The path through the network is
highlighted.
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An optional feature called reverse tunneling may also be used in some cases, such as when the foreign

network does not allow outgoing IP packets with a foreign source IP address. When enabled, rather than

sending packets directly to the destination, the mobile node tunnels all transmissions back to the home agent,

which will strip them and send them on the Internet.

4.2.1 Performance Issues with Mobile IP

Since IP packets are always sent to a mobile node at its home address, each packet sent to the mobile node

must first go back to its home network before being forwarded to the mobile node’s current location. The

level of inefficiency that results depends on the location of the sender. Ifthe sender is near the home network

of the mobile node, the path used by Mobile IP to reach the mobile node is merely just slightly suboptimal.

However, if the sender is located elsewhere, the path used byMobile IP may become substantially less opti-

mal. The worst case actually occurs if the sender and mobile are on the same foreign network, in which case

each transmission must make a round-trip to the mobiles homenetwork and then back again.

Moreover, the encapsulation scheme used by tunneling also implies an additional overhead which may be

substantial in some cases, especially if reverse tunnelingis used. Section 6.4 will further detail these ineffi-

ciencies.
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Figure 4.6: NEMO edge mobility: a mobile router, with its attached subnetwork and hosts, is mobile along
the fixed edge.

4.3 NEMO

NEtwork MObility (NEMO [40]) is a protocol that enables a router to be mobile with its attached subnet-

work, along the edge of the fixed Internet core. The mobile router basically runs Mobile IP on behalf of all

of the attached hosts in its subnetwork, in order to continueto provide Internet reachability to its subnetwork

as a whole, as the router and its subnetwork are mobile along the fixed edge (as shown in Figure 4.6).

When the mobile network moves away from its home link, and attaches to a new access router (i.e. the

mobile network’s new point of attachment to the Internet), the mobile router acquires a Care-of Address. As

soon as the mobile router acquires its Care-of Address, it immediately sends a BINDING-UPDATE message

(similar to REGISTRATION-REQUEST in Mobile IP) to its Home Agent. When the Home Agent receives

this message, it creates a cache entry binding the mobile router’s home address to its Care-of Address at the

current point of attachment.
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The Mobile Router can then provide connectivity to the Mobile Network by being the default gateway. It

indicates this to the Home Agent by setting a flag in the BINDING-UPDATE message. This message may

include information about the Mobile Network prefix(es), sothat the Home Agent can forward to the Mobile

Router packets meant for nodes in the Mobile Network attached to the mobile router. The Home Agent can

then set up forwarding for all prefixes owned by the Mobile Router.

The Home Agent acknowledges the BINDING-UPDATE message with a BINDING- ACKNOWLEDGE-

MENT message sent to the Mobile Router (similar to REGISTRATION-REPLY in Mobile IP). Once the

binding process

finishes, a bi-directional tunnel is established between the Home Agent and the Mobile Router. The tunnel

end points are the Mobile Router’s Care-of Address and the Home Agent’s address. If a packet is sent from

the Mobile Network, the Mobile Router reverse-tunnels the packet to the Home Agent through this tunnel

(using IP-in-IP encapsulation). The Home Agent decapsulates this packet and forwards it to the destination.

When a data packet is sent to a node in the Mobile Network, the packet is routed to the Home Agent that cur-

rently has the binding for the Mobile Router and its attachedprefix(es). The Home Agent can then tunnel the

packet to the Mobile Router which will decapsulate and deliver it to the destination in the Mobile Network.

4.3.1 Performance Issues with NEMO

The performance issues with NEMO are basically the same as with Mobile IP (see Section 4.2.1), since

NEMO is based on Mobile IP mechanisms. The performance issues with suboptimal routing and encapsula-

tion overhead will be further addressed in Section 6.4.
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Ad Hoc Mobility

In this chapter, we introduce a new type of mobility going beyond the simple edge mobility addressed in

Chapter 4: ad hoc mobility. For example, in the Internet, this feature enables a node to have anindirectpoint

of attachment through other mobile nodes that can themselves reach the fixed edge.

Coming back to the example given in the introduction of Chapter 4: with a cell phone, if a userB moves

away from the coverage zone,B will be able to stay connected to the network if it is in reach of another user

A who is still in the coverage zone. Ad hoc mobility mechanismsensure thatA will relay the traffic between

B and a base-station. This operation is shown in Fig. 5.1.

These mechanisms therefore enableB to communicate directly withA, in a peer-to-peerfashion that by-

passes the use of any base-station. Further, ifB wants to communicate with a userC that is not in its radio

range, but in the radio range ofA, the same mechanisms enableB to communicate with userC via userA

as relay (see Fig. 5.1). Thus, a wireless network of mobile users that are in each others’s radio range is au-

tomatically formed, and users inside such “clouds” can communicate between themselves, in a peer-to-peer,

multi-hop fashion – even without connectivity to a fixed infrastructure.

The freedom and the peer-to-peer philosophy at the base of adhoc networking are very attractive and may

count many applications in the near future, including Internet access extension, peer-to-peer mobile tele-

phony, mobile peer-to-peer networks, sensor networks, stand-alone emergency networks, location based

services,etc. However, ad hoc mobility comes with a number of new challenges. The following sections

overview these issues.
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Figure 5.1: Ad hoc mobility. Node B is not disconnected even though it is slightly out of range of the fixed
edge, as node A is still in range and will relay the traffic between node B and the fixed network. Node B can
also communicate with node C via node A, bypassing the fixed infrastructure.
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5.1 Introduction to Mobile Ad Hoc Networking

Mobile ad hoc networks (also known as MANETs [27]) are networks dynamically formed and maintained

by a number of nodes that self-organize their wireless connectivity, without using any prior infrastructure or

central control. As the topology changes due to the mobilityof some nodes or to any other reason, the nodes

dynamically reconfigure themselves and continue to providethe maximum network connectivity, which may

or may not encompass Internet access (i.e. a MANET can also be a stand-alone network). Basically, the

MANET philosophy is, in mobile wireless environments, similar to what the original Internet paradigm was

in static wired environments. That is to say: any node can join the network, as nodes there are more or less

equals, each one of them simply contributing as much as it canto extend the network’s reach.

Similarily to the origins of the Internet itself, MANETs have emerged from a military context, in the 1960s

– at the time, they were called packet radio networks. But with the boom of mobile devices and wireless

communications, mobile ad hoc networking has seen its scopeextended to commercial environments as

well. MANETs essentially aim at achieving robust and efficient mobile wireless networking by incorporating

routing functionality into mobile nodes. Ad hoc mobility has been the subject of numerous research and

standardization efforts during the last few years, in academia as well as in the industry. It is foreseen as an

important Internet component in the near future.

However, the challenges of ad hoc networking are somewhat different from those of wired networking, and

thus, many classical Internet solutions successfully usedon wired networks fail in a mobile ad hoc environ-

ment. Basically, these differences come from two aspects: (i) the use of broadcast wireless interfaces instead

of traditional wired or point-to-point wireless interfaces, and (ii) the possible native mobility of a majority (if

not all) of the nodes in the network, instead of assuming essentially static nodes.

In the following, we will give a more detailed overview of thenew challenges encountered with ad hoc

networking.

5.2 Challenges with Wireless Links using Broadcast Radio Interfaces

The use of broadcast wireless interfaces challenges one of the basis of the Internet architecture: the division

of the network into a well defined hierarchy ofsubnets. Indeed, Internet’s foundation relies on there being a

tie between a physical link shared byhostsand managed by arouter, on one hand, and a particular range of
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IP addresses on the other hand. All the devices on a link (say,devices with an interface on the same Ethernet

LAN for example) are supposed to share the same range of IP addresses, then called a subnet.

However, the use of broadcast radio interfaces (the most popular wireless solution so far, such as IEEE

802.11 [38]) makes the notion of shared link become very vague. The most common link properties fail in

most cases, as a MANET is very often not contained in a single radio range. For instance, a single transmis-

sion is not able to reach all the nodes in the subnet (hosts or routers), and a shared physical segment cannot

be accurately identified, as a MANET spans over several radiohops. In particular, this multi-hop aspect

distinguishes MANETs from the traditional use of wireless links to access points infrastructures.

MANETs’ wireless multi-hop nature also invalidates the traditional strict division of Internet nodes between

(a) routers, that actively participate in network buildingand maintenance, and (b) hosts, that just use the

network. Depending on the topology, which changes often dueto mobility, any node in the MANET may

be required to act as forwarder to complete a multi-hop broadcast, for instance. In this respect, nodes in a

MANET are neither routers nor hosts, but rather more or less both. And therefore, nodes are all equalsa

priori .

5.3 Challenges with Mobility beyond Simple Edge Mobility

Another basis of the Internet infrastructure is the tie between a node’s identity and its topological location –

or in other words, IP addressing. The Internet was essentially designed for static nodes, and therefore it made

sense to condense the location and the identity of a node intoa single piece of information: its IP address.

When combined with the organization of the network into a precise hierarchy of subnets and their well known

associated range of IP addresses, this gives a very simple and efficient approach to networking, that is also

scalable to large, heterogeneous networks – the basis of theInternet.

Node mobility is an issue in such an organization. Indeed, ifa node changes location, it must also change

its ID, which is a problem for most applications. Some solutions have been developed to solve this problem

in case of limited edge mobility, and for a limited fraction of mobile nodes in the network. Approaches like

MobileIP [39] and NEMO [40] are such solutions (see Chapter 4).
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However, in a mobile ad hoc environment, these techniques fail as Internet connectivity may be indirect.

Some nodes in the MANET may indeed be several hops away from the nodes providing Internet access, and

the basic mechanisms behind these solutions do not handle multi-hops. Actually, in this case, the initial step

will fail most of the time: the mobile node will not be configured as it should, with a correct care-of address.

Enhancements such as Hierarchical Mobile-IP [41] or the Nested NEMO mechanism described in [40] (see

Chapter 4) may be able to cope to some extent with a mostly static multi-hop topology. But none of these

solutions can handle (i) a fast changing topology, (ii) an arbitrary number of nodes, and (iii) an arbitrary

MANET diameter.

Moreover, philosophically, if a bigger proportion of the nodes in the Internet are mobile, the concept be-

hind Mobile IP is indeed questionnable in terms of scalability, as it may then produce prohibitive amounts of

overhead with on one hand IP-in-IP encapsulation, and on theother hand extremely sub-optimal routing.

5.4 Mobile Ad Hoc Networks: a Harsher Environment

In general, MANETs induce a harsher environment compared towhat it used to be so far, with wire-line

networks for instance. Mobile ad hoc networking imposes scarcer wireless bandwidth, while at the same

time featuring greater topology change rates due to mobility, and lower transmission quality. MANET nodes

experience more complex interference issues due to the use of wireless broadcast links and its incurred hid-

den node problems. Many nodes have inherent energy constraints, running on battery for instance. Security

is looser due to the use of wireless links and to the nodes’ mobility.

These facts point at a difficult task: having to fit much more signalling into much less available bandwidth,

with nodes that have limited processing capabilities. Moreover, full-fledged schemes for routing and address

configuration are needed to handle the mobile multi-hop mix between fixed Internet nodes and MANET

nodes. The following chapters will describe some of these schemes.
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Chapter 6

Ad Hoc Routing

A mobile ad-hoc network (also called a MANET) is a set of autonomous mobile nodes, communicating via

a wireless medium over which they form a dynamic graph of wireless links. When the network size grows to

the point where some pair of nodes no longer have a direct linkbetween them, ensuring connectivity becomes

the task ofrouting.

Routing in mobile ad hoc networks is a rather difficult task, due to the mobility of the nodes on one hand, and

to the nature of the links interconnecting the nodes on the other hand (see Chapter 5). In particular, most of

the routing solutions designed for traditional wired networking are not adapted to mobile ad hoc networking,

as MANETs’ different characteristics call for new trade-offs and optimizations. Indeed, compared to usual

wired networks, ad hoc networks feature (1) a higher topology change rate, (2) less available bandwidth, (3)

interference issues between nodes, (4) possible limitations in processing and battery power, (5) and a decen-

tralized nature that brings new scalability, management, and security challenges.

Therefore, new routing protocols have been developed specifically for ad hoc networking, designed to be

more efficient in this harsher environment. This chapter overviews some of these solutions.

6.1 Introduction to Ad Hoc Routing

There are currently two main approaches to ad hoc networking(i) the proactiveapproach, and (ii) thereac-

tive approach. Each approach adapts to the ad hoc environment by reducing the overhead needed for routing

using different techniques.
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The proactive approach aims at refining the classical approach to routing: nodes optimize the overhead due

to routing, but still establish routing tables with paths toevery destination in the network, as in 2.7.1. Typi-

cally, when a route is requested for any given destination, the route has already been established prior to this

request, and messages can immediately be sent to the destination – similarly to usual Internet routing with

OSPF or BGP.

On the other hand, reactive approaches depart from this traditional philosophy, and only establish paths

on-demand, as requested by actual user needs. Therefore, these approaches only maintain incomplete routing

tables, containing only the paths currently used by user traffic. Typically, a route to reach a destination is not

established until a user actually requests to send something to this destination. The route is constructed only

at this point, as requested. Thus, if the destination is not on a currently used route, messages may not be sent

immediately to the destination – they are delayed due to the route’s acquisition time.

Both approaches have their merits, depending on the topology, the mobility of the nodes, and the user traffic

patterns. The reactive approach is generally considered toachieve lighter overhead and processing in the case

of networks where only few routes carry user traffic, and if nodes are mostly static. However, its departing

from usual Internet routing standards may be a difficulty whereas the full integration of an ad hoc network in

the Internet is concerned.

On the other hand, a natural application of reactive protocols is with sensor networks, where lightess is

a must for typically extremely power-limited nodes. Reactive protocols can achieve better lightness than

proactive protocols in sensor network, as sensor nodes usually (i) experience limited relative motion between

them, (ii) use few routes, typically just one route, to the gateway, and (iii) are not sensitive to delays in data

transfer.

In this document, we focus on ad hoc networking with full integration of mobile nodes in the Internet and

user traffic patterns requesting many different routes. Thus we will not base ourselves on a reactive approach

but rather on a proactive approach. The next section will overview a typical proactive ad hoc routing protocol:

OLSR (Optimized Link State Routing [26]). For more details on reactive approaches to ad hoc networking,

refer to the specifications of protocols such as AODV (Ad Hoc On-Demand Distance Vector Routing [31]),

or DSR (Dynamic Source Routing [33]).
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6.2 OLSR: Link State Routing Optimized for MANETs

In this section we essentially outline OLSR (Optimized LinkState Routing [26]), an example of proactive ad

hoc routing protocol. OLSR is based on a proactive link statealgorithm, and therefore employs the periodic

exchange of control messages in order to accomplish topology discovery and maintenance. This exchange

results in a topology map being present in each node in the network, from which a routing table can be con-

structed (see Section 2.7.3 for more details on link state routing).

Basically, OLSR employs two types of control messages: HELLO messages and TC messages. HELLO

messages have local scope and are exchanged periodically between neighbor nodes only, their role is essen-

tially to track the status of links between neighbors. On theother hand, TC messages (Topology Control

messages, OLSR’s LSPs, see Section 2.7.3) have larger scopeand are emitted periodically to diffuse link

state information throughout the entire network.

6.2.1 MPR Techniques

In addition to the classical link state algorithm describedin Section 2.7.3, OLSR features mechanisms that

optimize the size of LSPs, and that optimize the number of LSPtransmissions network-wide. These mecha-

nisms are based on a technique calledmultipoint relaying (MPR)[30].

This technique drastically reduces the cost of performing aflooding operation, through having each node

independently select a minimal set of “relay neighbors” called MPRs, responsible for relaying the broadcast

packets transmitted by the node – while other neighbors do not forward the broadcast. As shown in Fig. 6.1,

from the local point of view of a node flooding a packet –i.e. the center node in the figure – this corresponds

to only the minimal number of neighbors (the black nodes) relaying the broadcast, instead of basically all

the neighbors, which reduces the number of incurred transmissions while still delivering the broadcast to

every node. Moreover, the MPR technique is used to reduce thesize of LSPs (called TC messages in OLSR

specifications), or even suppress the LSP generation of somenodes while still providing enough information

for the link state algorithm to function properly. The MPR technique will be detailed further in Section 7.1.
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Figure 6.1: Multipoint Relays of a node. A node (center) floods a message that is forwarded only by the
neighbors it has selected as its MPRs (the black nodes). The range of the neighborhood of the node is
depicted by the circle.

6.2.2 Unified Formats

Similarily to OSPF specifications, OLSR control traffic is transmitted in an unified packet format. This al-

lows different messages to be piggybacked together, therefore further optimizing the number of transmissions

overall. The OLSR packet format is shown in Fig. 6.2. As seen in this figure, a packet wraps a collection of

messages, each with individual headers, which allows the individual treatment (including flooding behavior)

of each message. This unified format also allows extensions to easily take advantage of the MPR flooding

mechanism. Examples of such extensions are given throughout the next chapters, as ad hoc networking with

OLSR techniques is in the following the subject of several developments and analysis.

The fields of OLSR packet headers and messages headers can be decribed as follows:

Packet Length –16 bits long. This field specifies the length (in bytes) of the packet.
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0 1 2 3

0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1

+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

Beginning of Packet Header -> | Packet Length | Packet Sequence Number | <- End of Packet Header

+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

Beginning of First Message -> | Message Type | Vtime | Message Size |

Header +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

| Originator Address |

+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

| Time To Live | Hop Count | Message Sequence Number | <- End of First Message Header

+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

Beginning of First Message -> | |

: MESSAGE :

| | <- End of First Message

+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

Beginning of Second Message -> | Message Type | Vtime | Message Size |

Header +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

| Originator Address |

+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

| Time To Live | Hop Count | Message Sequence Number | <- End of Second Message Header

+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

Beginning of Second Message -> | |

: MESSAGE :

| |

+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

: :

(etc)

Figure 6.2: Generic OLSR packet format. Each packet encapsulates several control messages into one trans-
mission.

Packet Sequence Number –16 bits long. This field uniquely identifies the packet. Each time a node

emits a new packet, it uses a different, incremented packet sequence number.

Message Type –8 bits long. This field indicates which type of message is to be found in the “MESSAGE”

part. For example HELLO, or TC.

Vtime – 8 bits long. This field indicates how long after of the message must a nodeconsider the infor-

mation contained in this message as valid, unless a more recent update to the information is received.

Message Size –16 bits long. This field specifies the size of the message (in bytes).

Originator Address – 16 bits long. This field contains the identity (IP address) of the node which has

originally generated this message.

Time To Live – 8 bits long. This field indicates the maximum number of “hops” a message will be forwarded.

Hop Count – 8 bits long. This field indicates the number of hops a message has attained. Each node

that forwards the message must increment this field before forwarding the message.
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Message Sequence Number –16 bits long. This field uniquely identifies the message. Each time a node

generates a new message, it uses a different, incremented message sequence number.

MESSAGE – variable length. This field contains a message. A packet typically wraps several messages

of several types: TC messages, HELLO messagesetc.

6.2.3 Additional Features

Additionally to the base described above (TC and HELLO messages and respective mechanisms), OLSR

employs two other types of messages:

1. MID messages (Multiple Interface Declaration), with which a node with multiple interfaces can declare

its interfaces configuration to the other nodes in the network.

2. HNA messages (Hosts and Network Association), with whicha node can advertise routes to networks

or hosts that are outside the OLSR network.

For further details on OLSR specifications, exact message formatsetc. refer to [26].
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6.3 wOSPF: Router Ad Hoc Mobility in the Internet

In this section we decribe a new extension to the routing protocol OSPF, designed to extend networks of fixed

Internet routers with ad hoc networks of mobile Internet routers. This extension was first presented in [11].

6.3.1 Introduction to OSPF on MANETs

There is a need for a generic IP routing solution, spanning over different types of routers and network tech-

nology. Until now, OSPF has been the predominant protocol addressing this need throughout the Internet

(see Section 3.2). However, with the emergence of wireless ad hoc networking, OSPF’s generic ability is

challenged, as it does not work well enough “as is” on MANETs [10] [2].

Nevertheless, OSPF was taylored to route in a heterogeneousenvironment, and should be able to incor-

porate an additional extension accomodating the specific needs of ad hoc networking. Furthermore, it was

noted how OLSR, which was taylored for MANETs, is in fact in its essential functioning very close to that

of basic OSPF: both protocols are of the same link state, proactive nature.

Therefore, some solutions have been developed in order to make OSPF operate efficiently on wireless ad

hoc networks of routers, spanning a mobile extension aroundthe fixed core of the Internet – special cases

of MANETs aiming at specific mobility schemes and node characteristic. One of the proposed solutions is

wOSPF (wireless OSPF, initially presented in [11]) where a new type of OSPF interface is specifically de-

fined for interfaces on mobile ad hoc networks.

The following summarizes why OSPF does not work well enough on ad hoc networks, before an overview of

the solution proposed by wOSPF is given.

6.3.2 OSPF’s Issues on Ad Hoc Networks

There are three main problems with OSPF operation on mobile ad hoc networks.

(i) OSPF features a mechanism aiming at optimizing the retransmissions on interfaces featuring broad-

cast capabilities: the Designated Router mechanism (see Chapter 3.2). Optimizing retransmissions is crucial

in an ad-hoc network, both in terms of overhead and in terms ofradio collisions (interferences). However,

not only is the Designated Router approach not efficient in an ad-hoc environment, but OSPF may even fail
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to function because this mechanism does not work in face of the “hidden node” problem (i.e. a common

wireless topology where some node hears a neighbor that other neighbors don’t).

(ii) OSPF’s positive acknowledgement and database exchange mechanisms are not adapted to node mobility.

Furthermore, the significant amount of overhead and transmissions they incur threatens to degrade perfor-

mance due to limited bandwidth, rather than actually achieving their purpose of garanteeing better link state

database synchronization.

(iii) OSPF’s hierarchical routing with areas creates additional problems when nodes are mobile. Indeed,

when a mobile node moves from an OSPF area to another, it needsto be reconfigured in order to integrate

properly in the OSPF infrastructure and not disrupt its hierarchical routing schemes, such as summarization

(see Section 3.2).

Aside of these three main issues, some additional thought should be given to optimizations such as, for

instance, a mechanism to differentiate the metric used on wireless links from the metricsused on wired links,

or an efficient way to regulate and treat differently LSAs describing long-lasting wired routing information

on one hand, and LSAs describing short-lived wireless mobile routing information on the other hand,etc.

The following section overviews how wOSPF addresses adaptation to ad hoc networking – a description

that was first presented in [11].

6.3.3 Overview of the OSPF Wireless Interface Type

Ad hoc networks do not effectively map into one of the usual OSPF interface types (i.e. Point-to-Point,

Broadcast, NBMA, or Point-to-MultiPoint, see Section 3.2). Indeed, NBMA, Point-to-Point, and Point-to-

MultiPoint are defined as non-broadcast networks, and operation of non-broadcast interfaces on broadcast-

capable networks leads to high overhead. On the other hand, the OSPF broadcast network type assumes direct

connectivity between all routers on the subnet, while in mobile wireless networks, connectivity may only be

partial.

An approach to adapting OSPF for MANETs can then be to use a slightly modified Point-to-MultiPoint

interface type, but the induced exponential growth in router adjacencies as the number of nodes increases is

not adapted to large topologies.
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Another approach can be to allow routing at layer 2, which would emulate direct connectivity between all

routers in an ad hoc network. This would then allow a traditional broadcast-based OSPF to operate over

this emulation at layer 3. However, such an operation can lead to extra overhead unless neighbor discovery

operations are coordinated across layers.

wOSPF takes another approach, by creating a brand new OSPF interface type – thewirelessinterface –

for networks that have the properties of a MANET: (i) the medium is of a broadcast nature, (ii) link layer

messages can be multicast or unicast, and (iii) a direct linkbetween two given nodes may or may not be

available, depending on the time – sometimes the pair can communicate over one hop, and sometimes their

connection requires more than one hop communication. The new wireless interface type has the following

special characteristics, inspired from OLSR ad hoc routingtechniques:

1. The interface uses its multicast capability for an unreliable flooding of LSAs,i.e. without acknowl-

edgements – similar to the way TCs are flooded in OLSR.

2. The interface does not elect a designated router on the wireless medium, but supports MPR selection

of neighbor nodes on the wireless medium (similar to the technique employed by OLSR).

3. The interface does not attempt database exchange/synchronization with neighbors on the wireless

medium. (all neighbor states beyond 2-Way are not reached, eliminating the formation of full adja-

cencies).

Two additional message types were defined to enable the new functionalities: (i) Link State Flood (LSF)

messages for unreliable flooding, and (ii) wireless HELLO messages, that enable MPR selection advertising

in place of usual designated router advertisement. The wireless interfaces implement the MPR selection al-

gorithm and rules for flooding LSAs, which are gathered in LSFs in the same fashion OLSR TCs are being

piggybacked in the same packet to be broadcasted.

6.3.4 Shortcomings of the wOSPF Approach

As seen in the previous section, wOSPF basically incorporates OLSR into OSPF formats. Therefore wOSPF

proposes an extension of OSPF that is in theory as well adapted to ad hoc networks as OLSR itself, which is
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a success.

However, in doing so, it does not address the problem of nodesmoving accross different OSPF areas. There-

fore, the mobility of nodes is in fact limited, as no configuration scheme is provided for mobile nodes.

Furthermore, wOSPF proposes only a partial adaptation of OSPF functionalities on wireless ad hoc net-

works: database exchange and reliable synchronization mechanisms are not active on these interfaces. This

lack may be a problem when an OSPF network gathers both wired and wireless ad hoc parts – which is the

goal with extending OSPF with wOSPF. A more detailed analysis of this problem is given in Section 7.3.
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6.4 MANEMO: Network Ad Hoc Mobility in the Internet

In this section, we propose a new extension to NEMO specifications using ad hoc routing in order to (i) enable

full ad hoc mobility for mobile routers and (ii) alleviate some NEMO issues with sub-optimal routing and

encapsulation overhead. This solution was first presented in [7].

6.4.1 Nested NEMO Suboptimal Routing and Encapsulations Issues

Through a mechanism based on Mobile IP, NEMO allows a mobile router to continue to provision Internet

connectivity to hosts in its attached subnetwork, as the router (and the subnet) is mobile along the edge of the

Internet (see Section 4.3).

In fact, NEMO specifications further allow a mobile router toconnectindirectly to the Internet, by attaching

to another mobile router that has itself Internet access. This configuration is callednestedNEMO, and is

depicted in Figure 6.3. An arbitrary level of nesting can thus be envisionned, where a mobile subnetwork

accesses the Internet through a number of nested NEMO hops before reaching the actual access router (the

point where the nested NEMO network indirectly attaches to the Internet) such as depicted in Figure 6.4.

However, using the current specification, a nested NEMO topology may induce (i) unacceptable amounts of

tunneling and (ii) extremely sub-optimal routing. The following sections analyze this problem and describe

an optimization for NEMO using ad hoc routing techniques in order to reduce this issue. In a nested topology

as shown in Figure 6.5, if hosts from different NEMO networks A and B wish to communicate, tunneling will

occur through the home agents of A and B (see Chapter 4), the path is indicated by the arrows along the links

in the network. In a more deeply nested NEMO network, such as illustrated in Figure 6.6, the path taken by

the tunneled traffic in order to reach a node in an adjacent NEMO network can become substantially longer.

It is clear, that in the topologies shown in Figure 6.5 and Figure 6.6, shorter paths exist – but are not used.

In addition to the long and suboptimal paths, more overhead stems from tunneling: essentially, whenever

an IP packet transverses a home agent, encapsulation happens. Returning to figure 6.6, an IP packet from a

node in network A, destined to a node in network C, will first besent to the home agent of network A (see

Chapter 4). There is a binding stating that mobile network A is attached to mobile network C – and hence,

the IP packet is encapsulated with another IP-header and sent to the home agent for mobile network C. At the

home agent for network C (then D, then F, and finally B ) the samehappens – and when the packet finally

arrives back at the nested NEMO network, it thus carries the overhead of 5 encapsulations. Indeed, none of
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Figure 6.3: A simple nested NEMO network: one NEMO network attaches to another NEMO network in
order to access the Internet.
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Figure 6.4: Deeply nested NEMO network.
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the mobile routers in the nested NEMO network maintain topological information about the nested NEMO

network, and thus are not able to correctly forward the packet without this encapsulation header.

Thus, in situations where nodes in nested NEMO networks communicate, this communication is subject

to the overhead from suboptimal paths due to tunneling combined with the overhead from nested encapsula-

tions. This comes from the following issues:

• The node which originates data traffic does not know where the destination node is located and there-

fore assumes that the node is at its “home network”, relying on subsequent tunneling to reach the

destination’s current location.

• No router knows the full path to the destination.

• No router knows the topology of the nested NEMO network(s), thus relying on the encapsulation

information in order to provide forwarding.

Route optimization is the task of reducing the encapsulation overhead and providing shorter (if not optimal)

paths for data traffic. Extensions to NEMO have therefore been envisionned in order to address this problem.

One of the solutions proposes to use mobile ad hoc routing between mobile routers. This solution will be

described in the following.

6.4.2 NEMO Route Optimization with Mobile Ad Hoc Networking

The best known algorithms to provide paths in a network are routing protocols. In the case of arbitrary sized

nested NEMO networks, the Mobile Routers naturally form an ad hoc network that can efficiently use a

MANET routing protocol such as OLSR, which was engineered toaccomplish this task: optimally provide

routing in a mobile ad hoc environment. With OLSR, Mobile Routers can simply discover and maintain

optimal routes to the Access Router, but also between MobileNetwork Nodes themselves. This implies that

communication between nodes within nested NEMO network canbe routed through optimal paths, thereby

avoiding layers of over-encapsulation and sub-optimal routing over the Internet, through the Home Agents,

and back into the same nested NEMO network. With reference toFigure 6.4, this implies that the nodes

in mobile network A and mobile network B can communicate directly via the link between their Mobile

Routers, rather than through the long path (indicated in Figure 6.4) through the Internet.

Mobile Routers supporting OLSR exchange information in order to discover and maintain the network they
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Figure 6.5: A simple nested NEMO network: one NEMO network attaches to another NEMO network in
order to access the Internet. A host in NEMO B wants to communicate with a host in NEMO A. Instead of
going directly from B to A, the path goes through the Internetand the home agents of A and B.
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Figure 6.6: Deeply nested NEMO network, and the induced extremely suboptimal routing: through the
Internet and the home agents of A, C, D, F and B instead of directly from A to C.
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form at the edge of the Internet (behind the Access Router) through TC and HNA messages, using the light-

weight signaling features of OLSR: by periodically exchanging (i) the network prefix(es) of the Mobile

Network Nodes they aggregate (using HNA messages) and (ii) summarize topology information (using TC

messages), the Mobile Routers in a nested NEMO can provide fully optimized routing in the ad hoc network

they naturally form.

Thus, a Mobile Router running OLSR will include links to selected (via the MPR selection mechanism)

adjacent Mobile Routers running OLSR in its TC messages. Mobile Network Nodes, which are not Mobile

Routers, will be advertised through HNA messages.

Mobile Network Nodes inside the same nested NEMO network canthereby communicate directly through

the routing provided by OLSR and the paths formed by the linksbetween the Mobile Routers. Note that the

Access Router doesn’t necessarily need to be OLSR capable inorder to benefit from the routing inside the

OLSR NEMO network. Coming from the Internet, once a packet reaches an OLSR capable node, say a top

level Mobile Router (if the Access Router is indeed not OLSR capable), fully optimized routing is available

to allow the packet to be routed to the destination. Reachingout for the Internet, a packet is naturally routed

from its NEMO network to the Access Router over an optimal (interms of number of hops) path of Mobile

Routers. The packet then reaches a top level Mobile Router, which will perform simple NEMO Mobile IP

processing in order to forward it to the Internet through theAccess Router. The top level Mobile Routers

(i.e. the Mobile Routers that attach directly to an Access Router)advertise a default route in order to route

packets going out of the nested NEMO to the Internet. In case the Access Router is OLSR capable, OLSR

will naturally and dynamically transfer the role of the top level Mobile Routers described above, to the Access

router itself.

6.4.3 NEMO Tunneling Optimization using MANET Routing

When a Mobile Node in a nested NEMO network communicates witha node in the Internet, outside the

nested NEMO network, the level of nested mobility dictates the number of Home Agents (and therefore the

amount of encapsulation) the packets have to go through. This implies unnecessary encapsulation and subop-

timal routing, and there should be a way to limit the level of tunneling to only one encapsulation “IP in IP”,

while at the same time minimizing the traffic relayed by Home Agents.
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Existing solutions to route optimization problems in NEMO (see [71]) therefore aim at, basically, mini-

mizing the required amount of tunneling in various nested mobility cases. An acceptable level of tunnel

optimization is attained if whatever the depth of nested NEMO networking, the amount of tunneling stays

the same (as if there is no nested mobility, but just simple mobility). That is to say: there is at most one

level of encapsulation, and at most one Home Agent involved per distinct nested NEMO network. Ideally,

the ultimate optimization would be to bypass all Home Agents.

By combining a solution derived from HMIP like in [74], [72],or [73] with the solution presented in this

section providing ad hoc routing within a nested NEMO network, the above acceptable level of optimization

is achievable. Essentially, the encapsulation performed by the Home Agents in the Internet serves to ensure

that the Access Router (or top level Mobile Router) is able to“route” a packet to the destination, based on

the information contained in the encapsulation headers.

However with the Mobile Routers in the nested NEMO network forming a mobile ad hoc network, the

information from the encapsulation is no longer required toensure correct routing within the nested NEMO

network. This has some interesting implications:

1. The Home Agents can carry out their usual role as forwarders (including encapsulation of outgoing

messages), while safely discarding any existing encapsulation (relative to mobile networking) on in-

coming messages. The encapsulation on outgoing messages, essentially, is only required in order to

ensure that packets are forwarded to the next “hop” along thepath of Home Agents towards the nested

NEMO network Access Router. Effectively, this implies that a packet never carries more thanone

encapsulation header – compared to one per Home Agent in basic NEMO.

2. If a Home Agent along the path towards the nested NEMO network Access Router can identify the

Access Router, to which the nested NEMO network is attached,any encapsulation (relative to mobile

networking) in an incoming packet to the nested NEMO networkcan be discarded. The packet is

encapsulated and transmitted directly to the Access Router, thereby bypassing the Home Agents and

carrying only one encapsulation header as described above.

3. Indeed, a signalling mechanism can be developed, wherebya Mobile Router can inform its Home

Agent about its Access Router. This signalling mechanism isidentical to the signaling in basic NEMO,

with the important difference that rather than signalling a binding with another Mobile Router (in the

nested case), a binding is signalled with the Access Router between the Internet and the nested NEMO
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network. Referring to Figure 6.4, this implies that the Mobile Router for mobile network A would not

signal a binding with Mobile Router C – but rather with MobileRouter B, thereby accomplishing the

desired route optimization.

Having an ad hoc network in a nested NEMO network thereby reduces the route optimization problem to a

simple application of the binding signalling mechanism found in basic NEMO.





Chapter 7

Optimizing Control Tra ffic in Mobile Ad

Hoc Networks

Higher radio link capacity implies shorter radio ranges in ground communications, and thus, the routing pro-

tocol used between mobile nodes is a key network feature. However, the use of a routing protocol implies

some control signalling,i.e. some necessary overhead which may in fact handicap the network’s functionning

if not carefully regulated.

Scarce bandwidth and interferences in mobile ad hoc networks yield the need for efficient overhead reduction

techniques. Some techniques have already been developed for traditional networks, but these are usually not

sufficient or not adapted to ad hoc networks because they were designed for an environment that does not suf-

fer from the same limitations, as bandwidth and interferences are no problems on traditional wired networks.

Overhead reduction in an ad hoc environment is two-fold: (i)reducing the amount of information that needs

to be transmitted because of the lack of abundant bandwidth,and (ii) reducing the number of transmissions

needed to deliver this information because of interferences between nodes that potentially jam communica-

tions, and therefore diminish even more the amount of bandwidth that is actually available.

However, if routing information is incomplete, or out-of-date, routing protocols may not function correctly.

In particular, the node’s mobility in an ad hoc environment yields a need for more routing information, more

often, to keep the information up-to-date.

87
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These conflicting requirements introduce a trade-off problem that overhead optimization aims at solving

in the most advantageous way. The optimizations must ensurethat control signalling does not exhaust the

available capacity, while it is still sufficient to provide a functional network, even if the topology changes,

from sparse to dense, and/or from static to mobile.

This chapter analyzes and compares different techniques that aim at optimizing different parts of the overhead

due to routing: flooding optimization techniques, partial topology techniques and synchronization optimiza-

tion techniques.

7.1 Flooding Optimization Techniques

In this section we analyze and compare optimized flooding algorithms that aim at improving the traditional

broadcast technique in use on wired networks. Indeed, the flooding algorithm is an essential part of most

routing protocols, and the traditional mechanism implies too much overhead to work efficiently in an ad

hoc environment where the bandwidth is limited and interference between users is a big issue when a lot of

retransmissions occur. It is shown that flooding optimization can achieve a very substantial reduction in the

number of transmissions needed for a flooding operation, down by 90% in some cases. This analysis was first

presented in [5].

7.1.1 Introduction to Flooding

A large number of routing protocols require network-wide signalling (see for instance [34] [70] [26] [31]

[33]). This is typically performed through a mechanism known as flooding,i.e. performing the task of dis-

tributing a piece of information to every node in the network. Flooding is a key component for most routing

protocols. For example, proactive routing protocols (likeOSPF [34], IS-IS [70] or OLSR [26]) rely heavily

on flooding with the need for each router to periodically distribute its link state information to the whole

network. On the other hand, reactive routing protocols (like AODV [31] or DSR [33]) use flooding each time

they need to set up a path: each source needs to disseminate its route requests. And in fact, flooding makes

the biggest part of the overhead induced by these routing protocols.

Let us define classical flooding as the following nave algorithm: from the source, each node, when receiving

a piece of information for the first time, redistributes it toall its neighbours: this way the entire network ends

up having received this information, which is the goal beingaimed at. This simple mechanism is used in

classic protocols like OSPF or IS-IS (see [34] [70]). When the network is dense, this approach leads to too
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much overhead. Indeed, not only are most retransmissions actually unnecessary, but also: due to the amount

of retransmissions that is required, even a single classical flooding operation can cause the network to break

down in an ad hoc environment, as bandwidth is scarce and nodes experience interferences. Thus, in order

to employ global signalling in ad hoc routing protocols, an optimized flooding operation is required – notice

that such a mechanism might also be useful in usual wired network environments.

To reduce the overhead due to global signalling, the task of relaying a flooded packet is given to a subset

of nodes in the network. The smallest this relay set, the lessflooding costs, and the more bandwidth is avail-

able for user data communications. However, a flooding operation aims at delivering some data to all the

nodes in the network. Therefore one should not reduce the relay set too much, at the expense of dropping the

delivery rate.

Finding the smallest relay set is an NP-hard problem in general, but heuristics can be used in order to ap-

proach optimality. Several techniques exist, using different heuristics, mainly (i) multi-point relays (MPR),

(ii) connected dominating set (CDS) and (iii) gateway flooding. We will first describe simply each flooding

mechanism before comparing their abilities via mathematical modelling. Then we will present and compare

results we obtained via simulation.

7.1.2 The MPR Technique

Multipoint relay (MPR) flooding is a broadcast mechanism extracted from the ad hoc routing protocol OLSR

[26]. The principle of MPR flooding is that each node independently selects arelay set,i.e. a subset of its

neighbours. Only these selected relays of a node will retransmit broadcast packets transmitted by this node.

Obviously, the smallest this relay set is, the more efficient the optimization will be. An important point

is however that the series of nodes relaying a given flooded message mayvary depending on where the

source of this message is located. This is due to the fact thateach nodeindependentlyselects its relay set, and

therefore different nodes may choose different relays.

MPR selection can be done as follows: letA be a given node in the graph. Let the neighbourhood ofA

be the set of nodes which have a bidirectional link toA. And let the two-hop neighbourhood ofA be the set

of nodes which do not have a bidirectional link toA but that have a bidirectional link to the neighbourhood of

A. To perform MPR selection, local topology information up toa distance of 2 hops is required in each node.
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This information can be acquired through simple HELLO message exchange, as specified in [26].

The multipoint relay set ofA, that is called MPR(A), is then a subset of the neighbourhood ofA which

satisfies the following condition: every node in the two-hopneighbourhood ofA must have a bidirectional

link toward MPR(A). As we already stated, the smaller the multipoint relay set(i.e. MPR set), the more the

broadcast mechanism is optimized.

With MPRs selected, MPR flooding works as follows:

A node retransmits a broadcast packet only if it receives itsfirst copy from a neighbour that has

chosen the node as multipoint relay.

7.1.3 The Gateway Mechanism

Gateway node flooding is a broadcast technique extracted from the ad hoc routing protocol DDR [28]. The

protocol uses, as foundation for its broadcast mechanism, aforest of logical trees, interconnected via a set of

gateway nodes.

The protocol initially forms trees in the following way: each node selects as parent itspreferred neighbour.

A node’s preferred neighbour is the neighbour which has the maximumdegree(number of neighbours). A

node which is a local maximum degree-wise (all its neighbours have lower degree) is then theroot of its

tree. Inside a tree a node is either aleaf or aninternal node. A leaf is a node which is parent of none of its

neighbours. On the other hand, an internal node is a node which is parent of at least one of its neighbours.

The network is then viewed as aforest, i.e. a collection of logical trees (see Section 8.1 and Figure 8.1

for an example tree topology). Each tree is identified by a random identifier, which is flooded from root to

leaves via the logical links. A tree is connected to other trees via itsgateway nodes. A gateway node is a

node which has at least one neighbour that is part of a different tree.

Therefore, the broadcast mechanism can be summarized as follows:

A node retransmits a broadcast packet only if it is a gateway node or if it is an internal node in

the tree it belongs to.
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7.1.4 The CDS Technique

Connected Dominating Set (CDS) flooding is a special case of MPR flooding, where the relay sets of nodes

in the network coincide,i.e. the series of nodes relaying a flooded message is always the same, wherever

the source of this message is located. In addition to the general MPR rules, CDS flooding assumes that all

the neighbours of a given nodeA will take identical relay decisions concerningA. In other words, all the

neighbours ofA will agree either on (i) counting onA as relay, or on (ii) not counting onA as relay. This

special property is not assumed in the general MPR case, where some neighbours may selectA as relay while

some other neighbours may not (see Section 7.1.2).

This broadcast mechanism can be summarized as follows:

A node forwards broadcast packets only if it is in the relay set.

This property is interesting if such a flooding traffic concentration is considered advantageous. This charac-

teristic is sometimes calledsource-independentflooding. On the other hand, in the general MPR case, traffic

is on the contrary naturally distributed over different relay paths, depending on the source of the floods. This

property is sometimes calledsource-dependentflooding.

Several heuristics exist in order to build a CDS. Some techniques are based on the fact that nodesselect

themselvesas being a relay (or not), and do not require nodes to communicate their relay selection. This may

be considered advantageous in that no additional signalling is required. However, it implies some complexity

and possible drops in delivery rates in cases where nodes aremobile, as analyzed in [15].

Nevertheless, CDS and MPR flooding show similar behaviours.In the following, we will therefore anaylze

the general case of MPR flooding, on one hand, and gateway flooding on the other hand.

7.1.5 Performance Evaluation via Mathematical Modelling

The parameter we consider is the number of retransmissions of a single packet via each flooding technique,

i.e. thecostof performing one flooding operation – or in routing protocolterms, the cost of performing one

global signalling operation. The model under which we investigate the performance of these flooding mech-

anisms is the unit disk model,i.e. nodes are randomly dispatched uniformly on a domain and the network

graph is then the network obtained by connecting nodes whichare at a distance smaller than or equal to the
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radio range. This model is a classic in the field of performance analysis of wireless networks, although not

fully realistic since it omits interferences with obstacles and between simultaneous transmitters.

Let us define theneighbourhoodof a given node A as the set of the nodes contained in the ball ofvol-

ume 1 with node A as the center. Furthermore, a node is aneighbourof node A if and only if it is contained

in node A’s neighbourhood. The network graph is then the network obtained by connecting neighbour nodes.

Let us consider that the nodes are dispatched in the domain following a Poisson distribution of meanν.

Then one of the fundamental properties of the Poisson distribution [80] yields that the average number of

nodes contained in a ball of volume 1 isν, and that the average number of neighbours of a random node is

alsoν. We investigate dense networks,i.e. mathematically whenν → ∞. In the present analysis we will

investigate dense networks,i.e. mathematically whenν → ∞, and we will restrict our model to the linear

map, addressing networks with geographic locations that mainly stretch on a single geometric dimension (e.g.

a road).

Note however that the simulation results presented in Section 7.1.6 show figures for both the linear map

and the planar map, where the network can stretch in two dimensions (e.g.a city) therefore covering most of

the real use-case scenarii. In the following, we will analyze each flooding technique and estimate the number

of retranmissions they yield, or in other words: the proportion of nodes that retransmit packets. Obviously,

the smallest this proportion is, the better the optimization.

Gateway Flooding Analysis

In this section, we will analyze gateway flooding, and estimate the proportion of nodes that retransmit packets

when this technique is used. As seen in Section 7.1.3, gateway nodes retransmit flooded packets. Therefore,

we will now estimate the proportion of gateway nodes in the domain, or in other words: the probability for a

random node in the domain to be a gateway node.

Gateway flooding introduces the so-calledpreferred neighbourof a given node, according to a certainse-

lection criterion. The selection criterion used to choose the preferred neighbour can be the degree,i.e. the

preferred neighbour is the neighbour that has itself the largest number of neighbours. When several neigh-
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bours attain this maximum, the node selects the one with largest ID. In this case the selection criterion is said

to be (degree,ID). Another way to choose the preferred neighbour is to just use the ID selection criterion:

the preferred neighbour is then simply the neighbour with highest ID. A node selecting itself as its preferred

neighbour corresponds to it being a local maximum with respect to the selection criterion. Such a local max-

imum is therefore the root of its region tree.

In the following gathers some mathematical results about the density of trees and the proportion of gate-

way nodes via the analysis of local maxima distribution.

Density of Trees –In this section we evaluate the tree density, which corresponds to the distribution of

local maxima for the selection criterion. As mentioned earlier, there are two distinct criteria: ID and degree.

Note that the local maxima distributions vary depending on the criterion.

Theorem 1 The probability that a node is a local maximum for the ID selection criterion is 1
ν
+O(e−ν) in the

case of the unit disk graph model in dimension 1.

Proof – Without loss of generality we can assume that the IDs of the nodes are uniformly distributed in the

interval (0, 1). The probability that a node with ID equal tox is a local maximum is then the probability that

no node has an ID falling betweenx and 1, which is equal toe−(1−x)ν. Therefore the unconditional probability

that a node is local maximum is
∫ 1

0
e−(1−x)νdx = 1−e−ν

ν
. This is equivalent to to 1/ν whenν → ∞. Thus, we

can say that in the case of the ID selection criterion, the density of trees is close to 1 per neighbourhood area,

or in other words, that the average interval covered by a treeis 1.

⊓⊔

Theorem 2 The probability that a node is a local maximum for the degree selection criterion is equivalent

to 2
πν

whenν increases.

The proof of this theorem is distributed in the several lemmas and theorems that follow.

Lemma 1 The events of a node being a local maximum for the right side ofits neighbourhood, or for the left

side of its neighbourhood, are independent events.

Proof – Let N(x) be the number of neighbours of a node at locationx on the segment map. LetI ([a, b]) be the

number of nodes contained by interval [a, b]. ThereforeN(x) = I ([x−1/2, x+1/2]). Let∆(x) = N(x)−N(0).

If x ∈ [0, 1/2], then we have∆(x) = I ([1/2, 1/2+ x]) − I ([−1/2,−1/2+ x]). If x ∈ [−1/2, 0] then∆(x) =

I ([−1/2+ x,−1/2]) − I ([1/2+ x, 1/2]). Since the intervals don’t overlap, the events∆(x) ≤ 0 for all x > 0,
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and∆(y) ≤ 0 for all y < 0, are independent.

⊓⊔

Theorem 3 The probability P(ν) that a node is a local maximum for the right side of its neighbourhood is

equivalent to
√

2
πν

whenν increases.

Proof – By symmetry, the probability of a node being a local maximum is equal to that of being a local min-

imum, which corresponds to having∆(x) ≥ 0 for all x ∈ [0, 1/2]. HavingI ([1/2, 1/2+ x]) − I ([−1/2,−1/2+

x]) ≥ 0 for all x ∈ [0, 1/2] is equivalent to an M/M/1 system with service rate and arrival rate equal toν,

starting with one customer, and that does not empty its queueduring a time interval of 1/2. This is also

equivalent to an M/M/1 system with service rate and arrival rate equal to 1, starting with one customer, and

that does not empty its queue during a time interval ofν/2.

Let f (ω) be the Laplace transform of the distribution of the time T needed to empty this queue:f (ω) =

E[e−ωT ]. Let θ be the time needed for the exit of the first customer. Classic queuing theory [79] then yields

that:

T = θ + Nθ × T (7.1)

whereNθ is a Poisson random variable of meanθ, andN×T symbolizes the addition ofN independent copies

of T (N independent variablesTi (for i = 1 to N) identically distributed asT). Therefore:

f (ω) = E[e−ω(θ+
∑Nθ

i=1 Ti)] (7.2)

=

∫ ∞

0
e−tE[e−ω(t+

∑Nt
i=1 Ti )]dt (7.3)

=

∫ ∞

0
e−t

∞
∑

k=0

e−ttk

k!
E[e−ω(t+

∑k
i=1 Ti )]dt (7.4)

=

∫ ∞

0
e−2t−wt

∞
∑

k=0

tk

k!
f (ω)kdt (7.5)

=

∫ ∞

0
e−t(2+w− f (ω))dt (7.6)

=
1

2+ ω − f (ω)
. (7.7)

From this equation we getf (ω) = 1− 2

1+
√

1+ 4
ω

.

Lemma 2 Quantity P(ν) ∼
√

2
πν

.
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Proof – SinceP(ν) = P(T > ν2), using the reverse Laplace transform, we have:

P(ν) =
1

2iπ

∫ +i∞

−i∞

(1− f (ω))
ω

eων/2dω. (7.8)

Using the fact that 1− f (ω) ∼ √ω +O(ω) whenω→ 0 we have from Flajolet and Odlyzko [69]:

1
2iπ

∫ +i∞

−i∞

(1− f (ω))
ω

eωydω ∼ Γ(1/2)
π

y−1/2 . (7.9)

With y = ν2 andΓ(1/2) =
√
π we complete the proof for Theorem 3.

⊓⊔

By symmetry, the probability for a node to be a local maximum for the left side of its neighbourhood is

the same as for the right side. Obviously, the probability for a node to be a local maximum is its probability

of being a local maximum for the right side and for the left side. Therefore, using the independence of these

two events, we have also proven Theorem 2.

⊓⊔

These results show that in the case of the (degree,ID) selection criterion, the average density of trees is

close to2
π

per neighbourhood area, which is somewhat less than with theID selection criterion.

Density of Gateway Nodes –In this section we evaluate the density of gateway nodes in a forest of trees

formed with the ID selection criterion. As seen in Section 4.1.1, this criterion yields more trees and likely,

more gateways nodes than the (degree, ID) selection criterion used in gateway flooding. Nevertheless, we

believe that this approach gives a good idea of what kind of density of gateway nodes we can expect with the

(degree,ID) selection criterion, and we validate this approach with the simulations in section 5.

Once again, without loss of generality we will assume that the identifiers of the nodes are randomly uni-

formly distributed between 0 and 1.

Theorem 4 When the preferred neighbour is the one with highest ID, the probability that a randomly picked

node is a gateway node is greater than2
3 + o( 1

ν
), when the network follows the unit disk model in dimension

1.
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Proof – If a node is not the root for its tree, then its preferred node is either in the left part of its neighbour-

hood or in the right part. Let us call a node with preferred neighbour on its left, a leftist node. Conversely, we

will call a node with preferred neighbour on its right, a rightist node. A centrist node, which is a node that is

both leftist and rightist, is then the root of its tree. Note that when a node is leftist, then the root of its tree is

in the left part of the network, but not necessarily in its neighbourhood.

A sufficient condition for a leftist node to be a gateway node is to have a rightist node in the right part of

its neighbourhood. Indeed, if all the right neighbours belonged to the same tree, then they would all be leftist.

Let us consider a random nodeA at a positiony on the network map. We split the interval [y − 1, y + 1]

into four parts of equal size:I1 = [y− 1, y− 1
2], I2 = [y− 1

2 , y], I3 = [y, y+ 1
2], I4 = [y+ 1

2 , y+ 1]. Let xk be

the greatest identifier in the intervalIk (see Figure7.1). Ignoring the cases when there are no nodes in someIk

Figure 7.1: Intervals around node A.

(this occurs with probabilityo( 1
ν
)) we consider the order of the sequence (x1, x2, x3, x4). If x2 > x3 then the

nodeA is leftist. If x3 < x4 then the rightmost node which still has a position smaller thany + 1
2 is rightist,

unless it is not neighbour of the node which has identifierx4 (this occurs with probabilityo( 1
ν
)). Therefore

all orders such that eitherx2 > x3 < x4 (right case) orx1 > x2 < x3 (left case) imply with probability 1− o( 1
ν
)

that the nodeA is a gateway node.

Let sk be the order ofxk in sequence (x1, x2, x3, x4). If xk is the greatest number in the sequence (x1, x2, x3, x4)

thensk = 1, if it is the second largest number thensk = 2, etc. We callT the order tuple (s1, s2, s3, s4). If

x1 > x2 > x3 > x4 thenT = (1, 2, 3, 4). The tuples that correspond to the right case are:

(1,2,4,3) (1,3,4,2)

(2,1,4,3) (2,3,4,1)

(3,1,4,2) (3,2,4,1)

(4,1,3,2) (4,2,3,1)
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The left case is symmetric, therefore there are 16 order tuples that lead nodeA to be a gateway node with

probability 1− o( 1
ν
). Given that there are 4!= 24 order tuples and that they are all equiprobable, the nodeA

is a gateway node with probability greater than2
3 + o( 1

ν
), whenν is large.

⊓⊔

Gateway Flooding Summary –Our analysis has thus revealed that the density of trees is2
π
. We have then

deduced an estimation for the density of gateway nodes as being 2
3. This implies that for a given flooding

operation with this mechanism, more than2
3 of the nodes are engaged, whenν is large.

MPR Flooding Analysis

Our goal is now to find the proportion of nodes that retransmita flooded packet, when the MPR technique is

used, or in other words: the probability for a random node to be used as a multi-point relay during a flooding.

Theorem 5 The probability for a random node to retransmit during an MPRflooding is equivalent to2
ν
,

whenν is large and the network follows the unit disk model in dimension 1.

Proof – In the linear map case, the number of MPR per any given node is exactly 2: one at each end of its

neighbourhood segment, right and left. When a flooding occurs, a packet is retransmitted via MPR on the

right side and on the left side of the segment: retransmissions jump from one MPR to another MPR, with

hops of length close to the radio range.

For instance, the MPR on the left of a node A will be the furthest node on the left of node A that is still

in reach of node A. Therefore, this MPR will be on average at a distance1
2 − 1

ν
on the left of node A. Thus, on

the left side of node A, the average number of nodes that will retransmit is 2
ν−2. By symmetry, it is the same

on the right side of node A, and so throughout the domain.

⊓⊔

MPR Flooding Summary – Our analysis has revealed that the density of MPRs is2
ν−1 , whereν is the

node density. This implies that for a given flooding operation with this mechanism, a fraction2
ν−1 of the

nodes are engaged. Therefore, the denser the network is, thesmaller the fraction of nodes is engaged.
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7.1.6 Performance Evaluation via Simulation

To complement our theoretical analysis, this section will present a simulation study of the discussed flooding

techniques. We evaluate the density of retransmitters involved in a broadcast in each case: gateway flooding

and MPR flooding. This evaluation was carried out on a simple custom simulator (implementation from

scratch in C) and we tested the performance of the algorithms. In other words, this evaluation does not take

into account the actual network layer and the actual exchange of protocol messages between nodes, but rather,

is simply based on the unit disk model described in Section 7.1.5. We have simulated both the linear map

(as studied mathematically in Section 7.1.5) and the planarmap cases (i.e. nodes randomly distributed over

two dimensions). The linear map simulations should validate the results developed in Section 7.1.5. The

planar map simulations will allow us to evaluate if it is possible to extend the results from a one- to a two-

dimensional domain. The figures we obtained come from averages over several hundreds of random node

distributions.

Gateway Simulations

The simulations for the road map confirm the predictions of the mathematical models of Section 7.1.5. The

figures Figure 7.2 and 7.3 each feature two graphs labelled (i) total and (ii) gateway only(dashed). On one

hand (i) shows the total number of nodes that retransmit withthis flooding technique,i.e. the sum of the

number ofinternal nodesand the number ofgateway nodes(see Section 7.1.3). On the other hand (ii) shows

the number ofgateway nodesonly. The results show that when the density is such that nodes have more

than a dozen neighbours, half of the nodes retransmit duringa broadcast with this technique,i.e. counting

retransmissionsinsidethe trees (the internal nodes) and retransmissionsbetweentrees (the gateway nodes).

This is shown in Figure 7.2. It is also shown that the biggest chunk of retransmitters are gateway nodes, from

far (dashed plot).

Though our analytical results do not extend beyond one dimension, we can anticipate that there will be

even more retransmitters in two dimensions. The simulations for the planar map are consistent with this

anticipation as they show that when the density is such that nodes have a dozen neighbours,2
3 of the nodes

participate in the broadcast retransmissions. When the density is higher, up to3
4 of the nodes turn out to be

retransmitters. Once again, as with only one dimension, thevast majority of these retransmitters are gateway

nodes, as shown in Figure 7.3.
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It is obvious that retransmissionswithin a treeare optimized, following the specifications for gateway flood-

ing. The simulations confirm this point, with very reasonable numbers for internal retransmitters. On the

other hand, as we have already stated, the number of gateway retransmissionsbetween treesis very sub-

stantial. This comes from the fact that no optimization is proposed by this technique to eliminate redundant

retransmissions from gateway nodes.
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Figure 7.2: Percentage of retransmitters in a one-dimension domain, in function of the node density, with
Gateway flooding.

total

gateway only

0 100 200 300

20

40

60

80

Figure 7.3: Percentage of retransmitters in a two-dimensions domain, in function of the node density, with
Gateway flooding.

MPR Simulations

The simulations for the road map confirm the mathematical model of Section 7.1.5. The percentage of

retransmitters decreases when the density increases in a way that is roughly proportional to 2/ν. This is
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shown

in Figure 7.4.

Once again, our analytical results do not extend beyond one dimension, but still we anticipate that the be-

haviour for one dimension will hold for two dimensions. Indeed, the simulations for the planar map show

that the highest percentage of retransmitters is about 45%,which coincides with a density of a dozen neigh-

bours. And further, for higher densities, the one dimensionbehaviour seems to hold with again a percentage

of retransmitters that drastically decreases when the density increases, and such in a hyperbolic fashion. This

is shown in Figure 7.5.
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Figure 7.4: Percentage of retransmitters in a one-dimension domain, in function of the node density, with
MPR flooding.
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Figure 7.5: Percentage of retransmitters in a two-dimensions domain, in function of the node density, with
MPR flooding.
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7.2 Partial Topology Optimization Techniques

In this section, we analyze and compare different topology reduction schemes that aim at optimizing thesize

of the routing information exchanged by nodes. New ways to introduce such schemes in an extension to

OSPF are proposed (these were first presented in [16]).

7.2.1 Introduction to Partial Topology

An orthogonal approach to overhead optimization is to aim atreducing the amount of information that nodes

need to exchange in order to form and maintain the network. However, there must be enough information

exchanged for the network to be fully functional. In particular, the routing information delivered to each

router must be sufficient in order for them to be able to construct efficient paths to every destination in the

network.

Some techniques have been developed in order to optimize theamount of routing information that needs

to be exchanged between nodes. These techniques basically rely on the idea that nodes do not actually need

to know the whole topology (i.e. all the links between all the nodes). Rather, nodes only needto know about

a subset of these links, apartial topology, that is essential to construct the paths that will actuallybe used

throughout the network.

Two main approaches to partial topology exist. On the one hand link state optimization, and on the other

hand theon-demand optimization. An overview of these different approaches is given in the following.

7.2.2 On-Demand Topology Information

In the cases where only a few routes usually carry user traffic in the network, it may be possible to reduce the

topological information to that which relates to the links that form these currentlyactiveroutes. This is the

approach taken by the reactive protocols seen in Section 6.1, also called theon-demandapproach.

With an on-demand approach, nodes acquire and maintain onlythe part of the topology that is needed to

maintain the routes that have been requested by actual user data traffic. Basically, when a node is requested

to find a path to an unknown destination, this node floods a special ROUTE-REQUEST message in the net-

work. This message eventually reaches either (i) the destination itself, or (ii) nodes that know a path to

the destination. The destination (or a node that knows how toreach the destination) may then reply with a

ROUTE-REPLY message that is sent directly back to the node that requested the route, informing the node
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on how to reach the destination.

This approach may radically reduce the amount of routing information needed to be exchanged by nodes.

Indeed, the partial information that is needed is only the information relative to the links forming routes that

where requested by actual user data. If there are few routes used by traffic in the network, and if nodes are

mostly static, this reduction is indeed drastic, while still successfully providing the needed paths.

However, if there are many different routes being used, more ROUTE-REQUEST floodings will be nec-

essary to find these routes. Moreover, if the nodes are mobile, therefore often breaking an established path,

even more flooding operations will be necessary. In such cases, what was intended to be a reduction may turn

into an augmentation of the incurred overhead, and may jeopardize the successful provision of the needed

paths in the network.

Some additional mechanisms can be used in order to attenuatethis unwanted behaviour, as in AODV [31],

for instance. Orthogonaly, the use of an optimized flooding scheme along with this partial topology approach

will indeed help minimize the cost of the necessary flooding operations.

7.2.3 Link State Optimization

A less radical partial topology approach is thelink state optimizationtechnique. This approach aims at

minimizing the size of each individual LSP generated by nodes running a link state routing protocol. It is

indeed possible for nodes to exclude from their LSP information about links detected as not being essential

to shortest paths computation. Some nodes may even entirelysuppress their LSP generation if they detect

that neighbours are already generating the necessary information for them.

An example of such an approach is the partial topology schemeemployed in OLSR. Based on the MPR

mechanism (see Section 7.1), a node generates an LSP containing only the information about links to the

neighbours that have selected it as their multi-point relay. This reduces the size of each generated LSP, and

suppresses some nodes’ LSP generation (the nodes which havenot been selected as MPR by any neighbour).

One advantage of this method is that it does not depart from routing with complete routing tables: each node

still knows about all the destinations in the network, and there is no “acquisition time” to find a new route,
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contrary to the on-demand method.

This approach may also drastically reduce the amount of routing information needed to be exchanged by

nodes in the network, especially if the network is dense. By suppressing some nodes’ LSP generation, a

reduction in the number of needed transmissions overall is achieved. If numerous different routes carry user

traffic throughout the network, and nodes are mobile, this approach may provide a better optimization than

the on-demand approach, especially when coupled with optimized flooding as in OLSR. However, if only

a few routes are used and nodes are mostly static (typically for a sensor network), the on-demand approach

may provide a better overhead reduction.

7.2.4 Partial Topology Optimizations for Overlapping Relays OSPF

Using reduced topology within link state routing is an efficient way to decrease routing overhead while still

providing sufficient route quality. There are various ways to achieve topology reduction with link state proto-

cols, based on different ways to form a backbone in the network – this backbone usually originates from the

flooding optimization scheme in use, such as MPR or CDS.

In case of mobile ad hoc networks, flooding using MPR backbones is preferable as it is more robust in face

of topology changes, compared to flooding using CDS backbones. This section therefore describes several

methods to enable the use of reduced topology in wireless OSPF for MANETs, when MPR-based flooding

optimizations are used. The topology reduction methods that are here proposed for an MPR-based approach

perform at least as well as the similar schemes that were recently proposed for CDS-based approaches. In-

deed, as described in the following sections, the same CDS-based topology reduction schemes can be used

over MPR backbones, while furthermore MPR-based topology reduction schemes are also possible with MPR

backbones – these feature optimal properties that are not obtained with the CDS-based approaches that were

proposed so far.
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OSPF and MANET Background

One of the most fundamental conlusion of the research accomplished so far in the field of mobile ad hoc

networking, is that the flooding overhead must be reduced, one way or another. The flooding optimization

algorithms established by the research community are basedon reducing the number of nodes actively par-

ticipating in the forwarding of a given flood. Though there are many such different algorithms, they can

nevertheless be classified in two main categories: (i) the algorithms that bring members of the set of for-

warders toselect themselvesas part of this set, and (ii) the algorithms that bring members of the set of

forwarders tobe selectedby their neighbours. CDS algorithms [76] are examples of the(i) approach, while

the MPR algorithm is the archetype (ii) approach. However, going further than this classification, it is to be

noted that the (i) approach is a special case of the (ii) approach (see Section 7.1.4).

Another fundamental conlusion mobile ad hoc research is that the use of partial topology, if done correctly, is

also an efficient way to help reduce the amount of bandwidth used by a routing protocol. An example of such

a mechanism is the partial topology strategy developed withOLSR [26], enabling the use of reduced topology

while still guaranteeing shortest paths and not impairing nework connectivity, or stability. Fig. 7.6 shows the

substantial decrease in overhead with the use of partial topology schemes (bottom curves∗) compared to the

full topology overhead (top curve).

Recent efforts in the IETF [63] [67] [66] propose designs for an extension of the OSPF routing protocol

for MANETs. Several proposals are being evaluated, including Overlapping Relays OSPF [85], MDR OSPF

[84] and wOSPF, aiming to converge to a common extended OSPF standard.

The proposals for wireless OSPF on MANETs each feature an optimized flooding mechanism (based on

CDS for MDR OSPF, while based on MPR for Overlapping Relays OSPF and wOSPF). MPR-based flooding

is preferable as it is more robust than CDS-based flooding in face of topology changes and mobility [15].

However, partial topology schemes have been described in MDR OSPF for a CDS-based solution, while

similar schemes are yet to be described for an MPR-based wireless OSPF. In the following we will therefore

present approaches to partial topology for Overlapping Relays OSPF.

The following section will present methods to use reduced topology based on MPR backbones achieving

at least as good results as the ones obtained using the CDS schemes described in MDR OSPF. However,

∗The CDS was built with the Wu-Li rules [76].
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based on MPR or CDS backbones, these schemes will produce slightly sub-optimal route quality: they intro-

duce some route stretching,i.e. routes may include some unnecessary hops. Therefore, another section will

next present other partial topology methods based on MPR backbones, achieving optimal route quality: no

route stretching, the shortest paths are used.
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Figure 7.6: Full topology overhead (top) compared with partial topolgy overhead. Reduction to MPR selec-
tion links (bottom) and reduction to links to CDS nodes (middle). The overhead is measured in number of IP
addresses (4 bytes per IP address), in function of the numberof nodes in the network.

Approach with Route Stretch

In this section we will outline an approach to the use of reduced topology based on MPR backbones that

achieves at least as good results as the ones obtained using the CDS schemes described in MDR OSPF.

An MPR-based approach, such as Overlapping Relays OSPF or wOSPF, candecoupleits flooding mech-

anism from traditional OSPF Designated Routers mechanisms. Designated Routers are nodes that are given a

special role of topology centralization and topology reduction in an OSPF network (see Chapter 3.2). In that

respect, an MPR-based approach can separate flooding optimization on one hand, and topology optimization

schemes on the other hand.

A way to achieve this is to consider the MPR-CDS [54] laying naturally on top of the MPR selections.

This CDS can be used, along with the same topology reduction techniques proposed in MDR OSPF. This

approach then provides the same partial topology, and the same route quality properties (which means some
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amount of route stretching) as obtained with MDR OSPF. The advantage with the present solution is that the

robustness of MPR flooding is kept, while still obtaining thesame gains in topology reduction.

In fact, any other kind of CDS can be used on top of an MPR-basedapproach. The cost of using a dif-

ferent CDS is the additional complexity due to the computation of this specific CDS. Furthermore, any other

kind of topology reduction technique may be used along with the chosen CDS, as long as it does not impair

network stability, or connectivity.

The decrease in overhead with this method is shown with Fig. 7.6, comparing the middle curve to the

full topology overhead (the top curve). In fact, the decrease in overhead may be slightly bigger, depending

on the chosen topology reduction scheme. However, wether they are used over an MPR approach or a CDS

approach, the schemes proposed in MDR OSPF, will produce slightly sub-optimal routes. These schemes

introduce some route stretching, that is to say: routes may include some unnecessary hops (i.e. transmis-

sions). Indeed, some links may not be advertized network-wide while they are in fact needed to construct

optimal routes, as CDS topology reduction typically reduces the advertized topology to links towards the

CDS backbone. Fig. 7.7 displays a simple example of route stretching, where the link between B and C is not

known network-wide. Therefore, if node F wants to reach C, itwill route through node E (in 4 hops), while

the optimal route is through node A (in 3 hops).

Route stretching is a concern in an environment where the number of transmissions are to be as limited

as possible to reduce the bandwidth consumption, interference issues, number of collisions, or power con-

sumption of the nodes in the MANET. In fact, route stretchingreally introduces some additional routing

overhead, as it reduces the available bandwidth that can be used for data traffic. In other words, a 10% route

stretch factor (i.e. routes being 10% longer) means a 10% decrease in available bandwidth for data traffic.

In the next section, we will therefore outline other approaches to partial topology based on MPR backbones,

that do not introduce route stretching, and provide optimalroutes.

Approach without Route Strech

In this section we will describe another partial topology method for MPR-based wireless OSPF solutions.

Contrary to approaches described in MDR OSPF and in the previous section, this method does not degrade

route quality.
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Figure 7.7: CDS topology reduction. The backbone is optimally formed by nodes A, F, E, D and G. The
reduction scheme will typically slim down the advertized topology to links towards the CDS backbone. The
link between nodes B and C is not advertized network-wide, and therefore not known to node F.

Based on the approach developed in OLSR, and also taken by wOSPF, an MPR-based solution can pro-

vide partial topology without incuring any route sub-optimality, i.e. as if the full topology was indeed used.

Route optimality is achieved with efficient reduction of the flooded topology information to only the state

of links between MPRs and their selectors, while still usingthe full topology information available locally.

Analysis shows that this approach provides shortest paths (see [78]), as if the full topology was indeed adver-

tized and flooded, while still drastically reducing the flooding overhead. In particular, contrary to CDS-based

topology reduction approach, cases such as shown in Fig. 7.7will not cause suboptimal routing with MPR

topology reduction since node B will select A and C as MPRs, and the link between B and C will thus be

known network-wide.

More precisely, in a wireless OSPF framework, wOSPF specifies that adjacencies are not to be formed

between routers and that routing is done over any bi-directionnal link, as in OSLR. Such an approach relies
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on periodic transmission of LSAs with short enough intervals so that it is more beneficial to just transmit up-

dated information periodically, rather than to verify thatthe old information got through (through traditional

adjacency OSPF mechanisms such as Acknowlegements or Database Exchange see Chapter 3.2).

The decrease in overhead with this method is shown with Fig. 7.6, comparing the bottom curve to the

full topology overhead (the top curve).

However, if this approach to link state routing is desireable in most MANET environments, in some cases it

is not totally appropriate. These cases include scenarii targeted by the wireless OSPF design: mixing wired

nodes and mobile nodes, or more generally, cases featuring more stable topologies, where updating topo-

logical information too often is wasteful. In these cases, the period with which different nodes update link

information may vary greatly (from a few seconds, up to an hour), and this lack of homogeneity breaks the

assumption that any update will come soon enough anyways.

In these cases, it is desireable to keep adjacencies and acknowledgements. Therefore an intermediate ap-

proach bringing optimal paths, but using partial topology,is to form adjacencies only between MPRs and

their selectors. This yields more overhead than the approach described in Section 7.2.4 but the reward comes

from being able to keep away from any route stretching and only use optimal, shortest paths.
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7.3 Optimizing Reliability for Link State Information

In this section, we introduce the notion of database exchange and reliable synchronization in the context of

mobile ad hoc networks. Inspired by the mechanisms from the routing protocol OSPF, it is shown that in

their present form, these mechanisms are not suitable for the mobile ad hoc domain. We therefore introduce

a new link state synchronization mechanism that is optimized for the specific environment of wireless ad hoc

networks. This mechanism is proposed as an extension to wOSPF, and was first presented in [4].

7.3.1 Introduction to Reliable Link State Synchronization

In order to ensure that the link state algorithm functions correctly, the link state databases in every node must

be as synchronized as possible. In order to protect databases from discrepancies, OSPF features mechanisms

such as reliable flooding and database exchange (see Section3.2). On the other hand, OLSR rather relies

on frequent unreliable flooding of topology information, that is more adapted to dynamic topologies and ad

hoc environments. The idea behind the periodic unreliable flooding of topology information is that since the

topology of the network is thought to be changing rather frequently, link state packets (LSP) are transmitted

periodically and frequently to reflect these changes. Consequently, loss of a single LSP is relatively unimpor-

tant since the information contained within the message will be repeated or updated shortly.

This approach may work well if LSP periods are roughly homogeneous and short enough. However, in a

heterogeneous network with both traditional wired parts and wireless ad hoc parts, wired nodes will have

rather long LSP generation period (down to one per hour), whereas wireless nodes will typically generate

LSPs much more frequently (often more than one per minute). In this case, of course, the short period ar-

gument fails, at least for the LSPs with a long period, and there is a need to device mechanisms ensuring

“OSPF-like” treatment for long period LSPs.

7.3.2 Managing Wired, Ad Hoc Heterogeneity

Managing wired/ad hoc heterogeneity is the goal of a protocol such as wOSPF, an extension to OSPF that

aims at adapting OSPF for ad hoc networks (refer to Section 3.2 for information on OSPF, and Section 6.3 for

information on wOSPF). However, OSPF’s reliable flooding with acknowledgements and database exchange

mechanism are not appropriate for ad hoc networks.



110 Chapter 7. Optimizing Control Traffic in Mobile Ad Hoc Networks

OSPF’s reliable floodingemploys positive acknowledgements (ACK) on delivery, withretransmissions. In

other words, an ACK is a “retransmission-repressing” message. In mostly static point-to-point-like network

topologies (as for instance fixed wired networks), ACKs and retransmissions occur over a single link. An

ACK transmitted by the recipient of an LSP will be received bya node which is directly able to interpret the

ACK message, as the recipient of an ACK will be the node which sent the LSP to which the ACK corresponds.

In wireless ad hoc networks, the network topology may be changing frequently, due to node mobility. Inter-

faces are typically wireless of broadcast nature, and any transmission may thus interfere with all the neigh-

bours of the node originating the transmission. An ACK, which can be only interpreted by the node which

relayed corresponding LSA, will thus be interfering with all the nodes in the neighbourhood. If, due to

node mobility or fading radio links, a node does not receive an expected ACK, unnecessary (re)transmissions

will occur, consuming precious bandwidth. In other words, reliable topology information diffusion through

ACK’s imposes the assumption that the network conditions are such that an ACK that is sent can be received

by the intended node. This does not hold for a wireless ad hoc network, where the network may be substan-

tially more dynamic (nodes may move out of rangeetc.).

OSPF’s database exchangesare intended to synchronize the link-state database between routers. In OSPF,

database description packets are exchanged between two nodes through one node (the master) polling an

other node (the slave). Both polls and responses have the form of database description packets containing a

set of LSA headers, describing (a partial set of) the respective link-state databases of each of the two nodes.

These database description packets are used by the nodes to compare their link-state databases. If any of

the two nodes involved in the exchange detects it has out-of-date or missing information, it issues link-state

request packets to request the pieces of information from the other node, which would update its link-state

database.

In wireless ad hoc networks, wireless broadcast interfaces and a higher degree of node mobility are typically

assumed. Therefore, inconsistencies between the link-state databases of the nodes in the network should

occur more frequently, calling for more frequent database synchronizations. Moreover, the broadcast nature

of the network interfaces implies that the bandwidth in a region is shared among the nodes in that region and

thus less bandwidth is available between any pair of nodes toconduct the database exchange. At the same

time, lists of complete LSA headers can amount to a lot more overhead than necessary.

In this section we therefore describe a mechanism, adapted for the low-bandwidth high-dynamics condi-
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tions of wireless ad hoc networks, for conducting efficient database synchronization and reliable flooding in

wOSPF. This mechanism aims at providing these functionalities while optimizing both the amount of infor-

mation that needs to be exchanged and the number of transmissions that have to take place for their operation.

Database Signatures

The basic idea is to employ an exchange of compact ”signatures” (hashing of the link state database) between

neighbour nodes, in order to detect differences in the nodes’ link state databases. When a discrepancy is

detected, the bits of information required to synchronise the link state databases of the involved nodes are

then identified and exchanged. The purpose of the exchange isto provide the nodes with a consistent view of

the network topology – the task is doing so in an efficient way.

The proposed approach is somewhat inspired by IS-IS [70], inwhich packets which list the most recent se-

quence number of one or more LSPs (called Sequence Numbers packets) are used to ensure that neighbouring

nodes agree on the most recent link state information. In other words, rather than transmitting complete LSA

headers as done in OSPF, a more compact

representation for database description messages is employed. Sequence Numbers packets also accom-

plish a function similar to conventional acknowledgement packets.

The method described here differs from the mechanism employed in IS-IS by the use of age. Forexam-

ple, it may be considered a waste of resources to check for database consistency for LSAs issued from within

a very dynamic part of a wireless ad-hoc network (e.g.RFID tags on products in a plant): LSAs from nodes

within this domain should be transmitted frequently and periodically, thus information describing these nodes

is frequently updated and “with a small age”. LSAs from a lessmobile part of the wireless ad-hoc network

(e.g.sensors on semi-permanent installations in the plant) might be updated less frequently. Thus consistency

of these corresponding entries in the link-state databasesshould be ensured.

The following subsections outline how database signaturesare generated, exchanged, interpreted and

used for correcting discrepancies.

7.3.3 Definition of Link State Database Signatures

We define a signature message as a tuple of the following form:
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Signature Message= (Age Interval, Key, Prefix Signature).

A signature features a set of prefix signatures:

Prefix Signature= (Prefix, Sign(Prefix)).

EachSign(Prefix)results from hashing functions computed on the piece of the link state database matching

the specified prefix, and represents this part of the databasein the signature message.

More specifically, eachSign(Prefix)has the following structure:

Sign(Prefix) = (Primary Partial Signature, Secondary Partial Signature,

Timed Partial Signature, #LSA, Timed #LSA).

A primary partial signature (PPS) for a prefix is computed as asum over all LSAs in a nodes link-state

database, where the prefix matches the advertising router ofthe LSA:

PPS=
∑

pre f ixes(Hash(LSA-identifier)),

with
∑

pre f ixesdenoting the sum over prefixes matching the advertising router of the LSA. The secondary

partial signature (SPS) for a prefix is similarly computed asa sum over all LSAs in a nodes link-state database,

where the prefix matches the advertising router of the LSA, but also uses a random key as follows:

SPS=
∑

pre f ixes(Hash(LSA-identifier))·key,

with
∑

pre f ixesdenoting the sum over prefixes matching the advertising router of the LSA. The timed partial

signature (or TPS) for a prefix and an age interval is computedover LSAs in a nodes link-state database where:

• the prefix matches the advertising router of the LSA,

• the age falls within the age interval of the advertisement,

and has the following expression:

TPS=
∑

pre f ixes,time (Hash(LSA-identifier)),

with
∑

pre f ixes,time denoting the sum over prefixes matching the advertising router of the LSA and where the

age falls within the age interval of the advertisement. The LSA identifier is the string, obtained through con-

catenating the following LSA header fields:
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• LS type

• LS ID

• Advertising router

• LSA sequence number

7.3.4 Signature Exchanges

Signatures are exchanged between nodes in two forms: informational signatures, broadcast periodically to

all neighbour nodes, and database exchange signatures, employed when a node requests a database exchange

with one of its neighbours.

Informational Signature Exchange – Each node periodically broadcasts informational (info) signatures,

as well as receives signatures from its neighbour nodes. This exchange allows nodes to detect any discrep-

ancies between their respective link-state databases. Thefollowing sections detail how info signatures are

generated and employed to detect link-state database discrepancies.

Database Signature Exchange –Database exchange (dbx) signatures are directed towards a single neigh-

bour only. The purpose of emitting a dbx signature is to initiate an exchange of database information with a

specific neighbour node.

When a node detects a discrepancy between its own link-statedatabase and the link-state database of one

of its neighbours, a database exchange is needed. The node, detecting the discrepancy, generates a dbx signa-

ture, requesting a database exchange to take place. In OSPF terms, the node requesting the database exchange

is the ”master” while the node selected for receiving the dbxsignature is the “slave” of that exchange. The

dbx signature is transmitted with the destination address of one node among the discrepant neighbours. The

node builds a dbx message signature, based on the information acquired from the info signature exchange.
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Signature Message Generation

This section details how info and dbx signature messages aregenerated.

Info Signature Generation – An info signature message describes the complete link statedatabase of the

node that sends it. Absence of information in a signature indicates absence of information in the sending

nodes link state database – in other words, if no informationis given within an informational signature about

a specific prefix, it is to be understood that the sending node has received no LSAs corresponding to that

prefix.

The set of prefix signatures in an informative signature message can be generated with the following splitting

algorithm, where the length L of the info signature (the number of prefix signatures in the message) can be

chosen at will.

We define the weight of a given prefix as the function:

Weight(prefix)= # of LSAs whose originator matches the prefix.

And similarly, the timed weight as the function:

Timed Weight(prefix) = # of LSAs whose originator matches the prefix

and whose age falls inside the age interval.

Then, starting with the set of prefix signatures equal to(0,signature(0)), recursively do the following.

As long as:|set of prefix signatures| < L

1. Find in the set of prefix signatures the prefix with largest timed weight, let it be calledmprefix.

2. Replace the single(mprefix, signature(mprefix))by the pair

(mprefix0,signature(mprefix0)),(mprefix1,signature(mprefix1)).

3. If one of the expanded prefix ofmprefixhas weight equal to 0, then remove the corresponding tuple.

The proposed format of info signature messages are shown in Appendix D.
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Dbx Signature Generation – Dbx signatures serve to trigger an exchange of discrepant LSAs with one

neighbour, known to have more up-to-date link-state information – the ideal is to pick the neighbour which

has the “most complete” link-state database and which at thesame time is going to remain a neighbour for

a sufficient period of time. In wOSPF, database exchanges are to be conducted in preference with nodes

selected as MPR.

The set of prefix signatures in a database exchange signaturemessage can be generated with the follow-

ing algorithm, where the length L of the dbx signature (the number of prefix signatures in the message) can

be chosen at will.

1. Start with the same set of prefix signatures as one of the received info signature where the discrepancies

were noticed.

2. Remove from that set all the prefix signatures such that signature(prefix) is not discrepant (with the

LSA database). Use the same age interval and key used in the received info signature. Then use the

recursive algorithm described for info signatures, skipping step 3.

Indeed, contrary to info signature messages, the prefixes with zero weight are not removed here, since the

signature is not complete, i.e. the signature might not describe the whole database. Therefore a prefix with

empty weight may be an indication of missing LSAs.

The proposed format of dbx signature messages are shown in Appendix D.

Checking Signatures

Upon receiving a signature message from a neighbour, a node can check its local LSA database and deter-

mine if it differs with the neighbour’s database. For this purpose, it computes its own prefix signatures locally

using the same prefixes, time interval and key specified in thereceived signature message. A prefix signature

differs with the local prefix signature when any of the following conditions occurs:

1. both the number of LSAs and the timed number of LSAs differ;
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2. both the timed partial signatures and the (primary partial signature, secondary partial signature) tuples

differ.

The use of a secondary signature based on a random key is a way to cope with the infrequent, but still possible,

situations when the primary signatures agree although the databases differ. In this case, it can be assumed that

using a random key makes the probability of both primary and secondary signatures agreeing while databases

are different very small.

7.3.5 Database Exchange

When a node receives a dbx signature with its own ID in the destination field, the node has been identified as

the slave for a database exchange. The task is, then, to ensure that information is exchanged to remove the

discrepancies between the link-state databases of the master and the slave.

Thus, the slave must identify which LSA messages it must retransmit, in order to bring the information

in the master up-to-date. The slave must then proceed to rebroadcast those LSA messages.

More precisely, the slave rebroadcasts the LSA messages which match the following criteria:

• the age belongs to the age interval indicated in the dbx signature, AND

• the prefix corresponds to a signed prefix in the dbx signature,where the signature generated by the

master differs from the signature as calculated within the slave for thesame segment of the link-state

database.

When a node is triggered to perform a database exchange, it generates a new LSF (see Section 6.3) with TTL

equal to 1 (one hop only) and fills it with the update LSAs. These LSAs must indicate the age featured at the

moment in the database from which they are taken.

Optionally, the host can use a new type of LSF denoted an LSF-D, which is retransmitted making use of

MPRs, contrary to the one-hop LSF described above. An LSF-D is transmitted with TTL equal to infinity.

Upon receiving such a packet, successive nodes remove from the LSF-D the LSAs already present in their
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database before retransmitting the LSF-D. If the LSF-D is empty after such a processing, a node will simply

not retransmit the LSF-D. The use of LSF-D packets is more efficient for fast wide-area database updates in

case of merging of two independent wireless networks.

7.3.6 Performance Evaluation of the Database Signature Exchange Mechanism

In this section we estimate the performance of the database signature exchange protocol. In this analysis

we consider the “cost” of the protocol’s operation when two neighbour’s databases differ on a single record.

While this is a special case, it gives a good idea of what kind of performance gains we can get.

We denote byn the number of records in the database (typicallyn can range from a few tens to a thou-

sand) and byQ the number of signatures contained in a signature message (typically Q = 10). To simplify

we assume that a signature and a record exchange yield the same cost. Let this cost be the unit.

Synchronizing a Single Mismatch

Let Dn be the average cost of database retrieval when the mismatch occurs on a random record amongn.

In this sections, in order to estimateDn, we will consider that the number of records in the database is P, a

poisson variable of meann.

Theorem 6 The average recovery cost of a single mismatch is bounded by:
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∞
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where Q is the number of signatures contained in a signature message.

Proof – The signature mechanism yields an exchange consisting in (i) an info signature, responded to by (ii)

a dbx signature, which is in turn responded to by (iii) the LSF(s) containing the part of the database that is

identified to be discrepant.

The info signature generation implies the partitionning ofthe database inQ parts (based on IP prefixes).

Let us consider that the records (IP addresses) are uniformly distributed, and therefore, a record has an equal
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chance to fall into each of theQ parts. Then the responding dbx signature generation implies further parti-

tionning of one of theQ parts intoQ subparts. Similarly, the records in the part have an equal chance to fall

into each of the subparts.

This operation is therefore equivalent to the equiprobabledispatching of the database intoQ2 parts, which

gives birth toQ2 independent poisson variablesPi (for i = 1 to Q2) of mean n
Q2 (since the number of records

in the database is a poisson variable of meann). Let Pk be the part of the database which contains the mis-

match.

Then since an info signature and a dbx signature each yield a cost Q, and the update a costPk, we have

that:

Dn = 2Q+ Pk.

Let Pmax be the maximum of the variablesPi (from i = 1 to Q2). We then have the following bound:

Dn ≤ 2Q+ Pmax.

Let us denotef (a) the probability thatP1 ≥ a. Since thePi variables are independent and identically dis-

tributed, we can say that the probability thatPmax≥ a is equal to the value 1− (1− f (a))Q2
.

Therefore we can compute the mean ofPmax as
∑∞

i=0(1 − (1 − f (i))Q2
), which terminates the proof of the

theorem.

⊓⊔

Fig. 7.8 shows the bound for the cost of a single mismatch, forQ = 10 andn varying from 100 to 1000.

This cost is in fact divided in at least 3 different packet transmissions: one for the info signature, onefor the

responding dbx signature, and at least one for the database update. Indeed, there may be more than one trans-

mission for the update, depending on the size of the update and on the maximum size of a single transmission

allowed by the network.
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Figure 7.8: Bound for the signature retrieval cost with a single record mismatch andQ = 10. The cost is
measured in number of exchanged IP addresses, and it is shownhere in function of the size of the database,
also measured in number of IP addresses.

Synchronizing a Single Mismatch with the Narrowing Enhancement

Let us denoteb the maximal size of a single transmission (typicallyb = Q). We can then also evaluate the

signature mechanism modified in that it continues exchanging signature packets, “narrowing down” until the

discrepant part of the database is identified with a size smaller thanb (and only then updates the database

with an LSF).

This enhanced mechanism should yield a lower cost whenn is large,i.e. the cost shouldO(logn) instead

of O(n), since we are basically browsing down the tree of successive Q-partitions of the database, instead of

simply stopping after two partitions. However it should imply a slower convergence, since it implies more

signature computation and exchanges between slave and master. Nevertheless, forn ≤ 1000 andb = Q

around 10, the simple mechanism and the enhanced mechanism should yield approximately the same cost,

since with these values,nQ2 is close tob (or smaller). Therefore, on average, the enhanced method will any-

ways also use only two successive Q-partitions, and will consider that to be narrow enough.

In the following, we study the case wheren > b (the whole database cannot be transmitted in a single

packet), and we take the conventionDn = n, for n < b. Contrary to our first analysis, the size of the database

is no longer considered to be a random variable: it is determined to ben.
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Theorem 7 The average recovery cost of a single mismatch with the narrowing enhancement is:

Dn =
1

logQ
(Q+ 1− 1

Q
) logn

+(Q+ 1− 1
Q

Hb−1 +
Q− 1

Q2
b)

+P(logn) +O(
1
n

),

where Hk =
∑k

i=1
1
i denotes the harmonic sum, Q the number of aggregated signatures contained in a signa-

ture message, and P(x) is a periodic function of periodlogQ with very small amplitude.

Proof – Simple algebra on random partitions yields, with the multinomial development:

Dn = Q+
∑

n1+···+nQ=n

Q−n

(

n
n1 · · ·nQ

)

(
n1

n
Dn1 + · · · +

nQ

n
DnQ).

Then, if we denoteSn = nDn, we have:

Sn = nQ+
∑

n1+···+nQ=n

Q−n

(

n
n1 · · ·nQ

)

(Sn1 + · · · + SnQ).

DenotingS(z) =
∑

n Sn
zn

n! e
−z the so-called Poisson generating function ofSn, we get the functional equation:

S(z) = QS(
z
Q

) + Qz− ((Q+ 1− 1
Q

)zeb(z)

+
(Q− 1)

Q2
z2eb−1(z))e−z,

with the convention thatek(z) =
∑

i≤k
zi

i! . Let D(z) = S(z)/z. We therefore have the functional equation:

D(z) = D(
z
Q

) + Q− ((Q+ 1− 1
Q

)eb(z)

+
(Q− 1)

Q2
zeb−1(z))e−z.

Using the Mellin transformationD∗(s) =
∫ ∞
0

D(x)xs−1dx, defined forℜ(s) ∈] − 1, 0[, and using the fact that

the Mellin transformation ofD( z
Q) is QsD∗(s), we get to the closed form solution:



7.3. Optimizing Reliability for Link State Information 121

D∗(s) =
Γb(s)(Q+ 1− 1/Q) + Γb−1(s+ 1)(Q− 1)/Q

1− Qs
,

with the convention thatΓk(s) is the Mellin transformation ofeb(z)e−z. We note by the way that,Γk(s) =
∑

i≤k
Γ(s+i)

i! .

The reverse Mellin transformation then yields:

D(x) =
1

2iπ

∫ c+i∞

c−i∞
D∗(s) exp(slog x)ds,

for anyc such thatℜ(c) ∈] − 1, 0[. When the integration path moves to the right, it encounters a succession

of singularities on the vertical axisℜ(s) = 0. There is a double pole ons = 0 and there are single poles on

sk =
2ikπ
logQ for k being integer. Therefore, by virtue of singularity analysis, we have for anym:

D(x) = −µ0 log x− λ0

−
∑

k

λk exp(−2ikπ
log x
logQ

)

+O(
1
xm

),

whereλ0 and µ0 are, respectively, the first and second order residues ofD∗(s) at s = 0, andλk is the

first order residue ats = sk. Classic calculus can be used to determine the residues. Notice thatP(x) =

−∑

k λk exp(−2ikπ log x
logQ), which is periodic of period logQ. Also note that the estimate is true for everym,

since there are no more singularities in the right half plan.

We can then use the depoissonization theorem to assess thatSn = nDn = nD(n) + O(1) whenn → ∞,

which terminates the proof of the theorem.

⊓⊔

Figure 7.9 shows the asymptotic behaviour of retrieval costwith the narrowing enhancement, withQ = b = 16

for n varying from 100 to 1,000. It is compared with the cost of the full database of OSPF (i.e. without any

signature mechanism).
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Figure 7.9: Signature retrieval cost (bottom) compared with full database retrieval cost (top) with a single
record mismatch,Q = 16 andb = 16. The cost is measured in number of exchanged IP addresses,and it is
shown here in function of the size of the database, also measured in number of IP addresses.

7.3.7 Applicability of the Database Signature Exchange Mechanism

This section outlines the applicability of the specified mechanisms in a set of common scenarii. One applica-

tion has been discussed previously, ensuring that information from LSA messages originating from attached

wired networks with potentially long intervals between LSAmessage generation, is maintained in all nodes

in the wireless ad-hoc network. The scenarii outlined in this section go beyond that situation, and consider

how the database signature exchange may apply even in pure wireless scenarii.

Emerging Node

When a new node emerges in an existing network, the initialisation time for that node is the time until it

has acquired link-state information, allowing it to participate fully in the network. Ordinarily, this time is

determined solely by the frequency of control traffic transmissions. In order to reduce the initialisation time,

the database exchange mechanisms can be employed as soon as the node has established a relationship with

one neighbour node already initialised. This emerging nodewill select a neighbour as slave and transmit

a dbx signature of the form ( [age min, age max] , (*, signature(*)) ), with “*” implying an empty prefix.

The slave will respond by, effectively, offering its entire link-state database to the master. In particular in

situations where some LSAs are not transmitted frequently (outside LSAs would be an example of such), this

mechanism may drastically reduce the initialisation time of new nodes in the network.
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Merging Wireless Clouds

Two disjoint sets of nodes, employing wOSPF as their routingprotocol, may at some point merge or join –

i.e. a direct (radio) link is established between the two sets. Prior to the merger, the respective clouds are

”stable”, periodically transmitting consistent info signatures within their respective networks. At the point of

merger, at least two nodes, one from each network, will be able to establish a direct link and exchange control

traffic. The combined network is now in an unstable state, with great discrepancies between the link-state

databases of the nodes in the formerly two networks. Employing signature and database exchanges through

the LSF-D mechanism, the convergence time until a new stablestate is achieved can be kept at a minimum.

Reliable Flooding

If a node wants a specific LSA to be reliably transmitted to itsneighbour, the db signature mechanism can be

employed outside of general periodic signature consistency check. The node transmitting the LSA message

broadcasts an info signature, containing the full LSA-originator ID as signed prefix and a very narrow age

interval, centered on the age of the LSA which is to be reliably transmitted. A neighbour which does not

have the LSA in its database will therefore automatically trigger a database exchange concerning this LSA

and send a dbx signature containing the LSA-originator ID signed with an empty signature. The receiving of

such a dbx signature will trigger the first node to retransmitthe LSA right away with a new LSF to ensure

that the LSA does get through.





Chapter 8

Scalability Solutions for Massive Ad Hoc

Topologies

Experience has shown that the considered ad hoc routing solutions (OLSR, AODV [31], DSR [33], TBRPF

[32], or wOSPF) cannot sustain an arbitrary number of nodes in the network. Although they already feature

optimizations such as the mechanisms described in Chapter 7, these routing protocols fail to provide nodes

with a connected network when nodes are too numerous.

With proactive protocols (OLSR, TBRPF, or wOSPF), the amount of traffic due to the routing protocol’s

functionning grows steadily with the number of nodes in the network – at least in principle (see Section 6.1).

Therefore, since the wireless links have a limited bandwidth, there is an obvious limit in the number of nodes

that can be supported. Over this limit, the available bandwidth is completely occupied by the control traffic,

and there is “no space” left for users to communicate their data over the network – which is absurd. If the

number of nodes grows further than this limit, the availablebandwith is not even enough for control traffic

needs, and the routing protocol will fail to construct the network properly.

With reactive protocols (AODV, DSR), the amount of traffic due to the routing protocol’s functionning is

not directly tied to the number of nodes in the network (see Section 6.1). However, if the nodes are not static

and if there are more than a few active routes used throughoutthe MANET (which is in general the case in

a mobile ad hoc network), reactive protocols also rely on a growing amount of control traffic. Therefore the

same wireless bandwidth limitation produces the same effect as with proactive protocols: a limitation in the

maximum number of nodes that can be supported.

125
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For instance, experience with OLSR as specified in [26] showssome serious problems over 100 nodes in

the network (with 802.11b as the underlying wireless technology). Depending on the traffic patterns and the

mobility of the nodes, AODV as specified in [31] shows even worse scaling properties on the same network.

A horizon limited to 100 nodes for ad hoc routing can surely beimproved, but how far can we go? This

chapter presents an analysis on this subject, and mechanisms enhancing the scalability of ad hoc routing –

that can be used in addition to the techniques described in Chapter 7. In the following, we will focus on link

state routing with OLSR.

The approaches that will be described offer scalability in “orthogonal” and complementary ways. Trees pro-

pose a “vertical” scaling with the introduction of clustersand hierarchical networking (connecting to Chapter

7, where trees were already studied in a dense environment).On the other hand, Fish-Eye enhancements aim

at a “horizontal” scaling, for networks that feature large diameters (in number of hops).

8.1 Hierarchical Routing with Trees

A classical way for an organization to scale is to introduce hierarchy. In this section we therefore describe a

new dynamic clustering mechanism for the ad hoc routing protocol OLSR. A new hierarchical routing scheme

using this clustering is presented, enabling ad hoc routingto scale for larger topologies. This approach was

first presented in [12].

8.1.1 Introduction to Hierarchical Networking

While the main ad hoc routing solutions generally provide only flat routing, the Internet has always been

hierarchical in nature. Hierarchy was introduced as a tool to cope with scalability problems, concerning both

routing and managing administratively. This approach is orthogonal to the Fish Eye approach described in

Section 8.2. Indeed, having several levels of hierarchy limits the growth of the routing information needed in

the biggest routers in the Internet. Hierarchy enables thisgrowth to be onlylogarithmicwith respect to the

size of the network, instead oflinear. And on the other hand, when an organization grows in size, hierarchy

and clustering have obvious advantages in terms of management in general. Issues due to scalability have

not been entirely resolved with the main solutions that wereproposed (see [26] [31] [32] [33] [11] [27]).

However, mobile ad hoc routing is in dire need to address these issues, as it suffers from what is also its

advantage: native mobility disturbing the Internet architecture, and decentralized wireless access incurring a

lack of bandwidth limiting its flat growth.
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The following therefore presents a mechanism providing dynamic clustering and hierarchical routing in

an OLSR network. The provided clustering can be used for different purposes: (i) to enable hierarchi-

cal routing, or (ii) to create relatively natural regions for some administrative purposes such as address

(auto)configuration, security, or any other purpose needing a dynamic partitionning of the network.

8.1.2 OLSR Tree Formation and Maintenance

The base is to pragmatically and yet optimally identify the root of trees, in other words the heads of the clus-

ters. This must be done in a dynamic fashion, as well as the tree formation that is induced by these choices.

This is done as described in Section 7.1.

Taking advantage of local maximum connectivity,i.e. nodes that feature the most neighbors are designated

cluster heads. This mechanism initially forms trees in the following way: each node selects as parent its

preferred neighbor. A node’s preferred neighbor is the neighbor which has the maximumdegree(number of

neighbors). A node which is a local maximum degree-wise (allits neighbours have lower degree) is then the

root of its tree. Ties are broken with the classical highest ID criteria.

The network is then viewed as aforest, i.e. a collection of logical trees, as described in Section 7.1, where

this mechanism is used for flooding following the branches ofthe trees. In the following, we on the other

hand use the clustering produced by the trees (shown in Fig. 8.1).

In order to enable OLSR nodes to form and maintain trees, OLSRnodes periodically exchange so-called

Branch messages (in addition to usual OLSR messages). Typically a Branch message will be piggy-backed

with a Hello message and have the same 1 hop scope. This approach is most scalable, since light, local and

non-centralized. With a Branch message a node specifies information such as its identity (theNode IDfield),

the tree it belongs to (theTree IDfield) and its parent in the tree (theParent IDfield). The format of these

messages is shown in Fig. 8.2. TheDepthfield indicates the distance of the node to the root. The format also

reserves room for eventual extensions with theReservedfield, unused and zeroed out for now. Note that the

IDs of the nodes are generally the IP addresses of the nodes.
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Figure 8.1: Tree clustering. Roots are shown as black nodes,and branches of the trees are shown as plain links
between nodes. Links that are not branches are dashed. One tree is reduced to its root, as it is disconnected
from any other node.

0 1 2 3

0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1

+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

| Node ID |

+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

| Parent ID |

+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

| Tree ID (Root Node ID) |

+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

| Depth | Reserved |

+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

Figure 8.2: OLSR Branch message format.

8.1.3 Tree Options

Several options may be provisionned in order to tune the treemechanisms. They are discussed in the follow-

ing.

Tree Depth Control

Roots can choose to limit the size of their tree by imposing a maximum supported depth. The idea is that a

root may have to perform some extra work, as being responsible for the communication outside the tree for

example. The amount of work grows with the number of nodes in the tree. A root can therefore choose to

limit the extra work by imposing some limitation as to how to join its tree, based on its ressources.

This is done by the root setting the maximum depth it supportsin theMax Depthfield in the Branch messages

it emits (see Fig. 8.2). Nodes in the tree can then be aware of this limitation and enforce it. These in turn

advertise this maximum depth in their Branch message and also precise which depth they are at with the

Depthfield (the root is at depth 0). A node wanting to join the tree can then check what is the depth limitation

for this tree, and therefore if it can join the tree or not. If it cannot join the tree due to depth limitation, the



8.1. Hierarchical Routing with Trees 129

node will consider joining the “next best” available tree, via the neighbour which features the “next best”

(degree, ID) criteria (and which is not over depth limit in its tree). If none of the available trees are joinable,

the node will then consider itself as root, in its own tree.

Note that the tree depth control option can be disabled. If the root sets theMax Depthfield to a special

value (all the bits set to 1), there is no depth limitation forits tree.

Tree Mode Threshold

Ideally, the tree mode should appear only when the topology requires it, i.e. when the MANET grows big

enough. There should be a threshold above which the trees start to develop and a way to transition smoothly

into the tree mode,i.e. a state where all the nodes in the MANET are tree-aware, sending and receiving

Branch messages. This way, an application using clusteringcan then start being ensured that the tree struc-

tures are in place in the entire network – this may be very important to have, depending on the application.

The reverse should also be made possible: below this threshold, trees should start to disappear and there

should be a way to smoothly transition out of the tree mode.

This threshold can be of various nature: the size of the link state database, the frequency of TC receival

or any complex equation determining if it would be beneficialto transition into or out of this hierarchical

mode.

Transition Into Tree Mode – When a node decides that the threshold is reached, it checks if it is in a

position to be root of its tree. If it is, it starts sending Branch messages as such. A node that receives a Branch

message checks

if its threshold is indeed reached and if it is, it may decide to join the tree it belongs to according to the

afore-mentioned rules, and start sending Branch messages too. This way, trees grow, starting from the root.

Note that a root emiting Branch messages also marks the TCs itemits with setting the R bit (see Fig. 8.3),

this signals to other nodes in the network and outside the tree, that the node is a root. During the transition

into tree mode, some nodes may be already in tree mode while some other nodes are not. In order to signal

the transition status, nodes that are in tree mode mark theirTC messages as coming from the forest. This is

done with root nodes setting the R bit in their TCs and other nodes setting the T bit in their TCs (see Fig. 8.3).

Once there are no more unmarked TCs being flooded in the MANET,the MANET is ready to shift to tree
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0 1 2 3

0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1

+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

| ANSN |R|T| Reserved |

+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

| Advertised Neighbor Main Address |

+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

| Advertised Neighbor Main Address |

+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

| ... |

+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

Figure 8.3: OLSR TC packet format with tree options R and T.

mode: all the nodes have shifted to tree mode and the tree structures are in place. Therefore the transition can

happen, as smooth as possible.

If after some amount of time there are still unmarked TCs being flooded in the MANET, this either means

that (i) the network is not too big after all, but rather stable at the limit of being so, or (ii) some nodes are

tree-mode incapable and therefore tree mode is impossible in this MANET. In that case nodes may decide to

abandon the transition into tree mode and stop sending branch messages (and marking TCs).

Transition Out of Tree Mode – When a root determines that the threshold is reached, it may decide to

transition back into regular mode. In that case, it will start marking its TCs with both T and R bits set. Setting

both R and T bits indicate that this tree wants to revert back to not using the tree structure any more. When

another root receives a TC both marked with R and T bits set, itmay check if its threshold is reached or not

and may also start to mark its own TCs with both R and T bits set.

If a state is reached where all the TCs marked with the R bit setalso have the T bit set, the MANET is

ready to transition back, out of tree mode, as smoothly as possible.

If after some amount of time there are still some TCs being diffused in the MANET with the R bit set

but without the T bit set, this means that the network is not ready to revert. In that case roots may decide to

abandon the transition out of tree mode and stop marking their TCs with T bit set.

8.1.4 Hierarchical Routing with OLSR Trees

One application of the tree structuring described above canbe the introduction of hierarchical routing in

OLSR, using the dynamic clustering defined by the trees. The following sections briefly describe a way to

achieve that when the tree structures are in place. Note that, as mentionned in the introduction, there may be

other applications that may benefit from using this clustering, and even, other ways to use OLSR trees for
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hierarchical routing.

Routing within Tree Scope

Within a tree, OLSR operates as if there was no tree, except for the following points:

1. Messages coming from a neighbor that is not in the same treeare generally not considered and not

forwarded.

2. The root of a tree has the special additional role of being responsible for the communication of the tree

with the rest of the MANET.

3. A node in contact with another tree must inform its own treeand especially its root.

In the following, we will describe how the restriction to tree scope is done, and how the root performs its

special role. Note that routing within a tree is identical torouting with regular OLSR, and that the only dif-

ference stands in routing outside the tree.

Flooding within Tree Scope –MPR selection is unaltered by the use of trees: MPRs are selected as if

there were no trees. The MPR mechanism is local and thereforevery scalable. What is less scalable is the

diffusion by all the nodes in the network (no hierarchy) of all thelink state information (i.e. TC messages).

Addressing this, the tree mode enables the flooding of TC messages by any node in a tree to be restricted to

that tree. In other words: TC messages originated and floodedinside a tree remain inside this treei.e. they are

not forwarded and not considered outside the tree. This is done via usual MPR flooding, with an additional

rule: a node will not forward a message coming from a neighborfrom another tree, except if

1. It is selected as MPR by this neighbor, AND

2. It is the first time it receives this message, AND

3. It has another neighbor that is in the same tree as this neighbor.

This rule ensures the MPR flooding will be complete inside thetree. In order to make sure that the MPR

flooding completeness is not broken since MPR selection doesnot take into account tree segregation, border

nodes just oustside the tree may relay messages between two different neighbors from the same tree (different

from the border node’s tree).
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0 1 2 3

0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1

+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

| Node ID |

+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

| Advertized Neighbor Tree ID |

+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

| Distance | Reserved |

+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

Figure 8.4: OLSR Leaf packet format.

Leaf Nodes –A node in contact with another tree (a node that has one or moreneighbors that are not in

the tree) must inform its tree and especially its root node. For each other tree this node reaches to, it can

inform its tree with a so-called Leaf message specifying theroots of the other trees and its estimation of the

distance between the roots (i.e. the sum of its depth in its tree and the depth of its neighbor in its own tree).

The node will periodically flood this Leaf message throughout the tree, unless it has already received another

Leaf message advertising the same tree with a shorter distance estimation (and this information is still fresh

enough). This way, the root and the other nodes in the tree areinformed of the paths leading to any neighbor

tree, and these are the shortest available paths through thetrees, from root to root.

Leaf messages are typically piggybacked with TC messages inside a tree and share the same scope,i.e.

tree-scope. Their format is shown in Fig. 8.4. They include information such as the identity of the advertis-

ing node (theNode IDfield), the identity of the advertised tree (theAdvertised Neighbor Tree IDfield), or

the estimated distance between the root of the tree and the root of the advertised tree (theDistancefield).

Communication with Other Trees

OLSR routing and MPR flooding being restricted to a tree, something special must be done in order to dis-

tribute routing information MANET-wide, from tree to tree.This is the additional task of the root of a tree. In

order to address this task, the root basically operates OLSRat a higher level: over the super-topology formed

by the roots of trees throughout the MANET. At this level, each tree, embodied by its root, behaves as if it

were a single OLSR node: a super node. Similarly to regular OLSR, these super nodes (i.e. the roots) pe-

riodically send Super-Hellos, and Super-TCs. These super-messages are the only messages to be forwarded

outside a tree. This is described in the following.

Super Messages –Super messages are identical to regular messages except that they feature an additional

IP address in their header that indicates the next super-hop(the next root to reach). The essential difference

with regular OLSR messages stands in the fact that super-messages are routed and use OLSR-established
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0 1 2 3

0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1

+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

| Message Type | Vtime | Message Size |

+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

| Originator Address |

+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

| Time To Live | Hop Count | Message Sequence Number |

+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

| NEXT SUPER HOP |

+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

| |

: SUPER MESSAGE :

| |

Figure 8.5: OLSR Super packet format.

paths inside each tree, instead of being simply flooded. Withhierarchical routing in place, these messages are

the only messages that are forwarded outside tree scope, therefore featuring MANET scope. The format is

shown in Fig. 8.5. All the fields are as specified in [26], except that theMessage Typefield is set to a special

value indicating a super message, and the fact that the header of the message (actually the beginning of the

super-message) is completed with an additional IP address specifying the next super-hop.

Super Hello Messages –The root periodically sends a Super-Hello message to all theother roots it knows

of via Leaf messages. Super-Hellos are unicasted and use theshortest root-to-toot paths advertised by the

Leaf messages and OLSR routing/forwarding inside each tree. This way, as in OLSR, roots are informed

of their super-neighborhood and can perform super-MPR selection. Super Hellos only have one super-hop

scope (they are not forwarded further than the neighbor roots).

Super-Hellos are similar in functionality and format to regular Hellos messages, except that they also fea-

ture the next super-hop in their header (as mentionned above). Nodes use this IP address to route the message

from root to root.

Super TC Messages –In addition to Super-Hellos, the root periodically sends a Super-TC message that

is super-flooded (concurrent unicasts using Super-MPR and the shortest root-to-root OLSR paths) to all the

roots in the network. Note that Super-TC messages thereforehave a scope that is bigger than one super-hop

since they are forwarded way beyond neighbor roots: throughout the whole MANET. This way, roots are

informed of the whole super-topology formed by the roots.

Super-TC messages are similar in functionality and format to regular TC messages, except that they also

feature the next super-hop in their header (as mentionned above). Subsequent roots update this field in order

to achieve super-MPR flooding over the super-topology. The format is specified in the last section.
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Super HNA Messages –Super-HNA messages are also periodically super-flooded by each root to all the

other roots in the MANET. With the generation of a Super-HNA message, a root summarizes the link state

information its cluster encompasses. This way, roots are aware of the link state information of the other trees.

Super-HNA messages are similar in functionality and formatto regular HNA messages, except that they

also feature the next super-hop in their header (as mentionned above). They are generally piggy-backed with

the generated Super-TCs. Note that it can actually be envisionned to collapse Super-TCs and Super-HNAs in

only one message type that would accomplish both functionalities. It was not presented here for purposes of

simplicity in explaining OLSR over the super-topology.

Routing Beyond Tree Scope –Being in possession of MANET-wide information with Super-HNA and

Super-TC messages, a root node will then be able to route beyond tree scope. It will therefore advertise the

default route inside its tree and traffic with outside the tree will transit via the root.
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8.2 Fish Eye Enhancement

In this section, we evaluate and compare the scalability of classical and optimized link state routing, with the

help of a simple interference model. We show that the nature of the routing algorithm in use impacts on the

maximum manageable neighbourhood size, via the control traffic it induces. Having a greater neighbourhood

size actually reduces the overhead network-wide, by reducing the number of needed retransmissions on paths

through the network.

We also show how two typical link state routing protocols (OLSR and OSPF) fail to scale to large ad hoc

topologies in their present form. Indeed, there is a limit tothe number of nodes in the ad hoc network above

which there is no significant connected component, due to incompressible topology update control traffic.

However, both protocols feature practical scalability issues even well within this theoretical limit, and OSPF

performs quite poorly compared to OLSR (which is not a real surprise, since OSPF was not designed for ad

hoc environments, contrary to OLSR).

Therefore, we describe and evaluate a solution coupling optimized link state and Fish Eye techniques that

enables ad hoc routing to scale for large networks. This analysis was first presented in [9].

8.2.1 Introduction to Link State Routing coupled with Fish Eye

In an ad hoc network, part of the traffic generated by each node is the control traffic due to the routing protocol

in use. If this protocol is based on link state, control traffic consists in topology information generated and

relayed by each node in the network, and the amount of this information tends to increase linearly with the

size of the network.

However, each node has a limited available wireless bandwidth: for example Wi-Fi usually offers less than

10 Mbps. This bandwidth is thus not only shared with its direct neighbours, but also shared with all the

other nodes in the network (since each node is supposed to receive link state information about all the other

nodes). This fact obviously puts an upper bound on the maximal size of the network, above which the

amount of control traffic generated by topology updates purely and simply prevents the network from being

formed and connected. Moreover, well below this theoretical limit, the growing amount of interferences and

(re)transmissions between neighbours tends to gradually shrink the “useful” neighbourhood radius in such a

way that links between nodes become unusable.
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In fact, this scalability issue is common to every “flat” routing protocol, where all nodes have the same

role and are put on the same level of information importance,i.e. every node is supposed to know the same

amount of information about its direct neighbours as about any node in the network, however remote it may

be.

One way to work around this problem is to establish a hierarchical protocol that takes advantage of the

scaling properties of node clustering (Section 8.1 described such an approach). This technique greatly re-

duces the transit of topology information between clusters. However, complex algorithms and signalling are

required in order to adequately distinguish and form different clusters.

An different solution was proposed by Gerlaet al. in [52], who introduced the concept of Fish Eye Routing.

Contrary to the hierarchical approach, the Fish Eye technique is does not require any additional complexity

or signalling. Essentially, it consists in reporting remote nodes information less frequently than nearby nodes

information: the further away a node is, the less frequentlyinformation about it will be reported. The idea is

that, in order to route data to a remote destination, what a node really needs is just a “general direction” in

which the data is to be sent, while totally accurate routing information is superfluous at that point. And as the

data approaches

the destination, the available routing information becomes increasingly more accurate, finally enabling it

to be delivered correctly.

The interesting characteristic of the Fish Eye technique isthat network-wide, the weight of the control traffic

generated by a node decreases as a function of the distance from this node. Thus, if the employed Fish Eye

technique uses an appropriate function of the distance fromthe node to decrease the frequency of topology

updates, we can get the control traffic (generated or relayed by each node) to converge to a finite upper bound,

even when the network size grows infinitely.

The following analysis will therefore study the coupling oflink state routing and Fish-Eye techniques, and

is organized as such: the next section introduces some basicelements in order to model ad hoc networks:

slotted time, propagation model, fading model, uniform density of transmitters dispatched on a domainetc.

We will apply this model to study link state routing in the context of ad hoc networking, with a particular

focus on OSPF and OLSR.

We will study the properties of both protocols, and show how they do not scale to large networks, and how
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OSPF performs badly compared to OLSR. We will then study the properties of these two protocols enhanced

with a Fish Eye technique, and we will show that on the other hand, these enhanced protocols can scale to

infinitely large networks (enhanced OLSR still showing a better performance than enhanced OSPF). We will

compare these new properties with previous general resultson ad hoc network capacity.

Note that introducing Fish Eye features in OLSR is immediate, by playing on TTL and V-Time parame-

ters in topology update packets (TC packets), as described in [53]. Introducing Fish Eye features in the OSPF

framework is a little less straightforward since LSAs do notfeature TTL inside their format. Nevertheless,

playing on Age fields should essentially do the same job.

8.2.2 Modeling Ad Hoc Networks

In this section we will describe how we model the different aspects of ad hoc networks.

Propagation Model

We consider the following model: a domain of arbitrary areaA (we will ignore border effects), whereN

nodes are uniformly distributed with a densityν. We consider time to be slotted and the nodes to be syn-

chronized so that transmissions occur at the beginning of slots and according to an ALOHA-like protocol (i.e

nodes select at random their transmission slots). Letλ be the density of transmitters per slot and per area unit

(i.e. the traffic density).

With this model, we thus consider the number of transmittersper slot as varying with time and changing

from slot to slot randomly, following a Bernoulli distribution “filtering” a Poisson distribution. Therefore we

consider the number of transmitters at beginning of slots asfollowing a Poisson distribution (in pratice, this

model turns out to be very accurate).

Let X be a node at a random position. We will again ignore border effects and assume that all nodes transmit

at the same power. The reception signal at distancer is thenP(r) = r−α with α > 2. Typicallyα = 2.5. Notice

that the expression of quantityP(r) does not involve any fading factor. Fading is an alterationof the signal

which is due to factors other than the distance (obstacles, co-interferences with echos, and so on). Fading is

generally modeled via the introduction of a non-zero factorthat varies randomly with time and node location.
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We will address the fading issue more thoroughly in the following.

Let W be the signal intensity received by node X at a random slot. The quantityW is then a random variable

since the number and location of transmitters are random andvary with the slot. Letw(x) be its density

function. If we considerA to be infinite, we can use [55] where it is shown that the Laplace transformation

of w(x), w̃(θ) =
∫

w(x)e−xθdx satisfies the identity (still with no fading):

w̃(θ) = exp(2πλ
∫ ∞

0
(e−θr

−α − 1)rdr) . (8.1)

Then, using standard algebra we get:

w̃(θ) = exp(−λπΓ(1− 2
α

)θ2/α) . (8.2)

Note that if instead of an area, the node location map was a line (for instance a sequence of mobiles nodes on

a road) we would then have:

w̃(θ) = exp(−λΓ(1− 1
α

)θ1/α) . (8.3)

And similarly, if the location map was a volume (for instancea network formed by aircrafts), we would

instead have:

w̃(θ) = exp(−4
3
λπΓ(1− 3

α
)θ3/α) . (8.4)

In the following, we will restrict ourselves to the case where nodes are located on a domain with only two

dimensions.

Neighbour Model

A node is considered to be aneighbourof another node if the probability of successfully receiving hellos

from each other is greater than a certain thresholdp0. Theneighbourhoodof a node is then defined as the set

of all its neighbours. For example we can takep0 = 1/3. This can be achieved by keeping track of the hello

receival success rate per neighbour, as it is done in the “advanced neighbour sensing” of OLSR [26].

We will assume that a packet can be successfully decoded if its signal-over-noise ratio is greater than a

given thresholdK. Typically K = 10. Therefore a node will correctly receive a packet from another node

at distancer with probabilityP(W < r−α/K). Since hello packets are never retransmitted, the hello success

rate from a node at distancer is exactlyP(W < r−α/K). Therefore nodes at distancer are neighbours as
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long asP(W < r−α/K) > p0. This is equivalent tor < r(λ), wherer(λ) is the critical radius such that
∫ r(λ)−α/K

0
w(x)dx = p0. In fact quantityλ is a parameter which is easy to handle since by simple algebrait

comes thatr(λ) = λ−1/2r(1) (see appendix C). The surface covered by the radiusr(λ) is then the neighbour-

hood areaσ(λ) = σ(1)
λ

.

We will now computeσ(1). We remind that factorλ is now omitted (λ = 1). For simplification purposes, we

setC = πΓ(1− 2
α
) andγ = 2

α
. By application of the reverse Laplace transformation we get:

P(W < x) =
1

2iπ

∫ +i∞

−i∞

w̃(θ)
θ

eθxdθ. (8.5)

Expandingw̃(θ) =
∑

n
(−C)n

n! θ
nγ, it comes:

P(W < x) =
1

2iπ

∑

n

(−C)n

n!

∫ +i∞

−i∞
θnγ−1eθxdθ. (8.6)

Then by bending the integration path towards the negative axis we get:

1
2iπ

∫ +i∞

−i∞
θnγ−1eθxdθ =

sin(πnγ)
π

∫ ∞

0
θnγ−1e−θxdθ

=
sin(πnγ)
π

Γ(nγ)x−nγ.

Figure 8.6 shows the plot ofP(W < x) versusx for α = 2.5

andλ = 1. Let x0 denote the value such thatP(W < x0) = p0, thereforer(1) = (x0K)−1/α.

Notice that ifp0 =
1
3, thenx0 ≈ 20, r(1) = (x0K)−1/α ≈ 0.12. And then thatσ(1) = πr(1)2 ≈ 0.045.

Optimizing the Neighbourhood

In this section we estimate the value ofp0 that optimizes the neighborhood in order to minimize the number

of overall retransmissions of packets in the network (by retransmission we mean the retransmission due to

multihoping as well as the retransmissions due to packet collisions). We assume that each slot is used by

unicast packets (re)transmittedà la ALOHA until they are correctly received by the next node.

We can indeed optimize the neighbourhood by excluding from it “bad” nodes that feature a too low probabil-
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Figure 8.6: QuantityP(W < x) versusx for α = 2.5, no fading.

ity of successful one hop packet transmission. They might betoo far or behind an obstacle: in any case the

link is not reliable enough and the number of retransmissions needed for a correct reception is not worth the

hop distance. In other words, we want the best possibleratio of hop distance over number of retransmissions.

To this end we can tune the parameterp0. The optimal value does not depend onλ as we see below. If

the probability of successful transmission isp0 then the average number of retransmission for one hop is1
p0

.

And thus we have to optimize the quantityp0r(λ), or in other words (sincer(λ) = λ−1/2r(1)) we simply have

to optimizer(1)P(W < r(1)−α/K). All computations done (see Fig. 8.7, withα = 2.5) we get the optimum

r(1) ≈ 0.089 and we see that the optimump0 ≈ 0.75. So on average, if a node logically excludes from its

neighbourhood any node from which it successfully receivesless than 75% of the hellos actually sent by this

node, we ensure a simple optimization of the overall number of retransmissions on a network-wide level.

Fading Model

The propagation of radio waves in presence of random obstacles experiences random fading. Usually, mod-

elization of fading consists in the introduction of a randomfactorF modeling signal attenuation at distance

r: r−α. For example logF is uniform on [−v, v]. In this case we have a new expression of ˜w(θ):

w̃(θ) = exp(−πλΓ(1− 2
α

)φ(− 2
α

)θ2/α). (8.7)
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Figure 8.7: Quantityp0r versusr for α = 2.5, no fading.

with φ(s) = E(F−s), the Dirichlet transformation of the fading. When fading is uniform on [−v, v] we have

φ(s) = sinh(sv)
sv . For any given real numberx we also haveP(W < xF) equaling

∑

n

(−CF(−γ))n sin(πnγ)
πn!

Γ(nγ)φ(nγ)x−nγ, (8.8)

which helps the computation ofσ(1) with fading.

8.2.3 OSPF and OLSR Scalability

The model described in the previous section states that whenthe nodes are distributed over an infinite plane,

the average traffic generated inside the neighbourhood radius is equal toλσ(λ) = σ(1), a constant that we

determined, and thus, the average number of neighbours per node can be expressed asM = σ(λ)ν = σ(1)ν
λ
.

The neighbourhood size therefore depends on the traffic control generated by each node: the bigger is the

amount of control traffic, the smaller is the neighbourhood size. Thus, performancemay vary with the use

of different protocols, yielding different control traffic patterns. In this section we study more precisely the

properties of OSPF on one hand, and OLSR on the other hand.

General Control Traffic Model

The aim here is to derive the traffic density generated by the protocol control packets. Generally, there are

two sources of control traffic: neighbour sensing on one hand, and topology discovery on the other hand.

Neighbour sensing is the same for all link state protocols: it consists in each node periodically transmit-
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ting a hello message containing the list of neighbours heardby the node. By comparing their lists the nodes

can determine the set of neighbours with which they have symmetric links. Leth be the rate at which nodes

refresh their neighbour information base and letB be the maximum number of node identifiers that a slot can

contain. For a network with the capacity of Wifi (1-10 Mbps) wehaveB = 100 and 1,000 slots per second.

For instance, an OLSR node generates hellos every 2 sec,i.e. h = 1/2000. If the neighbour list exceedsB

then the node generates several hellos per update period anddistributes the neighbour list among these several

hellos. The node must generate⌈M
B ⌉ hellos per hello period. Therefore the hellos lead to a traffic density of

hν⌈M
B ⌉. Omitting fractional part, we get:

λ = hν
M
B
. (8.9)

if the hellos is the only source of control traffic. SinceM = σ(1)ν
λ

we get:

σ(1)
M
= h

M
B
. (8.10)

In fact this is only an upper bound because the network size might be smaller thanσ(1). Therefore, taking into

account only the hello control traffic, the maximum manageable neighbourhood size isMmax=
√

Bσ(1)/h≈

71. This applies to both OLSR and OSPF as well as to any other protocol that uses such Hellos.

Topology discovery varies with each protocol. With OSPF, each node periodically broadcasts its list of adja-

cent links in an LSA (Link State Advertisement) message, andnodes re-broadcast in turn the LSA towards

their neighbours. In OLSR, on the other hand, the nodes periodically broadcast TC (Topology Control) mes-

sages containing only a subset of their adjacent links - the MPR (MultiPoint Relay) selector links. Moreover,

only a subset of the neighbours (the MPR nodes) re-broacast the TC messages. However we will assume that

in both protocols the topology discovery update period is the same, in order to compare two protocols with

the same agility to adapt their topology to mobility. For instance, OLSR’s TC rate per node isτ = 1/5000.

OSPF Specific Model

In this section we will work on modeling the overhead inducedby OSPF. The idea is to expressλ only in

function of the protocol overhead. We consider no other traffic than the signalling protocol. In OSPF a node

periodically:

1. transmits Hellos with rateh. A Hello contains the list of all neighbour identifiers (if the list is too long,
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it will take several packets on several slots),

2. transmits LSAs with rateτ. An LSA contains the list of all adjacent links,

3. retransmits received LSAs with a large jitter, to all neighbours separately (one copy per neighbour).

Therefore the traffic density satisfies the following identity:

λ = hν⌈M
B
⌉ + τνNM⌈M

B
⌉ . (8.11)

In the following, we drop the ceil factor.

λ = hν
M
B
+ τνN

M2

B
. (8.12)

UsingM = σ(1)ν
λ

we have the identity:

σ(1)B
M

= hM + τNM2 . (8.13)

This outlines a direct relation between the total size of thenetworkN, and the average neighbourhood size

M. Notice that whenN increases,M decreases. This corresponds to the fact that as more and morenodes

are concentrated in a single radio range, interferences andcollisions make more and more links perform too

badly to be considered valid. Therefore more and more nodes that are theoretically directly reachable (be-

cause physically within radio range) are not considered neighbours, and hence,M decreases. The minimum

for M is 1, below which the network does not have a significant connected component (see [51]).

Furthermore, the limitM = 1 yields a maximum network size of:

Nmax = (σ(1)B− h)
1
τ
. (8.14)

Which givesNmax = 25, 000.

On the other hand, when the network size decreases, it reaches a level whereN = M. Below this level

the network is only one hop (full meshed), and the control traffic does not saturate the neighbourhood. This

corresponds to the maximum manageable neighbourhood size.From (8.13) we get that the maximum man-
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ageable neighbourhood size for OSPF isN = 11. Having an average neighbourhood size as big as possible

is important in that it reduces the average number of hops needed to go from a given source to a given

destination. This way the amount of retransmissions network-wide (hence the overhead) is reduced.

OSPF-B

In this section we propose an adaptation of OSPF which aims atreducing the overhead. OSPF-B slightly

differs from OSPF with the fact that the nodes broadcast the LSA only once, instead of duplicated in several

copies to each neighbour.

In this case the equation (8.13) should be rewritten in

σ(1)B
M

= hM + τNM. (8.15)

It then comes that in the case of OSPF-B we get a maximum manageable neighbourhood size ofN = 22.

OLSR Specific Model

In this section we will work on modeling the overhead inducedby OLSR. With this protocol, a node periodi-

cally:

1. transmits TCs with rateτ. A TC contains the list of neighbours having selected the node as MPR (its

MPR selectors),

2. retransmits received TCs only once (and with large jitter), and such only when the node has been se-

lected as MPR by the neighbour from which it first received theTC.

Let Mr be the average number of MPRs selected by a node with neighbourhood sizeM. Since the network is

modeled as a disk unit graph, it comes from [56] thatMr ≤ (9π2M)1/3. Simulations show thatMr ∼ βM1/3

whenM → ∞ with β ≈ 5 (see Figure 8.8). Simulations were performed up toM = 6, 000, 000.
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Figure 8.8: Average MPR set of a node versus neighbourhood size.

In [54] it is proven that an MPR flooding costs on averageMr N/M retransmissions. Therefore we get the

following traffic density identity:
σ(1)B

M
= hM + τ(Mr )

2 N
M
. (8.16)

It then comes that the maximum manageable neighbourhood size for OLSR isMmax= 35. Also note that this

identity and the connectivity limit ofM = 1 (which in turn implies thatMr = 1) gives the same maximum

network size for OLSR as with OSPF, that isNmax = 25, 000.

F-OLSR

In this section we introduce a slight modification of OLSR called F-OLSR, for Full Optimized Link State

Routing. In F-OLSR the TCs contain the list of all the adjacent links, and not just MPRs. Therefore every

node has the knowledge of the complete link state of the network instead of its restriction to MPR links. The

TCs are still forwarded via MPR nodes. The identity for F-OLSR is then:

σ(1)B
M

= hM + τMr N. (8.17)

It then comes that the maximum manageable neighbourhood size for F-OLSR is atN = 27.

Comparisons between the Protocols

In Fig. 8.9 we show the respective neighbourhood size versusnetwork size for the two versions of OSPF.

With Fig. 8.10 we show the respective neighbourhood size versus network size for the two versions of OLSR.
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And finally, Fig. 8.11 compares the network diameter as a function of the network size (number of nodes) in

the case of OLSR and OSPF. The number of hops is estimated as the square root of the ratio network size

over neighbourhood size.

Basically, what we can conclude from this analysis is that optimized link state (OLSR) shows here much

better performance than classical link state (OSPF). However, as the network size increases, both types of

approaches feature slowly decreasing (towards 0) neighbourhood size. This fails to scale to large networks:

if the network size grows too big,

it will break down by not being able to create significant connectivity.

50

40

30

20

10

0
200150100500

Figure 8.9: Neighbourhood size versus the network size,α = 2.5, no fading, respectively for OSPF (bottom)
and OSPF-B (top).

8.2.4 Scaling Properties of OSPF and OLSR Enhanced with FishEye Strategy

With OSPF and OLSR as well as with any other flat routing protocol, the neighbourhood size tends to slowly

decrease towards zero as the network size increases. Therefore they do not scale to arbitrarily large networks.

This is due to the fact that the topology information that each node in the network has to (re)transmit tends to

increase linearly with the size of the network. This in turn yields an upper bound on the maximal size of the

network, which we have computed to be of about 25, 000 nodes for OSPF as well as for OLSR.

However, whenN is well below this limit of Nmax = 25, 000 the two routing protocols have their neigh-

bourhood size almost constant asN increases and thus the number of hops increases inJ
√

N. The constant

J depends on the nature of the routing protocol and can vary greatly. We analyzed the impact of the routing
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Figure 8.10: Neighbourhood size versus the network size,α = 2.5, no fading, respectively for F-OLSR
(bottom) and OLSR (top).

Figure 8.11: Hop number estimated diameter of the network versus network size,α = 2.5, no fading, respec-
tively for OLSR (bottom) and OSPF (top).

protocol on the value of this constant: we have shown that it changes quite a bit between pure link state

(OSPF) and optimized link state (OLSR). In particular we have shown that as the network

size increases, the maximum manageable neighbour size is respectively of 11 nodes with OSPF, while it

is of 35 with OLSR. Note that as the maximum manageable neighbour size decreases, the average number of

hops (and hence retransmissions) between any random sourceand destination increases, therefore augment-

ing the overall traffic overhead.

However, both OLSR and OSPF just need minor modifications in order to scale for arbitrarily large topolo-

gies. In this section we describe the “Fish Eye” strategy [52] that can easily be inserted inside both OSPF and

OLSR frameworks. With this strategy the overall incompressible overhead induced by periodical topology
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updating tends to be constant instead of linearly increasing with the network size. Of course this doesn’t

come without a cost,i.e. less accurate information about the link status of remote nodes. However, this cost

is not expensive: it does not degrade the delivery reliability and it does not introduce additional overhead in

form of longer paths (see [53]).

The principle of Fish Eye strategy is that TC (or LSA) information from remote nodes are less frequently

received, and the more remote, the less frequent. For example, inside the OLSR framework, nodes send TC

packets with variable TTL count and VTime. The TTL limit is the maximum number of hops a packet can be

relayed before being discarded and the VTime is the maximum time for which the information carried by this

packet is considered valid. A node transmitting a packet with low TTL value ensures that the packet will be

forwarded only inside the vicinity of this node, and not further. Conversely, a large TTL value (the maximum

value is 255) ensures that the packet will be forwarded in theentire network.

Each node uses a decreasing functionf (D) ≤ 1 to determine the fraction of the TCs (or LSAs) which are gen-

erated with a TTL larger thanD (D is an integer indicating the number of hops away that the TC may reach).

When no Fish Eye strategy is employed,f (D) = 1 for any value ofD. We can assume that
∑∞

D=1 D f (D) < ∞ .

This is indeed always the case, sincef (D) = 0 for all D ≥ 255. Of course, information that is received less

frequently should not age as rapidly as frequently receivedinformation. This can be achieved by adequately

tuning the Age field in the LSAs (for OSPF) or the VTime field in the TC packets (for OLSR).

Let us consider a node at the center of a circular network consisting in N nodes uniformly dispatched on

a disk.M is the average number of neighbours of the central node. In this case, the central node has 3M two

hop neighbours, and (D2 − (D − 1)2)M D-hop neighbours, forD ≤ ⌊
√

N/M⌋ (it comes that 2
√

N/M is the

diameter of the network).

Fish Eye Enhanced OSPF

Let us now consider the OSPF protocol enhanced with Fish Eye strategy. The frequency of LSAs received by

the central node fromD-hop neighbours isf (D)τ. Therefore the frequency at which the central node relays

LSAs isτM
∑⌊
√

N/M⌋
D=1 (D2 − (D − 1)2) f (D).

We will call

φ(x) =
∑⌊ √x⌋

D=1 (D2 − (D − 1)2) f (D). It then comes that the control traffic of the central node equals to
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hM
B + τφ(

N
M ) M3

B and we get the following general identity:

σ(1)B
M

= hM + τφ(
N
M

)M3 . (8.18)

When the networks grows andN → ∞ with φ(∞) = 4 we get an average neighbourhood size converging

towardsM → 7.5.

Fish Eye Enhanced OLSR

In the case of OLSR the identity 8.18 becomes:

σ(1)B
M

= hM + τφ(
N
M

)(Mr )
2 . (8.19)

WhenN → ∞ with φ(∞) = 4 we get an average neighbourhood size converging towardsM → 18. That is:

three times better than Fish Eye enhanced OSPF.

Figure 8.12 shows an example for functionφ: φ(x) = 4x
3+x . Figure 8.13 shows the neighbour size evolu-

tion with respect to this functionφ and compares it to basic OLSR.

Figure 8.12: Example of functionφ used for Fish eye strategy.

Useful Capacity

In this section we estimate the useful capacity with the OLSRprotocol. We denoteρ the average quantity

of data traffic generated by each node, with each node choosing a random destination in the network, and

transmitting data to this destination. On average, the number of hops of a data path isℓ
√

N/M, whereℓ
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Figure 8.13: Neighbourhood size versus the network size,α = 2.5, no fading, respectively for OLSR (bottom)
and OLSR with Fish eye (top).

denotes a linear factor that depends on the actual shape of the network areaA. Therefore each packet must

be retransmittedℓ
√

N/M
p0

times, which leads to an average traffic density (including control traffic and retrans-

missions) of:

λ = h
M
B
+ τ(Mr )

2 N
MB
+
ρℓ

p0

√

N/M.

Therefore, using the identityλ = σ(1)
M we get an expression ofρ as a function ofN and M. Clearly, for

a given fixedN, ρ is maximized whenM is minimized, the minimal value beingM = 1. This yields fig-

ure 8.14, which displays the overall maximum capacityNρ versus network size for basic OLSR and for

Fisheye OLSR (we tookℓp0
= 1). Notice that basic OLSR with default tuning collapses atN > 12000, while

Fisheye OLSR features an overall capacity that keeps growing in
√

N.

8.2.5 Comparison with Previous Results on Ad Hoc Network Capacity

In a famous paper, Gupta and Kumar [51] have shown that when the sizeN of the network increases (with

randomly placed nodes), the optimal neighbourhood size isO(logN), which leads to the optimal network

capacity per node beingO( 1√
N logN

).

Further, they have shown that if we drop the requirement for the network to be connected, and just require the
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Figure 8.14: Maximum overall capacity versus the network size,α = 2.5, no fading, respectively for OLSR
(bottom) and OLSR with Fish eye (top).

existence of a giant component, we can actually drop the logN factor in these formulas. They have shown

that in this case the optimal capacity per node is thenO( 1√
N

) (note that Gupta and Kumar have also shown

that when the nodes are optimally placed, the giant component is actually the whole network). Thus, Gupta

and Kumar’s results state that the optimal network capacityis O(
√

N).

Their result is therefore noticeably consistent with the network capacity we have found above for FishEye

enhanced OLSR, for the same traffic model. However, if our propagation model is similar to their so-called

physical model (taking into account interferences betweennodes), it is somewhat different in that we further

analyze the actual control traffic with the use of real routing protocols.





Chapter 9

Integration Solutions for Ad Hoc

Networks in the Internet

In the previous chapters, the focus was put on mechanisms providing efficient routing in ad hoc networks.

However, aside of pure routing issues, ad hoc mobility brings a number of other challenges. Indeed, when

connected to the Internet, an ad hoc network introduces new problems yet to be addressed, as the Internet

architecture and its protocols were not initially designedto cope with such node “freedom”.

Important examples of such issues include network securityand node autoconfiguration. This chapter will

therefore overview these issues and propose some solutions.

9.1 The Security Problem in Ad Hoc Networks

Ad hoc networking principles enable any node to participatein the network. This approach is the basis of the

specifications of all the main ad hoc routing solutions ([26][32] [31] [33]). However, the assumption made

with this basis is that all the nodes are well-behaved and aretherefore welcome. If that assumption fails,i.e.

if the network may count malicious nodes, the integrity of the network is not ensured.

Network integrity is indeed an important issue in a mobile adhoc environment, contrary to traditional net-

works. A static or wired node that behaves abnormally can quickly be identified, located and “unplugged”

if needed, avoiding serious network damage. However, this is not possible with a malicious MANET node,

that is not identified and located so easily, and that cannot be excluded from the network in such a simple way.

153
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Of course, ad hoc networking also needs to address the usual security issue of maintaining confidentiality

and integrity of the data being communicated between endpoints in the network (for instance between a mail

server and a mail client). This task – ensuring end-to-end security of data communications in MANETs – is

equivalent to that of securing end-to-end security in traditional wire-line networks, an issue which is already

commonly addressed.

Therefore, a specific issue concerning MANET routing protocol security is network integrity,i.e. ensur-

ing that the network functions as well as possible, even in spite of some malicious nodes.

There are different approaches to securing a MANET routing protocol in general. One such approach is

to ensure that only “trusted” nodes are admitted into the network and, subsequently, that these are the only

nodes relied on for forwarding traffic. This approach makes the assumption that a trusted node will not mis-

behave.

Orthogonal to this trust discrimination is the ability to detect and deal with the situation where a node has

become compromised. More precisely, this approach is aboutdetecting that a node is misbehaving and then

deciding to classify it as “non-trusted”, for exclusion from the network. This, however, opens an additional

vulnerability: a node can be malicious in that it “denounces” other (non-malicious) nodes and manages to get

these excluded from the nework. Indeed, an important fact about security mechanisms is that they must be

carefully scrutinized in order to prevent that they themselves introduce new vulnerabilities.

Each node in an ad hoc network has mainly two responsibilities: (i) to correctly generate routing control

traffic, according to the protocol specification, and (ii) to correctly forward routing control traffic on behalf of

other nodes in the network, as required by the protocol specification. Thus incorrect behavior of a node can

result from either a node generating incorrect control messages or from incorrect relaying of control traffic

from other nodes.

Correctly generating and forwarding control traffic can be considered as a criterion for having a correctly

functionning routing –i.e. the routing protocol is able to consistently provide to eachnode, the required

correct information about the network topology. This assumption obviously implies that all the nodes in the

network correctly implement the routing protocol - specifically that each node correctly processes and emits

control traffic.
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In the following, a non-exhaustive list of categories of node misbehaviour will be given, as example of

vulnerabilities that should be addressed in order to ensuread hoc network integrity.

9.1.1 Incorrect Traffic Generation

In general, a node may misbehave in three different ways: (i) through generating control traffic “pretending”

to be another node,i.e. Identity Spoofing, or (ii) through advertising incorrect information in the control

messages,i.e. Link Spoofing, or (iii) through generating enough artificialamounts of traffic to overload the

network,i.e. Traffic Overloading.

Identity Spoofing – For instance, with a proactive routing protocol, a misbehaving node X may send HELLO

messages pretending to have the identity of another node A. This may result in the network containing con-

flicting routes to node A, and can create routing loops.

Link Spoofing – Another example, with a reactive protocol, a misbehaving node X may send ROUTE-

REPLY messages, pretending it has a route to a requested destination, whereas in fact it has not. This may

result in no route being found for some destinations, and in continuous ROUTE-REQUEST broadcasting

which can lead to traffic overloading.

Traffic Overloading – A misbehaving node may simply generate artificially massiveamounts of traffic,

which will starve legitimate traffic (control traffic or data traffic) on parts of a network, potentially leaving the

network without the ability to maintain connectivity.

9.1.2 Incorrect Traffic Relaying

Nodes in a mobile ad hoc network relay two types of traffic: routing protocol control traffic and data traffic.

A node may misbehave through failing to forward either type of traffic correctly.

Incorrect Control Tra ffic Relaying – If the routing protocol’s control messages are not properlyrelayed,

connectivity loss may happen. For example, with a reactive protocol, if a node does not forward ROUTE-

REPLY or ROUTE-REQUEST messages as it should, routes to somedestinations may never be found, and

in some topologies, the network may endure partition.
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Replay Attack – If at least two nodes coordinate their attack on network integrity, one node can record

traffic in its proximity and tunnel it to the other node, which replays the recorded traffic, creating a virtual

link in the topology that may be used by some routes. If data traffic routed over this virtual link is then not

also recorded and tunnelled the same way, some data may be lost. Moreover, if the replayed control traffic is

modified using link or identity spoofing techniques, some important topology information may be destroyed

all over the network.

Incorrect Data Traffic Relaying – Even a node correctly generating, processing and forwarding control

traffic as required, may act in a malicious way through not forwarding data traffic. The node thereby breaks

connectivity in the network (data traffic cannot get through). However this connectivity loss may not be

detected by the routing protocol, as control traffic is correctly relayed.

9.1.3 Secure Integration of Ad Hoc Networking in the Internet

The field of ad hoc security is key in order to fully integrate ad hoc networking in the Internet. Indeed, one of

the main reasons why ad hoc networking is not yet widely deployed in the Internet is a concern regarding the

security breach ad hoc nodes may bring. Substantial efforts are therefore needed in this field, which reveals

to be quite vast and complex.

This document does not introduce any solution to the security issues that were described in the previous

section. The above was however included despite this fact, for the sake of completeness in overviewing the

main ad hoc networking fields throughout this document.

Pursuing this goal, the next section introduces another important ad hoc networking field, autoconfiguration,

and proposes new solutions in order to solve issues related to this field.



9.2. Address Autoconfiguration in Ad Hoc Networks 157

9.2 Address Autoconfiguration in Ad Hoc Networks

In a mobile ad hoc network, a routing protocol is employed in order to enable communication between nodes.

The task of such a protocol is to discover the network topology and track its changes over time, as links and

nodes appear and disappear. A routing protocol enables eachnode to acquire a recent image of enough parts

of the network topology so that it can construct routes to reach desired destinations.

In order to function correctly, however, routing protocolsrequire that each node in the network isuniquely

identified. In the Internet, as we have already seen, this unique name isan IP address. Therefore, there is a

need for a mechanism dynamically assigning unique addresses to nodes in a MANET.

Contrary to traditional networks, the roles of hosts (i.e. nodes that use the network) and routers (i.e. nodes

that form and maintain the network) are not clearly separatein a mobile ad hoc environment. Indeed, each

node may act in both capacities simultaneously. Another particularity of MANETs is that no assumption

can be made regarding preexisting infrastructures. However, classical autoconfiguration mechanisms, such

as DHCP [44], ZeroConf [45] or similar mechanisms, assume the presence of aserver, which can coordinate

and assign addresses to hosts in the local network. Other traditional mechanisms, such as IPv6 Stateless

Autoconfiguration [49], assume that direct communication is available between each interface in the local

network. However, the multi-hop nature of MANETs does not allow the assumption that direct communica-

tion between an arbitrary pair of nodes is always possible.

Therefore, classical autoconfiguration techniques do not work properly in a MANET environment, as the

problem of autoconfiguration in a mobile ad hoc network is more complex than on traditional networks. In-

deed, a solution cannot be based on a central server, while atthe same time, it should address issues such as

(i) ensure uniqueness of addresses in independent MANETs which later merge, (ii) select non-overlapping

address-spaces, (iii) perform duplicate address detection and conflict resolution, as well as (iv) cope with

issues related to dealing with specific application requirements – such as operating over ongoing data streams

without incurring data loss. A solution should also not yield too much additional control traffic or processing,

as ad hoc bandwidth is scarce, and MANET nodes’ power is in general limited.

Solving the autoconfiguration problem in ad hoc networks as awhole with a simple, light-weight mecha-

nism is a hard task. However, solutions to specific use-casescan be more easily developed. In this chapter,

we will describe autoconfiguration mechanisms applicable when OLSR is the routing protocol in use in a
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MANET that extends the edge of the Internet. In other words, ad hoc nodes aim at maintaining connectivity

between each other as well as to the Internet.

The approach described in the following isactive: it relies on some additional signalling. Some other ap-

proaches, such as the one proposed in [48] are on the other hand passive: they do not require any additional

signalling, a property that is desireable in a bandwidth-challenged environment such as a mobile ad hoc net-

work. However, in the special case considered here, where MANETs are connected to the Internet, an active

approach may be more interesting as it can use enhancements of traditional mechanisms such as DHCP when

available (as described in the next section), whereas a purely passive approach cannot.

9.2.1 A Light-weight Autoconfiguration Mechanism for OLSR

In the following we introduce a new ad hoc autoconfiguration mechanism, enabling a mobile node to acquire

a unique and routable IP address when the ad hoc network it is part of changes Internet access point. The

mechanism is described as an extention to the ad hoc routing protocol OLSR, and was first presented in [8].

In the following, the terminology shown below will be used:

• A new nodeis a node which is not yet assigned an address, and that is therefore not part of the network.

• An OLSR nodeis a node which was assigned an address, and which is part of the network.

• A configurating nodeis an OLSR node which is currently assisting a new node in acquiring an address.

With the above definitions, the autoconfiguration extensioncan be summarized as follows: OLSR nodes be-

have as specified in the OLSR RFC [26]. Additionally, OLSR nodes periodically emit so-called ADDRBEACON

messages to signal to possible new nodes that they may act as configurating nodes (refer to Section 9.2.2 for

details).

A new node does not emit HELLO or TC messages, but listens for ADDR BEACON messages. From

among the OLSR nodes emitting ADDRBEACON messages, a new node selects a configurating node, and

issues a request for address configuration through a so-called ADDR CONFIG message.

The configurating node then aims at providing the new nodefirst with a temporary local address, andthen

with a permanent global address. The following sections describe these mechanisms in details.
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9.2.2 Local Beaconing

Each OLSR node, must ensure that it has the ability to providetemporary addresses to new nodes. It is

important that, within a region, these temporary addressesare unique,i.e. prevent two new nodes within the

same neighborhood of being assigned the same temporary address. In order to avoid this kind of event, a

predefined address space is allocated to use as “temporary addresses”. The task is then to ensure that this

address space is divided (without overlap) between the OLSRnodes in a region of the network:

1. Each OLSR node will independently select a continuous address sequence from the address space

allocated for “temporary addresses”;

2. Each OLSR node will signal this selected sequence with periodic ADDR BEACON messages. These

messages are transmitted to neighbor nodes only,i.e. they are not forwarded;

3. Each OLSR node will record the address sequences selectedby all its neighbors.

Different independent selection schemes can be used to choose address sequences. As shown in Figure 9.1,

ADDR BEACON messages also list the temporary addresses currently assigned by the originator node.

Therefore, if an ADDRBEACON message lists some temporary addresses as being in use, it is an indi-

cation that the originator of the message is at the moment an active configurating node.

Upon receiving an ADDRBEACON message, a node can detect if there is a conflict in address sequence

selection,i.e. if the address sequence it has chosen overlaps with the address sequence advertised by the

received ADDRBEACON message. In this case, arbitration must happen:

• If the conflict does not involve an active configurating node,the node with the lowest ID (IP address)

yields, and selects a new address sequence.

• If the conflict involves only one active configurating node, the other node yields and selects a new

address sequence. The aim here is to allow ongoing configuration sessions to complete.

• If the conflict is between two active configurating nodes, butnot about addresses currently assigned to

new node(s) being configured, both nodes give up their address sequence but still keep all the addresses

they have currently assigned.
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• If the conflict is between two active configurating nodes, andabout one (or more) addresses currently

assigned to new node(s) being configured, the configurating node with lowest ID must yield and select

a new address sequence.

The ADDR BEACON message has the format specified in figure 9.1. The OLSRRFC [26] specifies the

values of Message Size, Originator Address, Message Sequence Number and Vtime. In case a node has to

give up its address sequence, subsequent ADDRBEACON messages will feature “Address Sequence Start”

and “Address Sequence Stop” fields both set to zero (empty address sequence), until a new address sequence

is selected. Currently assigned addresses continue to be advertised if no conflict in assignment is detected,

until the autoconfiguration process they are used for completes. In case of a conflict in address assignment,

the configurating node that yields will stop advertizing theaddress as currently assigned.

Each OLSR node periodically sends ADDRBEACON messages, listing both its address sequence and the

temporary addresses it has currently assigned. ADDRBEACON messages are piggybacked with HELLO

messages, in the same OLSR packet.

0 1 2 3

0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1

+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

| ADDR_BEACON | Vtime | Message Size |

+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

| Originator Address |

+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

| 1 | 0 | Message Sequence Number |

+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

| Address Sequence Start |

+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

| Address Sequence Stop |

+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

| |

: Currently Used Addresses :

| |

+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

Figure 9.1: ADDRBEACON message format.

9.2.3 Temporary Address Assignment

The first task of a new node is to associate itself with an OLSR node. Thus, the new node listens for

ADDR BEACON messages and selects one “configurating node” with non-empty address sequence. It then

generates and transmits an ADDRCONFIG message, in order to request address configuration from the se-

lected configurating node. Absent an IP-address, the MAC address of the new node must be included in the

message, in order to uniquely identify the new node.
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Upon receiving an ADDRCONFIG message, the configurating node assigns a local address to the new

node, and signals this assignment through another ADDRCONFIG message. Additionally, the configurating

node marks the assigned address as “used” in its ADDRBEACON messages.

Upon receiving a local address through an ADDRCONFIG message, the new node will start sending HELLO

messages, including only the configurating node as neighbor. This allows the new and configurating node to

track each other, while it does not cause the new node to be advertised to the network: advertising a node

with a non-unique address leads to possible data loss, loopsetc. This procedure allows both nodes to “reset”,

should the link disappear before a global address is assigned to the new node.

If a new node does not receive an ADDRCONFIG reply, it may either retransmit the ADDRCONFIG

to the same configurating node – or give up and select an alternative configuration node. Absent the HELLO

message exchange described above, the configuration node may retransmit its ADDRCONFIG reply – or

give up, in which case any assigned temporary address will bereclaimed.

In case of address assignement conflict where the configurating node must give up the temporary address

assigned to the new node, it stops sending HELLO and ADDRBEACON listing this address. If a new node

stops receiving HELLO and ADDRBEACON messages from the configurating node with its temporary ad-

dress being listed, it gives up and proceeds to select another configurating node. It may select any node that

sends ADDRBEACON messages with a non-empty address sequence (it may even re-select the same con-

figurating node if the latter has already obtained a new address sequence).

An ADDR CONFIG message has the format specified in Figure 9.2. The OLSR RFC [26] specifies the

values of

Message Size, Originator Address, Message Sequence Numberand Vtime. If the “Assigned Local Ad-

dress”, “Assigned Global Address” and “Originator Address” fields are all set to zero, the ADDRCONFIG

message is a request to the “Configurating Node” to perform local address assignment.

If the “Assigned Local Address” is non-zero (i.e. contains an actual address) and “Originator Address” is

non-zero, but the “Assigned Global Address” field is set to zero, the ADDRCONFIG message is an assign-

ment of a temporary local address. I.e. this is the reply generated by a configurating node.

The “Assigned Global Address” field is discussed in Section 9.2.4.
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0 1 2 3

0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1

+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

| ADDR_CONFIG | Vtime | Message Size |

+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

| Originator Address |

+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

| 1 | 0 | Message Sequence Number |

+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

| Configurating Node Address |

+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

| |

: MAC Addresses :

| |

+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

| Assigned Local Address |

+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

| Assigned Global Address |

+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

Figure 9.2: ADDRCONFIG message format.

9.2.4 Permanent Address Assignment

When the HELLO message exchange is started between the new node and the configurating node, temporary

local address assignment is completed and the goal is now forthe new node to acquire a permanent global

address. The configurating node is in charge of acting on behalf of the new node, with respect to acquiring a

global address. Since the configurating node is already partof the OLSR network, several different mecha-

nisms can be employed. One such mechanism for acquiring a global address would be for the configurating

node to act as a modified DHCP proxy [47] and transmit a requestto an existing DHCP server in the network.

Another option would be to consult the node’s topology table. This table (in a stable state) contains all

the global addresses of the nodes in the network. The configurating node can therefore pick an unused global

address and assign it to the new node.

To prevent duplicate address assignment, the configuratingnode includes the tentative global address in a

few TCs. If a node receives a TC containing its own address (oran address which the node has claimed for

the configuration of a new node) and if the originator of the message is not the node itself nor an MPR of

the node, a duplicate address assignment is detected. A nodethat detects an address duplication can then

signal it to the originator of the “offending” TC, with the purpose of resolving the conflict. More generally,

even outside of configurating phases, OLSR nodes should perform duplicate address detection routines, in

order to prevent nodes from staying in any “mis-configured” state. Some such mechanisms are introduced in

Section 9.3.

Once the configurating node has acquired a globally unique address, this address is assigned to the new
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node through an ADDRCONFIG message, containing the “Assigned Local Address” and “Originator Ad-

dress” as before, but with the selected global address set inthe “Assigned Global Address” field. The new

node can from then on participate fully in the OLSR network.

The configurating node will continue to transmit this ADDRCONFIG message periodically until either it

stops receiving HELLO messages from the new node with the local address, or until an ADDRCONFIG

message from the new node is received, listing the new nodes global address in both the originator field

and the “Assigned Global Address” field, and with the “Assigned Local Address” and “MAC address” set as

earlier on.
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9.3 Duplicate Address Detection

In this section we give an overview of the issues with duplicate address detection in ad hoc networks. We

take the example of OLSR and using the proactive nature of therouting protocol, we show how monitoring

the routing control messages allows the detection of many cases of duplicate addresses in the network, in

a simple and overhead-free fashion. We also show how this simple passive approach has, however, some

shortcomings, both in terms of false alarms and in terms of undetected duplications under some specific

network conditions. This analysis was first presented in [13].

9.3.1 Introduction to Duplicate Address Detection

Addresses in a network are assigned in ways which try to ensure uniqueness in identification: no two inter-

faces within the same network should have the same address. This assumption is used by routing protocols to

ensure that routes are accurate, and loop-free. In traditional wire-line networks uniqueness in identification is

ensured by statefull centralized servers such as DHCP [44] or through stateless autoconfiguration such as in

[49]. The former assumes that a centralized server is alwayspresent and reachable in the network. The latter

assumes that all interfaces in the network share a broadcastor multicast link, over which they are reachable

and able to participate in a distributed address assignmentalgorithm.

In a mobile ad hoc network, these assumptions cannot be made,as explained in the Section 9.2.1. Therefore,

alternative mechanisms such as the one described in Section9.2.1, provide different ways for nodes within

an OLSR network to acquire unique addresses. This approach just assumes that the nodes form a connected

network.

However nodes in MANETs are mobile, and therefore network topology may change over time. These

topological changes might then cause disrupting events such as the following:

• Network partitioning: a set of nodes suddenly looses connectivity to the rest of the nodes.

• Network merger: formerly independent or partitioned networks are suddenly (re)connected.

In the situation where two networks merge, there is no guarantee that interfaces across the two networks have

unique addresses. Therefore, a mechanism is required to verify that interface address uniqueness is preserved

in the face of network mergers. Such a mechanism supplementsmechanisms ensuring initial uniqueness of
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configuration (such as the one described in Section 9.2.1).

Nodes should be permanently aware and able to detect if an address, currently assigned to one of its own

interfaces, is concurrently used by another interface in the network. This task is called duplicate address

detection (DAD) and two kinds of approaches exist for this: the passive approach, and the active approach.

Thepassive approachis based on each node’s monitoring and analysing of the traffic going by, in order to

search for any abnormal packet that may indicate that an address is duplicated. Theactive approachis based

on sending specific “probes” in the network to verify addressuniqueness.

The advantage of passive approaches is that no additional information exchange is required between the

nodes in order to perform duplicate address detection, while active approaches generate additional traffic

overhead in order to function. However, active approaches may detect some abnormal situations quicker than

passive approaches, since the latter basically waits for abnormal signs to go by, while active approaches go

about “poking” the network.

Section9.3.2 describes a passive approach to duplicate address detection based on OLSR. Benefiting from

its proactive, link state nature, monitoring OLSR’s control traffic can be used to detect duplicate addresses

efficiently. All that is required is for the nodes participatingin the network to be running OLSR, and for the

duplicate address detection mechanism to have access to theinternal state of the OLSR routing daemon.

9.3.2 Performing Duplicate Address Detection in an OLSR Network

This section depicts different mechanisms that were first presented in [13], through which an OLSR node

can detect if an address, currently assigned to one of its interfaces, is concurrently being used by another

interface on another node somewhere in the OLSR network. Themechanisms presented here do not impose

any additional information exchange between nodes beyond what is already performed by usual OLSR.

These duplicate address detection mechanisms are based on inspecting received OLSR control messages,

as well as the receiving node’s state, to determine if an address on the receiving node is duplicated elsewhere

in the network. More precisely, a node inspects received OLSR messages to detect if (i) the message appears

to have been sent from an interface of the receiving node, or (ii) the message contains information about

interfaces of the receiving node. In either of these cases, the information contained in the received OLSR

message is compared to the actual state recorded in the receiving node, allowing the latter to detect a poten-
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tial duplicate of one of its addresses.

With this in mind, the following sections will describe the inspection of the three main OLSR message types:

HELLO, TC and MID messages. In the figures shown in the following, nodes are identified by addresses

”A”, ”B”, ”C”, ... If an address is duplicated, two nodes willappear in the figure with the same address. The

inspection is described based on the node indicated by a double-circle.

HELLO: Mismatching neighborhood

If a node receives a HELLO message on one of its interfaces, where the HELLO message appears to come

from the node itself, a potential address duplication may have occurred: since HELLO messages are never

forwarded, an OLSR node should not receive a copy of a HELLO message with any of its own interface

address as originator address(es)∗.

Should a node receive a HELLO message with one of its own interface addresses listed as originator, there’s

a likely collision: two adjacent nodes have interfaces configured with the same address, as illustrated in Fig-

ure 9.3. From the point of view of the leftmost node ”A” (indicated by a double-circle), this can be confirmed

by inspecting the neighborhood being advertised in the HELLO message: the HELLO message will include

nodes B and C as neighbors, whereas neither are neighbors of the node receiving the HELLO. Thus, it can be

detected by the leftmost node ”A” in Figure 9.3 that one of itsinterface addresses is also being used elsewhere

in the network.

HELLO: MPR Selection Abnormality

A second intuitive diagnostic on HELLO messages is to consider MPR selection: an MPR node must be

selected from among neighbors with which a symmetric link exist. Thus, if the leftmost node ”A” on Fig-

ure 9.4, which has a recorded asymmetric link with node ”B”, receives a HELLO from node B declaring it as

MPR, then a conflict exists as indicated: a second node ”A’”, adjacent to ”B”, has the same address as ”A”.

This could, however, be a false conclusion. At the establishment of the link between ”A” and ”B” node

”A” receives a HELLO from ”B”, bringing node ”A” to see the link to ”B” as ASYM. In the next HELLO

from node ”A”, node ”B” will see its own address listed and conclude that the link is symmetric. Node ”B”

may, then, select ”A” as MPR and include this selection in thenext HELLO message. In this way, node ”A”

∗This ignores the situation where a node has two radio interfaces running OLSR on the same channel.
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HELLO  {B=SYM, C=ASYM}
   A

Figure 9.3: Node A detects an address duplication as it receives a HELLO message with its own address
listed as originator address.

will receive an MPR selection from a node with which it has only an asymmetric link, without this being an

indication of address conflicts in the network.

NETWORKA B A’

HELLO  {A=MPR}
B

Symetric Link

Asymetric Link

Transmission

Node detects
duplicate

A
Neighb. T  {B= HEARD}

Figure 9.4: Node A detects an address duplication as it receives a HELLO message with its own address
listed as MPR from a neighbor B with which it has no symmetric link.
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TC: Sequence Number Mismatch

If a node, ”A”, receives a TC message with the address of one ofits own interfaces listed as originator address

and with a sequence number very different from the sequence number that node ”A” is currently using, this

can be an indication that an interface of node ”A” is concurrently being assigned to another interface on

another node somewhere in the OLSR network. This situation is illustrated in Figure 9.5.

A

Symetric Link

Asymetric Link

Transmission

Node detects
duplicate

TC  {seq. number very different from X}
 A

Seq. = X

Figure 9.5: Node A detects an address duplication as it receives a TC message with its own address listed
as originator address and with a sequence number that is verydifferent from the current sequence numbers it
uses.

TC: Link-State Mismatch

If a node, ”A”, receives a TC message, declaring the address of one of the interfaces of node ”A” as MPR

selector, the originator of that TC message must be a direct neighbor of node ”A”. Considering, however, the

situation illustrated in Figure 9.6: the rightmost node ”A”selects node ”C” as MPR, and thus node ”C” will

advertise ”A” in its TC messages. From the point of view of theleftmost node ”A”, an address conflict will

be detected thus: a TC will be received from node ”C”, advertising a link between node ”C” and node ”A”,

yet in the leftmost node ”A” no such link exists.

MID: Interface Mismatch

With MID messages, an OLSR node with multiple interfaces declares its interfaces configuration to the other

nodes in the network. If a node, ”A”, receives an MID message,in which the address of one of its own

interfaces is listed, the remaining addresses listed in theMID must also belong to node ”A”. Alternatively,

if a node, ”A”, receives an MID-message, containing one or more addresses, belonging to node ”A” but also
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   A

Figure 9.6: Node A detects an address duplication as it receives a TC message with its own address listed as
originator address and with listed addresses that are not inits neighborhood, or MPR selection.

listing addresses which do not belong to node ”A”, then at least one address is assigned to more than one

node. This is illustrated in Figure 9.7, in which one node hasthe addresses ”A”, ”A1” and ”A2, whereas the

other node has the addresses ”A”, ”A3” and ”A4”.

9.3.3 Shortcomings of the Passive Approach

Passive mechanisms, such as those presented in this section, are based on the monitoring of the control mes-

sages of the routing protocol. These aim at detecting abnormal messages, that can hint to possible address

collisions. However, this approach has a few shortcomings,both in terms of false alarms and in terms unde-

tected duplications. In the rare case of a totally symmetricMANET, such as the one as depicted in Figure 9.8,

routing message monitoring may not be sufficient to detect the duplicate addresses. In Figure 9.8, the dupli-

cate nodes cannot detect the collision with each other sincethe routing messages produced by the left side

of the network are identical to the routing messages produced by the right side of the network (because the

topology is symmetric). Sequence number mismatch monitoring may help in this case, but it may also crash

the network further, as such mismatches may invalidate the link state information with each TC transmission,

alternatively from the right side and the left side of the network.

Another shortcoming is with the sequence number mechanism.This technique is not completely reliable
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Figure 9.7: Node A detects an address duplication as it receives an MID message with its own address listed
as originator, and with listed addresses that are different from its own.
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Figure 9.8: A completely symmetric OLSR network, where tracking of control traffic fails to detect address
duplication

in order to detect duplicate addresses, as delayed deliverycan cause an outdated control message to be pos-

sibly wrongly interpreted as a case of address duplication.This category of false alarm is more likely to be

caused by TC or MID messages rather than HELLO messages, as they feature only one hop scope, suppress-

ing delays due to forwarding.

Such cases challenge the passive approach to DAD. Thereforeother techniques may be employed in ad-



9.3. Duplicate Address Detection 171

dition to passive mechanisms in order to increase the reliability of the DAD. These techniques can be called

active, or semi-passive, depending on how much additional overhead is produced by the mechanism.

Semi-passive techniques involve deeper analysis of the link state information traffic, such as tracking and

processing the history of such traffic, in order to prevent errors. However, these techniques come with much

more processing and memory needs, a fact that should be further evaluated.

Active techniques involve sending specific DAD informationor messages, in addition to the routing con-

trol overhead. For instance, flooding a neighbor solicitation message is part of such a technique. These can

be more efficient than passive waiting, but they nevertheless come withgreater overhead, a fact that should

also be further evaluated.

9.3.4 Resolving Duplicate Address Conflicts

The purpose of the mechanisms described so far is to detect when two or more interfaces in the network

have been configured with the same address,i.e. that a duplicate address conflict exists in the network. The

next-step is then to resolve the conflict, and to reconfigure nodes such that each interface participating in the

OLSR network has a unique address, network-wide.

Functionally, resolving a duplicate address conflict is orthogonal to detecting a duplicate address conflict

and, depending on the specificities of the network, different mechanisms may be employed. In this section,

a few general approaches to resolving duplicate address conflict are briefly outlined. The objective, however,

is to remove conflicting interfaces from the OLSR network, while incuring as little network disruption as

possible.

Once a duplicate address conflict is detected, the simplest solution is for a node to simply disable the lo-

cal interfaces which are conflicting. In this case, if these interfaces wish to re-enter the network, a new

autoconfiguration cycle must be initiated. The advantage ofthis method is its simplicity and the fact that no

lengthy election procedure must be completed before duplicate address conflicts are resolved. The disadvan-

tage is that when a conflict arises, all conflicting interfaces will be disabled without consideration on traffic.

One may also simply notice that when two interfaces are conflicting, it suffices to disable one of them, instead

of both.
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A more refined solution for conflict resolution is for node(s)that detect a conflict to ”negotiate” which inter-

face should yield – possibly based on metrics such as active traffic flows for a given interface. This negotiation

could take form in a broadcast of information (a ”CONFLICT” message), containing the necessary informa-

tion for a recipient to decide if it should yield and disable agiven interface, or not.
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Conclusions on Ad Hoc Networking

Ad hoc networking is seen as an important Internet componentin the near future. Its autonomous and spon-

taneous deployment capabilities, coupled characteristicnode mobility and its ability to work even without

predetermined infrastructures, make this new type of wireless connectivity very desirable in the quest for

ubiquitous networking. However, these characteristics donot come without a number of issues that are not

addressed by usual network solutions – and by the Internet inparticular.

In order to accomplish routing in mobile ad hoc networks, drastic optimizations are necessary to address

the scarce bandwidth, the high topology change rates, the radio interferences between nodesetc. Thus, this

thesis has shown that the coupling of optimized flooding, link state routing and Fish-Eye techniques is a

suitable solution, able to adapt for ad hoc networks of arbitrary size. This thesis also proposed to intro-

duce clustering and hierarchical routing orthogonally to these techniques, which could further increase the

bandwidth available per node in large topologies. A furtherstudy on the subject may be of interest. More

generally, the question is: how much can we further increasethe bandwidth available to users in large ad hoc

networks? Some theoretical bounds on network capacity are known for models where ad hoc nodes are static.

Nevertheless, an approach using mobility to create additional capacity [86] may enable the network capacity

to go beyond these bounds, for some types of traffic and mobility patterns.

On the other hand, the integration of mobile ad hoc nodes at the periphery of the Internet, seems a natu-

ral way to extend the Internet access to mobile users. However, several new mechanisms are needed to not

disrupt the Internet’s original architecture, which was not designed for nodes to be mobile. Therefore, this

thesis has introduced new ways to integrate ad hoc mobility in the Internet, with MANEMO on one hand, and
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wOSPF on the other hand. In addition, new solutions for ad hocnode IP autoconfiguration were proposed.

Ad hoc networking has been the subject of numerous different efforts in the recent years, both in the indus-

try and in academia. Capitalizing on the accumulated experience, the standardization of ad hoc networking

protocols is currently taking place in the IETF [63]. Several new proposals in this thesis actively participate

in this standardization process, currently as Internet-Drafts (see Apendix A) in different working groups such

as MANET [66], NEMO [68], or OSPF [67]. In order for the standardization process to complete, some ad-

ditional issues specific to ad hoc networks remain to be thouroughly addressed. The most important example

of such open problem is perhaps that of security in ad hoc networks.

Once a complete suite of ad hoc routing and mobility protocols will be standardized, the face of the In-

ternet and networking in general can be anticipated to change substantially. Indeed, it is likely that in a few

years, ad hoc connectivity will be by default expected to come with every device able to communicate over

wireless, and will seem as natural as the “one-hop” wirelessconnectivity we have nowadays. The Internet is

thus likely to naturally expand much faster from its fixed base to the wireless and mobile domains with the

advent of ad hoc networking. One can envision the Internet tosoon be extended by a “mobile core” evolving

at the periphery of its fixed core,e.g. mobile routers in buses, taxis, planes, cars, boats, trains, etc.. These

will serve millions of (mobile) ad hoc nodes and users directly integrated in the Internet and actuallymaking

the wireless Internet, accessing the fixed core only when necessary (contrary to systematically, nowadays).

Ad hoc nodes may be of kinds as varied as smart phones, fridges, smart dust, car parts, sensors or any de-

vice worthy of communication. In that respect, ad hoc networking is the natural vector of Internet’s original

philosophy over the wireless medium, as well as an essentialstep in direction of ubiquitous networking.
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Appendixes
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Appendix A

Internet Standards

The main body that produces materials that become Internet standards is theIETF (Internet Engineering Task

Force [63]). The IETF is organized into several functional areas such as:Applications, Internet, Operations

& Management, Routing, Security, Transport, or User Services. Each area typically has one or twoarea

directors, and all the area directors form theIESG(Internet Engineering Steering Group), the assembly that

ultimately decides wether and when anything should become anorm on the Internet – then called astandard.

Each area is composed of a number ofworking groupsthat specialize on a particular topic. For example,

the routing area contains a working group called MANET [66] that specializes on ad hoc networking. Each

working group typically has one or two chairs who are responsible for running all aspects of the working

group according to the guidelines created by the IESG.

Anyobody can participate in the standardization process: the IETF is more or less a democracy with the

bodies described above, based on “rough consensus and running code”. One just needs to attend the meetings

(three times a year, with non-prohibitive registration fees) and/or participate in the discussions on the mailing

lists. People participating in the process typically come from varied industrial and academic organizations.

However, one can just represent one’s self too.

The documents produced by the IETF are of two types:Internet Drafts (ID)and Request For Comments

(RFC). While a standard is being designed and developed, draft versions of the standards and other associ-

ated documents must be published. At this stage, the type of document used is an Internet draft. Internet

drafts are named in a way that describes the working group, the author, and the subject of the draft. For ex-
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ampledraft-ietf-manet-dsr-10.txtis the 10th revision of the internet draft on Dynamic Source Routing for ad

hoc networks, written by the IETF’s MANET working group. However, the author can also be any individual,

and not be tied to a specific working group.

An Internet draft may go through several subsequent versions, which are always made available publicly,

downloadable for free on the Internet. An Internet draft is atemporary document describing work in progress

that has only three possible outcome. Either (i) it is published as a permanent document, called anRFC (Re-

quest For Comments)(ii) it is updated within 6 months with a new, revised version, or (iii) it administratively

expires after 6 months – but can still be found in archives on the Web.

RFCs are numbered sequentially, and once published, are never revised. For instance, RFC3626 is the pub-

lication of the Optimized Link State Routing protocol specifications, that was developed within the MANET

working group and the Routing Area. There are however several categoriesof RFC:Standards Track, Best

Current Practice (BCP), Informational, Experimental, or Historical, depending on the nature of the subject.

For a protocol specification that is candidate to standardization (i.e. going standards track), the corresponding

RFC goes through successive stages:Proposed Standard, thenDraft Standard, and finally, if ratified after

gaining wide acceptance and operational experience (“rough consensus and running code”), the specification

is adopted as a norm, aStandard. A standard stays a standard as long as it is not deprecated. If so, it is

changed to the Historical status.



Appendix B

The Djikstra Algorithm

The exact Djikstra algorithm is the following. LetS be the set of nodes to which shortest paths have already

been found. LetC be the set of nodes to which we are currently computing shortest paths. We initially start

with S containing only the rootr, andC containing nothing. The algorithm then repeats the following steps:

1. For the nodes just added toS, add each of its neighborsn to C, such that: (i) ifn is not inC, add it,

mentionning the cost to reach it throughs, as well as the identity ofs, and (ii) if n is already inC and

the path ton throughs has a lower cost than the one that is mentionned so far, then remove the earlier

instance ofn and add a new instance ofn annotated with the cost to reach it throughs as well as the

identity of s.

2. Pick the nodep that has the smallest cost inC, and if it is not already inS, add it toS. Use its

annotation to determine the routers to use to reachp, and therefore the optimal next hop fromr to

reachp.

3. If C is now empty, the algorithm stops. If not, go back to step 1.

When the algorithm stops, we have the optimal next hops from the root to every destination in the network,

which gives the root’s routing table.

179





Appendix C

Factor λ in r(λ)

By definition
∫ r(λ)−α/K

0
w(x)dx= p0. Using the reverse Laplace transformation we have:

w(x) =
1

2iπ

∫ +i∞

−i∞
w̃(θ)eθxdθ.

Inserting this expression in the first equation and commuting integral signs, since
∫ r(λ)−α/K

0
eθxdx= eθr(λ)

−α/K−1
θ

,

yields:
1

2iπ

∫ +i∞

−i∞

eθr(λ)
−α/K − 1
θ

w̃(θ)dθ = p0.

The change of variableλα/2θ = θ′ makesλ disappear from the ˜w(θ) expression:

1
2iπ

∫ +i∞

−i∞

eθ
′(r(λ)

√
λ)−α/K − 1
θ′

w̃(λα/2θ′)dθ′ = p0.

Sincew̃(λα/2θ′) is independent fromλ andr(λ) appears multiplied by
√
λ, we get thatr(λ) is simply propor-

tional to 1/
√
λ: r(λ) = r(1)/

√
λ.
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DBX Packet Formats

Info and dbx signatures share the same packet format, detailed in this section.

Signature Packet Format

|                                                               |

|                            (etc.)                             |

 0             1               2               3

 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1

|   Version #   |       8       |         Packet length         |

+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+

|                            Router ID                          |

+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+

|                             Area ID                           |

+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+

|            Checksum           |             AuType            |

+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+

|                         Authentication                        |

+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+

|                         Authentication                        |

+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+

+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+

|      Type     |   Reserved    |    Secondary signature key    |

+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+

|                          Destination                          |

+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+

|                                                               |

|                        Prefix Signature                       |

|                                                               |

+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+

|                                                               |

|                        Prefix Signature                       |

|                                                               |

+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+

+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+

|             AgeMin            |             AgeMax            |

Version #, Packet length, Router ID, Area ID, Checksum, AuType and Authentication fields are the OSPF

control packet header as described in [34].

AgeMin, AgeMax

AgeMin and AgeMax define the age interval [AgeMin,AgeMax], used for computing the timed partial
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signatures in the prefix signatures as described in section 7.3.4.

Type

Specifies if the signature is an info or a dbx signature, according to the following:

Value Type

1 info (informative)

2 dbx (database exchange)

Reserved

Must be set to ”00000000” for compliance with this specification.

Secondary signature key

The key of the secondary signature is a random number of 32 bits. Used for computing the secondary

partial signature as described in section 7.3.3.

Destination

- If the signature is of type= 2, then this field contains the address of the slave, with whicha database

exchange is requested.

- If the signature is of type= 1, then this field must be zeroed.

Prefix signature

The set of prefixes signatures contains the sub-signatures for different parts of the link-state database.

The layout of the prefix signatures is detailed in section 7.3.4.

Prefix Signature Format

 0             1               2               3

 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1

+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+

|                      Prefix identifier                        |

+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+

|   Reserved    | Prefix length |           # of LSAs           |

+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+

|   Primary partial signature   |   Secondary parial signature  |

+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+

|        Timed # of LSAs        |    Timed partial signature    |

+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+
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Prefix identifier and Prefix length

Indicates the length of the prefix for the part of the link-state database, as well as the exact prefix.

# of LSAs

The number of LSAs in the emitting nodes link-state database, matching by the prefix identifier and

prefix length.

Primary partial signature

The arithmetic sum of the hashing of each string made of the concatenation of sequence number and

LSA-originator ID fields of the tuples (LSA-originator ID, LSAsequence-number, LSA-age) from the

emitting nodes link-state database such that the LSA-originator ID and prefix ID has same prefix of

length prefix-length.

Secondary partial signature

The arithmetic sum of the XOR between the secondary signature key and each of the hashing of each

string made of the concatenation of sequence number and LSA-originator ID fields of the tuples (LSA-

originator ID, LSAsequence-number, LSA-age) from the emitting nodes link-state database such that

the LSA-originator ID and prefix ID has same prefix of length prefix-length.

Timed # of LSAs

The number of LSAs in the emitting nodes link-state database, matching by the prefix identifier and

prefix length and satisfying the condition that the LSA age isbetween AgeMin and AgeMax.

Timed partial signature

The arithmetic sum of the hashing of each string made of the concatenation of sequence number and

LSA-originator ID fields of the tuples (LSA-originator-ID,LSA sequence-number, LSA-age) from the

emitting nodes link-state database such that:

• Prefix ID and LSA-originator ID has same prefix of length prefix-length

• LSA-age is between AgeMin and AgeMax.
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