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Chapter 1

Introduction

 Information technology has grown rapidly in the last few decades and is becoming one of

the basic needs of humankind. As this technology grows, the demand for new materials to

develop it also increases. So far, silicon is the main semiconductor material for electronic

applications, while III-V semiconductors are the main materials for photonic applications. We

readily find silicon integrated circuits (ICs) around us: in our cellular phones, personal

computers, cars, home appliances, etc. For the further development of this technology, a

material compatible with silicon microelectronics and suitable optoelectronic properties

would play an important role. In particular, research should focus on a material which could

be used for the next generation of photon emitters and could be integrated directly into an IC.

Indeed, it is well-known that due to its indirect band-gap structure, bulk silicon is an

extremely inefficient photon emitter. Therefore, scientists have turned their interests to other

more complex and expensive semiconductor materials such as GaAs (gallium arsenide), InP

(indium phosphide), GaP (gallium phosphide), etc. Even though these materials have allowed

the realization of laser diodes, they cannot be easily associated with silicon integrated circuits.

They are incompatible because the two materials have different crystal lattice constants, a so-

called lattice mismatch. Another type of materials, which also give good luminescent

efficiency are organic materials. In this case, one does not encounter the lattice mismatch

problem due to their amorphous structure, but their processing into devices is not always

compatible with microelectronics industry standards. Moreover, the stability of these

materials is quite low compared to their inorganic counterparts. As a short summary, silicon

related light emitting materials and their references are listed in Table 1.1.

 To simplify these problems and to develop optoelectronic devices, it would be better if

silicon itself could emit light. The discovery of luminescence from porous silicon and

nanosized silicon structures gave new hope for the development of an all-silicon laser [1, 2].

Hitherto, many approaches have been carried out to produce these nanostructures such as the

synthesis of porous silicon, silicon nanocrystals, and silicon nanoclusters using various

methods [3-5]. The idea behind these approaches is quantum confinement and the breakdown

of the k-conservation rule in the silicon nanostructures, which facilitates the radiative

recombination in these materials [6]. Moreover, the discovery of luminescence from various
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silicon related materials such as porous amorphous silicon [7, 8], amorphous silicon

nanoclusters [9,10], siloxenes [11-14], and polysilanes [15-18] has given a strong

encouragement to research in this field.

Polymorphous silicon

 Another important issue in this research is the synthesis of the material itself, where the

growth method is preferably simple, scaleable, and compatible with typical microelectronics

industry processes. The formation of silicon particles in the plasma phase using PECVD

(plasma enhanced chemical vapor deposition) appears to be an interesting alternative to

optimize PL and device fabrication. The discovery of a new material in the field of solar cells

and large area electronics, namely hydrogenated polymorphous silicon (pm-Si:H), which

consists of silicon nanocrystals (formed in the plasma phase) embedded in an amorphous

matrix [19], has given a new perspective on the formation of silicon nanostructures using the

PECVD technique.

 Hydrogenated polymorphous silicon (pm-Si:H) has a unique structure (more ordered

amorphous matrix, embedded nanocrystals, etc.) [20], good electronic properties (low defect

density, stability against light soaking, etc.) and a simple preparation method (standard RF-

PECVD at low temperature), which makes it a good alternative to a-Si:H for large area

electronic devices and optoelectronic applications [21, 22]. Pm-Si:H films are deposited from

silane (SiH4) highly diluted in hydrogen (H2) at high pressure and RF power, close to the

regime of powder formation. The deposition regime of polymorphous silicon is indicated by

the drastic increase of the deposition rate (α-γ’ transition) as a function of the total pressure,

due to the contribution of clusters and/or agglomerates to deposition [23].

Hydrogenated polymorphous silicon-carbon alloys (pm-Si1-xCx:H)

 Here we introduce hydrogenated polymorphous silicon-carbon alloys (pm-Si1-xCx:H)

aiming to obtain a material with a higher band-gap than pm-Si:H for optoelectronic

applications. Their deposition is based on modifying plasma conditions developed for pm-

Si:H, by adding CH4 (methane) to the silane-hydrogen mixture at high pressure and RF

power. As it is deposited in pm-Si:H conditions, the clusters and/or agglomerates should

contribute to the deposition. The ideas behind the synthesis of this material are:

i) to deposit thin films with silicon nanocrystals embedded in the amorphous matrix as an

inheritance from pm-Si:H.
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ii) to increase the band-gap of the amorphous matrix so it becomes more transparent in the

visible region, thus reducing the absorption of luminescence emitted light.

iii) to confine the nanoclusters with a matrix that can provide a high surface passivation, thus

decreasing the probability of non-radiative recombination on the surface of nanocrystals.

iv) to enhance the quantum confinement effect due to the higher band-gap shell.

This approach resembles the idea of growing Si nanocrystals embedded in SiO2 [4, 24-28] and

Si3N4 [9, 28] matrices. However, in the case of pm-Si1-xCx:H, as opposed to SiO2, amorphous

silicon-carbon alloys (a-Si1-xCx:H) are deposited as a matrix to confine the nanocrystals. For

many applications, including electroluminescent (EL) devices, the a-Si1-xCx:H matrix gives

several advantages compared to SiO2 due to its semiconductor and alloy properties such as the

possibility to inject charge carriers into the embedded nanocrystals and the possibility to tune

its band-gap by varying the concentration of carbon and hydrogen in the film.

pm-Si1-xCx:H as a luminescent material

 Among amorphous semiconductor materials, hydrogenated silicon-carbon alloys have

been widely studied for the development of electroluminescent devices. The challenge of pm-

Si1-xCx:H synthesis is to discover a feasible fabrication route that allows the growth of

improved luminescence materials that can be applied in optoelectronic and large area

electronic devices. Indeed as shown in Fig. 1.1., pm-Si1-xCx:H films show quite impressive

luminescence properties, where the photoluminescence (PL) signal can be easily observed at

Fig. 1.1. Red light emission of a pm-Si1-xCx:H film excited by a 4 mW HeCd laser at 325 nm.
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room temperature with the naked eye. Electroluminescent device fabrication is another

challenging task to accomplish, considering the carrier injection problem at the p/i or n/i

interfaces and the low conductivity of the amorphous matrix in the intrinsic layer.

 To determine the origin of the luminescence in polymorphous silicon carbon is one of the

challenges of this thesis. Silicon nanocrystals and silicon nanoclusters are the main candidates

for the luminescence source. Besides these sources, molecular luminescence sources such as

siloxenes and polysilanes have also to be considered due to the existence of oxygen in the

films and the high deposition pressure during fabrication. The contribution of the a-Si1-xCx:H

matrix, which is known to give luminescence [29-34], should also be considered. Moreover, if

we recall the existence of defect states in the band tails as usually observed in amorphous

materials, the luminescence can still be accepted as the process that might occur in the matrix

even if there is an important difference between luminescence energy and optical band-gap

energy (~0.5 eV). Furthermore, because the strong luminescent signal is observed at room

temperature, the quantum confinement effect also becomes an important factor that should be

evaluated as the origin of the luminescence.

 Moreover, we have also observed a strong influence on the PL intensity of pm-Si1-xCx:H

by immersing the samples in liquid nitrogen. The difference between PL at 300 K in air and at

77 K in liquid N2 varies between one and three orders of magnitude. This cannot be explained

by the change of temperature or by a change in the dielectric constant of the medium but is

probably due to the passivation of defects. This effect describes well the potential of this

material to be improved for many applications.

Electroluminescent devices

 Electroluminescent devices based on amorphous silicon carbon alloys have been

developed for more than 20 years. Towards that purpose, metal-insulator-semiconductor

(MIS) structures [35], p-i-n structures [36, 37] and p-i-n structures with hot-carrier tunneling

injection layers [38] have been studied. The realization of electroluminescent devices using

pm-Si1-xCx:H as the active layer is a challenging task to accomplish, especially if we consider

the heterogeneous structure of this material, where the luminescence centers are the

nanometer size crystallites inside the amorphous matrix. In this case, we have to take into

account several problems related to the injection of carriers from the doped layers to the

intrinsic layer and into the luminescence centers. The efficiency of the injection might be

improved using known methods as described elsewhere [38-40], but the injection of carriers

into the nanocrystals embedded in an amorphous matrix is still an open field. The surface
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passivation of the nanocrystals, the difference in band-gap energy between the matrix and the

nanoclusters, and the electric conductivity of the matrix, are important parameters to take into

account to improve electroluminescent devices based on this material.

Table 1.1. Summary of silicon based light emitting materials. The characteristics of III-V and organic

materials are also given as a comparison

Material Synthesis Method Structure Characteristics Year References

Porous c-Si Electrolysis Porous thin film on
Si wafer

Room temperature, visible
emission, slow decay 1990 3

Porous a-Si Electrolysis Porous thin film on
a-Si thin film

Room temperature, visible
emission 1996 7, 8

Nanocrystals Ion implantation +
annealing

Embedded inside
matrix

Room temperature, visible
emission, slow decay 1996 24-27

Nanocrystals Plasma
(+annealing)

Embedded inside
matrix or stand alone

Room temperature, visible
emission 1990 41, 42

a-Si clusters Plasma Embedded inside
matrix

Room temperature, visible
emission 2001 9, 43

Siloxenes Chemical synthesis Thin film Room temperature, visible
emission 1992 11-14

Polysilanes Chemical synthesis Thin film Room temperature, visible
emission 1985 15-18

pm-Si1-xCx:H Plasma

Aggregates of Si
nanocrystals
embedded inside
amorphous silicon
carbon matrix

Room temperature, visible
emission, broad emission
range, well encapsulated,
slow decay

2004 44

c-Si Czochralski
technique Stand alone

Low temperature, indirect
band gap, very low
efficiency, near infra red
(NIR) emission

1918 45, 46

a-Si:H Plasma Thin film Low temperature, low
efficiency, NIR emission 1978 47-50

pm-Si:H Plasma Thin film

Low temperature, low
efficiency, red or NIR
emission, absorption by
matrix

1998 20-23

III-V

Bridgmann
method, LPCa,
CVDb, MBEc,
LPEd

Stand alone

Room temperature, direct
band gap, high efficiency,
wide range UV-visible
emission, fast decay

1955 45, 46

Molecular
organics

Chemical synthesis
with OVPDe Thin film

Room temperature, high
efficiency, wide range
UV-Visible emission,
lower stability than
inorganic materials

1960s 51f and refs.
therein

a LPC (Liquid Encapsulated Czochralski) d LPE (Liquid Phase Epitaxy).
b CVD (Chemical Vapor Deposition). eOVPD (Organic Vapor Phase Deposition).
c MBE (Molecular Beam Epitaxy). fRecent review on the progress of molecular organic

materials for electroluminescent applications.
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Chapter 2

Experimental

2.1. Plasma Enhanced Chemical Vapor Deposition (PECVD)

Introduction

 Plasma-enhanced (or -assisted) chemical vapor deposition (and etching), also called

glow discharge because of the light emitted by the excited species, is an important technique

for materials processing. It has been applied to the synthesis of new materials for

optoelectronic applications including nanostructured materials, the fabrication of electronic

devices, and the modification of surface and interface properties of materials. In recent years,

plasma processes have become indispensable for manufacturing large area electronic devices,

in addition to their crucial role in the processing of very large scale integrated circuits (ICs)

for the microelectronics industry. Moreover, plasma processes are also critical in many other

industries such as aerospace, automotive, steel, biomedical and toxic waste management [1].

In the case of hydrogenated amorphous silicon and related materials (a-SiC:H, a-SiGe:H, a-

SiN:H,…) the RF glow discharge technique has become widely used because of its flexibility

with respect to other deposition techniques [2].

 By definition, a plasma is a ionized gas which remains electrically neutral from a

macroscopic point of view [1, 3]. The presence of charged particles (electrons and ions)

results in long-range Coulomb force interactions which are responsible for its unique

properties. Industrial applications of plasma processes are mainly based on weakly ionized

plasma discharges, characterized by the following properties: a) they are electrically driven,

b) the collisions between charged particles and neutral gas molecules are important, c) there

are boundaries at which surface losses are important, d) ionization of neutrals sustains the

plasma in the steady state and e) electrons are not in thermal equilibrium with ions [1]. In the

case of PECVD, the plasma processes are usually driven by an ac (alternating current) high

frequency power supply, typically above 50 kHz and usually in the range of several

megahertz or radio frequency (RF) range [1, 4]. The advantage of using high frequency

excitation, compared to direct current plasma, is that a steady-state discharge can be sustained

even with insulator coated electrodes, i.e., one can deposit insulating layers. This is possible
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as the period of an RF half-cycle is shorter than the time needed for charging the insulator

surface. This point is very important for applications where the glow discharge is used to

deposit thin films on the surface of insulating materials (glasses, oxides, polymers, ceramics,

etc.). Roughly, the electron density in RF discharges is of the order of 1015-1017 m-3 and

electron temperatures (Te) in the range of 1- 4 eV, which of course depend on the dissipated

power (typically 1-300 W) and on the gas mixture [1, 4].

Plasmas and Sheaths

 A typical reactor for plasma process is a flat-bed or planar system in which the

discharge is generated between two parallel plate electrodes (Fig. 2.1). In this system, one

electrode is connected to the RF generator (RF / powered electrode or cathode) through an

impedance matching network, which adapts the impedance of the system to 50 Ω, to ensure

an optimal energy transfer to the discharge. The second electrode is usually connected to the

ground (grounded electrode or anode). The choice of the electrode on which the substrate is

mounted depends on the purpose of the process (deposition or etching), due to the difference

in the energy of positive ions reaching the electrodes. The ion energy can be as high as VRF/2

for symmetric systems and as high as VRF at the powered electrode for asymmetric systems

[1]. Therefore, the substrate is normally attached to the powered electrode for etching

purposes, and to the grounded electrode for deposition.

 In RF discharges, because they are electrically driven and weakly ionized, the applied

power preferentially heats the mobile electrons with respect to ions. Due to their higher mass,

ions efficiently exchange their energy through collision processes with gas molecules. On the

other hand, the electrons cannot share the energy gained from the electric field through elastic

collisions with heavier ions or neutral species due to their small mass. Hence, the electrons

Fig. 2.1. Schematic diagram of a flat-bed or planar RF discharge reactor.

RF
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Network

Grounded
electrode

Powered
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Gas

Discharge
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reach a much higher average energy than ions (Te >> Ti). The electrons exchange their energy

mainly through inelastic collision processes, such as excitation, dissociation and ionization.

Therefore, the first step of plasma chemistry in RF discharges, the dissociation of gas

molecules into radicals, is an electron driven process.

 Sheaths are positively charged regions located between the bulk plasma (quasineutral, ni

ne)  and the walls. These layers are formed due to the losses of fast-moving electrons to the

walls; note that the thermal velocity of electrons is at least 100 times that of ions. Thus, on a

very short time scale, the loss of electrons to the walls forms a region with a positive net

charge density near the walls. This leads to a potential profile that is positive in the bulk

plasma and falls sharply to zero near the walls (see Fig. 2.2). This profile confines the

traveling electrons to the bulk plasma and accelerates or pushes out the ions that enter the

sheaths. This potential is defined as the plasma potential Vp, which is positive anywhere in the

plasma and can be regarded as the reference potential of the system. The potential on the

powered electrode is also negative with respect to the plasma potential Vp. This can be

explained by the charging effect due the large difference in mobility between electrons and

ions in the plasma, that results in a leaky diode I-V characteristic as shown in Fig. 2.3a [5].

An applied RF voltage induces a large electron current towards the powered electrode during

one-half of the cycle and a small ion current on the second half of the cycle. As a result, the

capacitively coupled RF electrode gets negatively charged up to a certain self-bias VDC, and

finally the electron current induced by the positive voltage exceeding Vp on one-half of the

Fig. 2.2. Schematic diagram of average densities, electric field, and potential profiles after formation
of the sheaths [1].
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cycle becomes equal to the net ion current on the other half of the cycle, when the electrode

potential is lower than Vp. Fig. 2.3b shows the spatial distribution of the average potential in a

RF discharge reactor, where the sheath potential, Vs, is equal to VDC +  Vp on the powered

electrode.

 If we assume that the RF excitation is a perfectly sinusoidal wave, then we can derive a

simple relation between the RF potential (VRF), the plasma potential (Vp) and the self-bias

potential (VDC) [6]. Here, Vp is the most positive potential in the discharge by definition, then

in the positive part of RF cycle we have

DCRFpRF VVVCV +≥+         (2.1)

while in the negative part we have

0≥+− pRF VCV         (2.2)

If we consider only the equality from equation 2.1 and 2.2, then by elimination we can obtain

( )RFDCp VVV += 2
1         (2.3)

Equation 2.3 expresses a simple relation that can be used to estimate the plasma potential

from observable potentials, which are easy to measure.

Deposition parameters and PLASMAT reactor

 In the RF discharge deposition process we can measure and adjust several parameters

which are important for the process control. Some of them are usually recorded as indicators,
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Fig. 2.3. Schematic diagram of a) generation of negative self-bias on the powered electrode in
contact with RF plasma and b) spatial distribution of average potential in a RF glow discharge
flat-bed reactor [6].
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such as the self-bias potential (VDC) and the RF potential (VRF). The other parameters can be

categorized into i) adjustable parameters such as total pressure, partial pressure, gas flow

rates, substrate temperature, RF power, plasma excitation frequency and ii) reactor geometry

related parameters (distance between electrodes, electrodes diameter, and surface ratio of

powered to grounded electrodes). By changing these parameters, we can optimize the

deposition conditions to obtain materials with desired properties.

 In this work, we have used a flat-bed PECVD reactor (PLASMAT reactor), equipped

with in-situ diagnostics providing information on the process itself: optical emission

spectroscopy (OES), plasma impedance monitoring system (PIM), self-bias and RF potential

measurements (Fig. 2.4), and on the material properties via a UV-Visible spectroscopic

ellipsometer. This reactor preferentially works at a plasma excitation frequency of 13.56 MHz

in the pressure range of 30-5000 mTorr. The temperature of each electrode can be

independently adjusted in the range of 25-300 °C. The installed feed gases are H2, Ar, He,

SiH4, CH4, PH3 diluted in H2 and trimethylboron (TMB) diluted in H2. The self-bias potential

is measured using a low-pass filter connected to a voltmeter (multimeter), while the RF

potential is measured through a calibrated dividing capacitor [7]. The details of other

characterization techniques will be explained in the next sections.

RF
Matching
Network

Personal Computer

Light
Source

Monochromator

Spectralink
Hot substrate

Electrode RF

Gas

Modulator

Analyzer or
collimating lens

Water or liquid
N2Cold substrate

or OES System

PIM

Multimeter/
oscilloscope

Impedance/VPP/VDC probe

a) b)

Fig. 2.4. PLASMAT reactor : a) a schematic diagram of installed in-situ diagnostic
measurement systems, including a water or liquid nitrogen cooled substrate holder; b) front
view of the reactor and the working environment.
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Plasma Studies

2.2. Optical Emission Spectroscopy (OES)

Introduction

 Optical emission spectroscopy (OES) of gas discharges has been long used for

qualitative and quantitative analysis in plasma physics and chemistry. Information on the

excited species in the plasma, including their intensity and relative changes with respect to

other excited species can be obtained using this technique, which gives a rough idea of

species concentration in the plasma. In practice, the excited species responsible for emission

are not necessarily the most relevant for the deposition process. Measured OES quantities

should therefore be considered as qualitative. To obtain quantitative information one must use

more sophisticated methods such as actinometry and laser induced fluorescence, which are

beyond the scope of this study.

 In the plasma, electrons are responsible for almost all excitation and dissociation

processes since they are much lighter than other species, which makes it easier for them to

gain energy from the applied power. Moreover, ion bombardment, chemical reactive

recombination, and metastable energy transfer can also contribute to the emission processes.

Thus, plasma emission can result from following mechanisms:

a) electron impact excitation,

hvAA
eAeA

+→

+→+ −−

*

*

b) electron impact dissociation,

hvAA
eBAeAB

+→

++→+ −−

*

*

c) ion impact processes,

hvAA
MAMeA

+→

+→++ −+

*

* )()(

d) chemiluminescent recombination reaction,
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hvABAB
CABBCA

+→

+→+
*

*

 where A, B and C are atoms or molecules, * indicates the excited (emitting) species, e- is an

electron and e-(+M) may be a neutral species, a negative ion, an electron plus a third body, or

a surface (e.g. electrodes, reactor walls or particles in the plasma) [8].

Experimental setup and data treatment

 The experimental setup for this technique is quite simple. It consists of i) a collimating

system to collect the emission signal, ii) a optical fiber that brings the collected signal to the

monochromator, iii) a high resolution monochromator with an adjustable entrance slit and iv)

a photodetector. A detailed setup of this technique is explained elsewhere [5]. In practice, it is

installed in our PECVD reactor (see Fig. 2.4a) with detail shown in Fig 2.5.

 In this study, we used OES as a semi-quantitative technique to analyze the relative

amounts of species in the plasma. Thus, we studied the evolution of the emission intensity of

the species of interest, or the ratio of one species relative to another from one plasma

condition to another. Each spectrum is baseline corrected with respect to the measurement

background. Further, other data treatments are necessary as well, such as numerical

integration to analyze the peak surface area (integrated intensity) and peak fitting using

Spectrometer
equipped with liquid
nitrogen cooled CCD

detector

35°

Optical window

Collimating
system

Fiber optic

RF electrode

grounded electrode
(substrate holder)

sample

Plasma

Fig. 2.5. Schematic of the setup for plasma optical emission spectroscopy (OES)
measurements in PLASMAT reactor (see fig 4.24a). The optical window, also used for
spectroscopic ellipsometry measurements, has a diameter of 0.8 cm and its axis is at 35°
from the normal of substrate holder.
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Lorentzian function to obtain the full width at half maximum (FWHM) and other fitting

parameters of the curves.

SiH4-CH4-H2 glow discharge

 Fig. 2.6 shows typical OES spectra from a RF glow discharge in pure hydrogen a) and a

SiH4-CH4-H2 mixture b). The emission lines of these systems are summarized in Table 2.1.

Table 2.1. Emission lines in SiH4-CH4-H2 RF glow discharge system.

Line/band Transition Wave length (nm) Note Reference
Balmer Hα 23' =→= nn 656.2
Balmer Hβ 24' =→= nn 486.1
Balmer Hγ 25' =→= nn 434.0

Balmer series:
( )22 121 nR −=ν

n=3, 4, 5,…; R=Rydberg const.

5, 9, 10,
11, 13, 14

SiH* Π→∆ 22 XA 414.2 Analogous to CH (A-X) system 5, 12, 13,
15

C2 Swan ug ad Π→Π 33  516.5 Swan band of C2 11, 14

CH* Π→∆ 22 XA 431.4 CH (A-X) system with Q (0,0)
band head at 431.4 nm

9, 10, 11,
12, 14

H2 Fulcher-α gu ad Σ→Π 33 570-640 Broad band consists of many
lines centered  at 602 nm

5, 10, 11,
14

350 400 450 500 550 600 650 700 750 800

b) SiH4-CH4-H2

Wave length (nm)

a) H2

In
te

ns
ity

 (a
.u

.)
Balmer HαH2 Fulcher-α

bands

CH*

SiH*

Fig. 2.6. Typical optical emission spectra of RF discharge plasmas with the emission lines of
interest at 1600 mTorr for a) pure hydrogen and b) SiH4-CH4-H2 mixture with an RF power
of 10 and 20 W respectively. The temperature of both electrodes was set at 200 °C.
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2.3. Plasma Impedance Analysis

Introduction

 Plasma impedance analysis is a sensitive and portable analysis method used to detect

the present of nanometer size particles in capacitively coupled radio-frequency (RF) discharge

at 13.56 MHz [16]. This method is based on the fact that the discharge is non-symmetric and

capacitive-like, thus showing a non-linear relation between the RF voltage and the RF current

in the sheaths [1]. This non-linearity induces the generation of harmonics in the discharge

current that give significant information about the dynamics of ions and electrons in the

plasma. When nanometer size particles are present in the plasma, the third harmonic (40.68

MHz) of RF current, J3, has been shown to give the most significant changes as a function of

time [16]. The abrupt changes on the amplitude ratio of the third harmonic of the RF current

to the fundamental one (J3/J0) are also observed in the so-called α-γ’ transition, which is

accompanied by the appearance of particles and powders [13]. These abrupt changes are

observed as a decrease of the amplitude ratio by one order of magnitude as the plasma

changes from α to γ’ mode, while the ratio between the first harmonic to the fundamental one

almost does not change. The observed changes are related to the modification of the electron

collision frequency in the discharge by the electron-particle collision process, which is

proportional to the concentration and the collision cross section of particles. Moreover, the

Fig. 2.7. Time evolution of the amplitudes of the third harmonic of the RF current
for a) particle-free argon plasma and b) a powder-forming argon-silane plasma [16].
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particles in the plasma act as electron ‘traps’ through the electron attachment process [16, 13].

This process perturbs the electron-energy distribution function and self-sustaining electric

field, which is observed as a decrease in the amplitude of J3, related to the increase of plasma

resistance. In the following, we use the amplitudes of the third harmonic of RF current as the

observable parameter to monitor the presence of particles in the plasma, which we have

confirmed by laser light scattering measurements in our reactor [17].

Particle growth monitoring

 Fig. 2.7 shows the time evolution of the amplitudes of the third harmonic of the RF

current, which represents the particles growth timeline in the plasma [16]. In general, this

time evolution can be divided into 3 regions: i) gas decomposition region (t0<t<t1), which

starts when the plasma is turned on and reaches a plateau; ii) particle formation and

accumulation regime (t1<t<t2); and iii) coagulation regime or powder formation regime (t>t2).

In general, the experimental setup for this technique consists of i) an RF voltage probe, ii) an

RF current probe, iii) an electronic board to process the measured signals, and iv) a personal

computer with controlling applications to monitor and visualize the measured results. This

probing system is installed at the entry of the RF power in a PECVD reactor (between the

matching network and the cathode) as shown schematically in Fig.2.4a. Recently,

comparative studies between the time evolution of the self bias potential (VDC) and the

amplitude of the third harmonic of the RF current (J3) have shown good [18]. Thus, we can

use the evolution of VDC instead of J3 to monitor the formation of particles and powder in the
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Fig. 2.8. The comparison between the time evolution of a) the amplitude of the thirdd harmonic of RF
current (J3) and b) the self-bias potential (VDC) for a SiH4-H2 mixture plasma in the powder formation
regime: 1800 mTorr with temperature of electrode of 200 °C and RF power of 22 W.
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plasma. In Fig. 2.8 we compare the evolution of J3 and  VDC for SiH4-H2 systems with and

without doping gas in the powder formation regime at 1800 mTorr.

Materials Characterizations

2.4. Phase Modulated UV-Visible Spectroscopic Ellipsometry (SE)

Basic principle and experimental setup

 Ellipsometry is a powerful technique for determining the thickness and optical

properties of thin films [19, 20]. It is based on the principle that a fully polarized light

changes its polarization state after reflection from or transmission through a thin film [21]. In

general, ellipsometry can be used to measure both the index of refraction and the thickness of

either transparent or absorbing materials. By examining the polarization state of the reflected

light of known polarization, wavelength, and angle of incidence, we can obtain the

information on the optical properties of thin films. Moreover, due to its non-perturbing nature,

this technique is also very useful for in-situ studies during deposition.

 The polarization state of the reflected light can be represented by the following complex

number [21, 22]:

Fig. 2.9. Schematic diagram of incident, reflected and transmitted light on thin slab
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( ) ( )∆== i
r
r

s

p exptanρ         (2.4)

where ψ and ∆ are the ellipsometric angles. rp and rs are the parallel and perpendicular

reflection coefficients (Fresnel coefficients):

i
p

r
p

p E
E

r =           (2.5)

i
s

r
s

s E
E

r =           (2.6)

where x
yE are the electric field vectors as shown schematically in Fig. 2.9. (x = i for the

incident, x = r for the reflected and x = t for the transmitted waves respectively; y = p for

parallel component and y = s for perpendicular component to incident plane).

 The experimental setup of the phase-modulated UV-Visible spectroscopic ellipsometer

(UVISEL) is represented schematically in Fig. 2.10. In this setup, the white light from the

source is first modulated linearly by a polarizer then elliptically by a photo-elastic modulator.

In this case the phase shift between component Es and Ep is δ(t), can be expressed as

Fig. 2.10. Phase modulated UV-visible ellipsometer setup
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( ) ( )tAt sin=δ , where kHz50
2

=
π

      (2.7)

The reflected light is analyzed by a linear polarizer then its intensity is measured at selected

wavelengths by a photodetector attached to a monochromator. The measured intensity I is

defined as

( ) ( ) ( ) ( ) ( ) tIAJtIAJItItIItI cscs ωωδδλ 2cos2sin2cossin, 2100 ++≅++=   (2.8)

where Ji is the ith order Bessel function. Is and Ic are defined as,

( ) 










+
=∆= **

*

Im2sin2sin
ppss

ps
s rrrr

rr
I        (2.9)

( ) 










+
=∆= **

*

Re2cos2sin
ppss

ps
c rrrr

rr
I       (2.10)

By Fourier analysis of the signal, we can obtain directly the values of Is and Ic, which relate to

the Fresnel coefficients of the sample.

Data treatment and interpretation

 In order to analyze quantitatively a spectroscopic ellipsometry measurement, we have to

fit the experimental spectrum using an optical model. To obtain the best fit condition, we used

the Levenberg-Marquardt algorithm to minimize globally the value of the biased estimator

χ2(θ). Here χ2(θ) is a merit function that ensures the best fit of the SE data to the model at its

global minimum. The biased estimator χ2(θ) is defined as

( ) ( ) ( ) ( ) ( )
∑

=

−
+

−
=

N

k k

kmesksim

k

kmesksim IcIcIsIs
N 1

2

2

2

2
2 ,,

2
1   (2.11)

where δk is a statistic error that weights the value of the experimental spectrum [23].
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 In the general case of thin films, an optical model should contain information about: i)

experimental parameters (angle of incidence, substrate, dielectric function of ambient), ii)

film structure (how many distinguishable layers and their thickness), iii) layer structure

(homogeneous, heterogeneous, isotropic, non-isotropic or gradual layer), and iv) dielectric

function of each layer. The dielectric function of each layer can be expressed by the dielectric

function of a single material or by a mixture of several materials, based on the effective

medium theory. In general the effective medium theory can be expressed by the following

equation [24]:

( )
( ) ( ) 1,

k
1 −=

++
++

= q
abbah

bbaahba k
ff

ffk
,  0 ≤ q ≤ 1    (2.12)

where q is the screening parameter; ε, εh, εa and εb are the dielectric function of composite

material, host material, component a and component b respectively; fa and fb are the volume

fraction of components a and b respectively. In our case, we use Bruggeman effective

medium approximation (BEMA), which is defined using eq. 2.12 with εh = ε and q = 1/3 (or k

= 2). The BEMA represents most likely an aggregate microstructure in which neither

component can be viewed as the host material. The dielectric function of a single material can

be expressed by a standard based on the experimental data or by a mathematical model

whether it is derived theoretically (all involved parameters have physical meaning) or not

(empirically, only a mathematical expression that allows to reproduce the experimental

results).

 In the case of amorphous silicon derived materials, the raw experimental data can be

described by a two-layer model (ambient/surface roughness/bulk layer/substrate) as shown

schematically in Fig. 2.11. From an optical point of view, the surface roughness (5-30 Å

thick) is modeled by a layer with equivalent parallel-plane boundaries whose thickness is

Substrate

Bulk layer

Substrate

Bulk layer

50 % Void / 50 % Bulk layer

Surface roughness

Fig. 2.11. Two-layers optical model of thin film, which consists of bulk layer and surface roughness.
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equal to the characteristic roughness height parameter [21], and whose optical properties are

described as a mixture of those of the bulk layer and ambient (void) according to the effective

medium theory. In order to reduce the number of fitting parameters, we have kept the

composition of the surface roughness constant (50 % void + 50 % bulk layer). Indeed, it has

been shown empirically by Fujiwara et al [24] that in some cases we can replace this layer by

a mixture of voids and bulk layer a fixed composition ratio of 1:1. The bulk layer is modeled

as an homogeneous amorphous layer using the Tauc-Lorentz dispersion law [25]. This model

combines Tauc's law for photon absorption above the band edge of amorphous

semiconductors [26] and the standard quantum mechanical approach, thus the imaginary part

of the dielectric function is expressed by the following equation:
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Where A is the amplitude factor proportional to the density matrix of the material and the

optical transition matrix elements, E0 is the peak transition energy, C is the broadening

parameter and Eg is the optical band gap. The real part of the dielectric constant is obtained by

Kramers-Kronig integration, given by
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( )
4

22
2224 CE α

+−=          (2.17)

22
04 CE −=α           (2.18)

2/22
0 CE −=γ ,          (2.19)

which adds another free parameter, the high frequency dielectric constant, ε1 ). Fig. 2.12a.

shows the real and imaginary parts of the pseudo-dielectric function of a polymorphous

silicon carbon alloy deposited on corning glass. The spectra are fitted considering a two-layer

model. In this case, the dielectric functions are modeled using the Tauc-Lorentz model for the

bulk layer and a 1:1 ratio of bulk material over void with BEMA the surface roughness, as
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Fig. 2.12. Experimental and modeled real and imaginary parts of the pseudo-dielectric function
of  a pm-Si1-xCx:H film deposited at 3500 mTorr (200 °C), using a two-layers model with
surface roughness consisting of 50 % of void and 50 % of bulk layer material (a) and extracted
bulk layer dielectric function (b). The fitting parameters are: Eg=2.30 eV, ε1 )=1.82,
A=127.22 eV, E0=3.86 eV, C=3.57 eV and thickness of bulk layer of 2970 Å.
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described above. The extracted dielectric function for bulk material, free of interference

fringes due to multiple reflections and surface roughness effects, is shown in Fig. 2.12b. In

this study, the deposition rate was determined from film thickness and deposition time by

taking the assumption of an homogeneous constant film growth. For more detail on this

technique, a review that covers general information and deeper discussions on in-situ studies

of thin film growth can be found in ref. 19.

2.5. Raman Spectroscopy

Introduction

 When photons interact with a molecule, they may be absorbed or scattered. Scattering

itself is defined as a phenomenon in which photons change their direction and possibly also

their energy after interaction with matter. Further, light scattering can be classified into elastic

and inelastic processes, which describe the phenomena by which the photons are scattered

without and with changes of their energy respectively. The inelastic scattering process is

illustrated in Fig. 2.13a, where light incident with angular frequency ω1 and wave vector k1 is

scattered as a photon with frequency ω2 and wave vector k2 by an excitation of the medium of

frequency Ω and wave vector q [27]. This type of scattering can be mediated by many

different types of elementary excitations in the matter. However, in the case of Raman

scattering, we will consider only phonon mediated processes, which correspond to the energy

difference in the vibrational and rotational energy levels. In this case, there is a similarity

between Raman and infrared spectra, even though they are not the same due to the differences

in the selection rules and relative band intensities. For a molecular vibration to be Raman

V = 0

V = 1

∆ν

Rayleigh
scattering

Stokes
line

Anti-Stokes
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ω1, k1

ω2, k2

Ω, q

a) b)

Fig. 2.13. Schematic diagram of a) inelastic scattering process and b) Stokes and anti-Stokes scattering.
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active, there must be a change in the induced dipole momentum as a result of a change in the

polarizability of the molecule [28]. Therefore, even if there is no change in the dipole

momentum or the molecule has no permanent dipole, it still can be Raman active as long as it

has a change in the polarizability or in the induced dipole momentum due to vibrations or

rotations. In general, the inelastic scattering can be divided in two generic types such: Stokes

and anti-Stokes scattering (Fig. 2.13b). Stokes scattering corresponds to the emission of a

phonon (scattered photons lose their energy), while anti-Stokes scattering corresponds to

phonon absorption (scattered photons gain energy). Thus, with respect to the exciting photon

energy, the light is shifted down in energy during a Stokes process and up in an anti-Stokes

event.

Experimental setup and data treatment

 A schematic diagram of a Raman setup equipped with a microscope for micro-Raman

measurements with a HeNe laser (632.8 nm) as the source of excitation is shown in Fig.

2.14a. In this setup, the reflected part of the excitation light is cut off by a notch or edge filter

instead of a second monochromator. The experimental spectra of Raman measurements were

treated by fitting the data over the range of interest as a deconvolution of several Gaussian

functions. From the fitting, we can obtain the area and the full width at half maximum

(FWHM) for each peak, which provides information on each mode of vibration. Fig. 2.14b

shows a typical Raman spectrum of hydrogenated amorphous silicon. We can observe the
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principal phonons of amorphous silicon: i) transverse optic (TO) at 480 cm-1, ii) longitudinal

optic (LO) at 380 cm-1, iii) longitudinal acoustic (LA) at 310 cm-1, and iv) transverse acoustic

(TA) at 150 cm-1 [28]. Moreover, the Si-H vibration mode at 640 cm-1 and the 2nd harmonic of

the TO phonon at 960 cm-1 are also shown [29].

2.6. Infrared Spectroscopy

Introduction

 The energy of a molecule can be divided into four parts, which are: a) translational

energy, b) rotational energy, c) vibrational energy and d) electronic energy [28]. Electronic

energy transitions normally are responsible for the absorption or emission in the UV and

visible regions, while molecular vibrations give rise to the absorption through out most of the

infrared region. When the frequency of a specific vibration is equal to the frequency of the IR

radiation, the molecule will absorb the radiation with some selection rules. The simplest

representation of a molecular vibration is the oscillation of a diatomic molecule, where its

potential energy depends on the intermolecular distance. For a mode of vibration to be

infrared active, there must be a change in the dipole moment of the molecule when it vibrates

[28, 31]. Therefore, most symmetric stretching vibration modes of symmetric molecules are

infrared inactive, while asymmetric modes are infrared active.

 In this study, we used a Fourier-transform infrared spectrometer (FTIR), which

measures the IR absorption in the range of 500-4000 cm-1 with a resolution of 2 cm-1. This

instrument consists of three basic components: a radiation source, an interferometer and a

detector. The main difference in the setup between an FT and dispersive spectrometer systems

is the replacement of the monochromator by an interferometer. The interferometer divides

light into two beams, generates an optical path difference between them, then recombines

them to produce repetitive interference signals as a function of optical path difference by a

detector. In short, it produces interference signals that contain infrared spectral information

generated after passing through the sample. A detailed description of the setup is explained

elsewhere [31].

Data treatment and analysis

 In order to analyze the data from FTIR measurements, first we have to eliminate the

interference fringes from the raw data. In this study, we followed a quantitative method

developed by Maley [32]. In this procedure, we fit the interference fringes of the spectra using
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an optical model that considers a thin film on a semi-infinite substrate (c-Si) with multiple

reflections (Fig. 2.15) as follows:
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Fig. 2.15. Schematic diagram of the multiple reflections of an absorbing film on a non absorbing
substrate. Here, the multi reflections in the substrate are omitted and the light is shown at non-
normal angle of incidence for clarity [29].
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iii knN −=           (2.29)

By applying eqs. 2.20-2.29, we can fit the experimental data and obtain the base line with the

interference fringes (Fig 2.16a). Here, we applied n3 = 3.42 for the c-Si substrate, while n2 of

the films are pre-determined through spectroscopic ellipsometry measurement then

extrapolated to low energy. These values of n2 are included later on into the fitting parameter

to obtain more precise values. Using the baselines obtained here, we can eliminate the

interference fringes and obtain an interference-free transmission spectra (Fig. 2.16b).

 In order to calculate the absorption coefficient (α) from the interference-free

transmittance, we followed the procedure proposed by Brodsky et. al. using the following

relations [33]:

( )
d

d

eR
eRT

α

α

22

2

1
1

−

−

−
−

=          (2.30)

where d is the film thickness and R is an empirically determined interface multiple reflection

loss. Here, we determined R by setting T = T0 = 0.54 as the absorption-free transmission of c-

Si substrate when α = 0 [32, 33], which yields
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of 20 W : a) raw spectrum with baseline as fitting result of eq. 2.20 from ref. 29 and b)
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then by substituting eq. 2.31 into eq. 2.30, we can obtain

( ) ( ) d

d

eTT
eTT

α

α

22
0

2
0

2
0

11
4

−

−

−−+
=        (2.32)

which can be used to calculate α from the  baseline corrected transmittance. We note that this

procedure is still valid for samples with large index mismatch with respect to the c-Si

substrate, such as pm-Si1-xCx:H thin films, as long as the interference elimination is applied

with the exact equation of non-absorption transmittance as written in eq. 2.20. In principle,

Maley’s interference fringes elimination procedure transforms the raw data series which

contains an unknown function T0 = f(ω) as T0 = 0.54 (see Fig. 2.16).

 Further, using the data of IR absorption coefficient spectra, we can calculate the bond

concentration for each type chemical bond in our films. The bond concentration for X-Y

chemical bond (NX-Y) is related to the integrated absorption of its peak by

( )
ω

ω
ωα dAN YX ∫=−         (2.33)

where A is the proportionality factor or absorption strength and ω is the frequency or wave

number in cm-1[33-36]. The values of A for chemical bonds of interest in pm-Si1-xCx:H films

are considered to be similar to these reported for a-Si1-xCx:H alloys and are tabulated in Table

2.2.

Table 2.2. IR absorption strength of chemical bonds in pm-Si1-xCx:H films.

Chemical bond ω (cm-1) A (cm-3) References

Si-C 780-810 2.13 × 1019 37, 38

Si-H 2000-2150 1.4 × 1020 34, 35, 37, 38

C-H 2850-2950 1.35 × 1021 37, 38

2.7. Photoluminescence (PL) Spectroscopy

Basic principle and experimental setup

 In order to have a sample that emits photons, it has to be excited by some external

source of energy. The method of excitation leads to a classification of the emission process. In

the case of semiconductor materials, one possible method is the injection of electrons and
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holes via an external current, resulting in electroluminescence. Another common method is

the excitation by photons with energy higher than that of the band gap, resulting in

photoluminescence, characterized by the emission of photons with lower energy than that of

the excitation. The emission of radiation induced by the heating of the sample is known as

thermoluminescence, while the process induced by electron bombardement is called

cathodoluminescence.

 Photoluminescence spectroscopy is an important method to study and develop

electroluminescent devices, such as light-emitting-diodes (LED) and lasers. The basis of this

technique is to detect the emission spectra of samples excited by a monochromatic light

source. In most cases, the emission efficiency is quite low; therefore, a high intensity light

source and a highly sensitive detector are required.

 The standard experimental setup of this method consists of a monochromatic excitation

light source (e.g. lasers or Na lamp), a collimating system to collect the luminescence signal

(a complex optical setup which can be replaced by a simple optical fiber fitted with a

collimating lens), a high pass wavelength filter, a spectrometer and a detector (liquid nitrogen
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Fig. 2.17. Experimental arrangement used for the observation of photoluminescence spectra.
The sample is excited using a light source (HeCd laser : 325 or 441.6 nm) with energy of
photons higher the band gap. The reflected laser signal is blocked by the long wave pass filter,
while the luminescence signal passes through and is collected by the collimating system. The
collected signal is recorded using a computer controlled spectrometer and detector.
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cooled CCD camera). In many cases, a cryostat or another temperature controllable sample

holder also becomes an important part of this technique. Fig. 2.17 shows schematically a PL

spectroscopy setup used in this study. Typical PL spectra for pm-Si1-xCx:H samples are shown

in Fig. 2.18a. The spectrum from a GaAs wafer is also given as a reference for the peak

position. To determine the reliability of our setup, we checked our results against these

measured at the Laboratoire d Optique des Solides, as shown in Fig. 2.18b [39].
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Reliability studies

 Before going further into the analysis of PL data, it is important to check our PL

measurement setup. Two lines of a HeCd laser at 325 and 441.6 nm were used as the

excitation source. The excitation light intensity was adjusted by using neutral density filters

and measured using a wattmeter. PL measurements were carried out at room temperature on

pm-Si1-xCx:H samples deposited under the following standard conditions, unless mentioned

otherwise : 3500 mTorr, 33.4 sccm of CH4, 20 W of RF power and  a substrate temperature of

200 °C.

 Fig. 2.19 shows the effect of the power of the excitation light on the PL emission

intensity. It shows that the PL emission intensity increases linearly with the power of the

excitation light. The inset of Fig 2.19a shows the linear relation between the integrated PL

intensity and the laser power in a log-log scale. It indicates that by the increase of the

electron-hole pair formation, the number of pairs that recombines radiatively increases in a

linear way. Moreover, the variation of the excitation light power does not change the shape of

the PL spectra as shown in Fig 2.19b. Thus, within our experimental conditions, the effect of

laser power is simply to increase the PL intensity.

 Fig. 2.20 shows that the increase of laser excitation energy from 2.8 eV (441.6 nm) to

3.8 eV (325 nm) does not change the shape of the PL spectra. Here, the measurement was

carried out on the sample deposited at 3500 mTorr with 10 W of RF power, which we also

used for the fabrication of EL diodes. Both emission lines have enough energy to excite all

the PL centers of interest due to their higher energy with respect to the optical band gap of the

materials (< 2.7 eV). The difference of intensity between the spectra is due to the difference in

the laser power, where the blue line (441.6 nm) has approximately 10 times higher intensity

than the UV line (325 nm). However, as depicted in Fig. 2.20, the excitation at shorter

wavelength has an advantage, as we get half of PL intensity with only one tenth of the laser

excitation power. In other words, the PL intensity is higher when using the UV line, which

might be due to the increase of the absorption coefficient with photon energy (see chapter 5).
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 Another important issue is the effect of surface oxidation on the PL spectra, which

could play an important role on the reproducibility of the results. In this work we have used

UV and blue lines from a HeCd laser, which have a quite low penetration depth (~20 nm for

λexc = 325 nm) due to the high absorption coefficient. In other words, the PL spectra are

mostly due to the excitation and the radiative recombination of carriers near the film surface.

Therefore, it is necessary to check the effect of air exposure on the PL of our films.

 We therefore deposited two similar samples with the same thickness, one coated with

20 nm of amorphous silicon and the other not. The amorphous silicon layer acts as a

protection layer against oxidation of the film beneath. First, the sample covered with

amorphous silicon is measured immediately after deposition, while the other sample is kept in

open air for 3 weeks before measurement. The presence of the amorphous silicon layer will

perturb the shape of the PL spectrum. Thus, in order to compare the PL spectra between

samples, we also deposited 20 nm of amorphous silicon on the top of second sample. Fig.

2.21 shows the spectra of the as-deposited sample (open circles) and that of the sample left for

3 weeks in open air sample (thick line). Neither the shape nor the intensity of the spectra

change with the treatment, which leads us to the conclusion that the air exposure of our films

has no influence on the PL spectra of dense polymorphous silicon carbon thin films. Thus, PL

measurements can be used to obtain reliable information on sample properties.
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 Several variations of the basic PL spectroscopy have been developed over the years,

such as photoluminescence excitation (PLE) spectroscopy, photoluminescence resonant

spectroscopy and time-resolved photoluminescence spectroscopy [26]. In time-resolved PL

spectroscopy, the sample is excited with a very short light pulse and the emission is recorded

as a function of time. In this technique, the decay of the luminescence intensity can be

observed and studied. The decay spectra can be obtained using the same setup as show in Fig.

2.17 but with a different excitation source and detector. An ultra fast pulse laser is necessary

as the excitation source, and lasers emitting pulses shorter that 1 ps are now available in the

market. Thus, the time resolution is usually limited by the response time of the detector. Time

resolutions down to  ~100 ps can be obtained using a photomultiplier tube (PMT), while

resolutions down to 1 ps or better are possible using a streak-camera or up-conversion

techniques. The decay spectrum gives direct information about the carrier relaxation and

recombination mechanisms, and allows to measure the radiative lifetimes.

2.8. Electroluminescence Measurements

 In principle, the electroluminescence measurement (EL) is similar to the PL

measurement, except for the excitation source. In EL measurements, the injection of charge

carriers (electrons and holes) replaces the external photons to obtain electrons in the excited
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state (conduction band). The experimental setup of this technique is practically the same as

for the PL spectroscopy, but the excitation light source is replaced by an electric power supply

(controllable current/voltage source). In this setup, we also installed a voltmeter and an

ammeter in the loop of the cell in order to record the current-voltage (J-V) characteristic of the

sample for each measurement (see Fig. 2.22a). The emission spectra for each applied voltage

or current and also the total emission intensity-current/voltage (IPL-J and IPL-V) relations were

recorded, as they are very important for device fabrication. The main difference between EL

and PL measurement is in the sample preparation. We can measure any sample with PL

spectroscopy technique just after synthesis or deposition without any other preparation. On

the contrary, in the case of EL measurements, electrical contacts suitable to inject electrons

and holes into the emissive layer are required (see Fig. 2.22b). This has been achieved by

using p-type and n-type a-Si:H layers, even though their optimization is still under

development.

2.9. High Resolution Transmission Electron Microscopy (HRTEM)

Introduction

 In a conventional transmission electron microscope (TEM), a thin sample (5-100 nm, 10

nm is ideal) is irradiated by an electron beam with uniform current density. For routine

measurement purposes, the acceleration voltage is in the range of 80-120 kV, while the

medium-voltage instrument works in the range of 200-500 kV. Basically, this setup consists

of 1) an electron gun (either emitted by thermionic, Schottky or field emission), 2) a two- or

three-stage condenser-lens system that permits to vary the illumination aperture and the

illuminated area of the specimen, 3) an imaging system consisting of three- or four-stage

lenses system, and 4) an image recording system (either by a direct exposure of a

photographic emulsion plate or digitally using a fluorescent screen coupled by a fiber-optic

plate to a CCD camera. The setup, details of the technique including theory and data

interpretations, are well-explained elsewhere [40].

 TEM allows two kinds of image contrast. The bright-field contrast is produced either by

intercepting the electrons scattered through angles larger than the objective aperture

(scattering contrast) or by interference between the scattered  wave and the incident wave at

the image point (phase contrast). Dark-field contrast is obtained by tilting the primary beam

or by hollow-cone illumination, so that the primary beam falls on the objective diaphragm. In

the samples that contain a crystalline phase, the use of the primary beam (bright-field) or the
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on axis Bragg-reflected beam (dark-field) gives rise to diffraction contrast which is important

for crystal imaging.

 In principle, TEM can provide high resolution imaging because elastic scattering is an

interaction process that is highly localized to the region occupied by the screened Coulomb

potential of an atomic nucleus. The angular distribution of inelastically scattered electrons is

concentrated within a smaller scattering angle than that of elastically scattered ones. Most of

the inelastically scattered electrons normally pass through the objective diaphragm in the

bright-field mode, even though they do not contribute to high-resolution image details due to

their less localized nature. Thus, by energy filtering transmission electron microscopy, it is

possible to have a narrower inner-shell ionization and resolution of lattice periodicities around

0.3-0.5 nm due to the increase of energy loss [40].

Sample preparation

 In this study, most of samples were directly deposited on copper microscope grid

covered by a thin carbon membrane. This method is relatively easy and time saving, because

by adjusting the deposition time we can control the thickness of films quite precisely and

make them thin enough for TEM analysis. However, when the TEM analysis are also

accompanied with chemical analysis, we need to deposit samples on the microscope grid

without support (no carbon membrane). In this case, we deposited samples on NaCl or Al foil

substrates, which later on were dissolved in water or HCl solution respectively. After the

substrate removal, we can catch the thin film floating on the solution surface using a copper

microscope grid without a carbon membrane and dry it before measurement.

2.10. X-ray Energy Dispersive Spectroscopy (XEDS)

 The principle of x-ray energy dispersive spectroscopy (XEDS) or x-ray microanalysis is

based on the fact that the x-ray generated by a focused electron beam that penetrates the

sample carries information about the elements present in the sample. X-ray microanalysis in

TEM setup mainly relies on energy-dispersive Si(Li) or highly pure germanium detectors,

though instruments have been constructed with wavelength-dispersive spectrometers as used

in x-ray microanalyzers.

 Fig. 2.23 shows the schematic instrument setup of XEDS installed inside a TEM. The

detection system consists of a collimator placed in front of the detector crystal (see Fig. 2.23).

The collimator protects the detector against the entry of undesired radiation from the stage
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region of the microscope; it defines the collection angle of the detector and the average take-

off angle of x-rays entering the detector. Ideally, the collimator should be built of a high-Z

material such as W, Ta or Pb, then coated externally and internally with a low-Z material such

as Al, C or Be. The low-Z coating will minimize the production of x-rays from any

backscattered electrons and the high-Z material will absorb any high-energy bremsstrahlung

radiation.

 In principle, the preparation of samples for XEDS measurements is similar to the

preparation of samples for TEM. The differences are only in the thickness of the samples,

which is ~ 50 nm for XEDS.
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Fig. 2.23. Schematic of X-ray energy dispersive spectroscopy (XEDS) arrangement
inside a transmission electron microscope setup [41].
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Transport Characterization

2.11. Dark Conductivity Measurements

 The dark conductivity measurements were carried out inside a small chamber that

permits us to have a primary vacuum in order to reduce the parasitic conductance due to

absorption of molecules (water, oxygen, etc.) on the sample surface. Inside the measurement

chamber, we fix the sample on the temperature controllable substrate holder, where we can

vary its temperature between –25 and 170 °C. In this experiment, we measure the current as a

function of the temperature for a fixed applied voltage using a two-contact method with

coplanar configuration. This experimental setup consists of four main components: 1)

measurement chamber (includes pumping system and pressure gauge); b) temperature

controllable substrate holder (includes heating element, cooling system with liquid N2,

temperature controller and electrical measurement probes); c) controllable DC voltage source;

and d) picoammeter. In practice, this setup is computer controlled with programmable

routines for temperature scanning measurements.

 In order to determine the activation energy, the conductivity data are fitted using the

common Arrhenius equation:

kT
Ea

e
−

= 0σσ           (2.34)

Fig. 2.24. Temperature dependence of the dark conductivity for a pm-Si1-

xCx:H film and the fitting results according to the Arrhenius model for
heating up and cooling down process.
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Where Ea is activation energy in eV, k is the Boltzmann constant and T is temperature in

Kelvin. Fig. 2.24 shows the experimental conductivity data and the fitting results for pm-Si1-

xCx:H films.

2.12. J-V Characteristic Measurements

J-V characteristic measurements were carried out on the same experimental setup as for

dark conductivity measurement. In this case, we just change the measurement option to the

constant temperature mode and then measure the current as a function of the applied voltage.
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Chapter 3

Deposition of hydrogenated polymorphous

silicon

3.1. Introduction

 Hydrogenated polymorphous silicon (pm-Si:H) is a nanostructured material that attracts

much attention due to its unique structure, which is intermediate between those of

hydrogenated amorphous silicon (a-Si:H) and microcrystalline silicon (µc-Si:H) [1, 2]. The

term polymorphous refers to a material with various crystalline structures, which is the case of

polymorphous silicon thin films which consist of nanometer sized silicon crystallites

embedded in a matrix of a-Si:H-like material [3, 4]. The crystallites adopt various structures

(diamond, hexagonal close packed, face center cubic,..) depending on the deposition

conditions [5]. The presence of embedded nanocrystals improves the order of the amorphous

matrix and results in a more relaxed structure with some medium range order (MRO) in

comparison to a-Si:H [3]. Moreover, this material shows excellent properties such as: low

defect density of the order of 5 ×1014 cm-3 V-1, hole diffusion lengths larger that 200 nm [6,

7], and more important, a higher stability with respect to a-Si:H under illumination (less than

10 % of degradation in solar cell efficiency) [8]. Thus, this material is an interesting

alternative to a-Si:H for applications to large area electronic devices such as solar cells, thin

film transistors, detectors, etc.

 Polymorphous silicon is produced from the dissociation of silane (SiH4) highly diluted

in hydrogen (H2) (10 sccm of SiH4 in 90 sccm of H2) by the standard RF glow discharge

method in the pressure range of 1-2.5 Torr and at high RF power (typically 0.21 W/cm2). As

shown in previous studies, the dependence of the deposition rate on the deposition pressure

can be used to identify the deposition regime in the SiH4/H2 system [9, 10], thus we can

distinguish four deposition regimes as a function of pressure: 1) microcrystalline silicon

growth, 2) nanocrystal formation, 3) agglomeration and 4) powder formation regimes (Fig.

3.1). Below 1000 mTorr, we obtain µc-Si:H thin films, which result from the reaction of SiHx

and H radicals on the surface and subsurface (microcrystalline growth regime). Above 1000
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mTorr, we obtain polymophous silicon (pm-Si:H) materials with different properties with

respect to standard a-Si:H. The nanocrystal formation regime begins just after the

microcrystalline growth regime at slightly higher pressure, where the building blocks for the

growth are both silicon radicals and nanocrystals produced in the plasma phase. In this

regime, we observe a linear increase of deposition rate with pressure. Above 1600 mTorr,

there is a drastic increase of deposition rate, corresponding to the so-called α−γ' transition

[11]. In this regime, the deposition involves radicals, nanocrystals and their agglomerates.

Further, in the powder formation regime, the growth and agglomeration rates are very fast,

which yields powders that get charged negatively. These particles are confined in the plasma

due to their charge and cannot contribute to deposition; when they became too large to be

confined in the plasma, they are pumped out by the gas flow. Therefore, in this regime, the

deposition rate reaches saturation and starts to decrease.

 In the following sections, the effects of the excitation frequency on the deposition rate

and properties of the films are presented and discussed. Moreover, we present the effect of

dopants on the dynamics of powder formation and film properties at various pressures, which

demonstrates the possibility to produce both n- and p-type doped pm-Si:H.

Fig. 3.1. Deposition rate as a function of deposition pressure for silane highly diluted in
hydrogen at 13.56 MHz. At low pressure (40 mTorr), the deposition rate of standard
amorphous silicon is given as a reference.
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~ Overview of previous studies on α−γ’ transition ~
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3.2. The effects of RF excitation frequency

 An important issue in the deposition of thin film semiconductor materials is the

determination of process conditions which produce device quality films at high deposition

rate, to achieve a high throughput and low production costs. In the case of standard a-Si:H,

deposition at low pressure and low RF power yields a high quality material but at low

deposition rate (see Fig. 3.1). Many efforts have been carried out to increase the deposition

rate by optimizing the process parameters in terms of total gas pressure, RF power, coupling

technique, substrate temperature and excitation frequency [12]. Ideally, those efforts should

increase the deposition rate without sacrificing the film quality, but this is not an easy task to

Fig. 3.2. (a) Deposition rate, (b) surface roughness and (c) broadening term of the
TL model, C, as functions of the deposition pressure for samples deposited at
various frequencies. The values for a standard a-Si:H are also given as a reference.
The lines are provided as guides to the eye. Error bars are of the same order as the
size of the symbols.
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accomplish. In general, an increase of the deposition rate results in a decrease of the film

quality. For example, high deposition rates can be simply achieved by increasing the total gas

pressure or the RF power, but the properties of the films tend to deteriorate due to the powder

formation and/or the bombardment by high energy ions [13]. Among the process parameters,

an increase of the excitation frequency has often been suggested as a way to achieve higher

deposition rates while maintaining device quality a-Si:H films [13, 14]. Therefore, we have

performed a detailed study of the effect of RF excitation frequency on deposition rate and film

properties.

 Fig. 3.2a. shows the effect of the total pressure on the deposition rate for three excitation

frequencies (13.56, 27.12 and 40.68 MHz). The deposition rate of standard a-Si:H films

deposited at 40 mTorr from pure silane at low RF power (0.03 W/cm2) is also given as

reference, and found independent of the excitation frequency. For samples deposited from the

dissociation of silane-hydrogen mixtures at high RF power (0.21 W/cm2), we observed that

the pressure at which the α−γ’ transition takes place is shifted towards lower pressure as the

excitation frequency increases. Thus, one can conclude that for a given pressure, an increase

of the excitation frequency results in an increase of deposition rate (for example at 1600

mTorr as shown in Fig 3.2). However, the maximum deposition rate for a fixed RF power is

independent of the excitation frequency and, overall, increasing the excitation frequency does

not produce any substantial increase in deposition rate. Moreover, at higher pressure, we

observe saturation in the pressure dependence of the deposition rate, followed by a decrease in

the deposition rate, particularly at 27.12 and 40.68 MHz. The decrease can be attributed to the

formation of large particles or powders that get negatively charged and trapped in the plasma,

and therefore cannot contribute to the deposition.

 The increase in deposition rate at high pressure is associated with an increase in the

surface roughness, as shown in Fig. 3.2b for films deposited at 13.56 and 40.68 MHz. As

explained in the previous section, the films deposited at pressures lower than 1000 mTorr are

microcrystalline and thus have a larger surface roughness due to the columnar structure of

crystallites. At 13.56 MHz, for films deposited in the low deposition rate regime

(1200<P<1800 mTorr), the surface roughness is quite low (~3 nm) and sharply increases

along with the deposition rate for P>1800 mTorr. Above this pressure, both deposition rate

and surface roughness reach a saturation value and remain constant. A similar behavior can be

observed for samples deposited at 40.68 MHz. We observe an increase in the surface

roughness at P~1200 mTorr, which corresponds to the α−γ' transition for this excitation

frequency. Then the surface roughness and the deposition rate remain constant in the pressure
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range 1200<P<2000 mTorr and finally for pressures above 2000 mTorr, the decrease in

deposition rate is accompanied by a decrease in the surface roughness. The above results can

be related to the contribution of nanocrystals/clusters and their agglomerates to the deposition.

Below the α−γ' transition, the density of nanocrystals/clusters is too low for them to

agglomerate in the gas phase. Thus, in the low pressure regime, only nanocrystals and/or

nanoclusters contribute to deposition, thus resulting in a smooth surface. As pressure

increases, the density of particules exceeds a critical value for agglomeration to take place. In

this regime, agglomerates with sizes up to 10 nm contribute to deposition and thus the surface

roughness increases. Further increase of pressure leads to the coalescence of the agglomerates

and to the formation of larger particles or powders which are negatively charged due to the

attachment of electrons on their surface, and thus they cannot contribute to deposition as they

are confined to the plasma. As a result, the deposition rate (Fig. 3.2a) and the surface

roughness (Fig. 3.2b) decrease.

 Fig. 3.2c shows the effect of the deposition pressure on the broadening term (C)

obtained from the Tauc-Lorentz (TL) model, which represents the disorder of the material.

We found that more ordered materials, which have smaller C values, are deposited in the

pressure range of 2000-3000 mTorr for an excitation frequency of 13.56 MHz, while the

minimum is shifted to lower pressure (1400-2000 mTorr) for films deposited at 40.68 MHz.

Thus, compared to standard a-Si:H films we obtained for pm-Si:H conditions an important

decrease of the broadening parameter, related to the contribution of nanocrystals and their
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Fig. 3.3. The effect of deposition pressure on the crystalline volume fraction deduced
from Raman analysis for samples deposited at various excitation frequencies.
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agglomerates to deposition. Interestingly, the lowest values of the broadening parameter are

achieved in the regime where the deposition rate and the surface roughness are the highest.

Thus, with respect to previous studies [3], the above results show that it is the incorporation of

nanometer size clusters, nanocrystals and particularly of their agglomerates with sizes up to

10 nm, which produces a more ordered material. This mechanism is well demonstrated by the

deposition of films at 40.68 MHz and for pressures above 2000 mTorr. In this regime, clusters

are consumed in the formation of large particles and/or powders that cannot contribute to

deposition, thus resulting in a decrease of the deposition rate and surface roughness, but an

increase on the material disorder. Therefore, the most ordered pm-Si:H films are obtained at

high pressure and at the highest deposition rate, just before the onset of powder formation.

 Fig. 3.3 shows the volume fraction of the crystalline phase in the films deduced from

the analysis of their Raman spectra (see Ch. 2). The figure shows a general trend for the

crystalline fraction: a decrease with increasing deposition pressure. These measurements show

that microcrystalline silicon films are obtained at pressures below 1000 mTorr, while

polymorphous silicon above this pressure, independently of the excitation frequency. This

trend is also supported by the evolution of room temperature dark conductivity (σRT) with

deposition pressure as shown in Fig. 3.4. For pressures below 1000 mTorr, the conductivity is

in the range of 10-5-10-7 S/cm corresponding to that of intrinsic µc-Si:H films, while at

pressures above, the crystalline fraction decreases below the percolation threshold (~30 %)

[15]. Thus, at pressures above 1000 mTorr, the conductivity strongly decreases  with pressure

until it reaches values of 10-10-10-12 S/cm corresponding to those of polymorphous silicon.
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 In the polymorphous deposition regime, the conductivity of samples is almost

independent of pressure (Fig. 3.4).  The conductivity of samples deposited at 13.56 and 40.68

MHz is quite similar, while that of the sample deposited at 27.12 MHz is approximately one

order of magnitude higher in the whole pressure range. Moreover, we found a local maximum

at 2000 mTorr for the films deposited at higher frequencies, while this maximum is less

pronounced and shifted to higher pressure for the 13.56 MHz samples. Note that the

conductivity of the sample deposited at 2000 mTorr and 27.12 MHz is close to that of µc-Si:H

films. This suggests that at this pressure we are depositing an important amount of

nanocrystals produced in the gas phase. The reason for such optimum could be the increase of

the nanocrystals fraction and the lower energy of the ions at 27.12 and 40.68 MHz.

3.3. Effects of dopants on the dynamics of powder formation and film properties

 The availability of doped a-Si:H is well-known and widely used for many applications.

On the other hand, the possibility of obtaining doped pm-Si:H is still in question. Until now,

for device applications of pm-Si:H, the doped layers are based on (a-Si:H or a-Si1-xCx:H). The

different deposition conditions between pm-Si:H and a-Si:H are reflected in their interface

quality and device properties such as low efficiency in p-i-n solar cells. Thus, it is preferable

to have doped pm-Si:H layers for both p- and n-layers.

 The process of cluster and powder formation in silane plasmas is still a subject of

research [16]. So far, no study has shown the effects of dopants in this process, even though

one may expect that the addition of impurities affects the charging process of clusters and thus

the dynamics of their agglomeration. In order to study these effects, we monitored the

evolution of the amplitude of the third harmonic of the RF current (J3), which has been found

to be very sensitive to the different phases of powder formation [17]. In this study, we used

trimethylboron (TMB or [CH3]3B) and phosphine (PH3) as dopants to obtain p- and n-type

materials respectively.
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 Firstly, in order to study the influence of the doping gas on the plasma, we measured the

evolution of J3 for different concentrations of dopants as shown in Fig. 3.5. Here, we fixed the

total pressure at 1600 mTorr, i.e. at the α−γ’ transition (see Fig. 3.1). The analysis of J3 has

confirmed that for the intrinsic case, i.e. for a dopant partial pressure equal to zero, the silane-

hydrogen plasma at 1600 mTorr contains silicon nanoclusters, nanocrystals and/or their

agglomerates [9]. We switched on the RF power at t = 0, then we observed the evolution of

J3. In the first 3 minutes, we observe that J3 increases and reaches a steady–state value. After

3 minutes, we introduce the doping gas mixture (2 % TMB or PH3 diluted in H2) and increase

its partial pressure by 7 mTorr each minute. At the same time, we keep the total pressure

constant by decreasing the flow rate of hydrogen, in order to suppress the effect of pressure on

J3. As shown in Fig. 3.5, the addition of TMB leads to an increase of J3, while the addition of

PH3 has no significant effect. Further, we prepared a series of experiments, where long-term

measurements were carried out. Here, we measured the steady-state value of J3 for each value

of dopant partial pressure. In this case, we observed that after ignition of the plasma, J3

displays a transient behavior characteristic of the formation of clusters. Depending on the

process conditions, J3 will reach a steady-state with a value that characterizes the amount of

clusters or powder in the plasma. A lower value of J3 indicates a higher concentration of

powders that trap electrons in the plasma and thus decreases the current [9]. Fig. 3.6 shows

the steady-state values of J3 as a function of doping gas partial pressure. These results and

Fig. 3.5. Time evolution of the amplitude of the third harmonic of the RF current (J3)
at 1600 mTorr with the increase of doping gas partial pressure of 7 mTorr each
minute.

0 100 200 300 400 500 600
0.026

0.028

0.030

0.032

0.034

PH3

TMB

J 3  
(A

)

Time (s)



54

those of Fig. 3.5 indicate that with respect to the condition without dopants, the addition of

TMB has a strong effect on the saturation value of J3, while the addition of PH3 has no

significant effect. This suggests that boron (or carbon) incorporation changes the electronic

properties of the particles, i.e. on average they become less trapped. Thus one can expect a

similar structure or morphology for n-type and intrinsic, while p-type films should be

different.

 Several series of samples with and without dopants were deposited. The partial pressure

of each doping gas was optimized by selecting the conditions for which the dark conductivity

of the material is maximum. In our case, we used 4.5 sccm for TMB and 1 sccm for PH3,

which corresponds to a dopant/silane ratio of 5.4×10-3 and 2 ×10-3 respectively. Fig. 3.7a

shows the pressure dependence of the deposition rate for intrinsic and doped films. The

evolution of the deposition rate of i- and n-type films is the same as expected from the

analysis of J3, while the deposition rate of p-type films is significantly higher in the whole

pressure range. This result is in good agreement with previous studies on the effect of boron

on the deposition of p-type a-Si:H using diborane (B2H6) as doping gas [18]. Moreover, the

presence of dopants does not shift significantly the α−γ’ transition regime. Fig. 3.7b shows

the evolution of the surface roughness with deposition pressure. A sharp increase of the

surface roughness was observed just after the α−γ’ transition, corresponding to the
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Fig. 3.6. Steady-state values of J3 as a function of dopant mixture partial pressure. A partial
pressure equal to zero corresponds to the growth of undoped films at 13.56 MHz under a
total pressure of 1600 mTorr.
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agglomeration of clusters and nanocrystals, this increase being more pronounced in the case

of n-type samples. These results suggest that the increase of surface roughness is due to the

contribution of small agglomerates of nanoclusters and/or nanocrystals. Thus, the smaller

roughness in the case of p-type samples can be attributed to the inhibition of the

agglomeration process by the presence of boron, which is in agreement with the results of J3

analysis as shown in Fig 3.6. This fact might be due to the formation of positively charged

particles, which tend to be accelerated to the electrodes by the plasma potential before they

can grow larger. As a result, the addition of TMB increases the deposition rate while the

surface roughness does not change much compared to doped a-Si:H as depicted in Fig. 3.7.

 The effect of the deposition pressure on the broadening parameter (C), deduced from

ellipsometry data for undoped and doped samples, is presented in Fig 3.8. It shows that the

presence of dopants generally increases the material disorder without significantly changing

the pressure dependence. Indeed, the three series show the same minimum value of C for

deposition pressures in the range between 2000 and 3000 mTorr. The parameter C represents

the broadening of the absorption edge according to Tauc’s law due to material disorder. Thus,

it is expected that by introducing dopants into the materials, the defects will increase and

Fig. 3.7. (a) Deposition rate and (b) surface roughness as functions of
the deposition pressure for doped films
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directly broaden the absorption edge. Moreover, the addition of phosphorous is more efficient

at increasing the disorder, which is consistent with its higher doping efficiency from the dark

conductivity measurement results (Fig. 3.9). Interestingly, even though the value of the

parameter C increases with the presence of dopants, they still show the same trend in their

evolution with pressure as shown in Fig. 3.8.

 The results of dark conductivity measurements for intrinsic and doped films are

presented in Fig. 3.9. It is shown that the transport properties of doped pm-Si:H are

comparable to those of standard a-Si:H. The n-type pm-Si:H films show higher conductivity

compared to p-type films, in a similar way for standard a-Si:H given as a reference. We note

here that for i- and n-type materials, in the pressure range between 300 and 1000 mTorr, the

films are µc-Si:H, which explains their higher value of conductivity and low activation

energy. However, in the case of p-type materials, both conductivity and activation energy are

of the same order of magnitude for the whole pressure range, which is consistent with the fact

that we could not detect any crystalline fraction either by spectroscopic ellipsometry or by

Raman measurements.
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Fig. 3.8. The pressure dependence of broadening parameter (C) for intrinsic,
n- and p-type doped films.
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3.4. Photonic applications

 The presence of nanocrystals in pm-Si:H films has improved their properties, making

them suitable for many optoelectronic applications. Moreover, the possibility of doping the

material and varying its properties by changing the excitation frequency, as described above,

gives further flexibility for device optimization. However, until know, we have not yet used

the characteristic of the embedded nanocrystals, such as their associated quantum

confinement effects. Since Canham discovered strong visible luminescence from porous

silicon [19], the quantum confinement properties of silicon-based materials became an

important issue for photonic applications [20, 21]. In the case of polymorphous silicon, we

have to consider not only the presence of silicon nanocrystals but also the matrix of

amorphous silicon. It is well-known that amorphous silicon is not a good candidate for

photonic applications, although it gives better luminescence than its crystalline counterpart

[22, 23], from the radiative recombination of band-tail electrons and holes [22-26]. In these

studies, it has been shown that the PL efficiency of a-Si:H strongly depends on the deposition

conditions, which of course determines the defect density in the films. Therefore, we have to
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Fig. 3.9. (a) Room temperature dark conductivity and (b) activation energy for
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take into account the effect of amorphous silicon matrix on the luminescence properties of

embedded nanocrystals in pm-Si:H.

 In principle, we should be able to observe two main luminescence peaks from a pm-

Si:H sample. A peak in the near infrared region (~1.3 eV), which corresponds to the radiative

recombination of carriers that are trapped in shallow defect levels near the band edge as in

hydrogenated amorphous silicon, and a second peak at higher energy, related to the radiative

recombination in the silicon nanocrystals. Considering that the luminescence efficiency of

silicon nanocrystals is higher than that of amorphous silicon and that their emission

wavelength is in the visible region [19-21], we will focus on the luminescence from silicon

nanocrystals, which is more interesting for photonic applications.

 Fig. 3.10 shows the room temperature PL spectrum of a pm-Si:H film deposited at 3000

mTorr, in the powder formation regime. It gives a symmetric Gaussian type peak centered at

around 1.7 eV, which is a typical PL emission energy for medium size silicon nanocrystals

[27]. The PL intensity is so low that it cannot be observed by the naked eye even in a dark

room. Thus the radiative recombination process in silicon nanocrystals is inefficient in pm-

Si:H. The low efficiency might be due to i) the competition between the radiative

recombination process in the nanocrystals and the nonradiative one in the matrix or at the

surface of nanocrystals, ii) insuficient confinement, as the gap difference between a-Si:H and

silicon nanocrystals is small, and iii) absorption of the emitted light by the a-Si:H matrix.
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silicon thin films deposited at 200 °C under total pressure of 3000 mTorr. PL was
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illumination area of 0.03 cm2.
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Thus, to improve photoluminescence, we should improve the matrix material, where an

amorphous high band gap semiconductor with a low defect density should be used instead of

hydrogenated amorphous silicon. The matrix material must be able to passivate the surface of

embedded nanocrystals and have a higher band gap than them to confine the carriers.

Spatially confined carriers in nanosized semiconductors exhibit a quantum size or

confinement effect (QSE or QCE), which increases the band gap energy and the radiative

recombination probability. Moreover, the high band gap material also provides a transparent

matrix for PL emission in the visible region.

 Many studies have been devoted to the synthesis of silicon nanocrystals embedded in a

SiO2 matrix, which gives an excellent passivation and confinement effect [28]. Moreover, the

SiO2 matrix also gives a high transparency for emission in visible region. However, as

described by Polman, the insulating nature of the SiO2 matrix makes it difficult to inject

carriers into the nanocrystals, and thus efficient light-emitting diodes are difficult to realize

[29]. Our approach is presented schematically in Fig. 3.11, where the matrix material is based

on amorphous silicon carbon alloys (a-Si1-xCx:H). The reasons for choosing a-Si1-xCx:H as a

matrix material are: a) a-Si1-xCx:H is a high band gap material with a possibility to tune its

band gap energy by varying the concentration of carbon, hydrogen, and sp3/sp2 bond ratio; b)

a-Si1-xCx:H can be doped; c) a-Si1-xCx:H is known as a luminescence material among

amorphous semiconductors [30-36]; d) Si-C bond in the amorphous phase is well-known to be

compatible with the surface of crystalline silicon [20]; and e) this material is easy to

synthesize by PECVD with a wide range of properties and applications [25, 31, 32-36]. Thus,

in the following we will focus on the pm-Si1-xCx:H instead of pm-Si:H for the application of

electroluminescent devices.

Eg (a-Si:H)Eg (a-Si:H) Eg (nc-Si)Eg (nc-Si)

pm-Si:H

Eg (nc-Si)Eg (nc-Si)Eg (a-Si1-xCx:H)Eg (a-Si1-xCx:H)

pm-Si1-xCx:H

Fig. 3.11. Schematic diagram of the approach to improve the carrier spatial
confinement by replacing a-Si:H as the matrix material in pm-Si:H with a-Si1-

xCx:H in pm-Si1-xCx:H.
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Chapter 4

Deposition of hydrogenated polymorphous

silicon carbon alloys

4.1.  Introduction

 As explained at the end of the previous chapter, the deposition conditions of

hydrogenated polymorphous silicon carbon alloys (pm-Si1-xCx:H) are derived from those used

for hydrogenated polymorphous silicon (pm-Si:H), a bridge material between microcrystalline

silicon (µc-Si:H) and amorphous silicon (a-Si:H) [1]. Thus, pm-Si1-xCx:H has some

characteristics that resemble those of pm-Si:H, particularly its microstructure, consisting of

silicon nanocrystals/nanoclusters embedded in the amorphous matrix [2]. The idea behind the

synthesis of pm-Si1-xCx:H is to enlarge the band gap of the matrix by introducing carbon

atoms that form Si-C bonds, which facilitate a better confinement of the embedded

nanocrystals and chemically provide a better surface passivation [3]. Moreover, the matrix

becomes more transparent in the PL emission spectral range of silicon nanocrystals due to the

widening of the gap, and thus reduces the absorption of emitted light. To produce pm-Si1-

xCx:H, we added methane (CH4) to the SiH4-H2 mixture. As a result, we can obtain films that

contain silicon nanocrystals/nanoclusters embedded in the a-Si1-xCx:H matrix. Further, by

varying the CH4 concentration and the other deposition parameters, we were able to adjust the

gap and the properties of the films, as shwon in the next sections of this chapter.

 Fig. 4.1 shows the optical gap of a-Si (amorphous silicon) nanoclusters [4] and nc-Si

(silicon nanocrystal) [5, 6] as a function of their size. The insets schematically show the

change of the optical gap of nanocrystals with dot size in the case of pm-Si:H and pm-Si1-

xCx:H. In the case of an a-Si nanocluster or quantum dot (QD), the relation between band gap

energy Eg and dot size a is given by:

   Eg (eV) = E0 + 2.40/a2 (E0 = 1.56)    (4.1)

which is obtained by fitting the experimental data using effective mass theory [7]. Here, the

value of E0 is close to that of the gap of amorphous silicon (1.6-1.7 eV) [4]. In the case of nc-

Si, the curves were obtained for two cases using the confinement model:
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 i) without crystalline lattice correction [5]:

   Eg (eV) = E0 + 3.73/a1.39     (4.2)

and ii) with crystalline lattice correction due to the reducing size [6]:

   Eg (eV) = E0 + 3.73/a1.39 + 0.881/a – 0.245   (4.3)

with E0 = 1.17 eV for bulk c-Si. These curves show that the effect of quantum confinement on

the gap widening of nanostructured silicon is very important. As shown by the hatched area in

Fig. 4.1, the quantum confinement effect gives a blue shift to the gap of bulk crystalline

silicon (c-Si) from around 1.17 eV to 1.5-2.8 eV depending on the size, while this effect on

the a-Si QD is slightly less pronounced. As a consequence, the gap of nanocrystals can be

slightly smaller or even larger than the gap of the a-Si:H matrix (1.6-1.7 eV), as shown

schematically in the inset of Fig. 4.1. Thus, in order to have enough confinement effect of the

carriers by the matrix, we should surround the nanocrystals with a higher gap material such as

a-Si1-xCx:H (2.2-2.4 eV) as in the case of pm-Si1-xCx:H.

 This approach, combining silicon nanocrystals and a wide band gap matrix (a-Si1-xCx:H)

has given a first important result. Indeed by using a-Si1-xCx:H as matrix, we have been able to

observe photoluminescence signal by naked eyes at room temperature as shown in chapter 1

Eg (nc-Si)Eg (nc-Si)Eg (a-Si1-xCx:H)Eg (a-Si1-xCx:H) Eg (nc-Si)Eg (nc-Si)Eg (a-Si1-xCx:H)Eg (a-Si1-xCx:H)

Eg (a-Si:H)Eg (a-Si:H) Eg (nc-Si)Eg (nc-Si) Eg (nc-Si)Eg (nc-Si)Eg (a-Si:H)Eg (a-Si:H)

Fig. 4.1. Photoluminescence peak energy of nanostructured silicon as a function of the dot
size. The thick line was obtained empirically by fitting experimental data using effective
mass theory for a-Si QD (Ref. 4). The squares (1) and triangles (2) dotted lines were obtained
using quantum confinement model without (Ref. 5) and with lattice correction  (Ref. 6)
respectively.
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(Fig. 1.1). Fig. 4.2. shows the PL spectrum for a pm-Si1-xCx:H film deposited at high pressure

(3500 mTorr). This spectrum can be separated into several peaks, each one representing a

group of nanocrystals according to its size and defect state [2]. For comparison, the PL

spectrum of pm-Si:H deposited at 3000 mTorr is shown in the inset of Fig. 4.2. In both cases,

the PL measurement setup and acquisition conditions are the same. Thus the PL intensity of

both curves can be used as a semi-quantitative parameter to compare the luminescence

efficiency. Therefore, by changing the matrix with a higher gap material, the efficiency of the

radiative recombination process has increased enormously. Moreover, the appearance of multi

peaks and the shift of the main peak towards high energy are interesting features of pm-Si1-

xCx:H with respect to pm-Si:H.

 In the next sections, the deposition conditions of pm-Si1-xCx:H and their influence on

film properties will be discussed in detail, along with the results of plasma studies and

material characterizations. The material characterizations include the chemical analysis and

the determination of film structure and morphology by various methods. The luminescence

(PL and EL) properties will be discussed in the next chapter.
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Fig. 4.2. The room temperature photoluminescence (PL) spectrum of pm-Si1-xCx :H deposited at 200
°C with total pressure of 3500 mTorr and an RF power of 0.21 W/cm2. For the comparison, the
room temperature PL spectrum of pm-Si :H deposited at 200 °C with total pressure of 3000 mTorr
and an RF power of 0.21 W/cm2 is shown in the inset. In both cases, HeCd laser line at 325 nm (3.8
eV) was used as the excitation source with power of 4 mW for an illumination area of 0.03 cm2.
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4.2.  Deposition of hydrogenated polymorphous silicon carbon alloys

 A common issue in the deposition of thin film materials (semiconductors, insulators,

dielectrics, etc.) is to obtain deposition conditions with high deposition rate while maintaining

the quality of the films [8]. This is not a simple task to accomplish considering the number of

parameters (pressure, substrate temperature, RF power, …) that have to be taken into account

to obtain such condition. The deposition rate is an important parameter for general case, while

the film quality has to be defined with respect to a given application. In the case of

hydrogenated polymorphous silicon carbon alloys, the photoluminescence is the property of

interest, and will be considered as the principal parameter to improve. In this study, pm-Si1-

xCx:H is deposited from the decomposition of SiH4-CH4-H2 mixtures using the standard RF

glow discharge technique (PECVD). The parameters that we have varied to control the film

properties are: deposition pressure (800-5000 mTorr), RF power (10-30 W (0.105-0.316

W/cm2)), methane flow rate (0-40 sccm) and substrate temperature (100-300 °C), while the

flow rate of silane and the total flow rate were kept constant at 10 and 133 sccm, respectively.
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 Fig. 4.3. shows a typical curve of deposition rate of pm-Si1-xCx:H  as a function of the

total pressure, which resembles to that of pm-Si:H, except for the microcrystalline regime,

which is not observed even at low pressure (Fig. 3.1). We can distinguish three regimes in the

deposition rate pressure dependence curves for both cases [2]. Each regime, corresponds to

the incorporation of different film precursors: (1) nanocrystals formation regime (P ≤ 1600

mTorr), (2) agglomeration regime (1600 ≤ P ≤ 3000 mTorr) and (3) powders formation

regime (P ≥ 3000 mTorr). In the nanocrystals formation regime (1), we deposit a film that

consists of nanometer size silicon crystallites embedded in the a-Si1-xCx:H matrix. In the

agglomeration regime (2), the increase of pressure leads the nanocrystals formed in the

plasma to agglomerate and form a larger “blackberry” like structures, consisting of

nanocrystals that stick to each other, and are covered with an amorphous shell, as deduced

from darkfield images of TEM analysis. In the powder formation regime (3), the

agglomeration process continues and leads to the formation of very large powders. They do

not contribute to the deposition because they are negatively charged and remain confined in

the plasma until they are pushed away to the outside of reactor by the pumping flow. This

results in the saturation and then the decrease of the deposition rate.

 In general, the formation of powders during deposition of amorphous silicon thin films

can give unwanted results such as columnar growth, voids, and pin-holes in devices, as well

as the deterioration in material properties (i.e.: higher light-induced degradation) [9].

However, in the case of pm-Si1-xCx:H, the high pressure deposition regime does not only favor

high deposition rate, which is important for film fabrication, but also favors an increase of the

PL intensity as shown in the inset of Fig. 4.3. Thus, by increasing the pressure, we can deposit

material with strong PL intensity at high deposition rate. Moreover, considering the decrease

of the mean free path of ions, high pressure conditions also reduce the effects of high energy

ion bombardment, which is very important in the device fabrication regardless the effect of

powders [10].

 The pressure dependence of deposition rate for two values of the RF power is shown in

Fig. 4.4. For both values of the RF power, the increase of pressure leads to the same pressure

dependence of the deposition rate. However, the difference of deposition rate becomes more

pronounced in the high pressure regime (P > 3000 mTorr). As explained in the previous

chapter, the decrease of deposition rate in the high pressure regime is mainly due to the

powder formation process. By increasing the RF power, one could expect that the formation

of reactive species through the collisions with electrons in the plasma becomes more
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important, thus the growth of particles should increase in this condition resulting on a more

pronounced decrease of the deposition rate. However, we have to consider also other aspects

of the increase of RF power which favor the neutralization of formed particles, as an example,

photo-detachment can decrease the negative charge on the particles and favor their deposition.

 Fig 4.5a shows the effect of the methane flow rate on the growth rate in the high

pressure regime at high power (20W). The increase of methane flow rate results in a linear

increase of the deposition rate, which means that the contribution of methane to deposition

should be considered as a first order process [11]. It is well-known that methane is more

difficult to dissociate than silane, which leads to a different mechanism of carbon

incorporation between depositions carried out at low [12, 13] and high [14] RF power

regimes. In the low RF power regime (i.e.: 0.06 W/cm2), methane molecules are practically

not dissociated, thus we can imagine that they act like a buffer gas and give contribution to

deposition only through the reaction with the active species produced by the plasma

decomposition of silane [12]. Thus, this condition leads to the deposition of device quality a-

Si1-xCx:H films with a low density-of-states, where the incorporation of carbon, mostly in the

form of methyl groups, is limited to less than 40 at. %. In this condition, the deposition rate,

Vd, is roughly proportional to the concentration of silane [SiH4] and to the density of

electrons, Ne [12]:

Fig. 4.4. Deposition rate as a function of total pressure for pm-Si1-xCx:H samples deposited
at 200 °C with 10 (0.105) and 20 W (0.21 W/cm2) of RF power (power density).
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[ ]4SiHNV ed ≈ ,     (4.4)

This is quite different from our results shown in Fig. 4.5a. In this case, the deposition rate

increases linearly with the methane flow rate. Thus the deposition rate kinetic equation may

be written:

[ ] [ ]44 CHSiHNV n
ed ≈ ,    (4.5)

where n is the reaction order of silane which is not considered equal to unity due the

participation of secondary reactions of silane to deposition. On the other hand, in the high RF

power regime, one can obtain a-Si1-xCx:H films with any proportion of silicon and carbon

which depends on the deposition condition, and makes it difficult to control the properties of

films [15]. Other problems also appear due to the presence of an important amount of carbon

with sp2 hybridization in films deposited at high RF power [13]. The formation of graphitic or

carbon-carbon sp2 bonds relaxes the films but makes it difficult to predict the band gap

energy. However, as reported recently [14], device quality a-Si1-xCx:H films can be grown in

the high RF power regime (50-300 W or 0.33-1.95 W/cm2) and high pressure (1700 mTorr)

and temperature (400°C). These conditions produce chemically ordered a-Si1-xCx:H films

Fig. 4.5. The effects of methane flow rate (a) and RF power density (b) on the
deposition rate of pm-Si1-xCx :H for samples deposited at 3500 mTorr, 200 °C.
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where carbon content, band gap energy and room temperature PL peak position increase with

the RF power.

 In our case, for the deposition of pm-Si1-xCx:H, we have used a high power (but lower

than that of ref. 14), in between low and high power regimes [12-14]. Moreover, we deposited

our materials at much higher pressure, which preserves a mild deposition condition as

previously explained. Let us recall that one of the important aspects to consider in the

synthesis of thin film semiconductors is the possibility to use them in large area electronic,

photonic or optoelectronic devices. In this case, we have to consider not only the quality of

the materials but also the influence of the synthesis process on the device properties:

deterioration of doped layers in case of p-i-n structure fabrication for example.

 Further, if we look at the effect of RF power on the deposition rate in the pressure

regime of interest (at 3500 mTorr) which gives the highest PL intensity (inset Fig. 4.3), we

can see that the deposition rate increases linearly with RF power (see Fig. 4.5b). If we

suppose a simple homogeneous capacitively coupled discharge system, where the total time-

average power per unit area absorbed by the electrons depends linearly on the electron density

or vice versa [16], then we can simply explain the RF power influence on the deposition rate

using equation 4.5. In this case, the deposition rate will be determined by the electron density

as one of the reactants in the simplified deposition chemical reaction with reaction order equal

to unity. However, the actual situation is not as simple due the deposition in the α−γ’

transition and powder formation regimes. Thus, we have to consider the contribution of RF

power (or electron density) into deposition at least through two different ways: a) deposition

of radicals or ions (surface reaction process) and b) formation and deposition of

nanocluster/nanocrystals and their agglomerates (plasma reaction process).

 Another aspect that will be discussed here is the effect of substrate temperature on the

deposition rate of pm-Si1-xCx:H. It is well-known that the substrate temperature has a strong

influence on the film properties. This can be explained by the annealing-like or cross linking

processes, as observed in the deposition of amorphous silicon thin films [17] and in molecular

dynamics simulation in the case of a-SiC thin film [18], as well as by the modification of

surface reactivity [19-21]. In the case of amorphous silicon, the evidences of this effect are the

increase of medium range order (MRO) [22], the decrease of hydrogen content [19, 20, 23]

and of the band gap energy [23] with the increase of substrate temperature. During deposition,

the increase of the substrate temperature favors the elimination of hydrogen and the surface

diffusion of atomic hydrogen that induces the reconstruction of the amorphous network.

Moreover, in the case of polymorphous silicon deposition, we also have to consider the gas
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heating effect by electrodes regarding the high pressure and close distance between electrodes

(approx. 2.5 cm).

 Here, we note that the temperature of electrodes refers to the temperature of substrate,

which is located on the grounded electrode due to the parallel heating of both electrodes. Fig.

4.6a shows the substrate temperature dependence of deposition rate for samples deposited at

2000 and 3500 mTorr with 20 W of RF power. The figure shows that the deposition rate

decreases with substrate temperature for samples deposited at 2000 mTorr, while the opposite

behavior was observed for samples at 3500 mTorr. Let us recall that these pressures

corresponds to the agglomeration and powder formation regimes respectively, for deposition

of pm-Si1-xCx:H at 200 °C (see Fig. 4.3). Moreover, as observed in silane-argon plasmas, the

increase of gas temperature delays the phase of particle formation [24]. Thus, the opposite

substrate temperature dependence of deposition rate can be explained by the shift of

α−γ’transition due to different temperature influence on the plasma phase particle formation

on two mentioned regimes (see the inset of Fig. 4.6b). Here, the presence of particles was

confirmed by TEM studies for samples deposited in both regimes at 200 °C, where both
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samples deposited on the cold finger and the heated substrate holder showed trapped particles

and embedded clusters respectively. The temperature dependence of deposition rate shown

here is found to be different with respect to surface reaction model for deposition such as in a-

Si:H and a-Si1-xCx:H depositions, where the value of sticking coefficient of deposition

precursors is relatively constant with temperature [23].

 Now, if the increase of substrate temperature induces important changes in the gas

phase by delaying the powder formation, it should also induce changes on the plasma electron

density, which is detectable by the plasma electrical measurements. The detail of the effects

of particle formation on the plasma electrical parameters will be discussed in section 4.3. The

experimental results show that the increase of temperature from 150 to 250 °C at 2000 mTorr

changes the values of VDC/VPP from -55 V/752 V to -65 V/808 V, which might indicate the

increase of electron density by the increase of temperature. As the particle formation is

delayed, the attachment of electrons to the particles is also reduced, which leads to the

increase of the self bias and RF voltage. At 3500 mTorr, this effect cannot be detected easily

due to the measurement in the saturation regime (see Fig 4.7). Therefore, the increase of

substrate temperature from 100 to  250 °C gives almost no change in VDC, while in VPP only a

slight increase (the values of VDC/VPP change from -20.7 V/552 V to -20.1 V/560 V).

 Moreover, we suggest that the temperature induced rearrangement process of the films

also plays role on deposition. Fig. 4.6b gives an evidence of the network rearrangement

process, where the increase of deposition rate is accompanied by the decrease of the band gap

energy due to the decrease of hydrogen content [23]. The modification of the band gap by Si-

H bonds contribution is well explained by tetrahedron model and Bruggemann Effective

Medium Theory (BEMA) for optical dielectric function of amorphous silicon [25]. Thus, the

decrease of band gap energy is directly related to the network rearrangement, where the films

contain less hydrogen and have a more compact structure. Another evidence of this

rearrangement process is the increase of parameter A of Tauc’s Lorentz model (see

Ellipsometry section in Ch. 2) that is related to the increase of materials density as the

substrate temperature increases. Fig. 4.6b shows a different temperature dependence of the

Tauc’s band gap Eg between samples deposited at 2000 and 3500 mTorr. The contrast is

observed for temperatures lower than 200 °C, while for higher temperatures they show

approximately the same behavior. If we correlate the decrease of Eg with the decrease of

hydrogen content or to a thermally induced hydrogen desorption process, a different

mechanism must be responsible for samples deposited at each pressure. The difference might

be due to the difference in the plasma phase. Samples deposited at 2000 mTorr show a
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decrease in Eg with a linear tendency, while samples deposited at 3500 mTorr show similar

values for samples deposited below 200 °C, and the same tendency as 2000 mTorr samples

for temperatures higher than 200 °C. We suggest that the constant value of Eg for samples

deposited at 3500 mTorr is due to the presence of deposited particles in aggregate or

agglomerate form.

 We have given a short description of the deposition conditions of pm-Si1-xCx:H films

related to their properties and deposition rate. In order to have a better understanding about

this deposition system, further studies are necessary. Especially, a study by a direct method

that is able to provide information about active species (radicals, ions, nanocrystals/clusters

and their agglomerates) that contribute to the deposition.

4.3.  Monitoring particle growth by the evolution of plasma electrical parameters

 Historically, active research on particle formation in low pressure glow discharges was

triggered by the concern of particles contamination in industrial plasma reactors used for

material processing such as deposition and etching processes [26-29]. The formation of

powder in the plasma produces significant changes in plasma parameters such as the electron

density, the electron temperature and the plasma composition, which leads to the changes of

electrical observable parameters such as the impedance of the discharge, the self-bias voltage

on the powered electrode [26, 27] and peak-to-peak RF voltage. Therefore, we can use these

parameters to monitor the growth of particles in the plasma. Plasma or discharge impedance

analysis is a very sensitive and well developed method to monitor the presence of nanometer

size particles in the plasma [24]. Each step of the powder formation process is observed by

monitoring the evolution on the discharge impedance, admittance, current, voltage, phase

change and their harmonics as a function of time. The third harmonic of the RF current (J3) is

the most widely used to study the powder formation in RF plasma (see Ch. 2.). At the

beginning (t=0), we can observe a sharp increase followed by a characteristic transient which

depends on the plasma conditions before reaching steady-state. The steady-state value of J3 is

proposed to represent the equilibrium condition of the observed system, which is responsible

for the properties of deposited materials. Therefore, in most cases, the steady-state value of J3

becomes a parameter to compare one deposition condition with another. Moreover, further

studies about this subject lead us to the conclusion that this method can be replaced by

monitoring the steady-state value of the self-bias potential (VDC), which shows similar trends

as J3 [30]. Thus, for the daily monitoring of the plasma reactor for industrial purposes, this
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method is a good alternative with several strong points such as: high sensitivity, relatively

cheap, and easy installation and data treatment.

 Fig. 4.7. shows the evolution of the steady-state values of the peak-to-peak RF potential

(VPP) and of the self bias potential (VDC) with the increase of total pressure for different values

of the RF power. We observe the same tendency independent of the RF power, where VPP

decreases and VDC increases with pressure. They begin with smooth changes, followed by a

saturation in the high pressure regime. In the case of VPP, the increase of RF power shifts up

the curve monotonically without changing its shape. In other words, there is no transition

regime shift due to the increase of the RF power, except for 30 W as shown by the constant

values at low pressure (Fig. 4.7a.). On the other hand, the evolution of VDC follows the same

trend as a function of pressure for three values of RF power. Fig. 4.7b. shows clearly that the

effect of RF power is more significant in the low pressure regime up to transition regime.
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 Before going further into the discussion of our results, let us consider the process of

particles growth in silane plasmas. After Perrin [31], the growth of particles can be described

schematically by four steps: 1) formation of primary clusters, 2) nucleation and cluster

growth, 3) coagulation and 4) growth of trapped multiple charged macroscopic particles (see

Fig. 4.8). This scenario begins with the formation of primary clusters of atoms up to a critical

size where the nucleation takes place, followed by the growth  of small particles by avalanche

condensation (rp < 5 nm), then continued by the agglomeration or coagulation into

macroscopic particles (rp < 50 nm), and finally their growth as isolated multiple charged

particles by condensation. During the growth and nucleation stage or before coagulation

stage, the particles are either neutral or singly charged and undergo charge fluctuations. After

coagulation, the particles bear a multiple negative charge and remain trapped in the plasma.

The particles become negatively charged after coagulation due to the electron attachment

explained by the increase of electron capture cross section with particle size [31]. Moreover,

the presence of particles will increase the resistive part of the impedance through the

modification of the electron collision frequency [24]. Thus, the increase (or decrease of the

absolute value) of VDC can be explained by the decrease of the electron flux to the electrodes

due to the attachment of electrons on the particles and to the electron-particle collisions.

 As we discussed previously, the important indication of the deposition condition for

polymorphous silicon is the α−γ’ transition, which can be observed simply by plotting the

deposition rate as a function of deposition pressure [8]. If we look back to Fig. 4.7 and

compare the pressure dependence of VDC to that of the deposition rate, we can observe a

transition when the deposition rate increase steeply, before it reaches a saturation, which

corresponds to the α−γ’ transition. When the value of VDC increases, it corresponds to the

beginning of nanocrystals/clusters formation regime or primary cluster formation regime in

Perrin’s model. In this regime, the presence of particles (nanocrystals/clusters) starts to

disturb the flux of electrons that arrive to the electrode surface through electron-particle

collisions. Then, deposition will enter the agglomeration regime, which consists of the

nucleation and cluster growth, then followed by the coagulation process. In this regime, the

particles start to stick together and form bigger particles with large surface area due to the

agglomeration of many small particles.
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The presence of agglomerates disturbs the plasma more than the nanoparticles. As the particle

diameter increases, the probability to have collisions between particles and electrons

increases, or in other words the particle-electron collision cross section increases. Moreover,

small (2-10 nm) particles undergo charge fluctuations due to electron attachment. In this

situation, the particles are either neutral or single charged. It explains why we observe a

smooth increase in VDC as the pressure increases. Later on the particles continue to grow and

become multiple negatively charged, which corresponds to the maximum in the deposition

rate or the beginning of saturation in VDC curves. These particles are trapped in the plasma

due to the sheath potential and continue to grow. Finally, when the particles become too large

to be held by the sheath potential (powder formation), they start to be flushed away by the

pumping, and drift outside the reactor, and do not contribute anymore to deposition. Thus, we

observe an important decrease on deposition rate at higher pressure (Fig. 4.7c). In VDC
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evolution curves, this transition is difficult to observe, we only can see that the value of VDC

reaches a saturation value close to zero. It is well-known that if we go further until the powder

regime, the plasma can go off for a few moments due to the electron attachment where there

is not enough current to maintain the discharge. The evidence of large particle formation

(powder) was confirmed by the deposition of samples at 4500 mTorr or above, where we

obtained opaque films which indicate a very rough surface due to the deposition or sticking of

powders during deposition. In this case, the surface roughness is beyond the roughness level

that can be analyzed using UV-Visible spectroscopic ellipsometry.

 The methane flow rate dependence of VDC for three different pressure regimes and RF

powers is shown in Fig. 4.9. Each pressure corresponds to a specific regime as we mentioned

before in Fig. 4.3. In all conditions, the methane flow rate dependence of VDC shows a similar

tendency, where the addition of a small amount of methane into the reactive plasma decreases

the value of VDC. However, increasing the methane flow rate decreases the absolute value of

VDC. This indicates that the addition of methane inhibits the powder formation process at

small quantity, but favors it at high flow rate. In general, this phenomenon explains the

growth mechanism of particles in the plasma, which corresponds as well to the surface

reaction on the substrate but with some restrictions mainly due to the particle size (i.e.

deposition rate increases with methane flow rate). In general, the absolute value of VDC has a

tendency to decrease with the presence of particles and/or powders in the plasma due to the

interaction between particles and electrons as explained above. However, in the case of SiH4-

CH4-H2 plasmas, we have to take into account that the physico-chemical properties of the two

gases and the deposited films are different. It is well-known that methane is harder to

dissociate and that a-C:H films present the hydrogen terminated surface with stronger bonds

(C-H) compared to silicon (Si-H). The strength between these two types of bonds (C-H and

Si-H) also varies with the size of clusters, where it can be seen from the activation energy of

hydrogen elimination reaction for each type of cluster that varies with cluster size in different

manner. The activation energy decreases with the increase of size in the case of silicon

clusters, while it shows the opposite behavior for carbon clusters [21]. Moreover, from atomic

point of view, carbon has a higher electron affinity (-123.4 kJ/mol) and first ionization energy

(1086.4 kJ/mol) compared to silicon (electron affinity: -135.0 kJ/mol, first ionization energy:

786.4 kJ/mol), which are responsible for its lower reactivity [32].

 In Fig. 4.9, we can observe that the increase of VDC in absolute value by the addition of

a small amount of methane is more pronounced in the low pressure regime (1200 mTorr), in

particular at high RF power (30 W). Moreover, we notice that the minimum is shifted to lower
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methane flow rate by the increase of RF power. In general, the presence of methane in the

plasma will induce the surface deactivation of small clusters in the system due to their

coverage by C-H bonds, which leads to the suppression of particle growth. As the particles

cannot grow up too large, the main influence on the plasma electrical parameters is only due

to the electron-particle collision. Furthermore, regarding the difference of electron affinity and

ionization potential between silicon and carbon atoms, we can imagine that the presence of a

small amount of carbon on the cluster surface can make the cluster to become less reactive to

interact with electrons. In this case, we propose that the change on the surface state of clusters

due to presence of carbon atoms reduces the electron attachment, even though they can reach

a critical size to facilitate this process. Thus, these lead to a smaller influence of particles on

the plasma electrical parameters. As a comparison, in the condition without methane, the

silicon clusters can grow up to a certain size without any suppression and reach a larger

average cluster size than with the presence of small amount of methane. Thus, the particles

can grow up to the size which is enough to facilitate the electron attachment process.

 On the other hand, a further increase of methane flow rate can promote the formation of

new particle seeds due to the  partial surface deactivation by carbon termination. We can

imagine this process by comparing the activation energy of hydrogen elimination reaction

between carbon and silicon clusters necessarily for the growth, where the formation of new

silicon seeds should be more preferable than to continue the growth on carbon contaminated

silicon clusters. We assume that silicon clusters are always formed first, which is deduced

from the higher silane reactivity [33] and the lower activation energy for the hydrogen

abstraction reaction [21]. The formation of more particle seeds in the plasma results in the

increase of total number of particles with smaller size in the steady state system. We consider

that in the low pressure regime the influence of particles on VDC is mainly because of the

electron-particle collision process due to their small size. Thus, it will reduce the absolute

value of VDC only by increasing the electron-particle collision frequency. As the RF power

increases, each reaction process will become faster due to the higher electron flux. A severe

competition occurs between the suppression of particles growth accompanied with the

changes on the particles surfaces by carbon termination that increases the absolute value of

VDC and the formation of new particle seeds that decreases it. This could be the reason for the

shift of VDC minimum with the RF power as shown in Fig. 4.9a.

 Furthermore, in order to analyze the effect of methane flow rate at higher pressure, we

have to consider the difference on the structure of particles formed at low and high pressure

regimes. At low pressure, the particles are formed as single units, while at high pressure those
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particles start to agglomerate and form large particles, which favor electron attachment. Thus,

the value of VDC in the presence of particles will be determined by two factors: a) electron-

particle collision and b) the electron attachment process. Based on the assumption of a steady-

state condition with a constant gas flow, the number of particles should increase with pressure

due to the decrease of gas mean-free-path (favoring the formation of new seeds), while their

average size should decrease. As the particles start to agglomerate, their number decreases but

their size increases. The increase of their size increases the cross-section of collision with

electrons and allows electrons to attach on their large surface. Thus, the particles will interact

in two ways in this regime resulting in a more pronounced decrease of the absolute value of

VDC, where the presence of methane only gives a small increase of VDC absolute value in

small quantity (Fig 4.9b) or even gives no suppression effect at all for high pressure and RF

power condition (Fig 4.9c). The addition of more methane in the reactive plasma decreases

the absolute value of VDC. This can be explained by inducing the agglomeration of less

reactive particles that form a chain-like structure as will be shown later  (Fig. 4.19). In such

structure, the open surface on the agglomerates that can interact with electrons will increase

with respect to the agglomerates with a globular structure as observed in pm-Si:H deposition

(see Fig. 3.1). Moreover, the increase of RF power favors a faster formation of new particles,

which results in a further decrease of VDC absolute value.

4.4.  Study of reactive species by optical emission spectroscopy

 The study of reactive species in the plasma is necessary for its control and

reproducibility. We can analyze the presence of reactive species simply by observing their

emission using optical emission spectroscopy (OES). Even though the emissive species do not

always correspond to the reactive species of interest, the deposition precursors in our case, the

information obtained from this technique is still very important to study the plasma during

deposition (in-situ) due to its non-perturbative characteristic.

In the pm-Si1-xCx:H deposition system, we will discuss three emission lines, which represent

emissive species form each gas: a) SiH* ( Π→∆ 22 XA ) system at 414.2 nm, b) CH*

( Π→∆ 22 XA ) system at 431.5 nm and c) the Balmer atomic hydrogen emission line Hα at

656.2 nm [34-36]. Furthermore, the Fulcher molecular hydrogen emission band

α ( gu ad Σ→Π 33 ) [34, 36, 37], which consists of many lines dispersed between 570-640 nm,

will also be discussed as complementary information to the plasma assisted deposition and
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powder formation processes. A typical optical emission spectrum is shown in Fig 4.10 for a

plasma with an RF power of 0.21 W/cm2 at 1600 mTorr. The emissive species, SiH* and CH*

excited radicals, are the direct result from the dissociative excitation by electron collision

processes with SiH4 and CH4 molecules [35]. Thus, we can correlate their intensity to the

relative concentration of dissociated species, including the deposition precursors such as SiH3

and CH3 radicals.

Fig. 4.11 shows the effect of RF power on the optical emission spectrum for different total gas

pressures: a) 800, b) 2000 and c) 3000 mTorr, which represent the three pressure regimes

previously discussed. In the low pressure regime (800 mTorr), the emission spectra show no

difference in their shape or intensity with the increase of RF power (Fig 4.11a). However, a

careful analysis shows that the SiH*/CH* intensity ratio decreases from 1.25 to 0.97 with the

increase of RF power from 10 (0.105) to 30 W (0.32 W/cm2). This indicates an increase of

dissociated methane species in the plasma, which is not observed at higher pressure regimes,

for which the intensity of SiH* peak is always higher than that of CH*. In particular, at 3000

mTorr, SiH* becomes dominant with respect to CH* (see Fig.4.11c). The most characteristic

feature shown in Fig. 4.11 is that the intensity of Fulcher molecular hydrogen band increases

compared to the intensity of Balmer atomic hydrogen emission line (Hα) with the increase of
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RF power at high pressure regimes. Moreover, if we compare the spectra from this three

pressure regimes, it is obvious that the Fulcher band shows a unique characteristic or “finger

print” that strongly depends on pressure. In addition, at 3000 mTorr, it is accompanied by a

continuum band (350-470 nm) that corresponds to the emission from molecular hydrogen

( Σ→Σ 33 22 ps ) [34].

  Further, in order to analyze the effect of pressure on the deposition of pm-Si1-xCx:H,

the emission intensities of SiH*, CH* and Balmer Hα were analyzed as a function of pressure.

Fig. 4.12 shows the results of this analysis. We obtain a similar tendency regardless of the

species and RF power, where their intensity tends to decrease with pressure except between

800 and 1200 mTorr where an abrupt increase was observed. This abrupt increase is

suggested to be related to the transition from the plasma without particles to the nanocrystals

formation regime. Moreover, the increase of RF power results in an increase of the emission
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intensity for all species, which can be explained by the increase of interaction between gas

molecules and electrons through collision process due to higher electron density. The decrease

of emission intensity of all species with the increase of pressure may be due to the decrease

the electron temperature, related to the decrease of mean-free-path. However, the emission

from SiH* and CH* also shows a local maximum between 2000 and 3500 mTorr, which is

not observed for Hα emission or in particle free plasma such as in pure hydrogen. Further

information on the plasma characteristics can be obtained by calculating the ratio between the

emission intensity of excited radicals and Hα (ISiH*/IHα and ICH*/IHα ). The evolution of each

ratio indicates the changes on the average plasma chemical composition during deposition,

which should correlate with the material properties as proposed to be highly dependent on

pressure for polymorphous silicon based materials [8]. Particularly, the ratio between the

intensity of SiH* and CH* (ISiH*/ICH*) that has been used in a-Si1-xCx:H deposition to monitor

the silicon-carbon ratio in the plasma and correlate it with the film composition [35].
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 Fig. 4.13a-b shows three steps transition on the excited radicals/Hα ratios, the first

transition is located around 1000 mTorr, while the second and the third ones are located

around 2000 and 3500 mTorr, respectively. At 10 W, the transition is less pronounced,

especially for ISiH*/IHα one, where it increases linearly with pressure. It can be related to a

lower particle formation or agglomeration at low RF power as observed by the less abrupt

transition in the pressure dependence of deposition rate (Fig. 4.4). The first transition is

suggested to correspond to the transition between free-particle plasma to the nanocrystal

formation regime as described by the first stage of particle formation in Perrin’s model (see

Fig. 4.8). Here, the increase of emission intensity might be due to the increase of electron

temperature by the presence of particles. Further increase of pressure, will decrease the size of

particles that reduce the process cross-section for the electron-particle interactions, and as a

consequence reduce their effect on the excitation process for radiative transitions indicated by

the decrease of the ratio until it reaches a local minimum at 2000 mTorr. As mentioned

before, the intensity of excited radicals is the indication of the presence of the precursors in

the system. This assumption is based on the consideration that the energy needed for the

formation of the emissive species from the collision between gas molecules and electrons is

higher than for the formation of precursors. For example, it needs an electron with energy

more than 10.33 eV to dissociate a SiH4 molecule and form a SiH* excited radical, while for

the formation of a SiH3 radical we need only 8.75 eV [38]. At 2000 mTorr, we observe a

drastic increase in the emission intensity ratios followed by a maximum at 3000 mTorr for RF

powers of 20 and 30 W. We attribute the drastic increase around 2000 mTorr to the onset of

agglomeration, while further increase of pressure leads to another transition at ~3500 mTorr

due to powder formation located. The third transition is signified by the decrease in intensity

ratio, in particular at 30 W of RF power.

 Let us look more in detail Fig. 4.13a. The evolution of ISiH*/IHα at 20 and 30 W has a

similar behavior, while at 10 W we observe a linear increase with pressure. Thus, at 10 W the

increase of pressure does not change drastically the dissociation of silane which leads to the

formation of emissive species. It might indicate that the perturbation by plasma formed

particles is small. Notice that the local minimum of the emission intensity at 1200 mTorr is

not observable. At 20 and 30 W, the perturbation by the plasma formed particles becomes

more important. On the other hand, the evolution of ICH*/IHα in Fig 4.13b shows a clear

transition at 2000 mTorr. At 10 and 20 W, they show a steep increase then followed by a

plateau, without any decrease at 3500 mTorr, while at 30 W is followed by a maximum before
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a drastic drop around 3500 mTorr. The contrast between ICH*/IHα and  ISiH*/IHα evolutions

could be due to the different reactivity between methane and silane, where it is well-known

that methane is less reactive than silane and thus requires higher electron temperature for

dissociation. The transitions at 10 W can be observed easier in the case of ICH*/IHα. This might

be due to the same reason as the presence of particles can aid the dissociation process by the

increasing of electron temperature [39]. A pressure that corresponds to a certain particle

density is needed to have high enough electron temperature to dissociate methane. Fig. 4.13c

shows the evolution of ISiH*/ICH* ratio as a function of pressure for 10, 20 and 30 W of RF

power. In this figure, we see that the ISiH*/ICH* ratio for 10 W plasma shows no important

changes, while 20 and 30 W plasmas show a maximum between 1000 and 2000 mTorr. At 20

W, we can observe another maximum around 3000 mTorr, while at 30 W a plateau is

observed for pressures higher than 2000 mTorr.
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Fig. 4.13. The evolution of emission intensity ratios between the excited species in the
SiH4-CH4-H2 glow discharge system as a function of total pressure at various RF powers.
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 Another clear signature for the transition in plasma processes is the drastic change in the

full-width at half maximum (FWHM) value of Balmer Hα line with the increase of pressure.

Fig. 4.14 shows the evolution of FWHM of Hα emission line as a function of pressure for

various values of the RF power. A sharp transition appears at 2000 mTorr, as observed for the

intensity ratio in Fig. 4.13. The width of the emission line might correspond to the Doppler

widening determined by the gas temperature [40, 41] and other broadening mechanisms, such

as ion bombardment to the electrode surface, electron impact dissociation processes [41], and

interruption by collision [42]. Among them, the interruption by collision is usually the most

important factor at high pressure for the visible spectral range [42], such the observation of

Balmer Hα emission line in the pm-Si1-xCx:H deposition condition.

 The evolution of FWHM shown in Fig. 4.14 follows the same trend regardless of the RF

power, which is in good agreement with the deposition rate pressure dependence as shown in

Fig. 4.4, where the position of transition does not change significantly with the increase of RF

power. Fig. 4.14 shows a local maximum around 1200 mTorr, followed by an abrupt increase

between 2000 and 2200 mTorr and finally a decrease for higher pressures. Surprisingly, the

most abrupt increase in transition around 2000 mTorr and the steepest decrease is presented

by the 10 W plasma. In the case of 20 W plasma, we observe a fairly constant value of

FWHM after the abrupt increase at around 2000 mTorr. In order to analyze the pressure effect

on the evolution of FWHM, first let us neglect the Doppler broadening by the gas

temperature. Here, we consider the gas temperature determined by the electrodes heating and

gas flow, considering the high working pressure and the small electrode distance (2.5 cm).

Thus, with the increase of pressure, the FWHM should change through the collision

processes, which may form hydrogen excited species with larger energy distribution due to

the inelastic collisions. Let us recall the deposition condition of polymorphous silicon where

the particles are formed in plasma phase and evolve in both size and structure with pressure.

Thus, the collisions with particles most likely occur in the plasma.
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 As pressure increases, particles start to form in the plasma (nanocrystal formation

regime) and induce the broadening of the Balmer Hα emission line through the collision

processes of excited species with particles. This is observed as a maximum in the FWHM of

Balmer Hα as function of pressure at 1200 mTorr (Fig. 4.14). Further increase of pressure

leads to the increase of the number of particles, but decreases their average size. Note that the

collision frequency increases with the increase of particle diameter and their number. As a

consequence, the decrease of the particle average size decreases the collision process

probability, which has more significant effect than the increase of the number of particles.

Thus, one can expect a decrease in the value of FWHM as observed between 1200 and 2000

mTorr in Fig. 4.14. At 2000 mTorr, when the number of particles reaches a critical value, they

start to agglomerate and form large particles with an abrupt increase in their size. Thus, the

transition at 2000 mTorr is associated to the agglomeration process where one can expect the

abrupt increase of the FWHM of Balmer Hα line. Moreover, the presence of large particles

perturbs the plasma in two ways, through the collision of excited species with particles and

the electron attachment process. Further increase of pressure will lead to the growth of larger

particles, which decreases the particle density and proposed to result in a lower collision

frequency. The decrease of collision frequency as a consequence reduces the value of FWHM.
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Fig. 4.14. The full width at half maximum (FWHM) of Hα emission peak as a function of total
pressure at various RF power.
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Moreover, the increase of pressure also reduces the power consumed by ions and increases the

coupling efficiency to electrons [43], which facilitates electron impact excitation. Note that

the electron impact excitation produces narrow emissions with the Doppler width, which

depends only on the gas temperature.

 Another interesting feature that could be observed in the plasma during the transition

sequences from nanocrystal formation regime to agglomeration and powder formation

regimes is the increase of Fulcher α band emission intensity (see Fig. 4.11). Here, the increase

of intensity is also accompanied with the broadening of the overtone peaks, which can be

observed by the disappearance of the fine structure of this band at high pressure and RF

power. Moreover, the increase of the Fulcher α band emission intensity is observed to be

important. Fig. 4.15a shows the effect of pressure on the ratio of the Balmer Hα line with

respect to the Fulcher α band emission intensity (IHα/IFulcher) at various RF powers. We can

observe that there are two transitions on the evolution of IHα/IFulcher as a function of pressure.

The first transition at ~1200 mTorr is associated with transition from particle-free plasma to

the nanocrystal formation regime, while the second transition at ~2000 mTorr corresponds to

the agglomeration process of plasma formed particles as already discussed. The second

transition is also marked by a drop of the ratio value to less than unity. Interestingly, we could

not observe such behavior in a pure hydrogen plasma as depicted in Fig. 4.15b, even if we

vary the pressure and RF power. Thus, this fact supports our assignment of the various

regimes in the plasma to the presence of particles.

 Fig. 4.15a shows that the ratio IHα/IFulcher  provides a clear cut between the accumulation

and agglomeration regimes, which are hardly noticeable in the evolution of the observable

electrical parameters of the discharge such as VPP and  VDC (see Fig. 4.7). Such transition

should be related to the change in the size of particles from individual nanocrystals to larger

agglomerates that induces the increase of the electron temperature [39]. The increase in

electron temperature leads to a more energetic plasma with a higher density of excited species

as observed by the increase of the integrated emission intensity of hydrogen as shown in Fig.

4.11. To understand the abrupt changes displayed in Fig. 4.15a, let us consider the main

reactions responsible for Hα and for Fulcher α emission bands [44-46]:

enHnHeHXHe eVE +=+=→+ →+ ∗
> )1()3()( 26.162     (4.6a)

eXSiHnHeSiHXSiHe eVE ++=→+ →+ ∗
> )()3()( 341.164    (4.6b)
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  The higher cross section and lower threshold energy for Hα transition (eq. 4.6) are

responsible for the higher emission intensity of Hα with respect to Fulcher α band at low

pressure. Because of the lower cross section for second reaction (eq. 4.7), the increase of the

electron temperature alone cannot account for the decrease of the IHα/IFulcher at high pressure

shown in Fig. 4.15a. Therefore, we propose that the observed transition in the IHα/IFulcher is

due to the recombination of atomic hydrogen on the surface of the particles. When

agglomeration starts the cross section of this process increases abruptly and thus atomic

hydrogen is consumed, leading to the sharp decrease in Hα emission. Moreover, the molecular

hydrogen is formed and excited to give the increase of the intensity of the Fulcher molecular

hydrogen α band and thus to the transition in the IHα/IFulcher ratio.
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Fig. 4.15. Effect of pressure on the intensity ratio between Balmer Hα and Fulcher band α
(IHα/IFulcher) in the case of a SiH4/H2/CH4 plasma a) and of a pure hydrogen plasma b), for three
values of the RF power.
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 Fig. 4.16 shows the evolution of intensity of several optical emission lines as a function

of the RF power for the values of the total pressure: 800, 2000 and 3500 mTorr,

corresponding to the three deposition regimes discussed above: nanocrystals formation,

agglomeration and powder formation regimes, respectively. As in the case of pressure, we can

see that the RF power has different effects on the plasma optical emission spectra, which

differ for each emissive species. As predicted in a discharge model proposed by Novikova for

pure hydrogen plasma, the increase of pressure leads to a higher amount power transferred to

electrons and to the decrease of the power consumed by ions [43].

 Fig. 4.16a shows the evolution of the emission intensity of the Balmer Hα line as a

function of RF power. The Hα emission intensity has a particular behavior at 2000 mTorr

(agglomeration regime) compared to other regimes. It shows a stronger dependence on RF

power. The RF power effect on SiH* emission intensity is shown in Fig. 4.16b. The emission

intensity shows no power dependence at 800 mTorr, while a strong increase is observed at

2000 and 3000 mTorr. Moreover, Fig 4.16b also shows that at 2000 mTorr (agglomeration

regime) and at 3000 mTorr (powder formation regime) the SiH* has the same evolution

below 15 W while above this value the effect of the RF power is much more important at

3000 mTorr. The evolution of the emission intensity of CH* shows a similar behavior to that

of SiH* at 800 mTorr. At 2000 and 3000 mTorr, we observe approximately the same

behavior. The difference between CH* and SiH* behavior can be related to the lower

reactivity of methane, which needs higher electron temperature to produce CH* that can be

achieved with the presence of particles at high pressure. The emission intensity ratio between

SiH* and CH* is shown in Fig. 4.16d. The evolutions of ISiH*/ICH* with RF power at 800 and

2000 mTorr give approximately the same tendency. The increase of pressure, from

nanocrystals formation regime to the agglomeration regime leads to a plasma richer in silane

reactive species, signified by the shift of ISiH*/ICH* evolution curve to the higher value.

However, a totally different behavior is observed at 3000 mTorr. The ISiH*/ICH* increases

significantly with  RF power up to 20 W,  and is followed by a decrease for higher pressure.
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4.5.  Chemical analysis of thin films

 The chemical composition of the samples was studied by Fourrier transform infrared

(FTIR) spectroscopy and energy dispersive (EDX) X-ray spectroscopy. The concentration of

chemical bonds (Si-H, C-H and Si-C) was extracted from FTIR analysis, while the

silicon/carbon ratio was deduced from EDX analysis. In both cases, the results represent the

bulk chemical composition due the measurement by transmission method.

 Fig. 4.17 shows the base-line corrected IR spectra from FTIR measurements as the

absorption coefficient spectra for samples deposited at various pressures with 20 W of RF

power. The base-line corrections, including the elimination of interference fringes and

absorption by the substrate, were carried out using a method proposed by Maley [47] (see Ch.

2). Clear changes of features in the spectral range from 500 to 1200 cm-1 as the total pressure

increases are observed. With increasing pressure, some less pronounced peaks at 800 mTorr

appear and become clear at higher pressure. The figure shows another interesting feature: the

narrowing of the peak with the increase of pressure all over the range, i.e. the Si-Hn stretching

mode around 2100 cm-1 reduces the value of FWHM from 92 to 82 cm-1 with the increase of

pressure from 800 to 3500 mTorr.

 The assignment of the observed peaks to the infrared vibration modes is listed in Table

4.1. Here, the absorption peaks were extracted by fitting the experimental spectra using

Gaussian-Lorentzian mixture curves (SGL) for each spectral regime separately. Then, we can

calculate the bond concentration using eq. 2.33, by introducing the fitting result and the

absorption strength value for certain chemical bond as listed in Table 2.2.

 Fig. 4.18a shows the evolution of Si-H bond concentration as a function of deposition

pressure deduced from the peak corresponding to Si-Hn stretching vibration modes (~2000

cm-1 for monohydride and ~2100 cm-1 for polyhydride bonds) of IR absorption spectra for

samples deposited at 10 and 20 W. The figure shows a local minimum, which is shifted

towards low pressure with the increase of RF power. We suggest that the local minimum

might correspond to the transition between nanocrystal formation and agglomeration regime,

observed as an abrupt increase in deposition rate pressure dependence. The deposition of

particles in the form of agglomerates of individual nanocrystals should lead to the increase of

the hydrogen concentration in the film. Moreover, the observed shift on the local minimum

might be due to delayed particle formation at low RF power. Fig. 4.18b shows the pressure

dependence of C-H bond concentration deduced from the CHn groups stretching vibration

modes (2700 – 3200 cm-1). As pressure increases, the C-H bond concentration tends to
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decrease until it reaches a minimum. The increase of the RF power increases the C-H bond

concentration without changing its variation with pressure. The evolution of Si-C bond

concentration deduced from Si-C stretching vibration mode (~780 cm-1) shows a slight

decrease with increasing pressure as depicted in Fig. 4.18c. The increase of RF power from 10

to 20 W does not have much influence on Si-C bond concentration; it slightly increases the

Si-C bond concentration for samples deposited at high pressure but not for 800 mTorr

samples. The FTIR analysis shows that the particle formation induced transition, observed by

plasma measurements (both electrically and optically) and on the evolution of deposition rate,

reflects on the chemical composition of the films. However, we cannot conclude this problem

simply by relying on FTIR analysis which cannot detect Si-Si and C-C bonds.

Table 4.1. Assignment of the infrared modes observed in polymorphous silicon carbon alloys

ω (cm-1) Assignment Reference

~640 Si-Hn wagging 48-51

~780 Si-C stretching 48-51

~835 Si-H2 wagging 48-51

~870 Si-H2 scissoring 48-51

~900 Si-H2 bending 48-51

~1000 C-H wagging 48-51

1300–1600 C-Hn, n=2, 3 bending 48, 51, 52

~1273 C-H3 symmetric bending in Si-CH3 48, 51, 52

~1345 C-H3 symmetric bending 48, 51, 52

~1406 C-H3 asymmetric bending 48, 51, 52

2000–2100 Si-Hn complexes  stretching 48-51

2700–3200 C-Hn groups stretching 48, 51, 52

~2883 C-H3 symmetric stretching 48, 51, 52

~2955 C-H3 asymmetric stretching 48, 51, 52
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. Fig. 4.18d shows the evolution of the ratio of Si/C as a function of deposition pressure

for pm-Si1-xCx:H thin films deposited at 20W deduced from EDX measurements.

Interestingly, the evolution of Si/C ratio shows a similar behavior as the evolution of Si-H

bonds concentration depicted in Fig. 4.18a. Based on these results, we can deduce that most

silicon and carbon deposited at high pressure (agglomeration and powder formation regimes)

are hydrogenated, therefore the change in the ratio between these two constituents give an

obvious effect on the concentration of chemical bonds with hydrogen. Moreover, we can also

correlate the increase of optical band gap (see Ch. 5) while the Si-C bond concentration

decreases with higher contribution of nanocrystals and hydrogen content.

Fig. 4.18. The bond concentration deduced from FTIR analysis for a) Si-H, b) C-H and c) Si-C
bonds, respectively for samples deposited at 10 and 20 W of RF power. d) The atomic
concentration ratio deduced from EDX analysis between silicon and carbon for 20 W samples.
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4.6. Structure and morphology of thin films

Transmission electron microscopy (TEM) analysis

 Fig. 4.19 shows that the change of deposition rate as a function of pressure is

accompanied by the evolution of the structure of the particles. Here, the particles were

collected on the liquid nitrogen cooled substrate holder thanks to the thermophoresis force due

to the temperature gradient between the plasma and the substrate. Because of the low

temperature, we can assume that the trapped particles are frozen, i.e. they reflect their

structure in the plasma. In this case, we deposited the particles produced in the plasma directly

on the amorphous carbon covered copper grid for TEM analysis.

 As we can see in the enlarged TEM images at the bottom of Fig. 4.19, the shape and the

size of the particles depend on the total pressure. At 800 mTorr, we deposited nothing except

radicals which form a thin film. The increase of pressure to 1600 mTorr leads to the formation

of thin chain-like particles. Each chain consists of many spherical particles that stick together.

Further increase of pressure to 2400 and 3500 mTorr leads to the formation of larger

agglomerates. Here, the particles still have spherical shape, but their size is much larger than

at 1600 mTorr. The shape of the particles formed at 2400 and 3500 mTorr is similar, only

differs in their average size and size distribution. As the pressure increases from 2400 to 3500

mTorr, the average size decreases from 34 to 31 nm and the size distribution becomes slightly

larger, characterized by the increase of the FWHM of the distribution value from 20 to 22 nm.
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Fig. 4.19. The evolution of deposition rate as a function of the deposition pressure and related
changes in the plasma formed particles (above). TEM images of the particles trapped on the cold
substrate (below).
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 In the study of material synthesis for luminescent applications, the presence of silicon

nanocrystals is a very important issue. In the case of polymorphous silicon carbon alloys, the

room temperature luminescence is clearly observed, but its origin is not defined yet. To

demonstrate the presence of nanocrystals in the plasma, we performed bright field and dark

field TEM measurements of powder samples collected on the liquid nitrogen cooled sutbstrate

and produced at two pressures. Fig. 4.20 shows the TEM images of particles trapped at two

different conditions (1600 and 2400 mTorr) in both image modes. In bright field images we

can observe the change on shape, size and number of spherical particles with the increase of

pressure. In dark field images, we can observe tiny bright objects, which indicate the presence

of silicon nanocrystals in agglomerate form.

 To see whether the same nanocrystals are deposited on the hot substrate we also

performed TEM measurements of pm-Si1-xCx:H thin films deposited under the same

Fig. 4.20. TEM images of particles trapped on the cold substrate in two image modes: bright field (left
column) and dark field (right column) for pm-Si1-xCx:H samples deposited at 1600 (upper row) and 2400
(lower row) mTorr.

Bright field Dark field

1600 mTorr

2400 mTorr
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conditions as the powder samples described above. Fig. 4.21 shows the TEM images of pm-

Si1-xCx:H films deposited on the hot substrate. The images show the presence of dark objects

corresponding to the embedded silicon nanocrystals, which have a higher density than the

matrix due to their partly crystallized structure. From the bright field images we cannot

distinguish the differences the samples produced at various pressures, even though the

increase of pressure has a strong effect on the PL intensity (inset of Fig. 4.3 and Ch. 5 for

detail). However, the inset in Fig. 4.21 shows clearly the presence of 2-3 nm sized

nanocrystals inside the agglomerates in dark field mode for the sample deposited at 3500

mTorr.

800 mTorr

2400 mTorr

1600 mTorr

3500 mTorr

Fig. 4.21. TEM images of particles deposited on the hot substrate at various deposition pressures in bright
field mode. The inset shows a detail in dark field mode of a particle deposited as a packet of many
individual particles in size range of 2-3 nm for a sample deposited at 3500 mTorr.
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 Fig. 4.22 shows the effect of RF power on the structure of films deposited on the hot

substrate. The particles are similar as in the samples of the pressure series (Fig. 4.21). The

increase of RF power does not produce any significant change in film structure as deduced

from bright field mode TEM images (left column). However, in dark field mode (right

column), the presence of bright spots increases significantly with the increase of RF power.

This is closely related to the increase of the PL intensity with RF power.

Fig. 4.22. TEM images of particles deposited on the hot substrate in two image modes: bright field (left
column) and dark field (right column) for pm-Si1-xCx:H samples deposited at 3500 mTorr for various values
of the RF power.
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Raman spectroscopy Analysis

 Fig. 4.23 shows the Raman spectra and the fitting results for pm-Si1-xCx:H samples

deposited at various pressures. Here, the experimental spectra have been deconvoluted into

several modes corresponding to the hydrogenated amorphous silicon or its alloys with carbon,

such as: transverse optic (TO) ~480 cm-1, longitudinal optic (LO) ~380 cm-1 [53], Si-H

vibration ~640 cm-1[54], and 2nd harmonic of TO phonon (2TO) ~960 cm-1[54, 55] and Si-C

vibration ~780 cm-1 [56]. The spectrum of a c-Si wafer is given as a reference for the TO peak

position at 520 cm-1. The overlap among bands makes the deconvolution by fitting necessary

to analyze them, i.e., to separate TO and LO bands. In this study, we fitted the experimental

spectra with six bands defined as gaussian peaks as shown in Fig. 4.23. Among them, five

bands are well-known for the amorphous silicon carbon alloys system as mentioned above:

LO, TO, Si-H vibration, 2TO and Si-C vibration bands. Moreover, we have added a broad

band centered around 1200-1400 cm-1, which is necessary to obtain a good fit of the

experimental spectra. The Si-C vibration band weakly appears near 760 cm-1 due to its low

Raman efficiency [57]. The band position is shifted slightly towards low energy, indicating

the increase of disorder compared to the crystalline peak. In contrast, the presence of Si-H and

2TO bands is easier to observe in this system. Note that in our samples the Raman band for C-

C vibration as the D and G bands in graphite are not detected, indicating the low C-C

concentration in the film.

 The results of the analysis of the spectra are shown in Fig. 4.23. The width of the peaks

is represented by their full width at half maximum (FWHM), and their values are listed in

Table 4.2. The relative intensity of each band to the Si-Si TO band (~480 cm-1) is represented

by the peak area ratio as given in Fig. 4.24. The figure shows the evolution of ALO/ATO, ASi-

H/ATO, ASi-C/ATO, and A2TO/ATO values as functions of deposition pressure.

 Let us see the evolution of convoluted peaks in Fig. 4.23, where the deposition pressure

affects not only the relative intensities but also their bandwidths. Table 4.2 shows that the

value of FWHM regardless of the peaks evolves in the same manner, except for Si-H (~640

cm-1) and 2TO bands. Their general tendency is to decrease with pressure until entering the

powder formation regime. In this regime the increase of pressure leads to an increase the

value of FWHM. The Si-H band shows a slightly different behavior, as it is practically

constant before increases when enters the powder formation regime. In contrast, the 2TO band

shows an increase with deposition pressure with a plateau in agglomeration or α−γ‘ transition

regime.
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Fig. 4.23. The experimental Raman spectra and the fitting results of pm-Si1-xCx:H samples deposited at
various pressure. The spectra of c-Si sample is also shown here as a reference for the Si-Si TO peak
position. The gaussian curves are used here to represent the convoluted peak in spectrum fitting.
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 We assume that the increase of pressure modifies the material structure by changing its

disorder, which affects the Raman active vibration modes. In this case the value of FWHM of

first order Raman signal contains the response of the disorder induced by the chemical bond

vibrations relative to the same mode in their crystalline counterpart, i.e. broadening and red

shift of TO-like band in amorphous silicon and its alloys [57]. Let us return to the results in

Table 4.2, showing the narrowing tendency of first order Raman modes with pressure before

entering the powder formation regime. We suggest that the decrease of FWHM might indicate

the increase of nanocrystals contribution which induces the average material orderness as

reported elsewhere [22, 58]. In contrast, the samples deposited at 3500 mTorr may consist of

rather different types of plasma formed particles. In this condition, the particle formation is

very fast, which reduces the probability for rearrangement or crystals formation. Thus, even

though the number of nanocrystals embedded in the film increases because we deposit more

agglomerates, actually the morphology inside the agglomerate might be different. Moreover,

the faster deposition process also facilitates the increase of the disorder during deposition as

discussed previously. The FWHM of 2TO bands shows the same tendency to increase with

pressure as TO bands. The second order optic band widening is one of the indications of the

decrease in the size of embedded nanocrystals [55], which is in good agreement with the

result of PL spectroscopy.

 Fig. 4.24 shows the ratio of the peak area of several Raman bands with respect to the

TO band as a function of deposition pressure. The squares curve represents the evolution of

ALO/ATO, showing a decrease with pressure up to 2400 mTorr then followed by a significant

increase, which is similar to the FWHM. A similar behavior is also observed for ASi-C/ATO,

represented by up triangles curve. The increase of ALO/ATO indicates the increase in material

disorder as observed in amorphous silicon by the increase of LO band intensity [57]. This

result is in a good agreement with the broadening of Raman bands represented by the FWHM.

The ASi-C/ATO evolution is suggested to represent the decrease of Si-C contribution with

pressure as also shown by its IR counter part (see Fig. 4.18). In contrast, the ASi-H/ATO shows

practically constant values with the increase of pressure, which suggests the presence of the

hydrogenated embedded nanocrystals in our films. Moreover, the monotone increase of

A2TO/ATO value with pressure represented by down triangle curve follows the same behavior

as the FWHM. This behavior indicates the decrease of nanocrystals size or the increase of

amorphous contribution in the system.
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Table. 4.2. The full width at half maximum of the Raman spectral peaks of pm-Si1-xCx:H samples.

FWHM (cm-1)*
Pressure

(mTorr)
380 cm-1

LO

480 cm-1

TO

640 cm-1

Si-H

760 cm-1

Si-C

960 cm-1

2TO

800 176 95 112 162 156
1600 152 91 108 130 234
2400 141 89 111 118 231
3500 176 98 125 150 304

*)Fitted as gaussian peaks.
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Fig. 4.24. The peak area ratio of Raman spectra for several peak of interest on pm-Si1-xCx:H samples:
ALO/ATO or  A380/A480 (squares), ASi-H/ATO or  A640/A480 (circles), ASi-C/ATO or  A760/A480 (up triangles) and
A2TO/ATO or A960/A480 (down triangles).
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Atomic force microscopy (AFM) analysis

 Fig . 4.25 shows the AFM images for polymorphous silicon carbon alloys deposited at

800 and 2000 mTorr, which represent the samples deposited in the particle-free plasma and in

the agglomeration regime, respectively. The sample deposited at 800 mTorr displays a smooth

surface with very low roughness. In contrast, the sample deposited agglomeration regime

shows a much rough surface. Here, the images show many large bright spots, the

characteristic of deposited particles on the film surface, with diameters up to 80 nm. These

results confirm that the transition from nanocrystals formation regime to agglomeration

regime changes the surface roughness drastically due to the deposition of plasma formed

particles as agglomerates of nanocrystals, as in the case of pm-Si:H films deposited from

SiH4/H2 plasma [59].
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800 mTorr
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Fig. 4.25. Atomic force microscopy images of the surface of pm-Si1-xCx:H samples deposited at 800 and
2000 mTorr, corresponding to the nanocrystal formation and agglomeration regimes respectively.



108

4.6. Summary and conclusions

 The analysis of the deposition rate as a function of deposition parameters such as

pressure, RF power, methane flow rate and substrate temperature, shows that the growth of

pm-Si1-xCx:H follows the same mechanisms as in the case of pm-Si:H. A better material is

always found in the deposition regime after α−γ’ transition, which shows the importance of

the presence of particles in deposition. Further, the presence of the particles formed in the

plasma and their contribution to deposition were also observed by the plasma electrical

measurements and TEM analysis.

 The optical emission spectroscopy (OES) measurements show that the same transition

observed by the plasma electrical measurements (VDC, J2,…) can also be observed optically.

Interestingly, the plasma perturbation by the presence of particles induces many observable

parameters such as the intensity of SiH* and CH* emissions, the FWHM of Hα and the

intensity ratio between Balmer Hα and Fulcher band α, which can be observed independently.

Moreover, the evolution of IHα/IFulcher and the FWHM of Balmer Hα  provide a clear cut for

detail feature of transition, such as between the nanocrystal formation and agglomeration

regimes, which is hardly noticeable in the evolution of VPP and VDC. The chemical analysis

based on FTIR and EDX measurements shows that the deposited films are hydrogenated and

rich in silicon. The concentration of silicon increases significantly for samples deposited at

high pressure, in the agglomeration and powder formation regimes. This results are in a good

agreement with the OES result of ISiH*/ICH* ratio, which shows an important increase at high

pressure regimes. Further, the evolution of Si-H bond concentration is also observed to follow

the same trend as Si/C concentration ratio evolution with pressure. A similar behavior is also

observed by Raman spectroscopy, where the evolution of the area ratio between TO and Si-H

peaks is nearly constant with pressure.

 The TEM analysis of particles trapped in the cold substrate shows that the size and

shape of particles evolve with deposition conditions. On the heated substrate, similar particles

were also detected. In both cases, silicon nanocrystals were observed inside large particles by

the darkfield image mode. Here, the large particles consist of agglomerates of silicon

nanocrystals, which concentration increases with pressure and RF power. Moreover, these

results have also been verified by AFM analysis for the drastic increase of film roughness for

the transition from the nanocrystal formation regime to the agglomeration regime.
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Chapter 5

Optoelectronic properties of pm-Si1-xCx:H

A material for photonic applications

5.1. Introduction

 The synthesis of hydrogenated polymorphous silicon carbon (pm-Si1-xCx:H) films is

based on deposition conditions derived from polymorphous silicon (pm-Si:H). Thus, the

structure of pm-Si1-xCx:H films consists of nanocrystals and/or their agglomerates embedded

in an amorphous matrix, which resembles the structure of pm-Si:H (see Fig. 4.21). By adding

methane to the reactive plasma, we obtain a higher deposition rate and a wider optical band

gap with respect to pm-Si:H, which are important parameters for optoelectronic applications.

Interestingly, we have observed a strong luminescence at room temperature on this material,

which can be even seen by naked eye (see Fig. 1.1). Our studies show that the luminescence

properties depend on the deposition conditions and are stronger when particles are present in

the plasma. The origin of the luminescence is still unclear due to the complex structure of the

material. Indeed, the luminescence center can be the a-Si1-xCx:H matrix, the silicon

nanocrystals, or even the interfaces between them. Another important property of pm-Si1-

xCx:H alloys is their low defect density even at high carbon content, which should reduce non-

radiative recombination.

 In this chapter, we focus on the optoelectronic properties of pm-Si1-xCx:H. From the

analysis of the film properties, we try to understand the relationship between the deposition

conditions and optoelectronic properties. Further, by correlating with the structural

characterization in Ch. 4 and comparing with some standard a-Si1-xCx:H alloys, the origin of

the luminescence in this material is discussed.
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5.2. Optical properties of polymorphous silicon carbon alloys

Absorption coefficient and optical gap

 In this section, we present the effect of the deposition conditions on the optical

properties of pm-Si1-xCx:H. The methane flow rate was kept constant at 33 sccm. Optical

properties were extracted from SE measurements in the photon energy range from 1.5 to 5 eV

by fitting the experimental data using Tauc-Lorentz (TL) model as explained in Ch. 2 (see

Fig. 2.10).

Effect of pressure

 The total pressure was varied in a wide range from 800 up to 3500 mTorr. Fig. 5.10

shows the absorption coefficient spectra extracted from SE data. It shows that the increase of

the total pressure does not produce a monotonous trend. Indeed, at low energy (2-3 eV), the

absorption coefficient is shifted towards high energy as the deposition pressure increases.

Here, we can observe a slight nonlinearity on the spectral shift with the increase of pressure,

which might correspond to the same transition observed in the pressure dependence of the

deposition rate discussed in Ch. 4 (see Fig. 4.3). On the other hand, in the high energy range,
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800, 1600, 2400, 3500 mTorr

            P (mTorr)  E04 (eV)  Vd (nm/s)
       800        2.415       0.20
     1600        2.425       0.35
     2400        2.497       0.76
     3500        2.514       0.72

α 
(c

m
-1
)

Energy (eV)

Fig. 5.10. Effect of the deposition pressure on the absorption coefficient of pm-Si1-xCx :H films
deposited at 200 °C, 20 W of RF power and with gas flow rate of 33, 10 and 90 sccm for CH4,
SiH4 and H2 gases respectively.
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the value of the absorption coefficient decreases in the following order of deposition pressure:

2400, 1600, 3500 and 800 mTorr.

 The legend in Fig. 5.10 shows the effect of pressure on the optical band gap (E04),

which provides quantitative information of the shift of the absorption spectra at low energy.

As the deposition pressure increases, the value of E04 increases slightly between 800 and 1600

mTorr, followed by a sharp increase between 1600 and 2400 mTorr, and again a slight

increase between 2400 and 3500 mTorr. As indicated above, the sharp increase in E04 can be

related to the transition in deposition rate due to the change in the nature of species

contributing to deposition.

Effect of RF power

 The RF power was varied between 10 and 30 W (0.105 – 0.315 W/cm2). The increase of

RF power gives a monotonous trend on the absorption coefficient for all energy range (see

Fig. 5.11). In the low energy part, α is shifted towards high energy with the increase of RF

power as shown by the evolution of E04 given in the legend of Fig 5.11. This shift might

correspond either to the increase of  carbon, hydrogen, nanocrystallites or their combination.
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     10                2.32
     20                2.51
     30                2.62
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Energy (eV)

Fig. 5.11. The effect of RF power on the absorption coefficient of pm-Si1-xCx :H films
deposited at 200 °C and 3500 mTorr.
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Effect of methane flow rate

 The methane flow rate was varied from 8 up to 33 sccm, in order to increase the band

gap of films, which is strongly related to their luminescence properties. Fig. 5.12 shows the

absorption coefficient for samples deposited under 3500 mTorr of total pressure with 20 W of

RF power and 200 °C of substrate temperature, a condition optimized for a strong

luminescence. Here, the absorption coefficient spectra are shifted towards high energy with

the increase of the methane flow rate as previously reported in literature [1-7]. This shift

corresponds to the increase of the band gap of the material as shown by the value of E04 given

in the legend of Fig. 5.12. As in the case of the RF power, we observe a monotonous trend

with the change of methane flow rate. In the low energy part, it shows a shift towards high

energy due to the increase of the band gap, while at high energy, a decrease of amplitude is

observed with the increase of methane flow rate.
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Energy (eV)

Fig. 5.12. The effect of methane flow rate on the absorption coefficient of pm-Si1-xCx :H films
deposited at 200 °C, 3500 mTorr and 20 W of RF power.
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Effect of substrate temperature

 The substrate temperature was varied from 100 up to 300 °C at two different pressures

(2000 and 3500 mTorr) which represent deposition regimes before and after the maximum in

the pressure dependence of deposition rate at 200 °C (see Fig 4.3). In principle, there is a

significant difference between these two presures in the species contributing to deposition,

due to powder formation at 3500 mTorr. At 200 °C, the agglomeration of nanocrystals formed

in the plasma phase occurs at 2000 mTorr, while large agglomerates and powders are trapped

in the plasma at 3500 mTorr. However, the increase of substrate temperature affects the

powder formation process [8]. As shown in Ch. 4, the increase of the temperature will shift

the α−γ’ transition towards higher pressure, which will result changes in the film precursors

and thus the material properties for a fixed pressure (see Fig 4.6).

 Fig. 5.13a and b show the absorption coefficient for samples deposited at various

substrate temperatures at 2000 and 3500 mTorr, respectively. For both pressures, the increase

of the substrate temperature gives the same general trend: a shift of the absorption spectra

towards low energy along with an increase in the value of the absorption coefficient. As the

temperature increases, the spectra at 2000 mTorr are shifted linearly towards low energy and

their high energy part shows a monotonous increase of amplitude (Fig. 5.13a). On the other

hand, at 3500 mTorr, in the powder formation regime, the behavior is quite different. A

nonlinear shift of the spectrum towards low energy is observed, characterized by a slight shift

between 100 and 200 °C, and an abrupt shift between 200 and 300 °C (Fig. 5.13b). At high

energy, the increase of the amplitude with substrate temperature follows a monotonous trend

as shown in Fig. 5.13b. The different behavior for the two series of samples is clearly shown

in in Fig. 5.14, where E04 is plotted as a function of substrate temperature. It linearly

decreases as temperature increases for samples deposited at 2000 mTorr. On contrary, for

deposition at 3500 mTorr, a nonlinear evolution is observed, characterized by a slight

decrease between 100 and 200 °C and a steep decrease for higher temperature.
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Fig. 5.13. The effect of the substrate temperature on the absorption coefficient of pm-Si1-xCx :H
films deposited at a) 2000 and b) 3500 mTorr with 20 W of RF power.
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 The distinct dependence of the optical gap as a function of substrate temperature

between samples deposited at 2000 and 3500 mTorr can be related to the differences in the

structure of deposited particles, which induces dissimilar hydrogen desorption processes. Note

that a fast deposition of hydrogenated aggregates at 3500 mTorr will be quite different from a

slow deposition of individual nanocrystals. Then, let us recall that the concentration of

incorporated hydrogen in amorphous silicon and its alloys, determines the optical gap of

materials [1]. Thus, it can be one explanation why the optical gap evolves differently between

these two cases. Besides the incorporation of silicon nanocrystals and their agglomerates with

different characteristics, the size and the number of deposited individual particles will affect

the absorption coefficient as well. Note that we measure an average absorption coefficient of

the film which takes into account the absorption coefficient of incorporated particles.

 The increase of substrate temperature inhibits the particle formation through gas

heating, as observed in the deposition of polymorphous silicon [8]. Moreover, the increase of

the substrate temperature in the range of 100-300 °C may affect the surface rearrangement

and cross-linking reactions leading to hydrogen desorption, but it does not affect the sticking

probability on the surface [9]. Therefore, the increase of substrate temperature might affect

the change of optical gap mainly through the changes in the structure of deposition building

100 150 200 250 300
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Fig. 5.14. The effect of substrate temperature on optical band gap, E04, for of pm-Si1-xCx :H
films deposited at 2000 and 3500 mTorr with a RF power of 20 W.
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blocks and hydrogen content of resulting films. The structure of building block also

determines other processes responsible for the gap determination such  hydrogen desorption.

Tauc-Lorentz model fitting parameters from SE data

 In the same way as in the previous section, here we show the results of the analysis of

the SE data, related to the interpretation of the Tauc-Lorentz model. The changes in the

parameters of the model used to fit the SE data are studied as function of the controllable

experimental parameters such as pressure, RF power, methane flow rate, and substrate

temperature.

Effect of pressure

 Fig. 5.15 shows pressure dependence of the Tauc-Lorentz model parameters used to

analyze the SE data. As pressure increases, the widening of Eg is characterized by a

nonlinearity between 1600 and 2400 mTorr, even though less pronounced than for E04 (Fig.

5.10).

 The broadening parameter C decreases and reaches a minimum value with the increase

of deposition pressure as shown in Fig. 5.15b. This parameter reflects the broadening of the

optical transition state, which normally corresponds to the defects that increase the density of

states in the band edge. Even though the TL model cannot provide the information on tail

states in the band edge, the broadening parameter can be considered as a quantity that

represents these states since by fitting we took the average value of the absorption edge. The

peak transition energy E0 tends to decrease monotonically as pressure increases (Fig. 5.15c),

which shows an opposite behavior with respect to the optical band gap. This result tells us that

the increase of pressure does not increase the average energy difference between VB and CB,

but only reduces the defect states, leading to the narrowing of the tails. Overall, this

narrowing results in the increase of the optical band gap energy, i.e. E04 and Eg.

 The amplitude factor A tends to increase with pressure. Fig 5.15d, shows a sharp

increase between nanocrystal formation and agglomeration regimes which then achieves a

saturation. This parameter correlates with the electronic density of the materials and it can be

used as an indicator to compare their density. This method should be valid as long as applied

among materials which have similar chemical composition. Thus, the results shown in Fig.

5.15d suggest the increase of material density with pressure. However, we also observe the

evolution with pressure of another parameter that correlates with the density of material, the
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refractive index at 632.8 nm (n632.8) as shown in Fig 5.15e. This parameter shows a different

tendency with respect to the amplitude factor A, especially at high pressures where the

agglomerates are present.
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Effect of RF power

 The increase of RF power gives a linear dependence for all fitting parameters of the

Tauc-Lorentz model as shown in Fig. 5.16. All fitting parameters have the same tendency to

increase with RF power except for amplitude factor A and refractive index n632.8. The increase

of RF power corresponds to the increase of the amount of energy injected into the plasma

system, which increases the electron density, their energy and as a consequence the

dissociation rate of SiH4 and CH4 molecules. Owing to the difference in cross section for

dissociation of SiH4 and CH4, the CH4 molecules are more difficult to dissociate than SiH4.

Thus, the increase of RF power enhances the dissociation of CH4, which increases the carbon

content and the band gap of the films. Therefore, we can observe the increase of Tauc’s band

gap Eg with RF power. The increase of the broadening parameter C might be due to the

increase of carbon content which is well-known to induce compositional disorder in the

amorphous structure [1-7]. Another kind of disorder, due to defects might be related to ion

bombardment, which becomes more severe by increasing the RF power. Here, the increase of

the band gap can refer to the “true” band gap widening, which is reflected by the increase of

both the Tauc’s band gap Eg and the peak transition energy E0 (see Fig. 5.16a and c). As

mentioned before, the peak transition energy corresponds to the energy where the transition

between VB and CB occurs with the maximum probability [10]. In other words, if the value

of E0 increases, it means that the average probability of transition is shifted towards high

energy.

 However, it is clear that even though both Eg and E0 increase with RF power, they do

not follow the same trend (Fig 5.16a and c). As RF power increases, the increase of E0 is

mainly due to the contribution of different composition of chemical bonds, which determines

the structure of the bands. Each type of chemical bond will contribute to the shape of the

band, based on their bonding and anti bonding molecular orbital states. Here, we emphasize

on four types of chemical bonds Si-Si, Si-H, Si-C and C-C sp3, which represent the chemical

structure of pm-Si1-xCx:H. The Si-Si bond is the main chemical bond for all a-Si:H based

alloys, which includes pm-Si1-xCx:H. As the other three chemical bonds concentration

increases in the alloys, their band gap energy tends to increase. The increase of band gap

energy here refers to the shift of interband transition, which is due to the overlapping of

bonding and anti-bonding states among different types of chemical bonds. The value of E0 can

reflect this situation. If we look back, Eg represents the gap energy between lowest states in
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CB and the highest states in VB, which in practice takes into account the defect states near the

band edge [10]. Fig 5.16d shows that the amplitude factor A decreases with RF power

linearly, which indicates the decrease in density. It is in a good agreement with the fact that

the deposition rate increases linearly with RF power as well as the contribution of

nanocrystals/clusters and their agglomerates (see Fig 4.5b). Thus, the decrease of amplitude

factor or density may be due to the deposition of large building blocks with the lack of time

for rearrangement on the film surface leading to a porous film. The similar behavior was also

observed on the evolution of refractive index shown in Fig. 5.16e. Overall, the increase of RF

power leads to the expected evolution of optical parameters.
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Effect of methane flow rate

 The main purpose of varying of the methane flow rate is to adjust the optoelectronic

properties of the films by alloying silicon with carbon. In the case of a-Si1-xCx:H alloys, the

most evident effect of the increase of carbon content is the increase of optical band gap

energy [1-7]. In some optoelectronic applications such as solar cells, optical filters and

electroluminescent devices, materials with higher gap than a-Si:H are needed. Thus, alloying

is necessary to fulfill this demand. For luminescence applications, the control of the band gap

energy is very important because it determines the wavelength of the emitted light, where the

radiative process is the band-to-band and tail-to-tail transitions in most amorphous

semiconductors.

 Fig. 5.17 shows the methane flow rate dependence of Tauc-Lorentz fitting parameters.

In general, all fitting parameters tend to increase with methane flow rate except for the

amplitude factor A and the refractive index n632.8. Fig 5.17a shows that the increase of CH4

flow rate increases the Tauc’s band gap Eg as expected from the increase of carbon content [1-

7]. This increase is followed as well by the increase of the broadening term C, which

represents the increase of disorder due to alloying (Fig 5.17b). However, the peak transition

energy (Fig 5.17c) increases in a different manner, thus suggesting that the change in Eg is

mostly like due to the increase of hydrogen content rather than to the contribution of carbon.

As the methane flow rate continues to increase, E0 increases abruptly, which might be due to

the formation of Si-C bonds that widen the gap.

 The abrupt transition observed for E0 can be observed in the evolution of the amplitude

factor A as shown in Fig 5.17d. If we correlate this parameter with the density of the material,

then it tells that the films density decreases abruptly when CH4 flow rate increases from 17  to

25 sccm. As previously discussed, at high deposition rate, the density of the films tends to be

low due to the lack of time for the rearrangement of the arriving constituents. Another reason

for the decrease of density might be the effect of alloying with carbon, which does not favor a

compact structure. If we look back at Fig. 4.5b, which shows a linear increase of deposition

rate with methane flow rate at 3500 mTorr, then the abrupt decrease in amplitude factor or

density cannot be explained by the building block packing problem due to the different

rearrangement duration only. However, as discussed as well in Ch. 4, based on the

observation of electrical parameters of the plasma, a small amount methane tends to retard the

particle formation, while a large amount favors it. Thus, if we correlate the effect of adding
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methane with the evolution of amplitude factor A, it gives a good agreement. At low methane

flow, we deposit most likely small particles, while at high methane flow rate the large

particles are deposited, thus leading to the abrupt decrease in density.

 In a-Si1-xCx:H alloys, it is well-known that the refractive index decreases as the

concentration of carbon and optical band gap increase [1, 5, 7, 11]. The decrease of the

refractive index can be correlated to the decrease of the density of materials (Fig. 5.17e).
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Here, we can analyze the decrease of density from two different points of view. First, as

mentioned in Ch. 4, the increase of methane flow rate facilitates an important increase in

deposition rate (see Fig 4.5a), which induces the decrease of the material density due to a lack

of time for rearrangement process during deposition. Second, due to the contribution of

carbon atoms, we obtain a less dense structure with heterogeneous chemical bonds. Further,

the contribution of carbon also increases the band gap of materials due to the formation of

chemical bonds with higher transition energy between bonding and anti-bonding states such

as Si-C or C-C sp3.
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Effect of substrate temperature

 Fig. 5.18a shows the effect of the substrate temperature on Eg. For samples deposited at

2000 mTorr, the band gap energy decreases linearly with the increase of substrate

temperature. On the other hand, the Eg of the samples deposited at 3500 shows an almost

constant value up to 200 °C, followed by a decrease with the same trend as the samples

deposited at 2000 mTorr. A similar feature can be observed for the broadening parameter C,

as shown in Fig. 5.18b, where the samples deposited at 3500 mTorr show small changes for

temperatures below 200 °C but not for 2000 mTorr samples. The samples deposited at 2000

mTorr show an important decrease of C between 150 and 200 °C, while it becomes constant

for temperature higher than 200 °C. An opposite behavior between samples deposited at 2000

and 3500 mT is observed on the evolution of the peak transition energy E0 as shown in Fig

5.18c. For samples deposited at 2000 mTorr, the peak transition energy increases linearly with

substrate temperature, while E0 decreases for samples deposited at 3500 mTorr. The

interesting feature observed for 3500 mTorr samples is the transition around 200 °C. Fig

5.18d shows the evolution of the amplitude factor A as a function of substrate temperature,

which has the similar tendency to increase for both pressures. However, the value of the

amplitude factor A of samples deposited at 2000 mTorr still increases for temperature beyond

200 °C, while for the samples deposited at 3500 mTorr starts to saturate. This increase might

be due to the rearrangement induced by temperature accompanied by the hydrogen desorption

that leads to the film densification. We suggest that the different behavior between the two

pressure regime is due to the different hydrogen incorporation, types of particles and

rearrangement process during deposition at different substrate temperature. Moreover,

regarding the evolution of Eg between samples deposited at 2000 and 3500 mTorr, we also

can suggest that the hydrogen is bonded stronger at 3500 than at 2000 mTorr.

 The increase of substrate temperature gives a linear increase in refractive index at both

pressures, 2000 and 3500 mTorr as shown in Fig 5.18e. However the increase is more

pronounced at 2000 mTorr. This indicates that the growth process of samples deposited at

2000 mTorr is more sensitive to thermal rearrangement and maybe to the hydrogen desorption

process as well. In other words, the samples deposited at 3500 mTorr are more stable

thermally than 2000 mTorr samples. This feature expresses the difference in deposition

process between these two pressure regimes, which might be due to the different phases of

particle formation in the plasma. Here, we have to see the effect of substrate temperature on

both plasma and surface process. As discussed previously in Ch. 4, the increase of substrate



128

temperature tends to shift the α−γ’ transition towards high pressure. Thus, the evolutions

shown in Fig 5.18 can be interpreted as the effect of the shift of the α−γ’ transition as well. At

2000 mTorr, we leave the agglomeration regime and enter the particle formation as the

temperature increases. On the other hand at 3500 mTorr, we leave the powder formation

regime and enter the agglomeration regime with the increase of temperature.
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Defect density

 In order to understand the contribution of the defect states inside the gap on the

luminescence properties of hydrogenated polymorphous silicon carbon alloys, we performed

photo-thermal deflection spectrometry (PDS) measurements which give access to very low

values of the absorption coefficient as complementary to SE. Some of the results have been

published [12].

Effect of pressure

 Fig. 5.19 shows the absorption coefficient as a function of the photon energy for various

values of the deposition pressure. Here, the absorption edge is shifted towards high energy

with increasing pressure which indicates the increase of band gap energy. Besides that, the

absorption coefficient inside the gap and band tails tends to decrease, indicating a lower

defect density for materials deposited at higher pressure. The energy position of the features

inside the gap (at around 1.5, 1.7 and 2.3 eV) as discussed in detail in [12], remains

practically constant and only their intensity decreases. This suggests that with increasing

pressure there is no formation of new type of states inside the gap. Note that the increase of

pressure is accompanied by the increase of deposition rate.
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Fig. 5.19. Absorption coefficient for pm-Si1-xCx :H films deposited at various pressures with a
substrate temperature of 200 °C and a RF power of 20 W.
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Effect of RF power

 The effect of RF power on the absorption coefficient is more pronounced for features in

the band edge than inside the gap as shown in Fig. 5.20. The increase of RF power shifts the

absorption edge towards high energy. Here, we observe that the decrease of the feature at 2.3

eV, is very pronounced, in particular between 10 and 20 W. Further increase in RF power

yields more decrease in absorption coefficient at the band edge, while the absorption inside

the gap remains constant. Thus, these results are in contrast with the general effect of

increasing the RF power, namely an increase of the density of states and Urbach energy [13].

Here, the decrease in the absorption coefficient can be correlated with the decrease of the

defect density and the contribution of different types of chemical bonds leading to the

increase of the optical band gap [12]. Both, the decrease of the density of states and the

increase of Eg enhance the radiative recombination process in the material, which is consistent

with the results on PL measurements presented later on.
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Fig. 5.20. Absorption coefficient for pm-Si1-xCx :H films deposited at 3500 mTorr, for various
values of the RF power, at a substrate temperature of 200 °C.
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Effect of methane flow rate

 In general, the increase of the carbon content in a-Si1-xCx:H increases the density of

states in the band edge, indicated by the increase of the Urbach energy, which represents the

weak bonds due to the material disorder [1-7]. However, this is not the case for pm-Si1-xCx:H

where we observed the opposite behavior, i.e., the intensity of the absorption coefficient near

the absorption edge and inside the gap tends to decrease with the increase of methane flow

rate. More interestingly, Fig. 5.21 shows that the strong feature around 2.3 eV decreases

significantly with the increase of methane flow rate. As discussed elsewhere [12], this feature

might be due to the overlap of several transition bands of different chemical bonds, which

leads to a condition where the determination of the Urbach energy is not reliable in the case of

a-Si1-xCx:H alloys. The disappearance of the feature at 2.3 eV is accompanied with a decrease

in the intensity of the feature in the range of 1.8–2.2 eV and of the broad feature centered at

1.5 eV, which even disappears with the increase of methane flow rate.
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Fig. 5.21. Absorption coefficient for pm-Si1-xCx :H films deposited at  3500 mTorr for various
methane flow rates with substrate temperature of 200 °C and 20 W of RF power.
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5.3.  Photoluminescence of polymorphous silicon carbon alloys

 In this section, we discuss the effect of deposition parameters on the characteristics of

the PL spectra of pm-Si1-xCx:H. As shown in the previous sections, these parameters are

responsible for the changes in film properties. Thus, they should also affect the characteristics

of the PL spectra. We focus on the PL feature between 1.2 and 2.4 eV, but not the weak

feature at around 2.6 eV which might be due to the presence of an oxide layer on the films.

Effect of pressure

 The deposition pressure plays an important role in the synthesis of polymorphous

materials which deposition is closely related to the formation of particles in the plasma. Fig.

5.22 shows that the intensity of PL increases with deposition pressure. As for the film

properties, we can see an important increase on PL intensity between 800 and 1600 mTorr

corresponding to the α−γ‘ transition. As shown in Table 5.1, it gives a strong increase of

about 200 % in PL intensity. Between these regimes, the concentration of particles in the

plasma increases significantly. At low pressure the particles are kept separated individually

during growth until they reach a critical concentration, above which they start to agglomerate.

The size of individual particles (nanocrystals) decreases with the increase of pressure, while
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Fig. 5.22. The room temperature PL spectra of pm-Si1-xCx :H films deposited at 200 °C with 20
W of RF power for various total pressure between 800 and 3500 mTorr. The samples were
excited using a HeCd laser at 325 nm (3.8 eV).
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the the size of agglomerates increases and forms much larger particles. As a consequence, the

number of deposited individual particles significantly increases in the α−γ’ transition and

results in the strong increase in both deposition rate and PL intensity. Further increase of

pressure will induce the formation of larger agglomerates and powders, which of course will

increase the concentration of deposited particles and of PL intensity. However, the increase of

PL intensity is less pronounced above 1600 mTorr as shown in Table 5.1.

Table 5.1. Effect of deposition pressure on the PL spectra characteristics of pm-Si1-xCx:H samples

Pressure

(mTorr)

EPL

(eV)

FWHM

(eV)

IPLinteg

(a.u.)

E04 – EPL

(eV)

800 1.63 0.37 3.36 0.78

1600 1.70 0.38 10.08 0.72

2400 1.74 0.46 17.30 0.75

3500 1.80 0.51 25.81 0.71

 The size of individual particles plays an important role to determine the PL emission

energy. As explained in Appendix A, the PL emission energy of nanostructured silicon

depends strongly on its size based on QSE. As pressure increases, we propose that the size of

individual nanocrystals decreases, thus leading to a blue shift in PL spectra based on the QSE

prediction. The experimental results (Fig 5.22) are in good agreement with our polymorphous

silicon deposition model, where the size of nanocrystals decrease with pressure. The energy

shift can be analyzed quantitatively based on their peak position as summarized in Table 5.1,

which shows a linear trend with pressure.

 Fig. 5.22 shows that the increase of pressure not only shifts the spectrum towards high

energy but also enlarges the shape of spectrum. The quantitative representation of this

enlargement is given by the value of FWHM. The evolution of FWHM is also interesting, as

it follows the same trend as the  evolution of PL intensity, and might be due to the widening

of particle size distribution. The enlargement of the size distribution of agglomerates present

in the plasma was observed when we increase the deposition pressure from 2400 to 3500 (see

Ch. 4). We suppose that not only the size distribution of the agglomerates increases but also

the size distribution of the individual particles. However, a direct probing method is necessary

for further analyze these results.

 Based on the value of PL emission energy, we can conclude that the radiative

recombination occurs inside the gap. As listed in Table 5.1, the differences between band gap

energy and the maximum of PL emission energy range between 0.71 and 0.78 eV for the
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pressure series, which is a quite narrow value compared to “low-power” a-Si1-xCx:H (0.6-1.2

eV)[7]. The values of E04-EPL tend to decrease with the increase of pressure, which indicates

that the blue shift of PL emission peak maximum is more important than the blue shift of the

optical band gap. This result is in a good agreement with the deposition condition where the

flow of methane was kept constant in this series. Thus, the increase of pressure mostly

reduces the size of nanocrystals and increases their concentration, which leads to the blue shift

of the PL emission peak.

Effect of RF power

 The increase of RF power has an important effect on both the increase of PL intensity

and emission energy. Fig. 5.23 shows that the PL spectra shifts towards high energy with

increasing RF power and also leads to a strong increase of the PL intensity. If we compare

with other deposition parameters such as total pressure or methane flow rate, we can see that

RF power gives a stronger effect on PL intensity. The increase of RF power directly increases

the electron density in the plasma, which accelerates the dissociation process of gases and

leads to a faster particle formation. The increase of RF power may increase the PL properties

of deposited materials as long as the effect of powder formation does not disturb the

deposition process and the acceleration of particles to the deposition landing surface does not

destroy their structure [14].
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Fig. 5.23. Room temperature PL spectra of pm-Si1-xCx :H films deposited at 3500 mTorr with a
substrate temperature of 200 °C for three values of the RF power. The samples were excited
using a HeCd laser at 325 nm (3.8 eV).

Fig. 5.24. The density of nanocrystals in the films (left) and the maximum intensity of PL
spectra (right) as functions of RF power for pm-Si1-xCx:H samples deposited at 200 °C and
3500 mTorr with 33.4 sccm of methane. The particle density was deduced from TEM images.
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Table 5.2. Effect of RF power on the characteristics of PL spectra pm-Si1-xCx:H samples

RF power

(W)

EPL

(eV)

FWHM

(eV)

IPLinteg

(a.u.)

E04 – EPL

(eV)

10 1.61 0.32 5.19 0.71

20 1.80 0.51 25.81 0.71

30 1.89 0.45 62.20 0.73

 At high pressure, the nanocrystals are deposited in the form of large agglomerates, the

number of embedded nanocrystals being proportional to the number of deposited

agglomerates. Thus, the increase of PL intensity correlates with the increase of the density of

embedded Si nanocrystals with increasing RF power (see Fig. 5.24). As the concentration of

particles in the plasma increases, their size decreases also due to the fast formation process.

This leads to the blue shift on the PL emission energy. Moreover, it is followed by the

opening of the optical gap due to the transition from intermediate to high-power regime,

which increases the carbon content significantly. Looking at the evolution of E04-EPL, we

remark that the gap opening goes in the same pace as the blue shift of PL emission energy.

The significant increase of PL intensity not only reflects the more efficient QSE by reducing

size but also the increase of film transparency due to gap opening.
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Effect of methane flow rate

 Fig. 5.25 shows the effect of methane flow rate on the PL spectra of pm-Si1-xCx:H

samples. A nonlinear increase is observed for the PL intensity, quantitatively shown in Table

5.3. First, the PL intensity increases significantly between 8 and 17 sccm, followed by a

moderate increase up to 25 sccm and finally a steep rise for the increase of flow rate to 33

sccm. The same behavior is observed on the evolution of PL emission energy (EPL) and

FWHM with methane flow rate.

 The value of the difference between optical band gap and PL peak position energy (E04-

EPL) tends to decrease with the increase of the methane flow rate. It indicates that the gap

opening is less important than the blue shift of EPL or might indicate independent origins for

those two parameters. This behavior contrasts with that of a-Si1-xCx:H alloys, where the value

of E04-EPL follows the same trend as the FWHM, the Urbach energy and the EPL, namely to

increase with carbon content [1]. If we consider the presence of silicon nanocrystals inside the

film as observed by TEM, then we could suggest that the incorporation of carbon mostly

induces the increase of band gap of matrix, while the increase of EPL is due to the decrease of

nanocrystal size induced by methane.
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Fig. 5.25. The room temperature PL spectra of pm-Si1-xCx :H films deposited at 200 °C, 3500
mTorr  and 20 W of RF power for different methane flow rates. The samples were excited
using HeCd laser at 325 nm (3.8 eV).
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Table 5.3. PL spectra characteristics of pm-Si1-xCx:H samples at various CH4 flow rates

CH4 flow rate

(sccm)

EPL

(eV)

FWHM

(eV)

IPlinteg

(a.u.)

E04 – EPL

(eV)

8 1.53 0.37 0.88 0.88

17 1.65 0.41 4.90 0.78

25 1.67 0.43 9.14 0.83

33 1.80 0.51 25.81 0.71
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Effect of substrate temperature

 As shown in Fig 5.26a and b, the general effect of increasing the substrate temperature

is to shift the PL emission energy towards low values, independently of the deposition

pressure. The raw data were analyzed and the fitting results are summarized in Table 5.4,

where we can observe as well a narrowing of PL spectra indicated by the decrease of FWHM

and the increase of the value of E04-EPL.

Table 5.4. PL spectra characteristics of pm-Si1-xCx:H samples at various temperatures

Tsubs

(°C)

EPL

(eV)

FWHM

(eV)

IPlinteg

(a.u.)

E04 – EPL

(eV)

2000 mTorr

150 1.80 0.58 40.37 0.83
200 1.67 0.54 28.92 0.88
250 1.60 0.40 28.04 0.91

3500 mTorr*

100 1.79 0.47 1.25 0.81
150 1.77 0.36 0.73 0.82
200 1.71 0.43 0.83 0.86
300 1.66 0.43 0.83 0.81

    *) due to different optical setup, the absolute value of PL intensity cannot be compared

 The red shift of the PL suggests that the increase of substrate temperature induces the

deposition of larger silicon nanocrystals. The narrowing of PL spectra might correlate with

two different aspects related to the size of silicon nanocrystals. First, the size itself, where as

the crystal size decreases not only EPL shifts towards high energy but the peak also becomes

narrower as indicated by the decrease of FWHM [15]. The second point is the nanocrystal

size distribution, which is directly responsible for the width of PL spectra. In this case, the

spectral narrowing is related to the decrease of the nanocrystal size distribution because this is

not followed by the blue shift of PL spectra. Then, by recalling the evolution of E04 as  a

function of substrate temperature (Fig 5.14), the increase of E04-EPL indicates that the decrease

of EPL is faster than that of E04 with the increase of substrate temperature. In other words, the

increase of particle size by the shift of α−γ transition  (in plasma phase) and/or by the

“annealing like” rearrangement process (on the surface) gives a significant effect on the

decrease of the particles effective gap (EPL). This effect is even more important than the
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substrate temperature effect on the optical gap of material (E04), as can be seen from the

increase of E04-EPL values with temperature. This argument can be explained by the d-1.39 law

based on the LCAO (linear combination of atomic orbital) technique used to calculate the

electronic structure of silicon nanocrystals [15, 16], which we used to analyze the size of

nanocrystals from their PL spectra. Note that according to this law, the confinement energy

varies significantly depending on the nanocrystal size. The confinement energy follows the

relation ∆E =  (A/d1.39), where A is a constant (4.122 for nc-Si) and d is the diameter of the

particle.

 In Fig. 5.26, we also observe that the effect of the temperature on samples deposited at

2000 mTorr is more significant than on samples deposited at 3500 mTorr, as shown by the

spectral red shift. Interestingly, this behavior is also observed in the evolution of other optical

parameters such as Eg, n632.8, etc. Thus, let us evaluate the effect of substrate temperature from

the point of view of deposition process. The increase in substrate temperature delays the

powder formation and shifts the α−γ‘ transition towards high pressure [8]. As previously

mentioned, 2000 and 3500 mTorr correspond to different particle formation regimes at 200

°C. At 2000 mTorr, we are in the agglomeration regime, while 3500 mTorr corresponds to the

powder formation regime. Therefore, at 2000 mTorr, with the increase of the substrate

temperature, the plasma will leave agglomeration regime and enter the nanocrystals formation

regime. On the other hand, it will enter the agglomeration regime from the powder regime for

deposition pressure of 3500 mTorr. In the first case, we should observe a significant change

on the deposited particle structure, including their size, while not for later case. We assume

that the difference between the particles in the agglomeration regime and in the powder

formation regime is mainly in their size. Moreover, in both regimes, particle formation is very

fast and accompanied with agglomeration process that reduces the large variation of particle

size. In addition, if we take into account the annealing process on the surface, the treatment of

individual particles should be more efficient than that of agglomerates.
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Fig. 5.26. The normalized PL spectra of pm-Si1-xCx :H films deposited at a) 2000 and b) 3500
mTorr for different substrate temperatures and an RF power of 20 W. PL was excited using
HeCd laser at 325 nm (3.8 eV) and measured at room temperature.
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 Other deposition regimes

Low silane flow rate

 Fig. 5.27 shows the effect of deposition pressure on PL spectra for samples deposited at

a low silane flow rate of 5 sccm, which is 50 % of the standard flow rate used so far. This

deposition condition gives some distinct features. First, we observed a smooth increase in

deposition rate without any abrupt transition. Second, in this condition we can go to higher

pressures than at 10 sccm, without reaching the powder formation regime. Third, we can

obtain materials with higher optical gap (Eg~2.4-2.5) than the standard ones (Eg~2.1-2.3 eV).

Finally, the PL intensity increases smoothly with deposition pressure, as observed for the

deposition rate, and is accompanied with a blue shift on the spectra. Note that the average PL

intensity here is much higher than in any other pm-Si1-xCx:H films, see for example the PL

spectra in Fig 5.28 measured under the same conditions.

 These results indicate that the deposition occurs in nanocrystal formation regime rather

than in agglomeration regime. In nanocrystal formation regime, we can deposit individual
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Fig. 5.27. Room temperature PL spectra of pm-Si1-xCx :H films deposited at different pressures
at 200 °C with an RF power of 20 W and low silane flow rate (5 sccm). The samples were
excited using HeCd laser at 325 nm (3.8 eV) and measured at room temperature. The values of
the deposition rate are shown in the legend.
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nanocrystals which are well separated, surface passivated and encapsulated by the matrix,

which is more efficient for the radiative recombination process with respect to the deposition

of agglomerates. Fig. 5.27 also shows that the PL spectra tend to shift towards high energy

with the increase of pressure, except for samples at 800 mTorr. As previously mentioned, this

blue shift may express the decrease in nanocrystals size with increasing pressure. The increase

of pressure will reduce the size of individual particles but increase their number. That is the

reason why we find no drastic increase in PL intensity with pressure. Moreover, the

enhancement of PL intensity of samples in this condition might be also the result from the

high transparency of the films due to their high optical gap. Thus, the deposition condition in

this regime shows many advantages with respect to its application in EL devices.
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Powder formation regime

 Fig. 5.28 shows the pressure dependence of PL spectra at pressures above 3000 mTorr

or powder formation regime (low pressure deposited samples also shown as references). As

pressure increases, the plasma changes from particle free conditions and enters the

nanocrystals formation regime, which is followed by the agglomeration and powder formation

regimes. If we follow the evolution of PL spectra in Fig 5.28, we can see that the PL intensity

increases significantly between 800 and 2000 mTorr, then continues to increase up to 3000

mTorr before it reaches saturation and starts to decrease. This behavior can be observed as

well in the evolution of the deposition rate as a function of pressure. Interestingly, the highest

PL intensity is achieved at the highest deposition rate. Thus, these results again confirm that

the presence of nanoparticles is strongly related with the PL characteristics of films.
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Fig. 5.28. Effect of the total pressure on the room temperature PL spectra of pm-Si1-xCx :H
films deposited at 200 °C with an RF power of 20 W. The samples were excited using a HeCd
laser at 325 nm (3.8 eV) and measured at room temperature. The values of deposition rate are
shown in the legend.
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Time resolved photoluminescence

 We measured the decay characteristics of PL intensity at various temperatures for pm-

Si1-xCx:H samples deposited under a total pressure of 3500 mTorr, with an RF power of 20 W

and a flow rate of 33.4 sccm of CH4 at 200 °C. The measurements were carried out at LOS

(Laboratoire d’Optique des Solides), Paris, using a liquid N2 cooled vacuum cryostat in the

temperature range between 78 and 300 K. The emission was detected at a wavelength of 640

nm, while the excitation is at 337.1 nm. The excitation light source was provided by a N2 laser

with a pulse width of 0.6 ns and an energy of 1.4 mJ/pulse. In this study, we analyze the

fastest decay component, related to the slow PL S-band in porous silicon [17, 18]. The

common fast component for porous silicon samples, which lies in the time range of 10-9 sec

[17, 19] was not observed in our pm-Si1-xCx:H films. The PL decays were characterized by a

“strecthed-exponential” relation law given by:
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
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where τ is a lifetime and β is a dispersion factor [36, 37]. Tsang and Street proposed that the

total PL intensity, I(t), is composed of an infinite number of pure exponentials weighted by a

recombination rate distribution, G(τ)/τ, which can be written as [20]:
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where G(τ) can be obtained from the following relation [18]:
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We analyzed quantitatively the effect of temperature on the PL life time using two parameters

that represent the lifetime distribution τG(τ) statistically, those are the lifetime at the

maximum of the distribution τmax and the average lifetime <τ>. They are defined as [18]:
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Fig. 5.29. (a) The semi-logarithmic plots of the experimental PL decay (circles) and the fitted
PL decay (full lines) evaluated by eq. 5.23 in the temperature range between 78 and 300 K.
The PL was detected at 640 nm and excited at 337.1 nm (1.4 mJ/pulse, 0.6 ns pulse). (b) the
fitting parameters of stretched-exponential relaxation law (eq. 5.23) as functions of
temperature.
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 The semi-logarithmic plots of PL decays at various temperatures and their fitting results

are shown in Fig. 5.29a. The figure shows that the increase of temperature tends to shift the

transient to faster decays. Note that the fitting represents well the fastest components but not

the slower ones, which disappear or become faster with the increase of temperature. Let us

recall that the goal of this study is to synthesize a material with luminescent properties for

device applications at room temperature. Thus, the component that can maintain its

characteristics at room temperature, in this case the fastest component, is more interesting to

develop. Fig. 5.29b shows the temperature dependence of the two fitting parameters, τ and β,

from the “strecthed-exponential” relation. It shows that τ tends to decrease slightly with

temperature, i.e., the decay is faster, while the value of the dispersion parameter β tends to

increase and reach saturation with a value near to unity as the temperature increases from 78

K up to room temperature. Based on this observation, we can say that the value of β is not

really affected by temperature. On the other hand, the effect of temperature on τ is more

pronounced but not as important as in porous silicon [17, 18] and nc-Si in SiO2 [21]. The

saturation of β can be an indication of a very efficient detrapping of excited carriers, i.e. a

dynamics typical of extended states [17].

 Using equations 5.26 and 5.27, we calculate the value of the average lifetime <τ> and

the lifetime at the maximum of the distribution τmax shown in Fig. 5.30. These parameters

represent the PL transient better than τ, because they take into account the dispersion factor β,

or basically represent statistically the lifetime distribution G(τ). As shown in Fig. 5.30, both

parameters display the same trend: a decrease with increasing temperature and a saturation

above 200 K. The trends are approximately the same, because they represent the same

distribution. If we compare the value of these parameters with τ, we find a quite large

difference which tells us that the lifetime is widely spread with a distribution determined by

the dispersion factor β. As β increases, the lifetime distribution becomes narrower. Fig. 5.31

shows the normalized lifetime distribution τG(τ) in a semi-logarithmic plot for various

temperatures, derived from our experimental data. Here, we can see that the increase of

temperature shifts the lifetime distribution to faster decays. Note that the effect of temperature

is more pronounced for the slower components than for the faster ones, which can be an

indication of a distribution narrowing due to the increase of β. Further, if we look back to the

average lifetime values and try to fit them with an Arrhenius like equation, then we can obtain

an activation energy for carriers intersystem transfer process, i.e. detrapping or single-triplet

transition [18]. In this case, we obtain an activation energy of 1.61 meV, which is one order of
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magnitude smaller than the one to be considered as the exchange splitting energy [17, 18, 22,

23]. Even at 78 K, where the thermal energy, kT = 6.72 meV, the presence of this activation

energy can be neglected and lead us to a single preferable state.

 Here, we consider our system (pm-Si1-xCx:H) as an analogy to the nc-Si in SiO2 system,

just by replacing the SiO2 matrix with a-Si1-xCx:H. Note that we have confirmed that the

lifetime τ of PL in our system is of the order of 60 µs for room temperature emission at 640

nm (see Fig. 5.29b), which is close to the reported PL S-Band in porous silicon (32-45 µs for

600-700 nm emission) [24] and for nc-Si/SiO2 system (25 µs at 850 nm) [25]. This result is

supported by the HRTEM analysis showing the presence of nanocrystals embedded in

amorphous matrix (see Ch. 4). Moreover, this lifetime range is quite far from PL lifetime of

other plausible luminescent sources, such as a-Si1-xCx:H (0.3 µs at 77 K[1] and 0.8-14.5 ns at

25 K [2]) or nc-SiC (200 ps and 1 ns at room temperature [26]). Even though the a-Si:H that

might be present in the agglomerates can still contribute to the luminescence, due to the wide

lifetime distribution (from 10-2 to 104 µs) [20], the strong quenching behavior at room

temperature discards its contribution to PL. Thus, the essential difference of PL in pm-Si1-

xCx:H compared to other well-known systems is in the nanocrystals-matrix interface. We

found that the problem is not as simple as just replacing the SiO2 matrix with a-Si1-xCx:H and

considering a different electronic environment at nanocrystals-matrix interface, i.e. dielectric

constant of surrounding matrix. In particular, we observed a different behavior of the PL

decays as a function of temperature with respect to nc-Si/SiO2 [23]. Thus, we have to consider

other aspects to explain the temperature dependence of the PL decay. The matrix seems to

favor the radiative recombination process in the embedded nanocrystals.
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Fig. 5.31. The normalized lifetime distribution τG(τ) derived from the fitted PL decay shown
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 Therefore, the results of the temperature dependence of time resolved PL spectroscopy

show that the PL of pm-Si1-xCx:H is a remarkably stable, as summarized in figures 5.29-5.31.

The results show that the effect of temperature on the PL of pm-Si1-xCx:H is several orders of

magnitude lower compared to well-studied systems such as porous silicon [17, 18] and nc-

Si/SiO2 systems [21]. Such difference might be due to the modification of the surface states

by the presence of carbon. Moreover, the stability of our films is also reflected by the

evolution of the PL intensity with temperature as shown in Fig. 5.32. We can see that the PL

intensity decreases but does not quench strongly. Note that it is possible to have different

surface environment between our system and the others due to the different encapsulation

process. The nanocrystals capping process and encapsulating material determine the surface

passivation, which correlates to the surface states. Let us recall that in pm-Si1-xCx:H, the

encapsulation of nanocrystals by the a-Si1-xCx:H matrix occurs in the plasma phase, which

provides a more homogeneous passivation either by hydrogen or carbon terminations through

plasma phase reactions. On the other hand, other systems, such as porous silicon and nc-

Si/SiO2, shall not be able to provide the same level of surface passivation and homogeneity

compared to the plasma process. Moreover, the observed structure of deposited silicon

nanocrystals as agglomerates might also contribute to this temperature behavior.
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PL spectra analysis based on the model of Islam-Kumar

 In this section, we apply the PL spectra model for silicon nanocrystals developed by

Islam and Kumar [15] to analyze our PL spectra. In our analysis, we chose the log-normal

distribution for the nanocrystal size distribution (eq. A.18), due to a better agreement with the

experimental data than the normal distribution (eq. A.17). As reported elsewhere, it is not

uncommon to obtain the log-normal particle size distribution [15, 27, 28]. We fixed all

parameters to the values of a hydrogen passivated silicon nanocrystal, which is close to our

system and is consistent with the presence of silicon nanocrystal therein. These parameters

and their values are: n = 1.39, C = 4.122 (for c-Si [29]); Eb = 0.07 (for L0 ~ 2.5 – 5 nm); Es =

0.05 (for hydrogen passivated surface); α = 3 (for spherical nanocrystals with L0 > 2 nm) and

Eg = 1.12 eV (for c-Si at room temperature) [15]. Thus, only three parameters were varied

during fitting, which are the average size of nanocrystals L0, the standard deviation σ in  a

normal distribution respectively, and a constant k representing the amplitude of the spectrum.

 Fig. 5.33a gives an example of the fit of a PL spectrum from a pm-Si1-xCx:H sample

deposited at 200 °C with 20 W of RF power, 3500 mTorr of total pressure and 25 sccm of

CH4 flow. The figure shows that the model can reproduce the experimental data with a good

accuracy. By fitting the PL data, we can extract the average size of the nanocrystals and the

standard deviation that represent their size distribution. In Fig. 5.33b-d, the average

nanocrystals size is presented as a function of the experimental parameters, such as pressure,

RF power and methane flow rate. In these figures, the standard deviations are presented by the

error bars. A general view of the fitting is that the nanocrystals that give luminescence are

spread in a wide size distribution, characterized by the important value of standard deviation,

which is quite independent of deposition parameters as shown by the nearly uniform error

bars in these three figures. The results of fitting are summarized in Table 5.5.

 First, let us look at Fig. 5.33b, where the size of nanocrystals varies with deposition

pressure. The nanocrystals average size (diameter) tends to decrease with pressure, in good

agreement with the polymorphous deposition model. However, the decrease of nanocrystals

size is not very significant and has a large size distribution with standard deviation around 15

%. Thus, the pressure is not a satisfactory parameter to control the size of nanocrystals,

especially for device fabrication purposes.
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Fig. 5.33. (a) The fitting results of PL experimental data using Islam-Kumar model (see Appendix A)
by applying the log-normal distribution for samples deposited at 3500 mTorr with substrate
temperature of 200 °C, RF power of 20 W  and 25 sccm of CH4. The diameter of the nanocrystal
obtained by fitting using this procedure is plotted as a function of various deposition parameters: (b)
deposition pressure, (c) RF power, (d) CH4 flow rate. The error bars represent the standard deviation
from the fitting. EPL value for each data point is also shown. Except for the varied parameter, the
samples were deposited at 3500 mTorr with gas flow rate of 10, 33 and 90 sccm for SiH4, CH4 and
H2, a substrate temperature of 200 °C and an RF power of 20 W.
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 Fig. 5.33c shows the diameter of nanocrystals as a function of RF power. As the RF

power increases, the size of nanocrystals decreases in the same manner as the the increase of

the number of deposited agglomerates (see Fig. 5.24). Fig. 5.33d shows the size of

nanocrystals as a function of methane flow rate. The increase of methane flow rate decreases

slightly the size of deposited nanocrystals. Here, we can see that the effect of methane on the

nanocrystals size is less significant than the other deposition parameters, but not on the PL

intensity (see the value of proportionality coefficient k in Table 5.5). Thus, it tells that the

introduction of methane (carbon) into the polymorphous system promotes the luminescent

properties of deposited nanocrystals. It is signified by the nonlinear increase on PL intensity

or k with methane flow rate, where it becomes more efficient at high flow rate. Further, the

contribution of carbon on the energy level of surface state Es and the oscillator strength α

should be taken into account, where in this analysis is considered to be constant (see eq.

A.22). All these results points towards the surface passivation as being the most important

parameter controlling PL performance.

Table 5.5. Summary of crystalline size distribution deduced from fitting the
experimental PL spectra for pm-Si1-xCx:H samples deposited at various deposition
conditions using the Islam-Kumar spectral shape model as written in eq. A.22
(Appendix A).

X* µ (nm)# SD§ (nm) k (a.u.)&

Pressure (mTorr)

800 4.46 0.73 0.09

1600 4.28 0.64 0.30

2400 4.06 0.69 0.58

3500 3.85 0.70 1.00

RF power (Watt)

10 4.69 0.65 0.12

20 3.85 0.70 1.00

30 3.70 0.54 2.69

CH4 flow rate (sccm)

16.65 4.39 0.76 0.13

25 4.31 0.76 0.26

33.35 3.85 0.70 1.00

*) deposition parameters: pressure, RF power, CH4 flow rate
#) Average size of nanocrystals
§) Standard deviation
&) Proportionality coefficient for eq. A.22 representing the amplitude of the peak



155

5.4. Surface effects

Effect of immersing the sample into liquid nitrogen

 Fig. 5.34 shows the PL spectra of the same sample, measured in two conditions: 1) at

room temperature in open air and 2) immersed in a cryostat with liquid nitrogen. Here, we can

observe an increase of PL intensity by more than three orders of magnitude. Moreover, the

spectrum becomes narrower in liquid nitrogen. The high energy edge practically does not

change, but the low energy part is shifted or disappears by immersing the sample in liquid

nitrogen. If we compare effect of the temperature on the PL intensity with our previous

experimental results, in which liquid nitrogen was not in contact with the sample surface, we

can see a strong contrast (see Fig. 5.32b). In that case, the decrease of temperature from

ambient to 78 K only yielded an increase of PL intensity by a factor of 5, much less than the

factor of 1000 shown in Fig. 5.34.

 This surprising result suggests that the luminescent efficiency of polymorphous silicon

carbon alloys can be increased only by changing their environment or microscopically by
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Fig. 5.34. PL spectra from the same pm-Si1-xCx:H sample measured at room temperature in
open air (open circle) and immersed in liquid nitrogen (thick line). The sample was deposited
under 3500 mTorr of total pressure, 20 W of RF power and 33.4 sccm of methane. The blue
line of HeCd laser (441.6 nm) was used as an excitation source for both measurement
conditions.
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modifying the surface condition. Here, we suggest that the surface states of luminescence

centers might play an important role, i.e. that for the PL efficiency to increase significantly,

the presence of nitrogen molecules in the surface vicinity plays a more important effect than

the temperature. Note, that in PL measurements, we excited mostly the region close to the

surface due to the shallow penetration depth of the blue or UV lasers used as excitation

sources. Thus, the surface term here does not refer only to the surface of deposited films, but

rather to the surface vicinity of films, which also includes the nanocrystals embedded or

deposited in this region. In nanocrystals, the surface treatment shall alter the luminescent

properties through the modification of their surface (matrix/nanocrystal interface), i.e. by

chemical termination (passivation) or physical absorption, which changes the band structure

(electronic states) [30-32] and/or the dielectric function of surrounding medium [15, 33].

 It has been reported that some materials provide good passivation when they act as a

matrix of nanoparticle system, such as SiO2 in nc-Si/SiO2 system [34] and SiC in Si nanowire

[35]. However, the passivation by the matrix usually is not as effective as the direct

interaction of the reactive centers with small molecules such as hydrogen [36-40] or nitrogen

[41]. Here, the passivation can be achieved through annealing in certain atmosphere [37-39],

low energy ion implantation [36] or plasma treatment (H2/N2 mixture) [41]. The target of the

passivation process is the dangling bonds in the nanocrystals or on the nanocrystals/matrix

interface, which act as the non-radiative centers that quench the luminescence [36-40, 42]. In

the case of hydrogen, the passivation efficiency by atomic hydrogen was reported to be higher

than the molecular one through the catalytic experiment using Al metal [39]. Recently, the

hydrogen plasma treatments have been used to modify the surface properties of materials such

as dielectrics [43] and improve the performance of the p-i-n thin film light emitting diodes by

passivating the defects [44].

 To study the effect of hydrogen plasma on PL of pm-Si1-xCx:H, we prepared several

identical samples in the ARCAM reactor [45]. These samples were deposited under the

following conditions: 3000 mTorr, 30 W, 200 °C, 200 sccm of hydrogen, 4 sccm of silane and

100 sccm of methane. This condition provides samples with a strong room temperature PL

signal that might be sufficient for the accurate analysis of spectra before and after the

treatments. Here, we varied the treatment duration, total pressure, RF power and substrate

temperature to study the effect of hydrogen plasma on PL intensity.
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Plasma treatments
a) Effect of treatment duration

 Fig. 5.35a shows the effect of the treatment duration on the shape and intensity of PL

spectra. The treatments were carried out under 3000 mTorr of pure hydrogen plasma with 10

W of RF power at 200 °C. The figure shows that after 15 minutes of treatment, the PL

intensity increases slightly without any changes in shape. Longer treatment times increase the

PL intensity until it reaches saturation after 60 minutes. The increase of PL intensity is

accompanied by a slight blue shift in the PL spectra, which can be observed from the peak

position. Longer treatment times do not increase the PL intensity, but only change the spectral

shape by increasing slightly the intensity of the high energy part of the luminescence spectra.

We attribute the increase of PL to the passivation of defect sites such as dangling or floating

bonds on the nanocrystals/matrix interface. The increase of treatment duration being related to

the increase of the diffusion length of hydrogen that increases the probability for atomic

hydrogen to arrive and interact with defects. The saturation for treatment times above 60

minutes might be either due to the limitation by the penetration depth of hydrogen radicals

when they diffuse into the film or rather to the penetration depth of the laser beam used to

excite the samples (~20 nm).

 The modification of the material by the hydrogen plasma can be observed through UV-

Vis spectroscopic ellipsometry analysis as shown by the evolution of the imaginary part of

pseudo-dielectric function in Fig. 5.35b. We can see that after 15 minutes of plasma exposure

the amplitude of <ε2> at high energy drops significantly, while longer treatment times only

reduce it slightly. The decrease of amplitude can be due to the decrease of the material density

or to the increase of its surface roughness. Moreover, we observe that the interference fringes

shift towards high energy with the treatment duration. This shift indicates the decrease of film

thickness that might be due to the etching by hydrogen radicals. Fitting the experimental

results on the basis of a three-layers model (roughness/modified layer/bulk layer) similar to

the two-layers model described in Ch. 2, we confirmed that the thickness of the bulk layer

decreases by 50 nm after 150 minutes of exposure time. Here, the formation of 20-30 nm

thick porous modified layer (15-17 % of void) might be the reason for the decrease of the

amplitude in the high energy part of spectrum and for the improvement of the PL.
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Fig. 5.35. (a) Room temperature PL spectra and (b) the imaginary part of the pseudo-dielectric
function for samples treated with a hydrogen plasma at 200 °C under a pressure of 3000 mTorr
and 10 W of RF power for various treatment times.
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b) Effect of pressure

 The effect of pressure during the hydrogen plasma treatment on the shape and intensity

of PL spectra of pm-Si1-xCx:H samples is presented in Fig. 5.36. Plasma treatments were

carried out at 200 °C for 60 min with 10 W of RF power. The figure shows that the efficiency

of treatment increases with pressure. The treatment at 1000 mTorr slightly improves the PL

performance of samples. At this pressure, mostly the high energy side of the spectrum,

relative to as deposited sample is improved. On the other hand, the treatment at 3000 mTorr

improves both sides of the PL spectrum with a slight blue shift of the maximum. Further

increase of pressure up to 4000 mTorr produces further improvement of the PL intensity with

a slight blue shift accompanied by the enhancement in high energy side of the peak. In

general, the variation of pressure does not change the spectral shape significantly, which

suggests that the hydrogen plasma treatment acts mostly to reduce the non-radiative

recombination centers rather than the structure or size of nanocrystals.
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Fig. 5.36. Room temperature PL spectra for samples treated with hydrogen plasma at 200 °C
for 60 minutes and 10 W of RF power and under various values of pressure.
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c) Effect of RF power

 The effect of RF power of the hydrogen plasma on the shape and intensity of PL spectra

for pm-Si1-xCx:H samples is presented in Fig. 5.37. Here, the increase of RF power from 10 to

20 W gives no significant difference on the PL intensity for 60 minutes of exposure under

3000 mTorr of pure hydrogen plasma at 200 °C. Apparently, one hour of treatment only

changes slightly the spectral shape by shifting the spectrum towards high energy. Here, we

applied a lower RF power than for deposition to prevent the degradation of materials by the

hydrogen plasma. A soft plasma with less ion bombardment but rich in hydrogen radicals

should be preferable for the passivation process.
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Fig. 5.37. The room temperature PL spectra for samples treated for 60 minutes with hydrogen
plasma at 200 °C and  3000 mTorr for various values of RF power.
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d) Effect of treatment temperature

 In Fig 5.38, we show the effect of the temperature during the hydrogen plasma

treatment on the shape and intensity of PL spectra for pm-Si1-xCx:H samples. Each sample was

exposed to the hydrogen plasma for 60 minutes under a pressure of 3000 mTorr and 10 W of

RF power. If the passivation process with hydrogen atoms is related to H diffusion, then we

expect the passivation to be more efficient at high temperature as the diffusion coefficient of

hydrogen increases exponentially with temperature [46]. The substrate temperature was varied

between 200 and 300 °C. Fig. 5.38 shows that the increase of temperature from 200 to 250 °C

does not improve the PL performance. It only increases slightly the high energy part of the PL

peak, which is observed between 1.9 and 2.2 eV. However, further increase in temperature up

to 300 °C gives an important increase in PL intensity, which is accompanied also with the

blue shift of the PL peak maximum. As the samples were deposited at  200 °C, the effect of

treatment is not only due to the hydrogen but it may also be induced by the annealing during

the hydrogen plasma at temperature higher than the deposition one.
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Fig. 5.38. Room temperature PL spectra for samples treated with hydrogen plasma under 3000
mTorr of pressure and 10 W of RF power for 60 minutes at various substrate temperatures.
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Discussion on the surface treatment results

 The effect of hydrogen plasma treatment suggests that the PL intensity increases due to

the the interaction of atomic hydrogen with non-radiative recombination sites, such as

dangling bonds. The treatment duration shows that the process is limited by the penetration

depth of atomic hydrogen into the film. The ideal condition is to passivate all non-radiative

sites in the entire film through the interaction with hydrogen radicals. In order to be able to

interact, the hydrogen radicals have to diffuse into the film to reach the reactive sites.

However, because atomic hydrogen is a reactive species, it may not be able to penetrate deep

enough to reach defect sites inside the film. From the analysis of ellipsometry data, we obtain

that the hydrogen can form a modified layer with thickness around 20-30 nm near the surface

of the film, which is of the same order of magnitude as reported for amorphous silicon [46,

47]. The differences between two systems might be only on the etching rate, which is much

lower in the case of pm-Si1-xCx:H. Furthermore, Kail et. al. observed that deuterium can

diffuse in p-type a-Si:H film with penetration depth around 100 nm just after 5 minutes of

exposure to the deuterium plasma [47].

 If in pm-Si1-xCx:H, atomic hydrogen penetrates at approximately the same depth with

respect to a-Si:H, then it would be enough to modify the whole film by applying a longer

plasma exposure. However, we observed a saturation of PL intensity (Fig. 5.35). Thus, the

increase of PL intensity is à priori either limited by the penetration depth of the atomic

hydrogen in the film or by the penetration depth of excitation laser. In order to find which

factor is responsible for the limitation of PL intensity, let us analyze the diffusion process of

atomic hydrogen. If we consider that the penetration of hydrogen atomic into the film is only

governed by a diffusion process, which is driven by the gradient of concentration of the

diffusing species. In addition, we have to take into account the presence of C-H bonds in large

amount but not involved in the diffusion nor in the transport of atomic hydrogen by hopping

process. This is shown by the analysis of FTIR spectra, which shows a higher concentration of

C-H with respect to Si-H (Fig 4.18). After the hydrogen plasma treatment, we suggest that the

concentration of C-H bonds might increase as well. Then, we can have such a situation where

the diffusion of hydrogen from plasma into bulk layer of the film is hindered by the modified

layer which is rich in hydrogen but more rigid with respect to a-Si:H. From the modified layer

to the depth of the films the diffusion is driven by the concentration gradient. However, the

diffused hydrogen might not be able to move very far due to its reactivity. Thus, we suggest

that the diffusion of hydrogen in pm-Si1-xCx:H is a slow process, which might be responsible
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for the small increase of PL intensity. Another aspect such laser penetration depth might also

limit the measurement but the effect should be much less than the hydrogen diffusion. Here,

we can give a rough estimation by taking a continuous wave UV laser with low power of 2

mW at 325 nm (~3.3 × 1015 photons/s), which theoretically may show an strong effect of light

penetration depth. We consider a 200 nm thick pm-Si1-xCx:H film with penetration depth at

325 nm (3.8 eV, α ~ 5 × 105 cm-1) of around 20 nm, then we obtain the value of I/I0 around

1.7 × 10-5, which lets enough photons to excite deeper layer than 200 nm even for laser with

weak lasing power such as 2 mW.

 Among parameters studied, the gas pressure and the substrate temperature are the most

efficient factors to affect PL intensity. As discussed above, the effect of the treatment duration

is limited by the hydrogen penetration depth, while the RF power is excluded due to the

probability to have a degrading effect on material properties by ion bombardment. Thus, only

gas pressure and substrate temperature can be adjusted safely. In the case of substrate

temperature, it still can be increased as long as it is lower than the degradation temperature of

the material, related to the Si-H bonding energy. This information can be obtained from the

exodiffusion measurements of samples. In principle, high substrate temperature will help the

diffusion of atomic hydrogen inside the films by overcoming the activation energy to move

through hopping between reactive sites. On the other hand, the increase of pressure improves

the passivation process by reducing the energy of ions that arrive on the surface and

increasing the partial pressure of diffusing components outside the film [48]. The increase of

partial pressure of diffusing components will increase their chemical potential that acts as a

driving force for the diffusion into the film.

 Let us summarize the main idea of this study: to increase the PL performance by

introducing other chemical elements (N, H, C, …) to passivate the defects near the

luminescence center. In principle, the improvement of PL can only be realized when the

radiative recombination process becomes dominant with respect to the non-radiative ones.

This can be achieved through two different ways: first, the increase of PL efficiency can be

achieved by decreasing the non-radiative recombination centers, i.e. the introduction of atoms

or molecules can passivate the non-radiative recombination centers. The second way is by

increasing the probability to have radiative recombination process, either by forming an

energy fluctuation just like in the case of amorphous silicon [20, 49-51] or by creating an

intermediate level such as the localized surface states in silicon nanocrystals [14, 16, 52, 53],

which can confine the carriers with higher efficiency than the non-radiative centers. Later on,

the confined carriers can recombine radiatively with higher probability. Here, the presence of
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hydrogen is suggested to follow the former mechanism [40]. Let us recall, that in the case of

semiconductors with indirect band gap, the presence of a right phonon is compulsory to

conserve the momentum in band-to-band transitions, which has to be taken into account in the

carrier recombination. Thus, in most cases they lose in competition with non-radiative

processes which do not need a phonon. Our experiments show that the hydrogen plasma

treatment improves the PL of pm-Si1-xCx:H. Hydrogen plasma treatments to passivate

dangling bonds in silicon have been studied for long time [54], and one can expect that the

same applies to amorphous silicon related material such as pm-Si1-xCx:H. The common

proposed mechanism is the passivation of dangling bonds, which directly correlates with the

PL improvement. Note that the presence of one dangling bond is enough to quench the

luminescence in the entire nanocrystal [39, 52]. At high deposition pressure, the embedded

nanocrystals do not exist as individual particles but in agglomerates, thus the probability of

the dangling bond in a nanocrystal to affect others can be much higher than in the individual

nanocrystal. However, the effect of hydrogen passivation is less than what we expected from

the immersion in liquid nitrogen as shown in Fig. 5.38. Note that the effect of temperature

alone increases the PL intensity by almost one order of magnitude, while the liquid nitrogen

immersion yields more than three orders of magnitude. If hydrogen would act in the same

way as liquid nitrogen, then we would expect an improvement by up to three order of

magnitude. This difference leads us to suggest that either the presence of nitrogen improves

the PL efficiently with the same mechanism as reported for passivation by nitridation [55, 56]

or with another different mechanism. For the latter, we suggest that the presence of nitrogen

molecules might not passivate the defects but only facilitate extra states on the surface of

nanocrystals which open new routes for radiative recombination by analogy to the localized

surface states [15].

5.5. Summary and conclusions

 The studies of the optoelectronic properties of pm-Si1-xCx:H films have shown that there

are many interesting characteristics in this material, which are different with respect to other

related systems such as a-Si1-xCx:H and nc-Si. This fact is very encouraging for further studies

and developments in this area. As previously described, the quantum confinement of carriers

in the silicon nanocrystals is the main model proposed to explain the luminescence in our

system.
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 In this chapter, we have shown and discussed about the optoelectronic properties of

polymorphous silicon carbon alloys (pm-Si1-xCx:H) by focusing on their luminescent

properties. We have shown that pm-Si1-xCx:H films give a strong luminescence, which can

even be observed by naked eye at room temperature. The results of PL spectroscopy and time-

resolved PL spectroscopy lead us to conclude that the origin of this strong luminescence is the

silicon nanocrystals embedded in the matrix of silicon carbon alloys, as observed by TEM.

We have shown that the PL peak energy and lifetime are in the same range as the

luminescence from well-studied porous silicon (p-Si) or nc-Si/SiO2 systems. Moreover, the

shape of the luminescence peak also is well-fitted using the model proposed by Islam and

Kumar with the minimum fitting parameters strictly fixed for hydrogen passivated silicon

nanocrystals. The luminescent properties were observed to depend “strongly” on the

deposition conditions, which allows us to improve the material properties by changing the

deposition parameter such as pressure, RF power, gas flow rate and substrate temperature.

 Based on UV-visible spectroscopic ellipsometry and PDS measurements, we found that

pm-Si1-xCx:H films have a low defect density. The decrease of the absorption near the band

edge is accompanied by the increase of the luminescence intensity, which makes this material

suitable for luminescent device applications. Moreover, we found some discrepancies

between our results with respect to a-Si1-xCx:H alloys, related to their optoelectronic

properties:

1. The effect of the increase of RF power and methane flow rate on the defect density near

band edge is contrary to their effect on a-Si1-xCx:H alloys.

2. The value of E04-EPL is spread in the range of 0.7-0.9 eV, which relative narrow even

compared to “low power” a-Si1-xCx:H alloys for which E04-EPL ~ 0.6-1.2 eV.

3. The value of E04-EPL tends to decrease with the increase of methane flow rate, which

indicates that the gap widening is less important than the blue shift of EPL.

These discrepancies confirm that pm-Si1-xCx:H has a different structure compared to a-Si1-

xCx:H. Moreover, the PL spectra characteristics of pm-Si1-xCx:H, such as a broad band

emission (~0.4 eV) and slow decay (~60 µs) at room temperature, are similar to those of

porous silicon, consistent with the presence of nanocrystals in pm-Si1-xCx:H. Therefore, we

propose that the observed PL originates from those nanocrystals.

 The temperature dependence of the PL intensity shows that pm-Si1-xCx:H is  a

remarkably stable material where the effect of temperature does not perturb much the

radiative recombination probability. Indeed, the effect of temperature on the PL of pm-Si1-

xCx:H is several orders of magnitude lower than for porous silicon or nc-Si/SiO2 systems. This
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leads us to suggest that the nanocrystals inside the a-Si1-xCx:H matrix are well passivated and

encapsulated, thus facilitating a stable luminescence as a function of temperature. By

comparing to those well-studied systems, we suggest that the stability comes either from the

passivation of nanocrystal surfaces by carbon and hydrogen or by the agglomerate structure of

nanocrystals.

 The immersion of the samples in liquid nitrogen points out the importance of the surface

passivation on the luminescence properties of pm-Si1-xCx:H. This fact opens the possibility to

enhance the luminescent properties by surface treatments, which we have achieved through

hydrogen plasma treatments. In principle, the hydrogen plasma treatment does not change the

PL spectra but only increases their intensity. However, the efficiency of hydrogen plasma

treatment is found to be less than the immersion in liquid nitrogen.

 Based on the description of a system consisting of nanocrystals having localized surface

states (LSS) and a high band gap amorphous matrix with the presence of defects as dangling

bonds, Fig. 5.39 summarizes the possible routes for charge carriers recombination in pm-Si1-

xCx:H. As photo-excited electrons thermalize to the band edge, there are two competing routes

for recombination. The first route is that electrons continue to thermalize through defects

inside the gap of the a-Si1-xCx:H matrix and get trapped by dangling bonds (non-radiative). In

hv = EPL

hv = Eexc

Eg nc-SiEg
a-Si1-xCx:H

D0
LSS

Es

Fig. 5.39. Schematic diagram of the charge carriers recombination routes in pm-Si1-xCx:H
involving the embedded nanocrystals, their localized states (LSS) and the defects as the
dangling bonds (D0) in the matrix.
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the second route, electrons thermalize towards the conduction band of the nanocrystals and

recombine radiatively with holes through LSS. The effect of RF power on increasing the

number of embedded nanocrystals demonstrates the increase of the probability for electron-

hole pairs to find the nanocrystals. On the other hand, the hydrogen plasma treatment and the

lowering of the silane flow rate are suggested as possible ways to decrease the concentration

of dangling bonds and to improve the LSS that results the increase of PL intensity.

 A further development that has to be made is the fabrication of luminescent devices

based on this material. For this purpose, the enhancement of luminescent properties and the

study on the transport properties of carriers in this materials are key aspects, which deserve

further studies.
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Chapter 6

Conclusions and Perspectives

 In this thesis we have extended the investigation of the production of silicon

nanocrystals, originally developed at the PICM laboratory in the framework of polymorphous

silicon thin films, to the case of polymorphous silicon carbon alloys. Indeed, while pm-Si:H

thin films have been shown to be well-adapted for solar cells and thin film transistors,

quantum size effects such as efficient emission from silicon nanocrystals had not yet been

exploited. With this objective in mind we have moved from silane-hydrogen plasmas to

silane-methane-hydrogen plasmas in order to produce a-Si1-xCx:H films with a wide optical

gap, which can host silicon nanocrystals and provide i) confinement of the carriers within the

nanocrystals and ii) negligible absorption of the emitted light. Therefore, before moving to the

complex SiH4-CH4-H2 system, we have studied the SiH4-H2 plasma with a particular

emphasis on the conditions leading to nanocrystal synthesis in the plasma and their

subsequent incorporation in the film.

 The plasma diagnostics developed in parallel to these studies, including electrical and

optical measurements, have then been applied to the optimization of the deposition conditions

for pm-Si1-xCx:H films. As in the case of pm-Si:H, we found that the α−γ’ transition can be

observed from the evolution of the electrical properties of the plasma (VDC,  VPP, and J3) as

well as by optical emission spectroscopy. In particular, we have demonstrated that the ratio of

the  IHα/IFulcher lines, as well as the width of the Hα line, provide a clear signature of the

transition from the nanocrystal growth regime to the agglomeration regime. While electrical

measurements have so far been used to monitor the various phases of particle nucleation,

agglomeration and growth in dusty plasmas, we have shown here that the presence of particles

strongly modifies the OES spectra and that it can be equivalently used to precisely monitor

the various phases of particle formation and growth.

 The presence of silicon nanocrystals in the plasma and their contribution to deposition

has been verified by TEM analysis of trapped particles on a cold substrate. Moreover, these

studies have demonstrated that - in agreement with OES - the nanocrystals are deposited as

individual particles before the α−γ’ transition, and as agglomerates after the transition.

Accordingly, the AFM analyses have shown a significant increase of the surface roughness at

the α−γ’ transition.
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 We have also shown a close correlation between the evolution of the plasma parameters

with deposition conditions and the resulting film properties, i.e. their structure and

optoelectronic properties. The PL studies have shown strikingly different behavior for pm-Si1-

xCx:H films as compared to a-Si1-xCx:H alloys. Indeed, the PL lifetime and the shape of the

spectra are consistent with PL from nanocrystals rather than from the a-Si1-xCx:H matrix.

Along these lines, we have shown that the PL intensity is closely related to the number of

nanocrystals in the film. Thus, we suggested that silicon nanocrystals are responsible for the

luminescence in pm-Si1-xCx:H. Following this hypothesis, we improved the efficiency of the

PL of pm-Si1-xCx:H using the following approaches:

i) by decreasing the non-radiative recombination probability, and

ii) by increasing the number of the radiative recombination centers (nanocrystals).

The first approach applied the use of a post-deposition treatment with a hydrogen

plasma, which has been suggested to passivate dangling bonds in the vicinity of the

nanocrystals. The second approach utilized the inhibition of the agglomeration process by

reducing the silane flow rate.

 Finally, we have observed that PL characteristics of pm-Si1-xCx:H alloys are relatively

independent of temperature; a characteristic that may be useful for device applications.

Indeed, we have observed that the PL intensity decreases only by a factor of 10 when the

temperature is increased from room temperature up to 200 °C. Last but not least, we have

produced test PIN diodes (Appendix B) with p- and n-type layers developed for solar cells.

While these devices are not yet optimized, their room-temperature electroluminescence

performance (visible with the naked eye, and stable up to 30 hours of continuous operation) is

encouraging for the practical application of these materials. Of course, more research is

required to achieve LEDs with higher efficiency which might challenge existing technologies.

 The studies carried out here could also be extended to the development of a laser based

on silicon nanocrystals. The realization of this device would permit the fabrication of a

photonic processor bus, which would allow all electronic data transfer to be replaced by faster

and non-“transmission-line-limited” optical transfer. The key point for the realization of these

goals is a high performance material, such as optimized pm-Si1-xCx:H with high quantum

efficiency and stability.

 The next step that has to be carried out to achieve a higher luminescence efficiency in

pm-Si1-xCx:H films is the implementation of an in-situ PL measurement setup. In principle, the

measurement system would be the same as an ex-situ one except for the design of the probe,

which has to be small enough to fit inside the reactor. Our results demonstrating the low
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temperature-dependence of PL intensity in pm-Si1-xCx:H alloys indeed encourage performing

in-situ PL measurements, which has many advantages such as:

i) the measurement of fresh samples before any exposure to air;

ii) providing a complement to UV-visible spectroscopic ellipsometry

measurements, as in-situ PL increases the efficiency of the optimization process

of luminescent materials. Within a few minutes after each deposition, one can

obtain all the optoelectronic properties of deposited films (absorption

coefficient, refractive index, complex dielectric function and emission

spectrum, and even decay life time);

iii) simple optical alignment, as after calibration only minute adjustments are

required for long operational periods. This feature allows the comparison of  all

measurements quantitatively, regardless of when the measurements were

carried out;

iv) being a helpful tool to investigate the evolution of PL spectra due to thickness

changes or during multi-layer depositions, and therefore to observe the cavity

effect due to multiple reflections.

 Besides in-situ measurements, experimental and theoretical studies should be carried

out to achieve a better understanding of the mechanism of room temperature PL in

polymorphous silicon carbon alloys. In particular, fast, time-resolved PL spectroscopy (down

to picosecond timescales), a wide range of temperature-dependent PL spectroscopy (from

liquid helium temperature up to the luminescence quenching temperature), resonance, and

excitation PL spectroscopy should all be considered for future study.
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Appendix A

Introduction to the silicon nanocrystal

based photonics

Electron-hole pair formation and recombination

 Almost all optoelectronic processes in semiconductor devices are based on the creation

or annihilation of electron-hole pairs. Electron-hole pairs are formed by raising electrons in

energy, from the valence band (VB) to the conduction band (CB), which creates holes in the

valence band. In principle, any incident energetic particle on a semiconductor that can transfer

a certain amount of energy, at least equal to the band gap energy, will create an electron-hole

pair. The simplest way to create electron-hole pairs is by irradiating with photons of sufficient

energy. The reverse process is called recombination, where the pair decays and gives up the

excess energy through photon or phonon dissipations.

Fig. A.1. General scheme of luminescence in a solid. The e-h (electron-hole) pairs are obtained
either by exciting electrons from VB to CB or by injecting them from contacts. The excited e-h pairs
relax before recombining through both radiative and nonradiative recombination routes. The
competition between these two types of recombination determines the luminescence efficiency [1].
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Radiative and nonradiative recombination

 In a system under continuous carrier generation, whether by optical excitation or charge

injection, a steady-state or a quasi-equilibrium condition is achieved when the recombination

rate is equal to the generation rate (G = R). The electrons and holes are created and

annihilated in pairs. A steady-state excess carrier density ∆n = ∆p is established in the system,

which maintains the overall charge neutrality. In general, the excess carriers decay by

radiative and/or nonradiative recombination processes as illustrated in Fig A.1, in which the

excess energy is dissipated by photons and phonons. The decay of excess carriers usually

follows an exponential law with respect to time ~exp(-t/τ), where τ is defined as the lifetime

of excess carriers.

 The radiative recombination is important for the realization of luminescent devices. In

this process, the excess energy is dissipated by photons with energy usually equal to the band

gap of the material ( ν=Eg). The process that involves the radiative recombination of electron-

hole pairs created by injection of photons is called photoluminescence, while the process

resulting from injection of carriers through a p-n junction or similar structure is called

electroluminescence. Photoluminescence is also called fluorescence if the the emission

happens less than about 1 µs after the excitation, and phosphorescence if it takes longer times,

up to hours and days for the emission. In solids, we also can find nonradiative recombination

processes which usually take place at surfaces or bulk defects and traps reducing the radiative

efficiency of the materials (see Fig. A.2). Thus, the total lifetime of excess carriers τ can be

written as:

nrr τττ
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+=        (A.1)
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Fig. A.2. Nonradiative recombination processes by phonons dissipation at (a) recombination center, (b)
electron trap, and (c) hole trap [2].

(a) (b) (c)



177

where τr and τnr are the radiative and nonradiative lifetimes respectively. This can be

expressed also as the total recombination rate Rtotal  or spontaneous recombination rate Rsp,

which is given by:

spnrrtotal RRRR =+=      (A.2)

where Rr and Rnr are the radiative and nonradiative recombination rates per unit volume,

respetively. For luminescent device applications, the presence of nonradiative recombination

centers as depicted in Fig A.2 is an undesired property. Thus, we want to produce a material

with a low density of states (DOS) inside the gap.

Band-to-band recombination in a crystal

 In crystalline semiconductors we can distinguish two types of materials based on their

band structure, namely direct and indirect band gap semiconductors. This affects the

generation and recombination processes of carriers across the band gap (Fig. A.3). In a direct

band gap semiconductor (Fig. A.3a), the valence band maximum and the conduction band

minimum have the same wave vector k at the center zone (k = 0), thus an upward or

downward transition of electrons does not require any change in momentum or the

involvement of a phonon. Therefore, in a direct band gap semiconductor such as GaAs, the

excited electrons in the conduction band have only a very short dwelling or residence time,

they recombine with holes and emit light of energy equal to the band gap. In this case, the

probability of the radiative recombination process is very high. On the contrary, the processes

are quite different in the case of indirect band gap semiconductors. As illustrated in Fig. A.3b

and c, since the conduction band minimum is not located at k = 0, the upward or downward

transition of carriers requires a change in momentum which only can be achieved by the help

of a phonon. Thus an excited electron in the conduction band minimum at k  0 cannot

recombine with a hole at k = 0 until a phonon with the right energy and momentum is

available. In principle, the downward transition process can be assisted either by phonon

emission or absorption. Fig. A.3c shows a radiative recombination process assisted by a

phonon emission with Eph =  Eg -  Ep, where Eph,  Eg and  Ep are the energies of the emitted

photon, the band gap and the emitted phonon, respectively. In order to have the right phonon

collision to occur, the residence time of electrons in the conduction band has to increase. In a

perfect crystal and a continuous carrier injection, it should not be a problem to have an

efficient photon emission from indirect gap semiconductors. However, no crystal is perfect

and there are always impurities and defects which manifest themselves as traps and
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recombination centers for nonradiative processes. Thus, in reality, it is most likely that

electrons and holes will recombine nonradiatively through such defects and dissipate their

excess energy into the lattice as heat. The competition between these two processes reduces

the probability of radiative recombination in indirect band gap materials such as Si, Ge, SiC

or GaP. Therefore, in general, these materials are not suitable for the realization of light

emitting devices.

(a)

(b) (c)

Fig. A.3. Schematic of band-to-band absorption and recombination processes in direct band gap (a) and
indirect band gap semiconductors : (b) upward transition and (c) downward transition [2].
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Lattice-mismatch problems in crystalline semiconductors

 One of the most important problems in heterojuction technology for optoelectronics is

the availability of lattice-matched substrates [2]. It is well-known that the careful growth of an

epitaxial layer whose lattice constant is close but not equal to the lattice constant of the

substrate can result in a coherent strain due to the lattice-mismatch. The lattice-mismatch or

misfit is defined as:

a
aa

a
a 0−

=
∆        (A.3)

where a and a0 are the lattice constant of the epitaxial overlayer and substrate, respectively. In

the case of lattice-matched (a = a0) epitaxial growth, the epitaxial film and the substrate join

along a plane boundary in which a common two-dimensional cell structure is maintained (see

Fig A.4a). On the other hand, in strained growth layers, the situation is different, either a

biaxial tensile strain (a < a0) or a biaxial compressive strain (a > a0) occur, as illustrated in

Fig A.4b and c, respectively.

 Moreover, if we go further with the development of optoelectronic devices integrated on

circuits, which must be on silicon, we will find several limitations as described above. They

are either the low radiative recombination efficiency in the case of silicon as the active

material, or lattice-mismatch if we use another type of semiconductor which has high

a

a0

a

a0

a

a0

a = a0

a < a0 a > a0

(a)

(b) (c)

Fig. A.4. Schematic of epitaxial layer growth on a crystalline substrate for different cases : (a)  lattice-
matched growth, (b) biaxial tensile strain and (c) biaxial compressive strain [2].
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efficiency such as GaAs. For comparison to silicon, the lattice constant and band gap energy

of several common semiconductors from group III-V are summarized in Table A.1.

Therefore, many efforts have been done to increase the radiative recombination efficiency of

silicon, such as the synthesis of nanocrystalline and porous silicon, and also their amorphous

counterparts as summarized in Ch. 1.

Table A.1. Lattice constant and band gap energy of several semiconductors[2]

Material Lattice constant, a ( ) at 25 °C Band gap Energy, Eg (eV) at 25 °C

Si 5.4309 1.12

InAs 6.0584 0.36

GaAs 5.6532 1.43

AlAs 5.6611 2.16

Radiative recombination in amorphous semiconductors

 In amorphous materials there is no exact direction as in crystals, thus the momentum

conservation rules do not apply. Regardless the existence of defects, which are obviously

much higher than in crystalline materials, the absence of crystal orientation in amorphous

semiconductors increases their radiative recombination probability, which makes them to

behave like a direct band gap semiconductor. Another advantage is that amorphous

semiconductors can be deposited on any substrate without considering the lattice-mismatch

problems.

 Photoluminescence from silicon related materials has been largely studied. In the

following, we summarize the main models which have been discussed in the literature.

Self-trapped holes model

According to Tsang and Street [3] , the PL in a-Si:H is based on the following hypothesis:

1. Holes are self-trapped in a shallow level with distortion energy from the band edge, Wp =

0.2 - 0.25 eV, while electrons are not strongly coupled to the lattice (see Fig A.5).

2. Fast recombination is due to electrons which are attracted by holes, and are not yet

thermalized.

3. When the fast recombination ceases, the recombination is due to electrons trapped at

band-edge localized states. If the electron is located near to the hole, the coulomb
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attraction will lower the emitted energy. If it is far away at a distance R, tunneling is

important in increasing the lifetime and it is expected to follow:









=

0
0

2exp
R
R

ττ       (A.4)

 where R0 is the radius of the wave function of the carrier for which it is largest and τ0~10-8

s. This fact explains why the PL lifetime distribution in a-Si:H is very wide (10-2 – 104

µs).

Band gap fluctuation model

This model has been propoesed by Dustan and Boulitrop for a-Si:H [4,5]. In this model, it is

assumed that:

1. The band-edge states are dominated by long-range energy fluctuations, and thus the values

of the band gap found locally are distributed in energy according to the following relation:

)exp()()( 0 βεε −∝−= EPEP g     (A.5)

where ε is the energy level below some suitably defined band gap E0. Then the

distribution of values of local minimum is given by
N

LL
LeEP )1)(exp()( 0
εβεβε −−−∝−     (A.6)

where typical a-Si:H PL spectra are fitted with βL
-1 ~100-150 meV and N~50.

Self-trapped holes

Band tails

Defect states
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Fig. A.5. Schematic density of states according to the model of Tsang and Street [3]. It illustrates band tail
states, self-trapped hole states which split off from the valence-band (VB) tail, and defect states inside the
gap [3].
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2. Only the carriers at the minimum energy given by eq. 5.6, are considered to be responsible

for PL.

3. Photoexcited carriers thermalize rapidly to the band edges and diffuse some distance

apart, depending on the excitation energy. The distribution of energies lost in the

thermalization transition is constant due to the exponential form of the tails.

4. The spatial position of a carrier, relative to the point where it was trapped for the first

time, is determined by a random walk in which the steps have a distribution of values

which shift to larger ones after each successive step. The radiative lifetime also has a

distribution of values that depends on the density of carriers of the other sign.

5. The transition rate among tail states does not depend on the initial and final energy, except

insofar as the initial energy is correlated with the distribution of distances to lower tail

states.

6. The PL spectrum is given by the probabilities of occupation and of radiative

recombination from a state as a function of its energy below the band edge, and convolved

over the two bands.

7. The exact mechanism of nonradiative recombination is not clear, but assumed to be due to

competitive tunneling to the defect states.

8. The Coulomb interaction between electrons and holes and its effect on the statistics of the

thermalization transitions are considered. The interaction strength is given by:

r
erEC

0

2

4
)(

πεε
=       (A.7)

 In brief, the luminescence transitions in hydrogenated amorphous silicon are

summarized in Fig. A.6. The band-tail transition for 1.4 eV emission, the subsequent

recombination proposed for 0.9 eV emission and nonradiative tunneling to the defects are

shown. More detailed discussions and summaries of photoluminescence models of amorphous

silicon and their related aspects have been reviewed elsewhere [6].
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a-Si1-xCx:H alloys case

 The similar behavior of a-Si1-xCx:H alloys compared to a-Si:H shows that alloying  does

not drastically change the dominant recombination mechanism [7]. The most obvious result of

alloying is the increase in band gap energy and band tails broadening [7-13]. Here, we

summarize several important points as additional information for the models mentioned above

in order to account for the PL behavior of a-Si1-xCx:H alloys:

1. The increase of carbon content broadens the band tails and thus the carriers will

thermalize deeper into the gap and yield a broader energy distribution.

2. The incorporation of carbon into the amorphous network leads to enhanced structural

disorder.

3. The radiative lifetime τr is drastically reduced by alloying with carbon, which is attributed

to the reduction of e-h separation. Here, two possible mechanisms are proposed [7, 10]:

a)The faster thermalization due to band tails broadening may reduce the influence of

carrier diffusion.

b)Stronger coulomb interaction between the recombining carriers enforces stronger

localization.

4. The hydrogen content influences strongly the structural and optical properties of

amorphous silicon carbon alloys (a-Si1-xCx:H), especially at low carbon concentration. It

Ex
ci

ta
tio

n

Thermalization

Thermal ionization

Nonradiative

Radiative
0.9 eV

Radiative
1.4 eV

CB

VB

Fig. A.6. Schematic of the luminescence transitions in hydrogenated amorphous
silicon [6].
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has been suggested that hydrogen atoms do not solely act as bond terminators, but also

reduce the distortion of the SiC network. Their concentration would determine the band

gap energy for carbon content up to x  0.45 [7].

5. The contribution of π orbitals of sp2 hybridization should be taken into account in the case

of carbon rich samples due to the presence of graphite nanograins (x > 0.4) [10, 12].

6. In the case of fast recombination processes (nanosecond time scale), the excitonic

recombination is suggested to explain the PL mechanism [8].

Quantum-size effects (QSE) in nanostructured semiconductors

 The discovery of luminescent properties from quantum well structures opened a new era

in the photonics research [14]. As we know, the optical and electronic properties of solids

usually do not depend on their size because in most cases we deal only with bulk materials.

For example the conductivity and the refractive index of silicon wafers are always the same,

regardless how big they are. In such cases, the electron mean free path or the de Broglie

wavelength (~200-400 Å) is much smaller than the dimensions of the samples. However,

when the dimensions are reduced and become comparable to the mean free path of carriers,

quantum size effects (QSE) or quantum confinement effects (QCE) dominate the

optoelectronic properties of the materials.

 The basic principle of this effect is well-explained by the Heisenberg uncertainty

principle, which tell us that if we confine a particle in a region along x-axis defined by ∆x,

then we will have an uncertainty in its momentum given by [1]:

x
p x ∆

∆
h~        (A.8)

If the particle is otherwise free and has a mass m, we can express the confinement energy

(Econf) as an energy that acts against the kinetic energy with magnitude:
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The confinement effect will be significant when the value of Econf overcomes or is comparable

to the kinetic energy of the particle due to the thermal motion in the x direction. In other

words, it should be:
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2

2
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~ >

∆
h      (A.10)

which tell us that QSE will be important when



185

Tmk
x

B

2

~ h
∆        (A.11)

Thus in order to have an important QSE, ∆x must be of the same order of magnitude of the de

Broglie wavelength for thermal motion (λdeB  px/h).

 In general, QSE offer several advantages over the properties of the equivalent bulk

materials for optical emission applications:

a) The shift of luminescence by the confinement energy allows the wavelength of light

emitting devices to be tuned by varying the dimension of nanostructured active materials.

b) The increase overlap between the electron and hole wave functions in the quantum

confined structures enhances the emission probability. It shortens the radiative lifetime,

thus the radiative recombination wins over competing nonradiative recombination

processes. In other words, it increases the radiative efficiency, and therefore the brightness

of devices.

c) In the case of quantum well structures, their thickness is very small (~10 nm), which is

below the critical thickness for dislocation formation in non-lattice-matched epitaxial

layers. This allows to use non-lattice-matched combination of materials, which gives a

larger flexibility on the choice of materials and emission wavelengths.

 Quantum confinement structures are classified according to whether the electrons are

confined in one, two or three dimensions, or based on their degree of freedom. These

structures are called:

a) quantum wells for 1-D confinement (2 degrees of freedom)

b) quantum wires for 2-D confinement (1 degree of freedom)

c) quantum dots/box for 3-D confinement (0 degree of freedom)

Among theses structures, quantum dot structures are the most interesting and related to our

work. A quantum dot structure maybe considered as a three dimensional quantum well, with

zero degree of freedom, which confines the carriers for all directions of motion. If we have a

rectangular dot with dimensions (dx, dy, dz), the energy levels of the system will be given by:


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where m* is the effective mass of electron and nx, ny, nz are the quantum numbers that specify

the quantized levels in each direction. In this work, we study nanostructured materials such as

pm-Si:H and pm-Si1-xCx:H, which can be described as materials with quantum dots structure:

silicon quantum dots embedded in a amorphous matrix of a-Si:H or a-Si1-xCx:H respectively.
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Theoretical aspects of luminescence from nanostructured silicon

 Another important quantum size effect, which can only be observed in indirect band gap

semiconductors such as silicon, is the breakdown of k-conservation rule [15-19]. As we know,

in indirect band gap semiconductors, the optical transitions are allowed only by the assistance

of phonons to conserve the crystal momentum, which refers to a second-order process [16]. In

this type of process, for each transition to occur, it has to wait for a right phonon to collide,

which means that the excited electron has to have a long lifetime before it recombines. As a

consequence, it increases as well the probability for the nonradiative processes to occur,

which normally is a few orders of magnitude higher than the radiative one [20, 21]. Therefore,

the luminescence from bulk crystalline silicon is weak due to competition with the more

efficient nonradiative recombination processes. The decrease of crystal size down to

nanometer scale results in a spatial confinement of electron-hole pairs in real space inside a

nanocrystal, which leads to a spread of the wave functions in the reciprocal space. This

increases the uncertainty of their crystal momentum, which allows optical transitions in which

phonons are not involved. As a consequence, the radiative recombination is a first order

process, which can be defined from the Fermi golden rule [16]:
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=     (A.13)

where | iCB〉 is the initial state of the electron in the conduction band and | fVB〉 is the final state

in the valence band. E0 is the energy of the transition and n is the refractive index. The

approximation of exciton wave function by the product of | iCB〉| fVB〉 is valid as the crystalline

radius is smaller than the silicon free-exciton Bohr radius (~ 43 Å).

 However, we remark here that the transition between indirect and direct band gap

condition in the case of quantum dot structures such as silicon nanocrystals or other isolated

nanostructures is different compared to the superlattice structures. In superlattices, a direct

band gap material results from the size reduction of the Brillouin zone, and the folding of the

conduction band bottom to the Γ-point [22]. This effect cannot be observed in isolated

nanostructures due to the absence of periodicity, thus the picture of zone folding cannot be

applied. Silicon nanostructures can be considered as an intermediate between direct and

indirect band gap materials with a certain proportion depending on their size. The indirect

nature of the silicon band gap will reduce the radiative recombination, which is important for

large crystallites ( Eg < 2 eV) [16, 17].
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 In silicon nanostructures, as in most localized systems, a difference in transition energy

is observed between absorption and emission, which refers to the Stokes shift. A common

origin is the electron-phonon interaction which leads to the lattice reorganization or relaxation

in the excited state as illustrated in Fig A.7 [17, 23]. It shows that under excitation, the

maximum absorption occurs for the vertical transition (i) at Q = 0, which then relaxes to the

minimum configuration in the excited state, centered at Q = Q0. Finally, the radiative

recombination occurs with maximum probability at the vertical transition (ii) at Q = Q0. In

this simplified representation, we can express the relation between the luminescence energy

(E1) and the absorption energy (Eabs) as given by [17]:

FCabs dEE 21 +=       (A.14)

where dFC is the Franck-Condon shift, which equals to the energy lost due to the lattice

relaxation after capture.

 Moreover, the involvement of surface states as deep luminescent centers has to be

considered as well to understand the mechanism of luminescence in silicon nanostructures

[17, 24, 25]. This has to be taken into account due to the fact that a Stokes shift larger than the

predicted one, and practically independent of the size [16, 17, 25], has been observed in small

dFC

dFC

(i) (ii)

Eabs E1

Energy

QQ00

Fig. A.7. Schematic of configuration coordinate representing the variation of the transition energy
and the lattice-displacement coordinate Q, which explains the Stokes shift process. The lower
curve represents the ground state of the system, while the upper curve represents its excitonic
state.
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crystallites. These states were proposed to exist in the form of  “self-trapped excitons” as

illustrated in Fig. A.8 [17, 26].

 Let us consider a system consisting of an isolated single covalent bond, which is

characterized by a σ bonding state filled with two electrons and an empty σ* antibonding

state. In this case, the binding energy is defined as the energy gained from having the two

electrons in the lower bonding state. Thus, the excited case, e.g. by photon absorption, can be

correlated to a non binding situation, where the repulsive force between atoms dominates and

the molecule eventually dissociates. However, if we put this molecule in an elastic medium

which retains the molecule from dissociation but allows to have a large distance between its

constituent atoms, this will reduce the separation between the σ and σ* states. Therefore, the

resulting luminescence energy is much smaller than the optical absorption energy, which

corresponds to a Stokes shift of the order of the binding energy (~1eV) [17, 26]. Fig. A.8

shows the configuration coordinate diagram that corresponds to the stretching of a covalent

bond. For a small Q, the ground and the first excited states are delocalized over the crystallite

and show a normal parabolic behavior. However, when Q becomes larger and overcomes a

critical value Qc, the system localizes the electron-hole pair on a particular single bond,

leading  to a larger bond length Qe and smaller luminescence energy. It refers to self-trapped

state or self-trapped exciton state, which can exist as a stable or metastable state. This type of

Eabs

EPL

Energy

Q0 Qc Qe

G

Ebulk

E

STE

Fig. A.8. Schematic configuration of coordinate system that shows the energy of the ground state (G), the
normal excitonic state (E) and the self-trapped exciton state (STE). The dash curve (Ebulk) corresponds to a
very large crystallite or bulk crystal with no blue shift, it shows that the STE might not exist in this system.
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self-trapped exciton may exist only in small enough crystallites and it is likely favored at

surfaces where the elastic response of the environment is weaker than in the bulk.

 A model for a system consisting of a size distribution of nanocrystals having localized

surface states (LSS) has been proposed to analyze the PL spectra for both porous silicon and

nc-Si embedded in silica, as described in Fig. A.9 [27]. The energy of the emitted photon

from the a crystallite will then be given as:

bsgPL EEEEE −−∆+=      (A.15)

where Eg is band gap of the bulk crystalline material, ∆E is the amount energy that shifts up

the gap due to quantum confinement effect (QCE) or QSE, Es is the localization energy of the

surface states and Eb is the exciton binding energy. In principle, ∆E, Es and Eb are functions of

the crystallite size. In a general simple model, the energy upshift due to the QCE (∆E) can be

expressed as [16, 27, 28]:

nL
CE =∆        (A.16)

where C and n are constants due to the QCE, which depends strongly on the band gap upshift

calculation method being employed. In this model, two types of distribution function of

crystal size were taken into account [27]:

a) Normal distribution function:
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 where L0 and σ represent the mean crystallite size and the standard deviation respectively.

VB

CB

LSS

d

c

ba

Fig. A.9. Schematic diagram of the possible excitonic recombination paths : a) excitation from ground
states (VB) to excited states (CB), b) band-to-band radiative recombination, c) relaxation from CB to
localized surface states (LSS), d) radiative recombination from LSS to ground states [27].
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b) Log-normal distribution function
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where µ and SD represent the mean crystallite size and the standard deviation for the log-

normal distribution respectively.

Thus, by a standard procedure [27-29], we can obtain PL spectra expressions for each type of

crystal size distribution:

a) Normal distribution
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b) Log-normal distribution
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where α is the exponential constant related to oscillator strength, which depends on the

material properties and the surrounding environment.
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Appendix B

From material to devices

 Based on the results shown in chapter 5, the low EL intensity observed here is an

inevitable problem concerning the deposition at low RF power that leads to the low

concentration of nanocrystals in the films (see Fig 5.31). This is a dilemma, in one hand we

need nanocrystals as the luminescence source but it needs high power, while on the other

hand high RF power can deteriorate the doped layer during deposition. The damage in doped

layer during deposition of i-layer means the decrease of device performance. The most

important step here is to realize a working device before we can go further, thus we have

chosen to reduce RF power from standard condition of 20 W down to 10 W.

 In this section, we briefly show the characteristics of our first p-i-n light emitting diodes

(LED), using pm-Si1-xCx:H as i-layer with a thickness of ~200 nm. The structure of the cell is

depicted in Fig. 2.20b. Here, we used boron doped a-Si1-xCx:H as p-layer and a phosphorous

doped a-Si:H as n-layer, both deposited at low power in the ARCAM reactor [1]. The

thickness of the doped layers are typically 15 nm. In this structure, the glass/ITO/n-layer acts

as the optical window for the LED. For this reason, the n-layer should be deposited thin

enough to reduce the absorption of emitted light. The surface of the diodes (typically 0.12

cm2) was defined by 100 nm thick Aluminum dots thermally evaporated through a shadow

mask. The emitted power was measured using a silicon photodiode, while the

electroluminescent (EL) spectrum was measured using a spectrometer equipped with a liquid

nitrogen cooled CCD detector through an optical fiber.

 Fig. B.1a shows the dark I-V characteristics of a pm-Si1-xCx:H diode, with a rectification

ratio of 5 orders of magnitude at 5 V. The EL diode under forward bias at room temperature

emits visible light which can be observed with a naked eye. The threshold voltage for EL is

about 6 V, which is shown by the emission power as function of applied voltage in Fig. B.1b.

The figure shows that for applied voltages below 6 V there is practically no light emitted from

the diode. Figure B.2a shows the EL spectrum of the diode operated at room temperature

compared with the room temperature PL spectrum of the same material. This diode was

operated in forward bias at 9.3 V with a current of 80 mA. It shows that the intensity of EL is

more intense than the PL one, which is due to the different optical system in measurement.

The difference in shape between PL and EL spectra could be due to interference effect by
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multi-reflection, which does no exist in PL. Note that the measured samples for PL were

deposited on Corning glass with a refractive index close to that of the film, while EL diodes

have a multilayer structure with different refractive index, including a reflective layer of

Aluminum contact. However, the large blue shift shown in Fig B.2a cannot be explained by

the presence of the multilayer structure only. Moreover, this behavior is opposite with respect

to that observed in a-Si1-xCx:H EL diodes, where a red shift of EL with respect to PL is

usually observed [2, 3]. Another reason for the blue shift could be the different carrier

injection range or efficiency, where the p-n junction might open a higher possibility to inject

the carriers to the nanocrystals in the whole thickness of films, while in PL case is limited

only in surface vicinity and depends on the size.
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Fig. B.1. (a) The I-V characteristics of pm-Si1-xCx:H EL p-i-n diode for samples with structure
as mentioned in Fig. 2.16b. (b) The emitted power as function the applied voltage for the same
electroluminescent diode.

(a)

(b)



196

 Finally, the most remarkable property of our diodes is that they are stable under

continuous operation. This confirms that the nanocrystals are well encapsulated by the matrix

of pm-Si1-xCx:H. Moreover, we observed that the EL intensity tends to increase slightly with

the operation time as shown in Fig. B.2b. The increase in intensity here is suggested to be due

to the interface between film and metal contact. Note that the measured sample in Fig. B.2 is a

virgin sample, measured just after deposition. Thus, after few minutes of operation, there may

be an improvement in film/metal contact interface, which allows better injection as shown by

the increase of EL intensity. For longer operation times the increase in intensity becomes less

important and reaches a saturation.

 In EL devices, the basic improvement of performance must be correlated with the

competition between the radiative and non-radiative recombination processes. Here, the

passivation of non-radiative recombination defects, such as dangling bonds is considered as

an important factor. In this case, the plasma hydrogen treatment is reported to be efficient to

improve the device performance signified by the increase of brightness and the decrease of

threshold voltage [4]. In the case of pm-Si1-xCx:H, this treatment has been shown to decrease

the non-recombination probability indicated by the increase of the PL intensity (see Ch. 5).

Another important device related issue is the injection of carriers, especially for pm-Si1-xCx:H

films where their luminescence centers (silicon nanocrystals) are embedded in a high electric

resistive matrix with a wide band gap. Thus, to find an efficient way to bring the carriers from

the electric contacts (electrodes) to the nanocrystals is another task that has to be improved to

enhance the efficiency of LEDs.
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Fig. B.2. (a) The typical spectrum of pm-Si1-xCx:H EL p-i-n diode compared to PL spectrum of
the same material as i-layer (3500 mTorr, 10 W, 200 °C and 33.35 sccm of CH4). (b) The
evolution of EL spectra with time for continuous operation in the direct current mode, which is
operated with injected current of 80 mA and applied voltage of 9.3 V.
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