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Introduction

Context

Boiling flows involve both two-phase fluid mechanics and phase change process. They are present in a vast vari-
ety of heat exchangers from micro-heat-pipes to large industrial facilities. The use of boiling fluids is motivated
by the efficiency of the nucleate boiling regime to extract heat from a heated wall. Indeed, in boiling systems,
in addition to the single phase sensible heat transport, the latent heat transport plays a major role. Moreover, the
heat transfer process occurs at a quasi-constant temperature: the saturation temperature. In the nuclear industry,
phase change process are of interest mainly in the study of potential accidental scenarii, where phenomena like
the boiling crisis can occur. The improvement and control (mainly for safety reasons) of industrial facilities is
constrained by the understanding of the boiling process. Both large scale mechanisms (averaged bubbly flow)
and small scale mechanisms (at the scale of individual bubbles) play an important role in the boiling heat transfer
process, e.g. Carey [28]. As a consequence, the study of the boiling process is scientifically challenging.

The study of industrial configurations requires the use of large scale analysis tools of the boiling process.
The corresponding models are based on space and time averaged governing equations. As a consequence of this
averaging procedure, the models must be supplemented by closure laws to be solved. These specific closure laws
are generally based on experimental data. But these laws are often devoted to specific configurations and have a
limited range of validity, which limits the accuracy and versatility of their use. There is thus a need of closure
laws inherited from the study of the local scale phenomena. Experiments at the bubble scale are (i) complex
to set-up and (ii) difficult to analyze because of the difficulty to get local measurements. The use of direct
numerical simulation does not bear this latter limitation and is therefore a promising tool to get improved closure
laws. Direct numerical simulation takes into account the whole spectrum of space and time scales. Its use is
thus restricted by the computers’ limitations to length scales of the order of magnitude of the centimeter and
time scales of the order of magnitude of the second. As a consequence, it cannot be used directly for the study
of industrial configurations. Nevertheless, it can be used to study bubble scale phenomena and then to develop
validated larger scale models, for example dedicated to the boiling crisis.

Boiling crisis

The phenomenon Beyond a particular high value of the wall heat flux, called the critical heat flux, a transition
of the boiling regime suddently occurs: this is called the boiling crisis. This transition leads to a very fast and
very large increase of the wall temperature. This increase can eventually lead to the melting of the wall: this is
called the burnout. The physical mechanism at the origin of this transition is nowadays still not well understood.
Its understanding is in itself an interesting scientific challenge. Moreover, its consequence, namely the burnout,
can further lead to the destruction of the heat exchanger: boiling crisis must be thus avoided for safety reasons.
In this study, we focus on this particular phenomenon of the boiling process.

Study of the boiling crisis There is a long history of the study of the boiling crisis and several attempts have
been made to model its mechanisms. However, there is a lack of experimental evidence that could support any
of these theories. More generally, there is a large number of experimental efforts that need to be pursued in order
to have a clear understanding of the phenomenon, e.g. Sadavisan et al. [117]. In chapter 1, we study the current
understanding of the boiling crisis and identify the major physical mechanisms potentially involved. It leads us
to define a target problem to study: the possible transition in the bubble growth regime at high wall heat flux.
According to the physical mechanisms involved in this process, numerical simulation is proposed as the most
relevant tool. This intermediate conclusion motivates the developments made in the remainder of the study.
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A diffuse interface model for the numerical study of the boiling flows at the bubble scale

The goal of this part of the study is to develop a model that can be used as a numerical method for the computation
of boiling flows. The different numerical methods allowing the study of a bubble growth or more generally
of liquid-vapor flows with phase change at the bubble scale are presented and analyzed in chapter 2. Most
of the methods are based on the Gibbs theory of the interface: the interface is sharp, i.e. it is modeled as a
surface of discontinuity. The difficulties of the computation of boiling flows are related to the management of
the interface motion especially when phase change occurs. The methods based on diffuse interface models, for
which the interface is viewed as a volumetric transition layer, propose a thermodynamically consistent setting
of the computed governing equations, including the liquid-vapor interface dynamics. This induces numerical
methods that are easier to handle since, contrarily to the methods based on sharp interface models, no particular
treatment of the interface is required. However, the physical thickness of the interface transition layer is of the
order of magnitude of the Angstrbms as soon as the system is far from the critical conditions. As a consequence,
the direct use of the diffuse interface models is irrelevant for simulations of mechanisms at the bubble scale. We
thus turn our attention toward phase field methods. The thermodynamic model used in these methods is based
on the introduction of an additional abstract variable or internal parameter, called the phase field, to describe
multi-phase or multi-component systems, as introduced by Truskinovsky [136]. Existing phase field methods
are mainly devoted to the study of solid-liquid or solid-solid phase transitions. They allow to deal with an
artificial but thermodynamically consistent smearing of the interface. This latter property is attractive from both
modeling and computational points of view. However, the review of the existing models shows that there is a
need to derive a new formulation adapted to the study of the liquid-vapor transition.

In chapter 3, we first study the phase field thermodynamic model. We propose a constitutive form for the
thermodynamic potential that allows to control both the diffuse interface description and the bulk phase physical
properties. The structure of the interface for the planar and spherical symmetric two-phase equilibrium cases are
studied in chapters 3 and 4. In particular, it is shown that the description of spherical inclusions is consistent with
the Laplace theory. We then study dynamics and introduce dissipative processes in the model in chapter 5. We
thus derive the thermodynamically consistent set of governing equations that includes the model for the interface
dynamics. The set of governing equations is then studied in two theoretical configurations: the stability of
homogeneous states (see chapter 6) and the one-dimensional steady state phase change process (see chapter 7).
In particular, we study the equivalent sharp interface model and derive its kinetic relation that is a necessary
closure relation, e.g. Truskinovsky [134]. The use of this formalism provides a clear interpretation of the sharp
limit of phase field equations. Finally, in chapter 8, we present first computations and study the ability of the
model to be used for the study of bubble growth dynamics.



Chapter 1

Study of nucleate wall boiling near boiling
crisis conditions:
Toward a gain in understanding

Introduction

Boiling crisis (BC) is an instability of the heat transfer process between a hot wall and a boiling fluid that leads
to a sudden transition in the behavior of the boiling system. The consequences of this transition can lead to wall
damages (burnout). The efficiency and design of industrial heat exchangers using boiling fluids (and in particular
nuclear power plants for safety reasons) is therefore constrained by the fact that the BC phenomenon must not
occur to prevent the destruction of the facility, should it be partial. Despite more than 70 years of study, the
mechanism leading to the BC still remains obscure. Its understanding is important from an industrial point of
view and scientifically challenging. This study proposes a review of the models and experimental observations
concerning the mechanisms of the BC and aims at identifying some potential triggering instabilities in the pattern
of the nucleate boiling regime near the BC conditions. The goal is to deduce from this study a target problem to
solve (and some ways to study it) that could help improving the understanding of the BC phenomenon. This leads
us naturally to the motivation of the numerical simulation of bubble growth and the subsequent development of
a numerical method dedicated to it.

This chapter is organized as follows. In section 1.1, we briefly introduce the classical description of the
different regimes of boiling heat transfer. The boiling crisis is defined as the departure (transition) from the
nucleate boiling regime (DNB) that occurs at large heat flux and is associated to the drying of the heating surface.
In the following, we therefore focus on this regime. In section 1.2, we distinguish three different length scales
for the study of the nucleate boiling regime and define the main physical mechanisms associated to each length
scale. The goal is to define a framework for the analysis of the boiling crisis phenomenon as being triggered
by an instability that takes place at one of these length scales. In section 1.3, we establish the state of the art
of the modeling of the boiling crisis. We introduce the Zuber correlation, which is one of the most efficient
correlation to predict the DNB, and we establish the main open questions concerning the nature of the BC
instability. In section 1.4, we briefly report some recent experimental results attesting the existence of a specific
regime in the near-wall region close to the BC conditions. We then suggest a local interpretation of the Zuber
correlation consistent with these recent direct observations. In section 1.5, we review the existing models for the
boiling crisis that can be related to the local interpretation of the Zuber correlation and conclude on the necessity
of pursuing the analysis of the instabilities of a bubble growing over a heated wall. Due to the nature of the
equations describing such a bubble growth, simplifying models allowing analytical results can be viewed as too
rigid and it appears as useful to study the whole system of governing equations using numerical simulations. This
last statement constitutes the motivation for the developments presented in the remainder of this study.

3
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1.1 The boiling regimes and the boiling crisis

In this section, we present the classical description of the boiling regimes and introduce the BC phenomenon
as the transition between two different boiling regimes. This section reproduces classical considerations about
boiling systems and is therefore devoted to readers unaware of these questions. A more detailed presentation of
the boiling process can be found in [28] or in [45] among others.

This section is organized as follows. First, we introduce the different boiling regimes with the help of the
classical representation of the Nukiyama curve ( section 1.1.1). Then we describe more precisely the main
characteristics of the different regimes by describing the different nature of the physical processes occurring in a
near wall region (section 1.1.2).

1.1.1 The Nukiyama curve

Let us consider the heat transfer process from a heated solid to a boiling fluid. In 1934, Nukiyama [103] ex-
perimentally studied the heat transfer coefficient of the process for a pool configuration and first introduced its
essential features including observation of the process instabilities. The pool boiling experimental set-up consists
in a boiling fluid confined in a pool and therefore does not include any external mean flow. The heating solid is
either a plane plate, a wire, a ribbon or one of the bounding wall of the pool. It is required that its dimensions
exceed the characteristic dimension of the vapor inclusion (typical bubble radius) in order to ignore size effects.
In the remainder of this study, we consider by default the pool boiling of pure fluids with an heated horizontal
wall at the bottom of the pool as represented on figure 1.1. Let us introduce the amount of heat transmitted
through the solid-fluid contact area g and the mean temperature (7T') of the wall. There exists a typical value of
the temperature at the liquid-vapor interface at thermodynamic equilibrium at the pressure P of the system, say
Ts.:(P). This temperature is considered as reached asymptotically, i.e. sufficiently far from the heated wall. It
appears as naturally relevant, since we describe boiling systems as a heat exchange process, to characterize the
wall temperature by (AT) = (T) — Ty, (P) instead of (T'); (AT) is called the wall superheat. The heat transfer
coefficient of the process reads hpoiiing = q/(AT). For a given system, the Nukiyama curve is a plot of the heat
flux ¢ as a function of the mean temperature (AT'). A typical Nukiyama curve is reproduced on figure 1.1.
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Figure 1.1: Nukiyama curve

Different portions of the curve, namely (NB), (T B), and (F B), allow to clearly identify three different boiling
regimes. In the following we describe these different regimes.

Nucleate boiling regime (NB) The nucleate boiling regime corresponds to low wall superheats (7T') and to a
limited range of wall heat flux g. The lower limit in terms of both g and (AT’ is the onset of the boiling (ONB)
and thus corresponds to the limit of the convective regime. ONB corresponds to a transition between the non-
boiling and the boiling regimes. It is worth noting that the NB regime is a very efficient heat exchange mechanism
since large amounts of heat can be extracted through a wall while keeping its temperature at low levels (i.e. of
the order of magnitude of the saturation temperature of the boiling fluid). This explains the wide use of boiling
fluids in heat exchangers. The limit of the NB regime associated to the high values of g is called departure from
nucleate boiling (DNB) and corresponds to a transition between the different boiling regimes. The associated
value for the heat flux is called the critical heat flux (CHF).

Film boiling regime (FB) If at DNB, the heat flux is increased above the CHF value, the system shifts to the
film boiling regime (FB). The FB regime corresponds to high values of the wall superheat and to heat transfer
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coefficients that are lower than in the NB regime. The transition from NB to FB is the boiling crisis BC of interest
in this study. It is characterized by a very sudden and very large increase of the wall temperature. Typically the
order of magnitude of this increase can reach several hundreds of Kelvin. This increase is at the origin of the
potential burnout of the wall.

Transition boiling regime (TB) The lower limit of FB is characterized by the minimal heat flux (MHF) that
corresponds to the transition to the third boiling regime, the transition boiling (TB). The domain of existence of
TB joins the CHF and the MHF points and concerns intermediate values of wall temperature. For this regime,
the local wall heat flux and/or temperature fluctuate violently around their mean values. For these reasons, TB
is hard to characterize in itself and is often modeled as an unstable mix between the NB and FB regimes. It is
worth noting that steady-state TB regime can be experimentally reached by imposing the wall temperature and
not the heat flux. If the heat flux ¢ is experimentally imposed, this regime is unstable and therefore unaccessible.
We discuss this point in more details in section 1.1.3.
In the next section, we present more precisely the boiling process of the different regimes.

1.1.2 Vapor production and vapor release processes versus solid/fluid contact

In this section, we present how the regime distinction in terms of wall temperature and wall heat flux is related
to different boiling flow patterns in the near wall region, where the major part of the vapor is generated. The
denomination of the boiling regimes explicitly describes the corresponding near wall configuration. Figure 1.2
provides a schematic representation of near-wall boiling process for the different regimes.
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NB regime The formation of the vapor bubbles in the NB regime is the result of successive nucleation events
and consecutive heterogeneous bubble growth dynamics until the departure of the bubble from the wall. The
major part of the wall is in contact with the liquid phase even if high void fractions can be reached right above
the wall. As a consequence, the wall superheat is low (since liquid temperature cannot reach large superheats
values). Due to the agitation associated with bubble growth and motion, the efficiency of the convective heat
exchange is greatly enhanced with regard to a single-phase case. This basic picture of the NB regime is studied
more precisely in the next sections where we focus on the large heat transfer regime.

FB regime In the FB regime, the wall is covered by a vapor film. At the liquid-vapor interface, a dynamic
process of vapor generation and release occurs. Due to the Rayleigh Taylor instability (RTI), the surface of the
vapor film is wavy and is the location of a cyclic process of bubble formation as represented on figure 1.2(b).
The heat flux is transmitted from the wall to the liquid-vapor interface (whose temperature can be approximated
by the saturation temperature) through a combination of radiative, conductive and convective transfers across the



6 CHAPTER 1. STUDY OF NUCLEATE WALL BOILING NEAR BOILING CRISIS

vapor layer. The low value of the vapor thermal diffusivity (with regard to the liquid one), explains the higher
wall temperature in the FB regime than in the NB regime.

TB regime At the MHF, while decreasing (AT) and coming from the TB regime, the film configuration be-
comes unstable and locally breaks (i.e. locally some liquid comes into contact with the wall). As a consequence,
wetted (covered by the liquid phase) area appears on the solid surface. In the transition boiling regime, the
fluid/solid contact surface is the place of large and intermittent wetting and drying dynamics, i.e. it is covered
alternatively by the liquid (wet) or the vapor (dry) phases. These hydrodynamic events are related to the large
fluctuations of (AT and gq.

Distinction of the boiling regimes in terms of the nature of wall-fluid contact As a consequence of their
above classical descriptions, the main boiling regimes can be characterized by the ratio of the wetted solid/liquid
area with the total wall surface. We can thus associate each regime transition (DNB and MHF) with a drying
transition. DNB (and therefore BC) corresponds to the appearance of large dry areas whereas MHF corresponds
to the collapse of a vapor film over the wall.

1.1.3 A few remarks about the boiling regimes and the boiling transition

In this section, we provide to the reader a set of remarks about the validity of the very general presentation of the
boiling regimes made in the sections 1.1.1 and 1.1.2 using the pool boiling as a representation of a typical boiling
system.

In the following, we consider several singularities of the pool-boiling configuration considered and discuss
briefly their influence on the NB features. Most of the experimental facilities considered in the remainder of
this study are built such that a steady-state uniform heat flux ¢ is imposed at the wall. The influence of such an
experimental set-up is discussed concerning

 the wall temperature field,
* the existence of the TB regime,
* the fact that transient heat conditions are not taken into account,

* and the neglect of the influence of more realistic characteristics of an industrial heat exchanger on the NB
features (such that the heater orientation and geometry or the existence of a mean fluid flow, currently
inside a loop)

Wall heat flux controlled and wall temperature In most of the experimental facilities considered, the heat
flux ¢ is imposed as being spatially and temporally constant. The boiling process takes place in the near wall
region. On the one hand, the temperature at the liquid-vapor interface of a growing bubble is close to the equi-
librium temperature 7's,,(P), this interface is locally in contact with the wall (at the so-called triple line region)
where it imposes the temperature. On the other hand, in the surrounding liquid, and due to heat conduction, the
temperature is larger than 7,(P). As a consequence, the wall temperature is neither uniform nor constant in
time. This explains why we choose to introduce the notation (AT') for the wall temperature thus explicitly refer-
ring to a mean (in space and time) temperature. Experimental data (e.g. [130]) show that the wall temperature in
the NB regime can encounter large fluctuations (up to several tens of Kelvin near the BC conditions); this will be
discussed in more details in section 1.4.

Transition Boiling regime When the heat flux is imposed, the TB regime is unstable and therefore unobserv-
able. The boiling curve thus reduces to the two regimes of NB and FB, the transition from one regime to another
being still defined by the same CHF and MHF points. Let us consider a cyclic (supposed quasi-steady for the
sake of simplicity) in terms of evolution of the heat flux g where the maximum, resp. minimum, value say ¢mqx,
resp. gmin, s larger, resp. lower, than CHF, resp. MHF. The evolution of the system is typically a hysteresis
phenomenon since the sequence over a period ¢min — Gmax — Gmin reads

* NB regime on g,;; — CHF
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*x FB on CHF — ¢, and gyqx — MHF
* NB on MHF — gin

It is worth noting that experiments of pool boiling with a controlled wall temperature can also be performed (cf.
[44] or [7] whose experimental results are partially reported in section 1.4). In this case, the whole Nukiyama
curve, including the TB regime is accessible. It is observed that the space and time variations of the temperature
at the heater-fluid interface are rather small (of the order of 1K maximal) but that the corresponding space and
time variations of the wall heat flux ¢ can be very large.

Transient conditions The third point concerns the validity of the study of the BC mechanism for industrial
situations. In an industrial situation, the heat flux is not necessarily steady and the BC condition is often reached
under transient conditions. The value of the CHF should depend on the characteristic time of this transient.
Let us note that the value of the transient CHF is classically considered as being larger than or equal to the
steady-state value, e.g. [14]. The study of the CHF under transient conditions is not considered in this study.
However, in the context of the heat exchange with a fluid that does not boil in the nominal condition (of interest
for the targeted applications concerning the study of nuclear power plants safety), this tendency needs to be
studied more carefully for very rapid transients as stated by Berthoud [14] and according to the results of the
experimental study of Sakurai [118] briefly presented in section 1.3.4. In the following we will not consider such
very rapid transients but only BC that may occur from less rapid transients, those latter conditions being quite
relevant as well for many accidental situations in the study of nuclear power plants safety.

Industrial configuration In the industrial situation where the boiling system is a heat exchanger, the boiling
fluid flows inside a loop and the heating element consists in one part of the loop. This situation is different from
the pool boiling experimental facility. However, the two regimes of NB and FB are still observed, as well as the
transition that takes place at the BC. The question that arises reads: Does the nature of the experimental facility
have an influence on the BC? Experimentally the value of the CHF differs for different facilities. Nevertheless
the mechanism leading to the BC is not necessarily different. Indeed if a similar BC mechanism is valid for any
facility, the difference between the CHF values can be attributed to secondary effects of the facility on the NB
process. The assumption of a single mechanism for the BC is made in the following and will be justified in more
details in section 1.3.4. It is also interesting to mention that the geometry of the heating element as well as its
orientation with respect to the gravitational direction have at least a parametric influence on all the phenomena
considered. Nevertheless their influence is secondary since they are not considered as the primary parameters
that are at the origin of the BC.

Concluding remarks We have briefly considered a few remarks concerning the a priori validity of the follow-
ing developments. We have clarified the real nature of the variables g and (T') used to parameterize the boiling
curve by specifying their meaning in two experimental configurations: wall heat flux or wall temperature con-
trolled. Then we have mentioned that our study does not apply for very rapid transients conditions (such situation
can also lead to BC and eventually corresponds to certain scenarii of accidents). Finally we have introduced the
problematic of the existence of a single mechanism for the BC , i.e. that should not depend on the experimental
configuration investigated. We assume that the BC mechanism corresponding to the pool-boiling configuration
studied in the following corresponds to the mechanism in other configurations as well. This point will be justified
in more details in section 1.3.4.

In the remainder of this study, we consider by default the pool boiling configuration with a horizontal plane
heater and with a controlled heat flux ¢ at steady state. The reader will be explicitly informed when other
configurations are considered.

1.1.4 Conclusion on the presentation of the boiling regimes

The different boiling regimes, as well as the different transitions between these regimes, have been introduced
from the classical representation of the heat exchange process between a hot wall and a boiling fluid. Then, we
have described the near-wall process for the different regimes. We have identified the boiling crisis (BC) as being
related to a drying transition at the wall. We have determined the validity of our study of the BC mechanism in
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the particular pool boiling configuration by assuming a single (independent from the configuration) mechanism
for the BC .

It is worth noting that, despite more than a half century of studies devoted to its understanding, the BC
mechanism is nowadays still not well understood.

In the following, we reduce our attention to the study of the pool boiling at conditions near the BC, i.e. the
NB regime at high heat flux.

1.2 Length scales and physical mechanisms

Let us first study the main physical mechanisms of the NB process at high heat fluxes. The goal of this study
is to introduce the different physical mechanisms liable to the BC. To study these physical mechanisms, we first
introduce three different length scales as determining three levels of description of the NB process. For each
scale we then identify the major physical mechanisms that have been associated to a possible BC mechanism.
We will then in section 1.3, on the basis of a review of the previous models for the BC, study the pertinence of
considering these physical mechanism as being at the origin of the BC phenomenon.

This section is organized as follows. First in section 1.2.1, we introduce and motivate the classification of
the NB mechanism according to three different length scales. Then in section 1.2.2, we present the first length
scale denoted “two-phase flow” scale and that corresponds to the most idealized model for the NB process. In
section 1.2.3, we study the “mean bubble growth” scale that corresponds to a more rich and more local description
of the NB process with regard to the “two-phase flow” scale. We introduce the main physical mechanisms that
are taken into account at this level of description. Finally, in section 1.2.4 we present the most precise level of
description of the NB process that refers to the “local” length scale. We determine the main additional physical
mechanisms considered at this scale with regard to the two other levels of description.

1.2.1 The three different scales

An exhaustive description of the NB mechanism in view of the study of the single BC mechanism At
this stage, it seems important to expose the motivations for the exhaustive presentation of the NB mechanisms,
whereas only the study of BC is targeted. This exhaustive presentation is justified by a currently recognized
experimental observation: the value of the CHF is influenced by all the parameters of the NB process regardless
the nature of this parameter (from the micro-structure of the wall to the intensity of the convective flow far above
the wall), e.g. Sadavisan et al. [117]. Therefore, no physical phenomenon involved in the NB regime can be a
priori disregarded to determine the potential instability mechanism related to the BC. It also means that some
more precise information, than the above mentioned single knowledge of the influence of a parameter on the
value of CHEF, is required to conclude on the nature of the instability. Such a more precise information could lie,
for example, on the knowledge of the sequence of events associated to the drying of the wall or on the analysis
of successful correlation for the value of the CHF. We will indeed in section 1.4 study some recent experimental
observations that provide a way to improve the actual understanding of the NB regime process at high heat flux
and as a consequence can be used to determine the BC mechanism.

The classification of the mechanisms according to three levels of description In the following, we define
three different levels of description of the NB process, each of this level being related to a different typical length
scale for the bubble description. For each scale different physical mechanisms can be identified. Let us briefly
introduce the different scales considered.

In the previous section, we have clearly distinguished the different regimes of the pool boiling by considering
the process in a near wall region. The typical size of this region is of the order of magnitude of a few bubble
diameters. This sets the bubble as the natural basic element of the NB process. The three different length scales
can be defined from three different levels of modeling bubbles. At the first level of description, denoted “two-
phase flow scale”, (see section 1.2.2), the bubbles are considered as fixed in geometry and size. This is mainly
relevant far from the wall, i.e. when the main part of the bubble growth is achieved. This level of description
therefore ignores the bubble growth dynamics. At the second level of description, denoted “mean bubble growth
scale”, (see section 1.2.3), the bubble are considered as fixed in geometry but not in size. For instance the bubble
is assimilated to a sphere whose size depends on time, the dynamics of bubble formation is therefore taken into
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account. At the third level of description, denoted “local scale”, (see section 1.2.4), both the geometry and size
of the bubble are considered as time dependent. The dynamics of bubble formation is therefore described more
precisely (with more degrees of freedom) than at the “mean bubble growth scale”. An illustration of these three
levels of description of the NB process is provided on figure 1.3.
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Figure 1.3: Three different levels of description, the “two-phase flow scale”, the “mean bubble growth” scale and
the “local scale”

In our attempt to identify a mechanism of instability in the NB process, the classification of the different
mechanisms according to the scale they refer lies on a formal scale separation hypothesis. Let us note however
that this scale separation is not inconsistent with the above mentioned sensitivity of the value of the CHF with all
scales parameter.

This classification constitutes, to our own point of view, a gain in understanding for the analysis of the
potential mechanism for the BC by allowing to provide a grouping of phenomena that could directly interact.

Sadavisan et al. [117] proposed an interesting study of the physical mechanisms that are relevant for the
study of NB regime at high heat flux. The goal pursued by Sadavisan et al. [117] is to “highlight specific areas
on which [they] believe experimental efforts should focus to obtain improved mechanistic models of CHF”. The
authors defined three categories related to three main “actors” of the nucleate pool boiling process, namely, the
fluid, the heater, and the heater-fluid interface. In our own study of the physical mechanisms of the NB regime
that are supposed to be related to the BC, we consider a similar set of mechanisms however with a different
classification. The difference between these classifications lies on the goal pursued. The goal pursued in [117] is
somewhat different from our goal since by considering the same set of actors of the NB process we indeed also
try to identify the potential BC mechanism.

Let us consider one by one the different scales and the mechanisms of the NB related to the corresponding
level of description.

1.2.2 Two-phase flow scale

This scale is the largest one in our classification and is associated to the most idealized level of the modeling of
the NB process. The basic picture considers a population of bubbles coming from the wall and having constant
size and geometry. Mean space and time frequencies of bubble emission are modeled. The rate of vapor incoming
from the wall is related to the value of the wall heat flux ¢g. It is worth noting that this scale does not actually
“see” the wall. At this level, instability in the boiling process refers to a hydrodynamic instability in the two-
phase flow generated by these bubbles as presented in section 1.3. This kind of large scale analysis of the boiling
flows has been used for example by Zuber [157] to derive a correlation for the low heat transfer NB regime
(“region of isolated bubbles” where bubbles do not interact with each other). At larger heat flux, bubbles become
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so numerous that their interactions are no longer negligible. The large number of individual bubbles generated
in the near wall region coalesce each other and somewhat form big masses of vapor flowing away from the wall.
These big masses can be idealized by a somewhat continuous vapor channel, the vapor columns. The model of the
two-phase flow far above the wall is therefore idealized by a counter-current flow of vapor inside these channels
and of liquid around those columns. Since this large scale is only roughly considered in the following study of
BC mechanisms, we deliberately do not describe more precisely the details of the two-phase flow formulation.
The reader interested by this approach can refer to Carey [28].

1.2.3 ‘Mean bubble growth’ scale

In this section, we study the physical mechanisms related to the level of description at the “mean bubble growth”
scale. These physical mechanisms are potentially related to the mechanism of the BC itself, as it will be shown
in the review of the BC models in section 1.3. The goal of this section is therefore to introduce these main
mechanisms of the NB regime in view of this review.

Presentation of the scale At this scale, the near wall NB process is described in such a way that the bubble
formation is evaluated through modeling. From the study of the bubble growth process, several heat-exchange
mechanisms can be identified and evaluated. The global correlation g = f({7T')) is then recovered by integration
of these mechanisms. The influence of physical phenomena occurring in a near wall region (that were ignored at
the “two-phase flow” scale) are therefore entering the model.

At this level of description the NB process is idealized as a set of sub-phenomena. The main one is the
cyclic process of bubble formation near the heated wall. It is idealized by a sequence of events (nucleation,
growth and departure). Each of these sub-phenomena have been the object of specific studies, either based on
analytical models or on correlation issued from experimental observations. In the following we present the main
sub-phenomena and provide to the reader interested the corresponding main references.

Description of the heat transfer process of the NB regime Let us consider the description of the global heat
transfer process of the NB regime. The wall heat flux contributes to different sub-heat transfer mechanisms, the
partition between these heat transfer mechanisms being a function of the wall heat flux, e.g. Dhir [45]. The
most specific heat transfer mechanism of the boiling process is the latent heat transport which corresponds to the
amount of heat necessary to create the bubbles that will flow outward the wall carrying this amount of heat. In
addition to the latent heat transport, two different heat transfer processes can be identified. The first one is the
classical convective heat transfer. It is worth noting that in absence of any mean convective flow (as in the pool
boiling configuration) the fluid motion is essentiallly driven by the bubbles motion. The second one is specific
of the NB regime and corresponds to a transient heat transfer mechanism associated to the process of bubble
formation and departure. As the bubble leaves the wall, the thermal boundary layer that has formed above the
wall is destroyed and colder liquid is brought into contact with the heated wall: the bubble motion in the near
wall region acts as a pump that mixes hot liquid of the near wall thermal boundary layer with cold liquid far from
the wall. This dynamics is at the origin of a transient heat conduction mechanism. Both latent heat transport and
transient heat conduction are clearly related to the process of bubble formation. It is hard to actually determine
the partition between these different heat transfer mechanisms. It is however classically assumed that at high heat
fluxes NB regime the latent heat transport is dominant.

As a partial conclusion, the NB regime heat transfer process is mainly determined by the bubble growth
dynamics. Let us now consider the idealization of this latter process at the “mean bubble growth scale”.

The models for the bubble formation This bubble formation is considered as a sequence of events occurring
at the wall. Let us first consider the model for the space location of the event of bubble formation.

Nucleation site density At least at low heat flux NB regime, the bubbles are experimentally observed
as generated on preferential locations of the wall, the so-called nucleation sites. This phenomenon has been
modeled through the definition of a nucleation site density, NSD, for a given wall. The surface of a given wall
is characterized by a discrete set of cavities being of specific size and shape. Models for the activation as a
nucleation site of a given size of shape of cavity can be found in Hibiki and Ishii [61]. NSD has also been studied
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experimentally, e.g. the experimental study of Benjamin and Balakrishnan [12]. For a given wall, NSD is a
function of the wall superheat (and as a consequence of the wall heat flux).

As a partial conclusion, the NSD characterizes the space location of the bubble formation events for a given
wall heat flux.

The bubble formation cycle at a given nucleation site Bubble are thus considered as being generated
from given locations. The cyclic process occurring at a given activated nucleation site is the following: the
bubble first nucleate, then it grows and finally it departs from the wall, a delay exists between the departure of
the bubble and the next nucleation event.

Let us first consider the models for the bubble growth. It is classically modeled as being made of two different
stages, the growth being first inertially controlled and then thermally controlled, e.g. Mikic et al. [93]. During
these stages, the bubble is idealized as having constant geometry, being first hemispherical (inertially controlled)
and then spherical (thermally controlled). As a consequence the growing bubble is described with the help of
a single parameter: its radius. In [93], the classical models for the growth rate for the two stages are derived
that reduce to the time evolution of the bubble radius R. More complex models including the effect of a liquid
micro-layer underneath the bubble on the thermally controlled stage have been later developed by Cooper and
Lloyd [40] among others.

The end of the bubble growth process in the near wall region corresponds to the departure of the bubble.
Classically the size of the bubble (its radius) at departure is modeled using a force balance'. The most classically
and widely used model is due to Fritz [55] but let us also refer to the most recent review proposed by Thorncroft
et al. [132]. It is worth noting that the departure of the bubble from the wall is thus classically modeled as
independent from the growth dynamics.

As the bubble departs from the wall, there exists, at low heat flux at least, a delay before a new nucleation
occurs, this delay is called the “waiting time”, e.g. the model of the NB regime proposed by Kolev [79]. This
waiting time enters the whole bubble formation cycle such that together with the bubble growth rate and the size
at departure, the frequency of bubble emission from a given activated site is defined. Together with the NSD, we
therefore have a complete description of the bubble formation process of the NB regime.

Interaction between bubble formations process at neighboring sites Let us note that the previously
described bubble growth formation mechanisms are valid as long as each nucleation site can be considered as
isolated from its surrounding. The interaction between sites has been also investigated, e.g. the interesting
experimental work of Zhang and Shoji [154]. The interaction can be considered as being of three types: thermal,
hydrodynamic, or coalescence. The relative effect and its nature (as being either promotive or inhibitive) of each
interaction on the bubble departure frequency depends on the spacing between the sites as well as on the wall
heat flux. However let us note that too little is known on these interactions at high heat fluxes.

Conclusion on the main physical phenomena of the description of the NB regime at the ‘“mean bubble
growth” scale The list of table 1.1 summarizes the main physical phenomena associated to the “mean bubble
growth” scale. From all these “sub”-models it then possible to model the whole NB heat transfer, as it has been
done for example by He et al. [60].

As a partial conclusion, we have introduced the main physical mechanisms corresponding to the description
of the NB regime at the “mean bubble growth” scale. The bubble formation cycle has been shown to be the key
phenomenon of the NB regime process at this level of description. The corresponding models for the bubble
growth and dynamics are however still rigid since the bubbles are described as being either spherical or hemi-
spherical. As a consequence, the models at the “mean bubble growth” scale do not bear the ability to describe a
spreading of the bubble. We will refer in the following to these bubbles as “regular” bubbles. A priori, none of
the mechanisms determining the NB regime can be disregarded as being at the origin of the BC.

Let us mention the interesting attempt of Buyevich and Webbon [22] to introduce less rigid description of the bubble shape (two
parameters, namely bubble volume and wall contact area of the bubble foot, instead of the single bubble radius in the classical models)
to evaluate the bubble growth dynamics. The model studied is very interesting since it includes the departure mechanism as a fully
consistent part of the whole bubble growth process. Due to its ability to consider a time evolution of the geometry of the bubble, this
model is in fact at the boundary between the “mean bubble growth” scale and the “local” scale. In this model, the surface tension is shown
to promote the departure of the bubble. There still exists an open debate about the role of surface tension as either promoting or impeding
the departure e.g. [45]. Let us note that numerical simulations appear as a possible relevant tool for improving this understanding.
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1. partition of the wall heat flux between different heat transfer processes

(a) latent heat transport (evaporation) (eventually two parts around bubble and micro-layer
contribution)

(b) transient conduction

(c) natural convection
2. spatial frequency of the bubble formation process, the nucleation site density NSD, NSD((T'))
3. bubble growth rate
4. bubble departure size
5. waiting time

6. bubble interactions: thermal, hydrodynamic, and coalescence

Table 1.1: Physical mechanisms at the “mean bubble growth” scale

It is worth noting that from all these mechanisms, it is possible to imagine a variety of possible events leading
to the BC mechanisms. The review of the corresponding models is provided in section 1.3.

1.2.4 Local bubble description

The previous level of description at the “mean bubble growth” scale describes the bubble growth on an idealized
way which is relevant for the description of the mean bubble formation process at least at low heat flux NB
regime. However, as it is shown in the section 1.4, at the high heat fluxes NB regime, there exists a population
of bubbles whose behavior is apparently very different from this regular behavior: these bubbles are more spread
over the wall before their departure. This irregular bubble dynamics will be shown to be potentially related with
the BC event, and is therefore of interest in this study. The model of NB process at the “mean bubble” scale is
too rigid to describe such a behavior (according to the fact that the bubble shape is imposed to be either spherical
or hemispherical). We must therefore consider a smaller level of modeling of the NB process. The present level
of description takes into account the fully time and space dependent bubble shape. It is worth noting that the
amount of modeling is therefore quasi-vanishing since we now consider the full set of non-isothermal Navier-
Stokes equations and interface jump conditions (c¢f. our presentation of the interface jump conditions in the
appendix A.2). In the list 1.2, we consider the main physical mechanisms that are taken into account at this
“local” scale in addition to the physical mechanisms considered at the “mean bubble growth scale” and provide
some references. To take into account the whole set of mechanisms and the complex time dependent geometry
of the bubble at this level of description, it is required to use numerical methods. Several numerical simulations
of bubble growth dynamics using different numerical methods can be found in the literature, e.g. Son et al. [128]
for the level-set method, Welch and Wilson [147] for the VOF method, Juric and Tryggvason [69] for the front
tracking method (the application proposed in the two latter mentionned article only concern the FB regime), Yang
et al. [151] for Lattice-Boltzmann model based numerical method or Fouillet and Jamet [54] for diffuse interface
model based numerical method.

As a partial conclusion, in order to describe certain features of the NB regime at high heat fluxes, it is
necessary to consider the full problem of the bubble growth as having time dependent geometry.

1.2.5 Conclusion on the analysis of the different mechanisms related to NB regime near BC
conditions

In this section we have studied the main physical mechanisms of the NB mechanisms in view of the determination
of the BC mechanism.
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1. Local curvature of the bubble and capillary forces

2. Pressure recoil at the interface: the jump in pressure [P] = —I'*[1/p] where I" is the local mass
transfer rate (cf. our study of the jump conditions in appendix A.2)

3. Triple line dynamics (static-dynamic contact angle) and associated quasi-singular heat transfer
(c¢f. Anderson and Davis [3] or Mathieu et al. [92])

4. Gravity: effect of the hydrostatic pressure gradient on the bubble shape and consequently on its
departure dynamics (cf. Shikhmurzaev [125] whose model considers the time dependent shape
of the bubble and also includes a model for the contact line dynamics)

5. Local heat conduction problem inside the area of contact between wall and vapor at the dry foot
of a bubble (c¢f. Blum et al. [16])

Table 1.2: Physical mechanisms at the local scale

To do, we have first introduced a classification of the different mechanism according to different levels of
descriptions of the NB regime process. At the largest scale, the “two-phase flow scale”, the near wall process are
not considered but rather the mean bubbly flow above it. At the “mean bubble growth” scale, the NB process is
described as a sum of bubble growth events. Each bubble growth event is described with the help of semi-rigid
models allowing to consider the time dependent size of the bubble. The physical mechanisms corresponding
to this level of description are summarized on table 1.1. However, this level of description is not sufficient in
order to describe some irregular bubble growth events that could be associated with the BC mechanism. To
describe these irregular bubbles it is required to use the level of description at the “local” scale. At this scale of
analysis, the whole set of Navier-Stokes equations as well as the interface jump conditions are considered. As a
consequence, additional physical mechanisms can be taken into account in the model of the bubble growth and
therefore explain the irregular bubble growth. These physical mechanisms are summarized on table 1.2.

Now that the main physical mechanisms of the NB regime have been introduced, it is possible to consider
the different models for the BC mechanisms.

1.3 Models of the boiling crisis mechanism

Introduction

The question about the BC that arises from our presentation of the physical mechanisms at different scales is the
following: At which scale does the triggering mechanisms of the DNB? transition take place ? However, other
open issues about the nature of the BC phenomenon can be identified. They are briefly discussed in the last part
of this section.

In this section we study the different models that have been proposed to explain the mechanism of the BC.
The goal is to provide, through the analysis of these models, an analysis of the potential mechanisms for the
boiling crisis. This analysis will help us to justify the fact we disregard some mechanisms as being actors of the
BC and finally redirect our investigation on a specific scale. We therefore deliberately report the extended field
of research devoted to the study of the BC mechanism.

The different models for the BC are grouped according to the scale to which belong the physical mechanism
considered as being at the origin of the BC. Our presentation is not exhaustive but deliberately contains a large
amount of information and illustrates the wide range of possible mechanisms for the BC. This analysis will then
be used to determine what we believe to be the most relevant elementary target problem. Our main goal is thus
not to present each model in detail but rather to identify, for each model, what are the main NB mechanisms
considered as being at the origin of the BC. The reader interested on a specific model can refer to the references

21t is worth noting that whatever the initial scale of the mechanism its consequences have an influence mainly on the near-wall process
where it leads to a total dry-out.
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provided for each model or on more general articles that propose a review of the BC modeling like [45] or [74]
among others.

This section is organized as follows. First in section 1.3.1 we present and analyze the Zuber’s model and
its consequent correlation for the CHF. Then in section 1.3.2 we present the BC mechanisms related to the
NB mechanisms considered at the “mean bubble growth” scale (¢f. their presentation in section 1.2.3). In
section 1.3.3 we present the model for the BC mechanism that require the more precise level of description
of the NB regime related to the “local” scale. Finally in section 1.3.4, from the analyze of all these models,
we determine our motivation to investigate more precisely the BC mechanisms related to the “local” scale and
propose the analyze of some experimental results (provided in section 1.4) as a way to gain in understanding of
the NB regime at high heat fluxes.

1.3.1 Boiling crisis’ mechanisms at the ‘“two-phase flow”’ scale:
the hydrodynamic theory and the Zuber’s correlation

In this section, we study the hydrodynamic theory, that is, to our knowledge, the only mechanism for the boil-
ing crisis that considers that the mechanism of the BC takes place at the “two-phase flow” scale defined in
section 1.2.2.

In a first part, we present the main lines of the hydrodynamic theory developed by Zuber [156] including the
idealization of the NB process and of the BC phenomenon. It leads us to introduce the Zuber’s correlation (1958)
which is still today one of the most efficient predictive correlation for the CHF. In a second part, we show that
the hydrodynamic model for the BC is not attested experimentally. In a third part, we draw our own conclusions
about the interpretation of the Zuber’s results.

The Zuber model and the Kutateladze correlation Zuber [156] proposed a model of the NB process at high
heat flux that allows to derive a correlation for the CHF>. Experimental observation of the NB process at high
heat flux in pool boiling indicates that, above the wall, a large amount of vapor almost covers the surface. It is
worth noting that in the original context “covers the surface” meant covers the wall; in section 1.4, we analyze at
which level of description this picture is actually relevant. Such a large amount of vapor is modeled by Zuber as a
continuum of vapor, say a film. Vapor bubbles escape from the film and flows in the pool away from the wall. The
Rayleigh-Taylor instability (RTI) is relevantly supposed to describe dynamics of the upper surface of the vapor
film. The typical size of the bubbles is assumed to equal the most unstable wavelength of the RTI, say Agr;. The
flow made of the train of bubbles thus created is idealized by a net of discrete vertical channels, called columns.
Such a representation of the NB process is reproduced on figure 1.4. The characteristic scale of these columns
and of their spacing is supposed to be Arr; (1o on the figure). Each column, as an idealization of the train of
bubbles, is idealized as a vapor jet bearing a wavy surface, the wave number being given by the characteristic
bubble size Agr;. The vapor flows across a liquid which, because of the density contrast, is supposed to be at
rest. The wavy liquid-vapor interface is subject to the Kelvin-Helmholtz instability. Therefore there exists a
critical vapor flow rate for which the wave destabilizes. This two-phase flow instability corresponds to the limit
of validity of the (idealized picture of the) NB process and is associated to the BC. For higher mass flow rates
than the critical one, the NB process can no longer be sustained. Since the vapor flow rate is obviously related to
the wall heat flux, it allows to determine the value of the CHF. The model does consider that the wall heat flux is
totally transmitted to the fluid through latent heat transport (i.e. formation of vapor), which appears in fact as a
good approximation for the NB regime at high heat flux*. The resulting expression for the CHF reads

n oglei=py) [pitp
qCHF Zuber = _va4 > L - (11)
24 Py pi

where £ is the latent heat of evaporation, o the surface tension coefficient, p the density of the phases denoted ,
for the vapor and ; for the liquid, and g the gravity. The present writing of the Zuber formula is dimensional, but
it seems justified to present it in this form since it corresponds, to our knowledge, to the most widely used one.

31t is worth noting that, using a model of the NB process, Zuber recovered the results derived initially by Kutateladze [82] using a
non-dimensional analysis.
4This does mean that, in this model, the wall-fluid thermal interaction is not considered as a limiting mechanism of the NB process.
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Figure 1.4: Schematic representation of the NB process in Zuber’s model for the BC

This model is called the hydrodynamic model and has been, thereafter, improved and adapted to include a
dependence on parameters that do not appear in the original formula (for example the shape and orientation of
the heater, the static wetting properties of the fluid on the heater ...). For a more detailed presentation on these
improvements of the initial Zuber’s model, the interested reader can refer to the work of Moissis and Berenson
[95] or of Lienhard and Dhir [87, 86].

It is worth noting that the Zuber formula, despite its simple expression, provides a good predictive tool for the
value of the CHF in many different situations. Zuber’s correlation is most often retained in classical presentations
of the CHF. This correlation is one of the most important gain in the analysis of the BC because of the efficiency
of such a simple expression as a predictive tool (with regard to the number of physical mechanisms of the NB
regime). Indeed, it allows to identify the main key physical mechanisms that play a role in the instability of the
NB regime. This formula is analyzed in this sense in section 1.4.2.

An unrecognized two-phase flow instability Despite the wide use and attested efficiency of the Zuber correla-
tion, scepticism exists about the validity of the Zuber model to describe the real process of the BC phenomenon.
Experimental observations (such as those reported by Chung and No [37], for instance that are presented in sec-
tion 1.4) more accurate than the ones Zuber had at his disposal when he developed his model®, do not provide
any experimental evidence of any instability in the bubbly two-phase flow at BC conditions far from the very
near wall region.

Katto and Otokuni [75] performed experiments that simulate the bubbly vapor flow above the wall in high
heat flux NB regime using discharges of air. No abrupt change is observed in the two-phase flow pattern with air,
even though the velocity of the air coming out from the wall is “increased considerably beyond the magnitude
corresponding to CHF condition”. The authors concluded that there should not be any hydrodynamic instability
of the escaping vapor flow at the origin of the BC.

In a report on the actual observations concerning the boiling crisis in sub-cooled® flow boiling, Celata et al.
[31] reported “no evidence of a macroscopic change of the bulk flow pattern if the boiling crisis occurs”.

As a conclusion, there is no experimental evidence of the two-phase flow instability predicted by Zuber (or
any other one) at CHF conditions. As a consequence, we disregard in the following of this study the hypothesis
of a BC mechanism at the “two-phase flow” scale.

Conclusion In this section we have studied the hydrodynamic theory for the mechanism of the BC with the
help of the Zuber model. This model considers that the mechanism of the BC takes place at the “two-phase
flow” scale. We have briefly describe the main hypothesis used by Zuber in order to deduce the Kutateladze
formula from a schematic representation of the NB two-phase flow. We have outlined the efficiency of the Zuber

SNamely the work of Westwater and Santangelo [148]. It appears clearly in this article that the information about the near-wall
processes of the NB regime at high heat fluxes was still poor compared to the experimental observations we now have at our disposal.
Sub-cooled refers to the fact that the mean temperature of the convective flow is below the saturation temperature.
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correlation as a predictive tool for the CHF. According to the above statements, it is worth noting that the Zuber
correlation allows to predict the value CHF very well even though the pre-supposed mechanism used to justify
the formula is inconsistent with experimental observations. In the following, we therefore consider that the BC
mechanism is not associated to any two-phase flow instability at the “two-phase flow” scale. The main question
suggested by these statements is the following: How can Zuber’s formula catch the correct scaling of the CHEF,
i.e. of an instability whose nature is different from the large scale instability from which his formula has been
initially derived?

We present in section 1.4 an interpretation of the Zuber formula at the local scale that could answer this
question.

1.3.2 Boiling crisis’ mechanisms at the ‘“‘mean bubble growth’ scale

In this section, we present a few models that consider mechanisms occurring at the “mean bubble growth” scale
as being at the origin of the BC.

A large number of models for the BC that are related to this scale exist in the literature; however some of them
are only different versions of the same original idea. In this section, we provide to the reader one example of each
main family of models since it is sufficient in order to analyze the pertinence of the BC mechanism considered.
For another review of models at this scale, let us refer to Celata [30] that includes the description of other models
of a given family than the one described in the following. Celata [30] retained mainly three categories of models,
namely

1. The vapor removal limit and the near-wall bubbles crowding theory: turbulent motion of individual bubbles
and high density of bubbles in a near wall region become so important near the BC conditions that liquid
can supposedly no longer reach the wall, leading to its dry-out.

2. Liquid sublayer dry-out model: As a thin vapor blanket (elongated bubble) flows over the wall, the liquid
trapped between the wall and the bubble evaporates. For sufficiently high heat flux, i.e. at BC conditions,
the liquid disappears leading to the dry-out of the film.

3. Super-heated layer vapor replenishment model: this model is only devoted to boiling systems where a sub-
cooled convective flow exists. In this case, there exists a layer above the wall of a given thickness where
vapor bubbles can exist (because of the sub-cooling far above the wall), the so-called super-heated layer.
The vapor generated at the wall accumulates in a big bubble inside this layer. BC occurs when the vapor
generation is so high that this bubble reaches the wall.

To our point of view, the following list does not consider the whole set of relevant models for the BC at this
“mean bubble growth” scale. In the following, we present also some (often more recent than the review proposed
in [30]) models related to other categories of models for the BC mechanism.

BC mechanism based on a critical NSD, illustration of the near-wall bubble crowding theory Ha and No
[59, 58] proposed a phenomenological model for the dry-out of the wall at high heat flux NB (and subsequently
for the BC) based on the limited liquid resupply of the near wall region due to the increasing nucleation site
density (NSD). This limitation is due to a local accumulation of vapor bubbles that limits the liquid feeding
of the zone and therefore induces a local dryness of the wall. The authors consider a statistical distribution
of nucleation sites and model the activation of each site. They introduce a maximum value for the number of
activated sites on a given sub-area of the heater that induces a local dryness and therefore a limitation of the wall
heat flux possibly extracted. As a consequence, the efficiency of the NB regime is limited at high heat fluxes and
there exists a maximum heat flux that the regime can extract from the wall, the CHF.

The limitation of the liquid resupply in the very near wall region is often called upon to explain the drying
transition that occurs at the BC. If apparently intuitive, there exists, to our knowledge, no experimental evidence
of this phenomenon. Moreover, as it will be shown in section 1.4, there already exists, at heat flux lower than the
value of the CHEF, a very large accumulation of vapor above the wall, that obviously does not prevent the liquid
to reach the wall’. Moreover local precursor drying events observed in [130] before the CHF is reached occur

Let us note that due to the large density difference between vapor and liquid it is hard to experimentally visualize the path of the
liquid through a bubble layer. However, since the wall will be shown to be still wet even when a large accumulation of bubbles exists
above the wall, the liquid is always able to flow across this layer downward the wall.
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preferentially in regions previously not populated with active bubble sites.

As a partial conclusion, the origin of a local dryness associated with a critical local value of the NSD is not
attested experimentally. To our point of view, the phenomenological mechanisms based on a drying transition
initiated by a critical value for the NSD are questionable because inconsistent with the experimental observations
reported in [130].

BC mechanism based on a critical coalescence Bang et al. [9] proposed a model that can be linked up with
the family of ideas mentioned by Celata [30] and reported in the introduction of the present section. According
to Bang et al. [9], coalescence phenomena in a very near wall region increase with the heat flux and cause local
dryness of the heater at sufficiently high heat flux. The presence of a large vapor bubble over the wall is supposed
to hinder significantly the liquid flow toward the wall. The combination of these two effects leads to the existence
of a critical value for the heat flux at which the heater dries out.

Even if NSD is not called upon for this mechanism, the main idea is a bit similar to the model of Ha and
No [59] discussed previously. In the model of Bang et al. [9] the coalescence is said to promote local dryness
of the wall. The effect of coalescence on the dryness of the wall is in itself an open question: either, as for
example Bang et al. [9] proposes, it promotes the dryness by promoting the existence of large vapor masses in
a near wall region, or, as for example Zhao et al. [155] proposes (see in section 1.3.3 the presentation of the
corresponding model), it promotes the departure of this larger vapor mass (with regard to the initial bubble size)
and as a consequence impedes wall dryness. Too little is known concerning the effect of coalescence on the
dryness of the wall. Nevertheless, according once again to the experimental results reported in [130], the local
dryness of the wall is associated to an irregular bubble growth event which is independent of any coalescence
event (because it occurs preferentially in regions not previously populated by bubbles).

As a partial conclusion, the initiation of a local dryness of the wall associated to either bubble coalescence or
accumulation of bubbles is questionable, because not attested experimentally.

BC mechanism based on an instability of the bubbles flowing in the liquid This model is contemporary of
the Zuber’ s model. Chang [32] studied the stability of the NB regime, by considering that the heat transfer is
limited by a maximum rate of bubbles generated per unit area. The latent heat transport is assumed as the dom-
inant heat transfer mode. The instability of the bubbles is related to the stability of a plane interface (Helmholtz
stability). Such an instable bubble is said to break up into several smaller bubbles of various size. The dry-out of
the wall is then postulated to be related to the fact that, when this instability occurs near the heater, small bubbles
will partially flow toward the heater and cover it.

The author performed a force balance on a growing bubble to determine its characteristic size at departure,
say R. A critical velocity (Helmholtz stability) for the bubbles flowing in the liquid is determined using the
postulate that the surface tension force (=~ R where o is the surface tension coeflicient) stabilizes the bubble
while the dynamic force (0V?R? where V is the “resultant velocity at which the liquid pushes the bubble”, that is
evaluated differently by the author according to the intensity of the convective flow) destabilizes it. From these
considerations, it is possible to estimate the critical heat flux corresponding to the triggering of this instability.
It is interesting to note that the author recovered exactly the same formula as Zuber (i.e. as Kutateladze cf.
equation (1.1)). We discuss this remark in section 1.4.2.

Nevertheless such a bubble instability in a near wall region has never been, to our knowledge, observed
experimentally. As a consequence, this mechanism for the BC is not, to our point of view, considered as realistic
and is therefore disregarded in the following of this study.

BC mechanism based on a limitation of the NB heat transfer mode Kolev [79] considered an original
phenomenological model of the pool boiling NB regime based on the idea that the heat transfer is related to
the turbulence induced by bubble growth and departure in a near wall boundary layer. The turbulent length
scale is assumed to be of the order of the RTI wavelength, Agy;. The author derived a model for the NB heat
transfer process, i.e. the relation g({T')) between the wall heat flux g and the wall temperature (T'). The other
ingredients of this model are more common and include classical models for the NSD, bubble growth rate, bubble
departure size, and a waiting time (time between departure of a bubble from a given nucleation site and next
nucleation event). From these models, the author derives the expression for g({7T')), that has a maximum value
for g, associated to the CHF. Let us now consider the mechanism for this limitation of the NB regime at high heat
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fluxes. The mechanism identified by the author for this limitation reads as follows: as the wall temperature (T)
increases, the NSD increases sharply that leads to a decrease of both the size and time of the bubbles at departure.
More comprehensively, it can be shown from an analysis of the correlation g({7)) obtained that this limitation
of the NB regime efficiency is associated to a sharp increase, at high wall temperature, of the ratio of the waiting
time with the growth time at a given site. Indeed, this sharp increase yields that the bubble production rate at a
given site is limited. While we suppose that the waiting time is always negligible with regard to the growth time,
the limitation disappear.

The experimental results of Theofanous et al. [130] do not attest the existence of such a limiting effect of
a waiting time for the bubble formation at high heat flux NB process. It is indeed observed that the bubble
emission frequency at a given site monotonously increase with the heat flux even in conditions near the CHF.
As a consequence, even though the model of Kolev [79] actually allows to predict well the NB process, the
mechanism associated to its limitation at high heat flux (that is associated to the BC by the author) is not attested
experimentally and will be in the following disregarded.

Partial conclusion on the study of the BC mechanisms at the ‘“mean bubble growth” scale We have studied
the main families of models for the BC mechanism inherited from a description of the NB regime at the “mean
bubble growth” scale. It has been shown that the phenomenological BC mechanisms proposed at this level of
description cannot be attested experimentally. Moreover, they are contradictory with the experimental results
of Theofanous et al. [130]. As a main consequence, it appears as essential to pursue the experimental observation
of the BC phenomenon in order to attest the pertinence of these models.. As a consequence for the present study,
we try in the following to identify BC mechanisms that are consistent with experimental observations. The lack
of experimental evidence as well as the contradiction with the experimental observations reported in [130] is
therefore sufficient to ignore the hereinabove studied BC mechanisms as good subjects of study.

As a partial conclusion, there is a lack of experimental results to support BC mechanisms at the “mean bubble
growth” scale. Therefore we consider that none of the hereinabove studied models for the BC are sufficiently
consistent with experimental observations to pursue their analysis in the present work.

1.3.3 Boiling crisis’ mechanisms at the “local” scale

In this section we study the BC mechanisms related to the description of the NB regime at the “local” scale.
Keeping in mind our goal to identify a potential mechanism for the BC that is consistent with experiments,
we review the corresponding models and analyze the proposed BC mechanisms as being related to attested
experimental observations.

In the previous models, the BC mechanism was associated either to phenomenological sequence of events
(coalescence, limit of the liquid resupply) or to an instability of the bubbles itself as it flows inside the liquid
(cf. the models of Zuber [156] or Chang [32]) At the level of description corresponding to the “local” scale, the
BC mechanism is evaluated using a quantitative model of the bubble growth dynamics when it is still pinned to
the wall. In other words, the “local” scale BC models are based on the evaluation of local balances (thermal,
mechanical or both) that determine the bubble growth dynamics inside the near wall region as it is still pinned
to the wall. The value of the wall heat flux ¢ enters the balance considered. When a critical value of the wall
heat flux ¢ is reached, it leads to the transition to another mode for the bubble growth. This irregular mode
for the bubble growth will be shown to lead to its spreading along the wall and therefore to a drying transition.
The origin of the BC mechanisms considered is thus associated to this specific bubble growth mode. Since it is
initiated by a critical wall heat flux value, it indeed determines the CHF.

Recoil instability I Based on experimental observations of the dynamics of the interface of bubbles at high
heat fluxes (cf. [71]), Kandlikar [70] proposed a model for the CHF based on a force balance on the interface of a
bubble at departure. This model follows approximatively the same idea as that developed by Sefiane et al. [120]
and that leads to the model reviewed in the next paragraph.

According to the author, at the contact line, the recoil force tends the bubble to spread along the wall, whereas
other forces acting on the bubble tend to make the bubble become spherical and/or depart from the heater, letting
the liquid re-wet the heater. Indeed the recoil force tends locally the vapor to push the liquid away and is an
increasing function of the local mass transfer rate. As a consequence, when the recoil force dominates, the
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bubble grows preferentially in the normal direction to the interface where the mass transfer rates is the largest.
Since the region of high mass transfer rates is near the foot of the bubble, the recoil force is postulated to globally
result in a force that tends the bubble to grow tangentially to the wall, and consequently to spread (i.e. to enlarge
its dry area). The author considers a balance of forces acting on a bubble at departure conditions taking into
account the recoil, surface tension and gravity forces. The bubble at departure is initially considered as spherical.
The bubble size at departure is assumed to be given by the most unstable wavelength of the RTI, Agr;. The mass
transfer rate at the interface used to evaluate the recoil force is supposed to be related to the wall heat flux through
the definition of an influence area of the heater around a bubble where the bubble removes the heat as it grows.
The CHF is associated to the condition at which the recoil force becomes larger than the sum of the gravitational
and surface tension forces. For a horizontal heater and a contact angle of /2, the resulting expression for the
CHEF is equivalent to the Zuber correlation. The interesting property of the model to allow to recover the Zuber
correlation will be analyzed in section 1.4.2.

The development of the model is based on an interesting analysis of experimental observations of the dy-
namics of spreading of vapor on a hot wall. The model proposed for the BC mechanism considers the spreading
of a bubble to be governed by a balance of momentum. Nevertheless this balance of momentum is performed
using an evaluation of the bubble size at departure as equal to Agy;. This evaluation is not a priori realistic since,
according to the experimental results reported in section 1.4, the typical size at departure of the bubbles is less
by an order of magnitude at least from Agr;.

As a partial conclusion, even though the mechanism of spreading initiated by a critical value of the wall heat
flux is an interesting mechanism for the BC, the model of Kandlikar [70] in itself is nevertheless, to our point of
view, not satisfactory because it is not based on a realistic evaluation of the mechanical balance.

Recoil instability I This model is more or less of the same spirit as the Kandlikar’s model presented in the
previous paragraph. The main difference, to our point of view, comes from the description of the geometry of
the bubble, which is less rigid. Following the idea developed by Sefiane et al. [120], Nikolayev and Beysens,
[101, 100] proposed the mechanism of the BC to be related to an instability (the so-called recoil instability) at
the liquid-vapor interface of a growing bubble pinned to the wall.

The recoil instability is related to the pressure jump condition at an interface undergoing a mass transfer (cf.
the study of the jump conditions in the appendix A.2) and has been successfully used by Palmer [106] to describe
the de-stabilization of plane evaporation fronts in the study of steady rapid evaporation at reduced pressure. In
the context of the BC, Sefiane et al. [120] proposed the same destabilizing mechanism to explain the occurrence
of the BC. Let us consider a bubble growing on a hot plate. The mass transfer rate is known to be locally more
intense in a near wall region in the vicinity of the triple line. Thus, the maximum effect of the recoil pressure on
the momentum balance at the interface is located in this region. The destabilizing effect of the recoil pressure is
then supposed to induce, above a critical value of the mass transfer rate (obviously related to a critical wall heat
flux), a centrifugal force on the interface that tends to make the bubble spread instead of keep a quasi-spherical
form (which is the case when the effect of capillary forces is dominant). This is supposed to initiate a spreading
dynamics (formation of a large “dry spot” under the bubble), leading to a drying transition and therefore to be
the mechanism of the BC.

According to the complex geometry of a realistic description of such a bubble dynamics, it is not possible
(contrarily to the initial work of Palmer [106] for plane fronts) to get any result analytically. Nikolayev et al. [100]
therefore use numerical simulations of the interface balances of momentum and energy coupled with the liquid
thermal problem. These calculation, performed without gravity, actually reproduce the dynamics of spreading of
such a growing bubble and moreover establish an important dependence of this spreading dynamics on the wall
heat flux value.

However and according to the authors these numerical simulations allow to show “that at some typical time
the dry spot under the bubbles begins to grow rapidly under the action of the vapor recoil. Such a bubble
can eventually spread into a vapor film that can separate the liquid from the heater thus triggering the boiling
crisis (critical heat flux)”. Therefore the numerical simulations, proposed to illustrate the model, do not allow to
reproduce the drying transition that occurs at DNB, but only a supposed precursor event. Indeed, since the two-
phase flow is not taken into account in these numerical simulations, there do not exist any departure mechanism
that would impede this spreading dynamics. To our point of view, the model therefore proposes an interesting
mechanism for a precursor event of the drying transition that should be supplemented by taking into account the
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coupling with the bulk phases fluid mechanics to balance the spreading by a departure mechanism. The condition
of BC would therefore be the one for which the dynamics of spreading prevails on the dynamics of departure.

The original idea of Sefiane et al. [120] for the BC mechanism is based on the irregular bubble growth at high
heat fluxes leading to a partial dryness of the wall and finally, above a critical value for the heat flux to the BC
itself. The consistency of this hypothesis will be discussed as we report experimental observations of the near
wall NB process at high heat fluxes in section 1.4.

BC mechanism based on the evaporation of the liquid entrapped under a bubble In the model of Zhao
et al. [155], the mechanism of the BC is associated to the dry out of the micro-layer of liquid trapped between
the bubble and the heater. The bubble growth is decomposed into two stages: a first thermal stage followed by
a second mechanical stage. A classical calculation of the initial growth of the bubble based on the micro-layer
evaporation constitutes the first and in fact determines the initial profile (radial thickness) for the micro-layer.
During the second stage of evolution of the bubble, the micro-layer is supposed to be formed and a competition
between inertial, gravity and capillary forces (including a model of vertical coalescence with a large bubble layer
over the growing bubble) determines the dynamics of the bubble growth until its departure. During the two
stages, the total evaporation of radial crowns of the micro-layer at high heat flux causes a dryness under the
bubble. This evaporation is evaluated using an energy balance at the liquid-vapor interface of the micro-layer.
Let us note that, in this model, coalescence with a larger bubble is said to promote the departure of the bubble
and thus to prevent the wall from a possible dry-out, which is actually far from the ideas of the models based on
a critical coalescence. The unknown of this model is the typical size of a bubble after the initial stage of growing
(thermal growth). Zhao et al. [155] obtain a relation for the heat flux g as a function of local superheat and this
bubble size to describe the NB regime at high heat flux. It has a maximum in g and therefore allows to predict
the CHF as the limitation of this idealized NB regime.

In this model, and by difference with the previous other models, the mechanics determines the departure of
the bubble, whereas the spreading of the dry area is only associated with an energy balance inside the micro-layer.
The first stage of the dynamics of the bubble is only phenomenologically described. As a consequence, the size
of the bubble after its initial growth, which appears as a key parameter in the final correlation, is unknown. To
our point of view, this study needs to be supplemented by a more accurate model for this initial stage in order
to actually attest the validity of such a two-stage bubble growth dynamics and thereafter of the suggested BC
mechanism. Moreover the fact that the second stage of bubble growth is only governed by mechanics is subject
of question since it actually contradicts the most recognized model for the last stage of bubble growth which is
said to be heat-transfer controlled (e.g. [28]).

As a partial conclusion, this model for the BC mechanism is questionable according to the validity of the
two-stage bubble growth idealization on which it lies.

Purely thermal model of the BC Blum et al. [16] proposed a model for the CHF based on an initial idea of
van Ouwerkerk [145]. They postulate that the instability of the NB regime is governed by the thermal problem
of a growing dry area over a heated plate. The following thermal problem is studied. They consider the heating
element as a plate of given thickness. At the lower part of the plate, a constant heat flux, namely ¢, is imposed.
The upper part of the plate is in contact with the boiling fluid and is locally either dry or wet. This local state
of the wall-fluid interface is modeled by its temperature with the help of a limit value, say T4 for the wet-dry
transition. The surface is dry, resp. wet, if T > T4, resp. T < T,,/4. The heat exchange coefficient of the wet,
resp. dry, area is considered as given by the NB, resp. FB, part of the Nukiyama curve. In the course of time, a
point of the upper surface can pass from wet to dry or reversely according to its temperature. Now, consider an
initial circular dry area of a size D. This represents a typical foot of a bubble growing on a wall. By performing
thermal calculation inside two-dimensional plates, the authors show that there exists a critical value for g such
that the initial dry area grows without any limit. This critical value is therefore associated to the CHF.

This model actually highly differs from the previous ones because no bubble growth dynamics is considered
by the authors. Even though the use of the global correlation (either the one of the NB or the one of the FB regime
according to the local dryness of the wall) for the heat exchange coeflicient appears as an interesting idealization
of the local heat transfer process, the neglect of any fluid mechanics is to our point of view, the major default of
this model. Indeed, it is classically recognized that the mechanism of departure and therefore of re-wetting of a
dry zone is mainly governed by fluid mechanics (e.g. Buyevich and Webbon [22]). Moreover this model fails



1.3. MODELS OF THE BOILING CRISIS MECHANISM 21

to explain the drying transition that still occurs at DNB for temperature controlled experiments (for the same
CHEF value of the mean heat flux extracted from the wall). Indeed in this latter case, no local increase of the wall
temperature at the location of dry areas exist. According to the model considered, no drying transition should
therefore occur. As a consequence the model is not able to explain this drying transition. In the temperature
controlled case, (if, as the authors suggested, only the very near wall process determines the drying transition
mechanism) only the mass transfer rate existing at the liquid-vapor interface and the consequent growth of the
bubble is able, to our point of view, to explain the drying transition and therefore the DNB mechanism.

As a partial conclusion, the purely thermal model of the BC mechanism is unable to explain the drying
transition that occurs at DNB. Indeed this drying transition results to either the BC for a heat-controlled system
or the transition toward TB regime for a temperature-controlled system. The model of Blum et al. [16] for the BC
mechanism fails to explain this latter situation although the mechanism of the drying transition at DNB should
be unique.

Thermal balance inside a dry spot and critical level of temperature Bricard et al. [20] proposed to investi-
gate the models of Kirby et al. [78] and Fiori and Bergles [50] for the study of the BC mechanism in sub-cooled
flow boiling. The model of Fiori and Bergles [50] considers the influence, in convective flow boiling conditions,
of the existence of a large vapor mass on the persistence of a dry area on the wall. It is not considered in the
following presentation of the work of Bricard et al. [20] since it appears only as a parametric effect on the BC
mechanism itself. The model of Kirby et al. [78] considers that in the NB regime, a nucleus of vapor is left
on the wall at each bubble departure having the form of a flat film. The subsequent dry area is then re-wetted.
Kirby et al. postulate that, at the BC, the local increase of the wall temperature at a dry location is such that
liquid is no longer able to wet this zone and that, moreover, conditions are such that the dry zone spreads over
the wall. Bricard [19] studied this model, developed a criterion for this critical wall temperature level based on
an analogy of the physical situation with the Leidenfrost phenomenon 8 and finally provided a CHF calculation
based on a heat balance in the wall under a dry patch. The Leidenfrost temperature is, according to the author,
a rough approximation for the critical value of the temperature for the dry regions since the actual situation is
obviously different. The order of magnitude is however suggested to be still valid, for water on classical steels, it
is estimated as being equal to Ty, + 150°.

The same criticism as for the previous purely thermal problem can apply to this model. Indeed the Leidenfrost
temperature is far from being reached for temperature-controlled experiments when the drying transition occurs.
Such purely thermal models will therefore be disregarded in the following.

A critical heat flux for the drying of the liquid film at the boundary of a large dry area Yagov [150]
developed a model based on the idea that the efficient heat transfer that exists at the boundary of the dry area
at the bubbles’ foot both explain the efficiency of the NB regime and “bears the possibility of terminating the
nucleate boiling”. According to Yagov [150], the origin of large dry spots is associated to the lateral coalescence
of the bubbles due to the increase of the NSD. The author considered a balance between the liquid inflow at
the boundary of such a large dry spot and the evaporation mass transfer rate at this same boundary. The author
determined the heat flux necessary to evaporate the entire film at the dry spot boundary. As the wall heat flux
reaches this critical value, the dry-out of the heater is assumed and therefore we are in conditions of the BC.

The main differences between this model and the models based on the recoil instability, are first that the dry
spot are said to originate from a lateral coalescence and secondly that the spreading of the dry spot is supposedly
governed by the balances of mass and energy and is therefore independent from the balance of momentum. The
main default of this model is that it does not consider any departure mechanism that should impede the initiated
spreading, which is, to our point of view unrealistic.

Conclusion concerning the analysis of the BC mechanisms related to the “local” scale NB mechanisms
We have presented the models for the BC mechanisms that considers some irregular bubble growth events as the
origin of the drying transition. The models of Kandlikar [70] and Nikolayev et al. [100] based on a spreading

8This phenomenon is also commonly known as the calefaction. Leidenfrost [84] first brought to light this effect: a small liquid drop
deposited over a sufficiently hot wall does not fall and wet the wall but rather levitates over it. The evaporation flow at the surface of the
drop that faces the hot wall forms an air-cushion between the wall and the drop. The reader interested can refer to the excellent article of
Biance et al. [15] for more details.
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of bubbles initiated by the recoil instability (original idea of Sefiane et al. [120]) as well as the model proposed
by Yagov [150] have been shown to be not sufficiently complete. Indeed no mechanism of departure is considered
that should balance the initiation of the spreading of such an irregular bubble. The relevance of the main hypoth-
esis (mechanical instability leading to the spreading of the bubble) with regard to the experimental observation
of the NB regime at high heat fluxes will be studied in the following section. The models of Blum et al. [16]
or Bricard [19] based on purely thermal criterion for the initiation of spreading of a dry area have been shown
to fail to explain the drying transition at DNB and that leads to the transition toward the TB regime. Since the
DNB transition is the more general phenomenon that leads to the BC in the case of heat controlled experiments,
the models related to such a thermal criterion are disregarded in the following of this study.

1.3.4 Conclusion on the presentation of the models for the BC mechanism

Some other open questions We have deliberately presented first the NB process in the context of a pool
boiling set-up with an imposed wall heat flux g. It is worth noting that this configuration differs from industrial
heat exchangers mainly because of the non-existence of any transient phenomenon in the power supply and of the
absence of any convective flow. The validity of the previous developments lies indeed on an important modeling
hypothesis. In other words there exists another open question about the nature of the BC phenomenon: Is the BC
independent of the flow configuration?
The fact that different instabilities could trigger the drying of the wall according to the set of dominant physical
mechanisms at play in the NB process is indeed not trivial to answer. Our point of view is that the mechanism
is unique. This assumption is based on the following argument. Let us consider the evolution of the CHF with
regard to a given parameter, say Z (such that for example the convective mass flow rate, the mean void fraction,
the wetting properties of the fluid on the hot wall, or the sub-cooling). The curve CHF(Z) is relatively smooth
and of constant slope (cf. chapter 12.5 of [28] or the review of the parametric trends of the CHF value by Celata
[30] based on 2000 data points). If one assumes that the mechanism is modified by changing the configuration,
one would have expected a clear modification of these curve: discontinuity of the value of of the slope. Such a
modification is not observed.

According to our hypothesis of the existence of a single mechanism for the BC, the pool boiling configuration
is the most relevant and simple configuration to study to understand the BC.

A parte for the sake of generality It is worth noting that Sakurai [118] proofed the existence of two mech-
anisms for the transition toward TB in experiments of transient heating (increasing wall heat inputs, exponential
in time, in pool boiling). In this case the parameter Z considered is the characteristic time 7 of the heat input
(g = ¢'/"). However, the existence of two mechanisms is attributed to the fact that, according to the characteristic
time 7 , we observe either a direct transition from a non-boiling state to TB (which corresponds to small values
of 1) or a “double transition”, first from non-boiling to NB and then to the transition from NB to TB, of interest
in this study (which corresponds to larger values of 7).

Toward the motivation for an analysis of the local scale phenomena The issues associated to the under-
standing of the BC mechanism has been until this point, deliberately widely open. It has been illustrated by the
variety of types of mechanisms in the NB process and subsequently of the types of models developed for the
BC mechanism, that a lot of questions about the BC are still open. Indeed it has been shown by the analyze of
the BC models that a vast majority of the supposed mechanisms are not attested experimentally or even contra-
dictory with some experimental results. It is worth noting that a better understanding of the BC phenomenon is
constrained by an improvement of the knowledge of the process through experimental observations as it has been
stated by Sadavisan et al. [117] among others.

In the following, we present our analysis of a model of the CHF as being related to an instability at the
local scale. Let us justify our choice to focus on the analysis of the local scale models instead of any other
choice among all the tracks that need to be pursued. Recently there has been an important improvement in the
observation of the near wall process (reported in section 1.4). The re-examen of the local scale mechanisms for
the BC in view of these results is therefore necessary. Such a work should provide an improved understanding
of the different models for the BC. As mentioned by Chung and No [37]: “The current CHF models are mainly
based on the postulation on the CHF phenomena without physical observation. The new CHF models need to be
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consistent with the direct observation on CHF. Also, as several investigators suggested [59, 117], a realistic CHF
model would be the one that gives a natural outcome for the description of the high-heat flux nucleate-boiling
region in contrast to the traditional view of CHF as independent phenomena distinct from the nucleate boiling”.
We therefore begin by reporting some experimental observations of the near wall process that could help us to
determine such a model.

1.4 Report of experimental observations

In this section, we present some recent results of experimental observations that allow to get a more precise
knowledge of the NB regime at large heat fluxes (i.e. close to the BC conditions). These results focus mainly
on the description of a very near wall region that is very difficult to visualize without any advanced experimental
techniques. The reader interested by this experimental problematic can refer to the work of Kenning [76].
Based on these observations, we then present an analysis, of a near wall mechanism of instability that is

* consistent with these experimental observations
* a potential mechanism for the BC
* consistent with the successful Zuber’s correlation

This section is organized as follows. In a first part (see section 1.4.1), we report some experimental observa-
tions, which provides a representation of the NB process in pool boiling near BC conditions®. It is shown that the
hypothesis of scale separation between the two-phase flow scale and the bubble production zone is justified. Then
we report the observation of some local drying events that occur for wall heat fluxes less than the CHF and that
are identified as precursor events of the drying dynamics that leads to the BC. It is then shown that these drying
events are associated with irregular behavior during the bubble growth process at the wall. In a second part (see
section 1.4.2), we postulate that these observations actually correspond to the BC mechanism. This leads us to
consider the mechanism for the BC to be related to the “local” length scale and we discuss an interpretation of
the Zuber correlation at this scale.

1.4.1 NB regime at high heat fluxes

In this section, we report some experimental observations that allow to determine the validity of the scale sep-
aration hypothesis made for the classification of the BC mechanisms. They allow above all to specify the near
wall NB process at BC conditions. In a first part, we report lateral visualization of the NB process. Different
layers are clearly distinguished. Then we supplement the description of these layers by the report of void fraction
measurements. In a second part, we report experimental observations of the local dryness of the wall near BC
conditions using different experimental techniques and/or heating modes (g or T, controlled). Finally we provide
a synthesis of these observations that allows to describe the NB process near BC conditions. This will be used to
deduce an elementary target problem whose study can provide a gain in understanding of the BC mechanism.

The basic picture from a lateral visualization

Comments on the nature of the pool boiling experiments for the two first experiments reported In the
first two parts, we present the NB process at high heat flux observed in pool boiling experiments using refrigerants
as the boiling fluids. According to the low density contrast between their liquid and vapor states (o;/p, ~ 200
to be compared to water at atmospheric pressure p;/p, =~ 1000), these fluids allow an easier visualization of the
NB process. Special caution has been taken by the authors so that their boiling apparatus (the heated wall is very
reduced in its lateral dimension) does not induce specific mechanisms and that the observed value of the CHF is
actually well predicted by the Zuber correlation.

°It is worth noting that some other very interesting results about the local mechanisms of the NB process are presented by Rule and
Kim [116], Yaddanapudi and Kim [149], Demiray and Kim [44] among others. They are not reported here because they do not concern
the near BC conditions of interest in this study.
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Near wall NB process A lateral picture of the NB process is obtained by Nishio et al. [102] that is
reproduced on figure 1.5. Those pictures correspond to the NB process at a heat flux closed to the CHF
(g = 0.92 CHF). One the left hand side (LHS) picture, a sequence of several snapshots (taken at 1000 frames/s)
of the NB process are represented, the time between them being given under each snapshot in milliseconds. On
each snapshot, the vapor bubbles can be identified as the black forms over a white frame (continuum of liquid).
At the bottom part of each picture, the wavy black line corresponds to a liquid-vapor interface, the liquid phase
being on the upper side of this line. By considering the sequence of snapshots, it can be seen that several big
bubbles are generated from a quasi-continuous film of vapor that exists above the wall. It is worth noting that
these big bubbles, by their size and spatial spacing, can be identified as being generated by a Rayleigh-Taylor
instability on the surface of the vapor film. This part of the picture is therefore consistent with the idealization
made by Zuber for the generation of bubbles. Let us now consider the right hand side (RHS) picture. It corre-
sponds to a close-up picture of the LHS process in a region very close to the wall. The scale is such that the upper
part of the RHS picture corresponds more or less to the unclear dark region at the bottom of the LHS pictures.
The white continuum on top of the RHS picture is therefore the big vapor mass (film-wise bubble on the picture)
whose upper boundary is the wavy thin black line on the LHS pictures and whose bottom boundary is the thick
black line on the RHS picture. Under this big vapor mass, there exists a liquid film, that itself contains bubbles
like the one clearly identified by the arrow. Therefore, even though from a far point of view (LHS pictures),
vapor covers the wall, there still exists a continuous liquid film in contact with the wall. Inside this liquid film,
numerous bubbles are generated that coalesce to form the vapor film. In a following paragraph we study the
nature of the fluid-solid contact for such an high heat flux.

(f) t=28ms

Fig. 14. Dynamic behavior of filmwise bubble (W = 0.5
mm, H =2 mm, g = 0.92g.4¢).

Fig. 15. Close-up picture of liquid film under filmwise bubble
(W =0.5mm, H=2mm,q = 0.92gcy).

Figure 1.5: Lateral visualization of the NB process reproduced from [102]

As a consequence of these observations, the big bubbles that can be observed as flowing outward the wall
are not the bubbles generated in the very near wall region. Indeed, as they detach from the wall, the bubbles first
coalesce with each other and form a big vapor mass above the wall. This vapor mass is not a continuum since
liquid is still able to reach the wall. From this big vapor mass, and due to the RTI, big bubbles actually flow
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outward the wall'®. Moreover the growth of the bubble pinned to the wall actually appears as independent of the

above bubbly two-phase flow which justifies the scale separation.

Two-phase flow scale at CHF Let us now consider the experimental results of Chung and No [37] who
somewhat used a similar boiling apparatus and visualization technique. Their study provide somewhat similar
lateral visualizations of the NB process to the LHS pictures of figure 1.5 described in the previous paragraph.
However, their study provides also a visualization of the boiling process before, when and after the CHF is
reached (cf. figures 1.6). It is worth noting that the visible transition in the boiling process takes place rather in
the near-wall region than in the two-phase flow scale region. No noticeable change can be identified between
post- and pre-CHF observations of the two-phase flow configuration above the vapor “film” that could attest any
regime transition at this scale. This result therefore contradicts the hydrodynamic theory and confirms the near
wall region as being the location of the BC mechanism.

Void fraction measurements In order to attest the validity of the previous observations, it seems interest-
ing to compare those results with those obtained by Auracher and Marquardt [7] with other fluids such as the
refrigerant FC-72 and the isopropanol and in other experimental conditions. In this case, lateral observations of
the flow are, to our knowledge, not available. The authors provide void fraction measurements at high heat-fluxes
up to the CHF. It is worth noting that contrarily to the previous results, the wall temperature (7') is imposed (in-
stead of the heat flux ¢) and that they actually observed the TB and thus the drying transition that occurs at DNB.
Their results attest the existence of a layer in the very near wall region that is must richer in liquid (corresponding
by analogy to the liquid film with bubbles in the previously presented results) than the layer just above it that
is very rich in vapor (corresponding by analogy to the vapor “film”). This attests therefore the validity of the
picture of the NB process at high heat fluxes proposed in [102] or in [37].

BC and precursor local drying events In the following, we report experimental observations about the nature
of the fluid-solid contact during pool boiling experiments in the NB regime near and at CHF. It is worth noting
that such drying events have been reported by experimentalists from a long time (cf. [56], [145], or [152] among
others). Here we refer to experimental observations obtained using more recent techniques, that provide a more
quantitative and accurate description of these events.

Theofanous et al. [130, 131] studied experimentally the pool boiling of water at atmospheric pressure. Using
a sub-micron metallic film deposited on a glass as a heater, the authors have been able to visualize, among other
quantities, the wall temperature field, i.e. T instead of (T'), using infrared thermographic techniques. Such maps
of the temperature field are reproduced on figure 1.7(a) for different wall heat fluxes g (namely from left to right
g = 406, 536, and 807 kW m~2, whereas the CHF value is about 1 MW m~2 in these conditions). Black, resp.
white, regions concerns low, resp. high, levels of wall temperature. The nucleation and bubble growth events can
be identified by low temperature regions of circular form as it can be seen on the LHS picture of figure 1.7(a).
The low temperature is associated with the very efficient heat transfer process of the phase change phenomenon
that takes place as the bubble forms and grows. To our point of view, one of the most interesting results of this
study is the observation of the temperature field under a growing bubble at wall heat fluxes near BC conditions.
In these conditions, it can be seen (cf. the RHS graph on figure 1.7(a)), at the center of the low temperature region
(associated to a bubble growth event), a circular zone of very high temperature that has been clearly identified
with a dry region (cf. the study in [130]). On figure 1.7(b) is reproduced a sequence of such a bubble growth
event. At the beginning (LHS top picture) the dark region is the cooling associated to the beginning of the bubble
growth event. At the center of this low temperature region it can be seen on the next pictures a white circle (high
temperature) that first grows and then shrinks before the bubble finally departs (last picture bottom RHS). The
graph on the RHS represents the time evolution of the temperature at the center of the hot and dry zone. The
particularly high levels of temperature (up to 7', + 130°) reached at this point allow to clearly identify this region
as being dry. The authors reported the dynamics of such dry spots and their analysis allows to draw the following
conclusion:

* Such drying events occur more frequently as the wall heat flux increases and as the wall temperature is
initially locally higher and not surrounded by previous bubble nucleation events

10As a consequence, the evaluation of the bubble size at departure from the wall made by Kandlikar [70] appears actually as irrelevant.
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Fig. 9. Side views of bubble structures at local vapor film regimes (g = 0.9 ).
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Fig. 12. Side views of dynamic behavior ol bubbles at CHF.
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Fig. 13. Side views of dynamic behavior of bubbles just after CHF (g = 1.06¢cur).

Figure 1.6: Lateral visualization of the CHF reproduced from [37]
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* For (relatively) low heat fluxes, the spreading-shrinking dynamics of the dry area follows the mean bubble
cycle.

* At higher wall heat fluxes, some of the drying events are much more violent and, even though they finally
do not lead to the dry-out of the wall, their characteristic life time and size are no longer correlated to the
mean bubble cycle, i.e. drying events have their own dynamics.

* At the CHF, such a dry spot begins to spread without limit, finally leading to the burnout of the wall. Such
a behavior is reproduced on figure 1.7(c).

In the following, we consider other experimental results that attest the validity of these observations with
different boiling configurations.

The boiling apparatus used by Chung and No [37] allows to get information about the wetting of the wall
through optical measurements. The boiling fluid is a refrigerant and the heated wall is a sapphire plate covered
by a transparent electro-conducted film. The authors also report that they identified the dry spots events with
nucleation events.

Buchholz et al. [21] performed pool boiling experiments with saturated iso-propanol” . Contrarily to all the
previous experiments (except [7]), the wall temperature (T') (instead of the heat flux ¢g) is controlled. Time depen-
dent temperature fields are calculated using a net of thermocouples installed inside the heater. It is worth noting
that, before CHF is reached, large drying events can be identified through the temperature fields measurements.
Since temperature is controlled, the nucleation points, resp. the dry areas, correspond to slightly lower, resp.
higher temperature regions than in the experiments of [130, 131] (of the order of 1K with respect to the mean
temperature value instead of few tens of Kelvins) but are still clearly identifiable.

111

Conclusion about these experimental observations The NB process at high heat fluxes has been described in
more details using experimental observations of pool boiling experiments. The near-wall region has been shown
to consist in

* a thin liquid layer in contact with the wall where nucleation events and bubble growth take place;

* a very rich vapor layer created by the coalescence of the bubbles that form in the liquid film, this layer is
obviously discontinuous since the feeding of the underneath liquid film is maintained.

* above this rich vapor layer, a bubbly two-phase flow region exists, bubbles are generated by the RTI
occurring at the upper surface of the vapor layer.

It has been shown that somewhat large drying events can exist before CHF, i.e. without leading to the DNB. The
triggering of these drying events is associated with nucleation events and leads, at sufficiently high heat fluxes, to
“irregular”’'? bubble growth with respect to the mean (or “regular’’) bubble growth events. At CHF, one or several
of these dry spots suddenly spread over the wall, leading to the DNB. These irregular bubbles are not associated
with bubble coalescence, since they occur preferentially in regions not previously populated by other nucleation
events. These regions correspond therefore to high liquid superheat.

In the following, we interpret these experimental results to determine a potential mechanism for the BC.

1.4.2 Interpretation of the experimental results: a local interpretation of the Zuber correlation

In the following, we postulate that the experimental observations of drying events reported above are actually re-
lated to the drying transition that occurs at the BC. Let us justify this postulate. It is worth noting that even though
these results have been obtained with particular experimental set-ups (especially concerning the wall thermal and
aspect characteristics), the CHF is of the same order of magnitude as for more classical pool configurations (i.e.
well predicted by the Zuber correlation). As a consequence, the specific configuration is assumed to have only a
parametric effect on the CHF value, and therefore the mechanisms of the BC is assumed not to be modified by
the configuration.

"'These results correspond actually to the same set of experiments as in [7] whose void fraction measurements have been reported in
the previous study of the basic picture from a lateral visualization.

12We here reproduce the distinction between regular and irregular bubbles introduced in [130] to characterize the experimental obser-
vations of the bubble growth processes.
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Fig. 11. IR thermometry images of a fresh heater (FI) at three dif-
ferent heat fluxes, ¢ = 406, 536, and 807 kW/m?.
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Figure 1.7: Wall temperature at high heat flux NB regime, figures extracted from [130, 131]
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Let us now examine the consequences of our postulate. The precursor drying events have been said to
originate in a nucleation event and to be related with the growth of a bubble pinned to the wall. Therefore, the
drying transition at the BC must be related to a certain mode of bubble growth on a heated wall, that is activated
only for NB regime close to the DNB conditions (i.e. for the two types of controlled experiments considered,
either wall temperature or wall heat flux imposed uniformly). This contradicts therefore the hypothesis that the
dryness is associated to coalescence phenomena in a near wall region, which is the other common postulate 3.

Rewriting of the Zuber correlation For the sake of simplicity, we will not use the original Zuber formula (1.1)
but rather a simplified formula that reads

T
qCHF Zuber = ﬁL \ O-gplpg (12)

Both formula (1.1) and (1.2) are equivalent as long as the density ratio satisfies p;/p, > 1 which is the case
for the boiling fluids considered. Let us decompose this formula using the widely used energy balance at the
interface (cf. our study of the jump conditions in the appendix A.2) ¢ = I' £, where I is a mass transfer rate and
L is the latent heat of vaporization. Let us also introduce, instead of the RTI wavelength Arr;, the most generic
capillary length A, defined as

o
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Thus the Zuber correlation can be written as x

No=—
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where the non-dimensional number N is defined as
No = _F2 Aeap
PO

It is worth noting that, using this writing, it appears as natural to consider the Zuber correlation at different length
scales since two of the three basic elements it is made of, namely the capillary length, and the interface energy
balance, are characteristic of the analysis of any boiling system. The third one, which is the non-dimensional
number Ny, needs to be more specifically studied.

Different scales, different interpretations In the original context of the Zuber model, I' is the mean transfer
rate of the NB process and is therefore related to a mean vapor flow rate and thus to the velocity V,, of the vapor
flow across the liquid. Let I reads as p, V,, then N refers to the classical non-dimensional critical parameter for
the Kelvin instability. Let us now consider models at the “mean bubble growth” scale where bubbles keep their
integrity in the model of the NB process. When considering a bubble instability, 4., is the bubble diameter, and
I' = p, V, where V, refers to the velocity of individual bubbles rising in the liquid. In this case Ny refers to the
classical Weber number. It is actually a Weber number that used Chang [32] in the derivation of his correlation
for the CHF, that is equivalent to the Zuber’s one. When I' is related to a local mass transfer rate at a liquid-vapor
interface, the block I'?/p, is the measure of the recoil force, which is the destabilizing force in the idea of Sefiane
et al. [120]. This explains the result of Kandlikar [70]. Let us also mention the model of Mokrushin [96] (not
reported here) that considered a balance of force acting on the film of liquid trapped under a growing bubble
(micro-layer) as determining the occurrence of the DNB drying transition. Its resulting correlation for the value
of the CHF is similar to the Zuber correlation. According to Mokrushin [96], and to our own point of view the
agreement between all these expressions for the CHF ““is not surprising. It shows that the principal forces acting
on the vapor bubble were accounted for in [all] cases.”.

The two interpretations of the Zuber correlation (at a global or local scale) can be represented by the two
following diagrams. At the bubble scale A, defined by the competition between surface tension, the drying

BThere is a long history of debate on this point, already revealed in the 50’s of the twentieth century by Jakob [64]: “whether the
spheroidal state is always initiated by coalescence or is spontaneously initiated will be difficult to decide”. The spheroidal state is the
ability of a liquid not to contact a hot wall, i.e. the calefaction, (¢f. the footnote 8 on page 21). Let us note that, in the case of rapid
transients, the spheroidal state has been observed to spontaneously initiate (¢f. Sakurai [118]). This at least proves the ability of this state
not to be always induced by coalescence.
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transition being governed by a competition between recoil and capillary forces, whereas the departure dynamics
is governed by buoyancy and capillarity. At the flow scale the gravitational and surface energies defines the
length scale Agr;. For this type of scales, at CHF a wave of typical length Agr; is destabilized by a flow of kinetic
energy m V? (existence of a critical Kelvin or Weber number according to the fact the bubbles keep their integrity
or not).

o/R o
V W RTI wjn or Weber
ApgR 2 A(1/p) mgR mV?
AP at the “local” scale Energy scales at the “two-phase flow” scale

It has been shown how to relate the Zuber correlation to mechanisms for the BC at different scales. As a
consequence, and since interesting experimental results have been shown to be related to the “local scale”, it
seems all the more interesting to focus on a study of the potential mechanism of the BC at this “local” scale.

1.4.3 Conclusion on the study of local observations

According to the experimental observations presented in the beginning of this section, the NB process at high
wall heat flux has been specified. Some local drying events have been identified as related to irregular bubble
growth events leading at CHF to the dry-out of the wall. These events have been related to a very near wall scale,
and therefore it has been postulated that this scale was the scale of the BC mechanism. The Zuber correlation,
that allows to predict the CHF with a good accuracy, has been related to an interpretation at different scales,
including this local scale. As a consequence the Zuber correlation is not associated with the “two-phase” flow
scale at which it has been initially associated. In the following, we study a way to get an improved understanding
of the BC mechanism by studying the spreading dynamics of the dry area that forms under an irregular bubble.

1.5 Study of the instability of a bubble growth on an hot wall leading to the
spreading of a dry spot

The goal of this section is to define an elementary target problem whose study could help to understand the basic
mechanisms of the BC. Since it has been shown in the previous sections that it was justified to consider the
mechanism of the BC as being related to an irregular bubble growth event, we therefore propose to study this
phenomenon.

This section is organized as follows. First we define a BC mechanism at the “local” scale consistent with
the experimental observations and for which the governing physical mechanisms are consistent with the Zuber’s
model. We analyze this model in comparison with the other BC models that have been shown in section 1.3 to
be related to the dynamics of a dry area. Then we propose the numerical simulation of a bubble growing on a hot
wall as an interesting subject of study in order to clarify the competition between the spreading and the departure
dynamics.

1.5.1 A scenario at the DNB conditions

In order to illustrate the possible gain in understanding for the potential mechanism for the BC at the local scale,
we study a BC mechanism based on the spreading of a dry area located under an irregular bubble. Several
models have been reviewed in section 1.3.3 for such a BC mechanism. These models have been criticized in
section 1.3.3, we consider again this criticism in view of the comparison with the model proposed and show how
it allows to overcome their limitations.

A BC mechanism The corresponding BC mechanism is represented on figure 1.8. The initial configuration
considers an irregular bubble (central picture of figure 1.8) that has a large dry area at his foot (as it has been
observed in [130]). The origin of this irregular behavior can be related to the recoil instability as suggested
by Sefiane et al. [120] and shown by the numerical results of Nikolayev et al. [100]. Its latter evolution is then
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supposed to depend on the wall heat flux g. Either g < CHF, the bubble stops to spread and finally departs from
the wall (RHS picture of figure 1.8). We are therefore still in the NB regime. Or ¢ = CHF (DNB conditions)
in which case the bubble continues to spread along the wall and as a consequence begins to form a thin vapor
film in contact with the wall (LHS picture). The further evolution of this film depends on the wall heating mode.
If the temperature is controlled, the film locally breaks down under the action of the RTI. As a consequence we
observe a succession of large drying events and of re-wetting events. This spreading dynamics is supposed to still
exists for higher wall temperatures, this corresponds actually to the classical TB regime (bottom LHS picture).
At MHF, the temperature of the wall is classically considered as sufficiently high in order the vapor film not to be
broken by the unset of the RTI. As a consequence, if the heat flux is controlled at DNB conditions, the wall below
the vapor film that establishes becomes rapidly hot (as observed in [130]) and its temperature rapidly becomes
larger than the MHF’s value. Therefore, the film is not destroyed by the unset of the RTI, the RTI is at the origin
of a bubble release process. The wall keeps in contact with a continuum of vapor and its temperature is large.
This situation corresponds to the FB regime (top LHS picture).

FB

DNB NB

\

— N\

Initial configuration
Irregular bubble

Figure 1.8: A BC mechanism at the “local” scale

Comparison of this local mechanism for the BC with regard to the previous models at the ‘“local” scale
Let us consider the main differences between the proposed BC mechanism and the models for the BC reviewed
in section 1.3.3.

The explanation of the drying transition toward TB regime Let us note that the criterion of a sufficiently
large wall temperature under the vapor film only concerns the stability of the drying transition (TB or FB regime)
but not the drying transition itself (DNB). This hypothesis is therefore different from the ones suggested in [16]
or [19] and actually allows the mechanism to explain both the transition toward FB and TB regimes as the wall
heat flux reaches the value of CHF.

Departure versus spreading It is important to note that for this scenario of the BC mechanism, DNB con-
ditions corresponds to the condition when the spreading dynamics is no more balanced by a departure dynamics.
As a consequence, DNB conditions are not the conditions when the spreading initiates (as supposed in [100]).
The interpretation of the DNB event is fully consistent with the experimental observations of Theofanous et al.
[131] since drying events have been actually observed at NB conditions below the CHF.

Target problem The balance between spreading and departure of an irregular bubble has been shown in sec-
tion 1.3.3, not to be captured by the previous attempts to model irregular bubble growths (namely the models
studied in [70] or in [100]). As a consequence, it remains, to our point of view, of primary interest to be able to
model this competition. In the following we consider a way to study this elementary target problem.
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1.5.2 Numerical simulation as a way to gain in understanding for the basic mechanism occur-
ring at DNB

It is worth noting that since “local” scale mechanism have to be taken into account and moreover since the
geometry of irregular bubbles is supposed to be complex during its growth, the use of analytical models for the
study of the dynamics of such an irregular bubble is out of reach. We rather propose to follow the approach
of Nikolayev et al. [100] who used numerical simulations to study the initiation of the spreading dynamics.
However since the numerical method used in [100] neglects the mechanisms of departure of the bubble, it needs
to be supplemented. To study our target problem, we therefore need to consider a more complete model for the
bubble growth that includes the whole two-phase flow dynamics. As a consequence, we turn our attention toward
numerical methods able to solve the non-isothermal liquid-vapor flows with phase change at the local scale.

The use of numerical simulation is not expected to provide a gain in understanding in itself. However, once
a given mechanism is supposed, numerical simulation provides an interesting tool in order to attest the validity
of the assumptions. It has been said previously that performing experimental measurements at high heat flux NB
is a hard and touchy task. The use of numerical simulation as numerical experiments is therefore motivated also
by this limitation of use of other experiments.

To solve the problem of the bubble growth, the numerical method must obviously be based on a model for
the non-isothermal liquid-vapor flows with phase-change. The main physical phenomena the numerical method
should be able to reproduce read

1. two phase flow induced by recoil, buoyancy and capillarity
2. conductive and convective heat transfer at least inside the liquid phase
3. interface jump conditions

(a) energy balance: latent heat
(b) momentum: recoil and capillary forces

(c) mass: phase change induced flow
4. ability to treat the triple line (contact between solid, liquid and vapor)

It is worth noting that the compressibility of the bulk phases is not considered as a key parameter for the de-
scription of the NB flows. Indeed, even though it classically plays a major role only in the nucleation stage, e.g.
[28], compressibility of the liquid and vapor does not appear neither in the main physical mechanisms of the
NB regime (cf. our presentation in section 1.2) nor in all the BC models considered (cf. in section 1.3) or more
especially in the Zuber correlation for the CHF. As a consequence, and in order the numerical method not to be
un-necessary complex, the ability of the model to take into account the compressibility of either the liquid or the
vapor phase is not required. The neglect of compressibility of the liquid and vapor phases will be shown to lead
to an interesting simplification in the numerical methods. These methods are reviewed in the following chapter
in view of their application to solve the target problem defined in the present chapter.

1.6 Conclusion on the study of the BC mechanism

In section 1.1, we have defined the boiling crisis (BC) as a departure from the nucleate boiling regime and
justified the interest of studying such a phenomenon. The BC mechanism is nowadays not well understood
although its understanding is of primary interest for the study of the nuclear power plants safety as well as for the
understanding of the boiling process at high heat flux in general. We have in section 1.2 introduced the different
physical mechanisms that actually play an important role in the NB regime at conditions near the BC and that
could a priori be related to the BC phenomenon. These different mechanisms have been classified according
to three different length scales corresponding to three different levels of description of the NB regime. Indeed
according to the BC mechanism considered, a different level of description of the NB regime is required. We
have reviewed in section 1.3 the different BC models. The analysis of the different BC models has revealed the
lack of understanding of the nature of the BC phenomenon. Indeed no experimental evidence can sufficiently
support any BC model and that for each level of description of the NB regime considered. As a consequence,
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experimental investigations need to be pursued in order to get a real improvement in the understanding of the BC.
Nevertheless there has been recently an interesting improvement in experimental techniques that allows to gain in
understanding of some NB mechanisms near BC conditions in a very near wall region. We have analyzed these
mechanisms in section 1.4 in order to evaluate the consistency of the BC models with regard to experimental
observations. The following conclusions have been drawn:

* there exists actually a valid scale separation between the near wall region where bubbles first nucleate and
grow as they are still pinned to the wall and a far wall region where larger bubbles flow inside a continuum
of liquid and whose size is dictated by the RTI

* local drying transitions of the wall occur in the NB regime for heat fluxes below the CHF value and have
been identified as precursor events of the larger drying transition that occurs at DNB.

* these local drying events are associated with irregular bubble growth events and are a priori not related to
any lateral coalescence event

As a consequence the location of the BC mechanism has been related to a very near wall region where these
irregular bubble growths take place. These irregular bubbles can only be modeled with the help of a high level
of decription of the NB regime corresponding to our “local” scale. Moreover it has been shown that the Zuber
correlation, that allows to well predict the value of the CHF and that is initially inherited from a description of the
NB regime at the “two-phase flow” scale, is in fact not associated with any particular level of description of the
NB regime. As a consequence, the study of the NB regime at the “local” scale has been shown to be of primary
interest for the understanding of the BC phenomenon.

Based on these results, we have thus proposed to study a BC mechanism at the “local” scale that is consistent
with the experimental observations reported in section 1.4. In section 1.5, we have defined such a mechanism for
the BC. This mechanism is based on the competition between the spreading dynamics of an irregular bubble (that
can be related to the recoil instability proposed in [70, 100, 120]) and the dynamics of departure of this bubble
from the wall (that can be related to the combination of both capillary and gravity forces). It has been postulated
that at DNB conditions the spreading dynamics is no more balanced by the departure dynamics, leading to a
drying transition (the establishment of a thin vapor film in contact with the wall). This mechanisms has been
shown to be consistent with the experimental observations and to be able to explain both the transition from the
NB regime toward the TB and FB regimes. Moreover the main physical mechanisms involved are consistent with
the successfull Zuber correlation.

As a consequence, to attest this BC mechanism or at least to provide a gain in understanding of the mech-
anisms of the high heat fluxes NB regime, the study of the growth dynamics of an irregular bubble has been
proposed as an interesting target problem. Due to the complex and time dependent geometry of such a bubble,
the use of numerical simulation has been proposed to study this problem adequatly. Moreover we have specified
the main physical phenomena that the numerical method used should be able to reproduce. It is interesting to
note that it is a priori not required to deal with a compressible model of the liquid and vapor phases.

In the following, we review the available numerical methods for the resolution of the liquid-vapor flows with
phase-change and introduce our motivation for the development of a new method.
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Chapter 2

Solving the nucleate boiling flows, a review

In this chapter, we study the different numerical methods allowing to study the dynamics of a bubble growth.

This chapter is organized as follows. First we introduce the problematic of the solving of the bubble growth
dynamics. We then consider the different numerical techniques allowing to solve this dynamics (see section 2.1).
Each of them has advantages and limitations. We redirect our attention on the numerical methods based on
diffuse interface models and motivate this choice. In section 2.2 we consider the ability to use the classical van
der Waals model for the study of the boiling flows of interest in this study. We show that the use of the van
der Waals model for such a mesoscopic problem is too limited. We therefore consider another family of diffuse
interface models based on the introduction of an abstract “order parameter” for the description of a two-phase
system: the so-called phase field models (see section 2.3). We present the main features of these models and their
ability to provide a much more useful regularization of the boiling problem than the van der Waals model as soon
as mesoscopic studies are targeted. We then specify the main properties such a model should satisfy in order to
envisage numerical simulations of the nucleate boiling flows. The phase field models devoted to the description
of the liquid-vapor phase transition are then reviewed and it is shown that none of the existing models actually
satisfies the whole set of required properties. As a consequence we propose in the next chapter to derive new
phase field model devoted to the study of the nucleate boiling flows.

2.1 The boiling as a free boundary problem

In this section we study the main families of numerical methods devoted to the study of nucleate boiling flows.
They are mainly of two types according to the mathematical representation (either explicit or implicit) of the
liquid-vapor interface. We first consider the methods using an explicit representation of the location interface
and then the one using an implicit representation of the location of the interface.

2.1.1 Necessity of a specific numerical treatment of the interface

In this section, we establish the necessity of a specific numerical treatment of the liquid-vapor interface to solve
the boiling flows and introduce the main mathematical techniques for the representation of the interface.

The governing equations of the nucleate boiling flow The boiling fluid is locally either liquid or vapor. From
the mathematical point of view, the two phases can be considered as a field that has two single phase regions,
with moving boundaries that separate the phases. The differential equations, say the Navier-Stokes equations,
hold for each of the fields separately, but cannot be applied to the whole field without violating the condition of
continuity at the boundaries of each of the fields, the interface location. These boundaries, i.e. the geometry of
the interfaces is unknown a priori as a function of time and space. At the interface a set of jump conditions are
actually satisfied, the Rankine-Hugoniot jump conditions. These jump conditions are studied in the appendix,
section A.2. The main problematic of solving the boiling flow is thus to take into account the interface as a
moving boundary. Let us consider the mathematical representation of the interface.

35
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Representation of the interface location The location of an interface x; in a three space dimensions system
can always! be related to the location of a surface. The mathematical description of a surface can be either
explicit, i.e. x; = f(¢), or implicit, i.e. F(x;,t) = 0, where x; denotes the position of the surface. This distinction
is at the basis of two families of numerical method for the solving of the boiling flows. In the first family, the
explicit representation of the interface is used which implies to track the surface along the numerical simulation.
The corresponding methods are therefore denoted tracking methods. They are presented in the next section. In
the second family, the implicit representation of the interface is used. The field F is not unique and only its zero
iso-contour determines the location of the interface. As a consequence the location of the interface is only a part
of the field F. The knowledge of the field F is sufficient to “capture” the interface location. The corresponding
methods are denoted “front capturing” methods. Since the definition of F can be extended to the whole two-phase
system as an Eulerian field, F' can be numerically treated as any other physical main variable of the two-phase
fluid description and there is no need to use a specific numerical discretization for the interface. These methods
are presented in section 2.1.3 and following.

2.1.2 Explicit tracking of the interfaces

When the interface is represented explicitly, its location is tracked with the help of a moving mesh. There
exists two main ways of tracking the interface dynamically. Either a part of a the discretized elements used for
describing the physical domain represents the interface, or a moving additional Lagrangian grid is superposed
to the fixed Eulerian grid. In the first case, the method is either purely Lagrangian or mixed (methods arbitrary
Lagrangian Eulerian, ALE). In the second case, the resolution on the Eulerian grid must be coupled with the
time dependent position of an additional Lagrangian grid which represents the interface. These are the so-called
front-tracking methods.

Lagrangian and ALE methods The most inconvenient feature
i ; * ' 77 of the purely Lagrangian methods is that the mesh becomes rapidly
1 highly distorted. As a consequence they, are to our knowledge, not
1applicable to the study of the liquid-vapor phase change simula-
] tions. For the second category of method, namely the ALE meth-
ods, cf. [27], a particular sub-element of the mesh is associated to
the interface as represented on the figure on the left. The interface
being of time dependent geometry, the mesh is distorted with time.
As a consequence the governing equations need to be solved on a
curvilinear moving mesh. If this method allows actually a very accurate description of the interface its numeri-
cal handling is costly and complex. Moreover the ability to take into account topological transitions as well as
several bubbles is really limited.
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li.e. for the two different cases where the interface is considered either as a sharp discontinuity or as a volumetric transition zone. The
Gibbs’ representation of the interfaces provides the formalism allowing to switch from one representation to the other one.
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Front-tracking method In these methods the geometry of the interface is described
with the help of a Lagrangian mesh (dots on the RHS figure) superposed on a fixed Eu-

lerian grid (squares on the RHS figure), e.g. [140]. In the algorithm, the motion of the fluid 1
interface is an independent step of the calculation. This engenders major difficulties ’/.\‘\

to apply constraints to this motion that are consistent with the main physical balances /./ ‘\‘\.l—
(mass, momentum, energy), e.g. [91]. The distortion of the Lagrangian mesh due to \.\
the motion of the interfaces requires to regularly reconstruct this mesh, e.g. [126] fluid 2

. Moreover, even though the interface is represented as a sharp surface, a necessary
smearing of some source terms, like the surface tension force? , must be introduced in
order the solving of the governing equations on the Eulerian grid takes into account
the physics of the interface. This smearing is numerically controlled and its consequences on the main balances
cannot be analyzed. The topological transitions are not naturally taken into account.

Concluding remarks As a partial conclusion, the use of an explicit representation of the interface leads to nu-
merical difficulties for the treatment of the interface motion. As a consequence the accuracy of the main balances
can be difficult to handle. Moreover even though the interface is sharply represented, it is necessary to smear
its properties in order to take them into account in the physical balance equations. This smearing is numerically
constrained and its consequences on the consistency of the governing equations cannot be analyzed. As a con-
clusion the main difficulties of dealing with these methods lies in the handling of the numerical representation of
the interface. We see in the following that the difficulties are of different nature with interface capturing methods.

2.1.3 Interface capturing and diffuse interfaces

General presentation The main idea behind interface capturing methods is to use an implicit definition of a
surface to describe the interface, rather than an explicit definition. This makes easier the numerical determination
of the time dependent location of the interfaces. In this section 2.1.3, we provide a short presentation of the basic
ideas allowing such an interface description. Two main families of such methods exist namely the level-set
and diffuse interface methods. Level-set method is presented in the following. In section 2.1.4, we present the
formalism of the diffuse interface models and the relevance for their use in numerical simulation.

In the implicit description, the function F is not unique, since only its zero iso-contour is relevant, but it can
be smooth in the entire domain. If V; is the speed of displacement of the surface, the motion of the surface is
then described either by dx;/dt = V; or by 0F/0t + V; - VF = 0 where V denotes the spatial Eulerian gradient
operator. Provided that the velocity V; defined at the surface can be continuously extended in a neighborhood
around the surface 3, the latter equation is valid in the entire domain and involves only smooth functions, which
is numerically much easier to handle. Moreover, the resolution of this equation is similar to any other balance
equation, which makes its resolution easy and efficient (which is more especially interesting in view of three
space dimensions simulations and for parallel computations). To enable this efficiency, it is therefore required
to provide a well-defined smearing of the velocity of the interface. This idea is the key of interface capturing
methods as opposed to interface tracking methods. Among the interface capturing methods, the most popular
is the level-set method. The diffuse interface methods also belong to this class of interface capturing methods.
The main difference between the level-set and diffuse interface methods is that the latter is thermodynamically
consistent and is better suited for flows in which capillary phenomena cannot be neglected. F as well as the
smeared velocity field V; can be either purely numerical (level-set) or more physical (diffuse interface). The
equation of evolution for F, thus determining its Lagrangian derivative (dF/dt) and the motion of the interface,
is then different, even though the main idea remains the same. Let us also precise that since the time evolution
of the location of the interface is implicit, the topological transitions are automatically taken into account, even
though their occurrence may not always be relevant or accurate. It is worth noting that the main efforts of the
interface capturing methods (with regard to the interface tracking presented in section 2.1.2), are reported on the
definition and computational management of the smearing of the fields around the interface location.

2The surface tension is most of the time taken into account using the continuous surface force CSF method [18].

3For instance in a two-phase flow without interface mass transfer, the velocity field of the bulk phases can be used for such an
extension. Indeed, in this case, as stated by the Rankine Hugoniot jump condition corresponding to the mass balance (c¢f. the study of
the Rankine Hugoniot jump conditions in the appendix, section A.2), the bulk velocities at the interface are both equal to the interface
velocity.
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Level set methods This method is for sure the most popular of the interface capturing methods, e.g. [123]. In
these methods the necessary smooth extension of the main variables around the sharp interface is made using a
numerical distance function as the field F'. To control the smearing of this field, it is regularly re-initialized. One
of the difficulties of the level-set method is to ensure that the mass is actually conserved when the smearing of the
distance function is such re-initialized. To improve the mass conservation, the coupling of the re-initialization
with a Lagrangian displacement of particles can be used, e.g. [48]. It is worth pointing out that the use of the
so-called “ghost-fluid” method, e.g. Liu et al. [88], allows to accurately take into account the jump conditions
in the normal direction to the interface. However the accurate taking into account of the surface tension is still a
challenging problem.

2.1.4 General presentation of the diffuse interface models

Let us consider a two-phase system where the bulk phases are separated by an interface. In diffuse interface
models, the interface is considered as a continuous transition zone. The main issue is then to describe the
behavior of fluid particles that are located within the transition region. To do that, the two-phase system is first
studied thermodynamically and the corresponding equations of motion are then derived. In this chapter and in
chapter 3, we focus only on the thermodynamic modeling; the corresponding equations of motion are derived
and analytically studied in chapter 5.

In this section we present the basic formalism of the diffuse interface thermodynamic modeling and introduce
the main diffuse interface models.

Thermodynamic modeling using local dependence with regard to
the ‘“‘order parameter’” Let X be the main thermodynamic variable
that allows to distinguish the bulk phases of the system, say the local
mass density p for liquid-vapor phases of a pure substance or the local
mass fraction for two non-miscible phases (water and oil for instance). S
The values of X within the bulk phases are different (by definition) and
these values are thus characteristic of the bulk phases (for instance, p ~
P, in the vapor phase and p =~ p;* in the liquid phase for a liquid-vapor N E R I E—
system). X is therefore an intensive variable. The spatial average of the X

X field over the system volume is meaningful and defines the mean

value (X) for X. As classically done in diffuse interface modeling, the Figure 2.1: Original energy functional
variable X is called the order parameter of the phase transition, even

though the use of this concept can be viewed as abusive. Let us also consider that the entire system can be
described by a single energy functional E depending, as a first modeling step, on the local value of X, say
E = Ey(X) (for instance the Helmholtz free energy F(p) for the liquid-vapor system)*. Let us present an Ej
function allowing to describe a two-phase system. Let us denote 1 and 2 the two different phases. E is convex
around the characteristic bulk values for X, say X; and X», such as illustrated on figure 2.1. Let us remark
that, for a range of intermediate values of X where E((X) is non-convex, such as X on figure 2.1, the system
cannot exist as a homogeneous single-phase state because it is thermodynamically unstable. Therefore only a
given range of X values is locally accessible, which corresponds to the convex parts of the function Ey(X). For
instance, let us consider a system where the mean value (X) of X is such that (X) = X. This means that the mean
(X) value cannot correspond to any local X value. The system is therefore separated in domains, say the bulk
phases, where the local values of X belong to the ranges where the function E((X) is convex. The continuous
energetic description Eg(X) is therefore sufficient to model the phase separation process. Moreover between two
bulk domains, X cannot adopt the intermediate values corresponding to the non-convex part of Ey. The field
X undergoes thus a jump at the boundary between the bulk domains. The function Ey provides therefore the
description of the interface as a sharp discontinuity. As a partial conclusion, the thermodynamic modeling of a
multi-phase system based on an energy functional depending solely on the local value of the “order parameter”
allows to model the phase separation process with a sharp interface description. Since this latter characteristic is
not the one desired, let us go a step further in our thermodynamic modeling of the two-phase system considered.

<

X3

“the dependence with any other relevant thermodynamic variables is omitted for the sake of simplicity
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Thermodynamic modeling of the structure for the interface as a volumetric transition layer Across an
interface, X varies continuously on a small length scale, defining a volumetric transition zone, actually sharp
from a macroscopic point of view. The states of the particles inside this transition layer are not modeled by
Eo(X). In order to model the structure of this layer with the help of a purely conservative model (or more
generally with the conservative part of the constitutive model, i.e. without considering any dissipative effect), a
length scale is introduced in the energy functional that we have imagined to originally reduce to £ = Eo(X). The
simplest non local generalization refers to the van der Waals’ theory of capillarity [142] (1894) and reads

E(X,VX)

Let us briefly illustrate how this dependence leads to define a thickness to the interface structure. In order to be
more specific, let us consider the following expression for £

E(X,VX) = Ey(X) + e; (VX)?

where Ey(X) represents the original model and e is a positive parameter (the capillarity coefficient in the liquid-
vapor transition). The description of the homogeneous states, i.e. where VX = 0, is not concerned by the
additional non-local contribution. The single-phase model of the system is therefore unaffected by the existence
of the non local contribution. Let us study the modification of the two-phase states of the system. In order
to illustrate, we consider again the system of given X mean value (X) = X (i.e. corresponding to an unstable
homogeneous state). Let us study the state that minimizes the total energy of the system. Since E is composed
of two parts, namely the, say local, contribution E and the non-local e; (VX)?, let us begin by considering each
part separately. As already expressed, under the constraint (X) = X, the system should be made of separated
bulk phases in order to minimize Ey. The nonlocal contribution e; (VX)? introduces an energetic penalty for
the non-homogeneous states. Between the bulk phases, the field X can therefore not undergo a sharp jump that
would induce an infinite local value for the square gradient term, but rather a smooth variation. With the single
e1 (VX)?, the state minimizing the energy of the system is the homogeneous X = (X) field. The two different
states minimizing each energy contribution are thus incompatible while (X) = X. Let us consider that the non
local contribution tends to smooth the X variations between the bulks. In the region where X varies from the bulk
values X and X», X takes locally some values penalizing the E( energy part. Therefore a large spatial extent of
this transition region is energetically penalizing. The final state corresponds to an optimization of the extent of
this layer, therefore defining a thickness for the transition layer.

Thus, the dependence of the energy functional with respect to X and VX provides a model for the coexistence
of bulk phases together with a model for the structure of an interface layer. All the diffuse interface models are
based on such a thermodynamic modeling, using basically the same formalism. Let us note that the nonlocal
contribution term VX to the energy of the system can be justified by a study of the interaction particle using the
mean field theory, e.g. Rowlinson and Widom [115].

The main diffuse interface models For the liquid-vapor phase transition, the corresponding diffuse interface
model is the so-called van der Waals’ model inherited from the theory of capillarity of van der Waals [142]. In this
case, the density p is the natural “order parameter. The presentation of this model, also called second-gradient,
in the scope of our targeted numerical applications is the subject of the section 2.2. For binary mixtures, the
local mass fraction of one component of the mixture is the natural ”order parameter*. The corresponding diffuse
interface model is due to the work of Cahn and Hilliard [26, 25]. For further details, Anderson et al. [4] provide
a review of diffuse interface methods in fluid mechanics. The phase field models are diffuse interface models
where an abstract “order parameter* is used. They are widely used in materials science while studying solid-solid
or solid-liquid phase transitions. For a detailed presentation of phase field methods in materials science, we can
refer to Emmerich [47]. Phase field methods are presented and reviewed in view of our application in section 2.3.

2.1.5 Diffuse interface models versus sharp interface models

The main difference between the the sharp and diffuse interface models lies on the original (say physical) repre-
sentation of the interface. But this has not only consequences on the compared relevance of the physics modeled
but also on its computation. Let us consider the problematic for solving the temporal evolution of a multi-phase
system.
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Sharp interface methods presented in sections 2.1.2 and 2.1.3 are based on the Gibbs’ theory of interfaces.
The interfaces are thus modeled as sharp discontinuities possibly endowed with interface properties (such as
surface quantities). The Gibbs’ theory does not consider the fine structure of an interface layer as in diffuse
interface models presented hereinabove. This theory therefore provides an interesting simplification of the more
complete diffuse interface one. However, from a numerical point of view, the sharp modeling induces some
complexity in the algorithms as mentioned in section 2.1.2. The introduction of a diffuse interface layer provides
a physically inherited smearing of the interface allowing the use of more easily handleable algorithms, say a
computational simplification (c¢f. 2.1.3). Therefore two simplifications of different nature can be considered
while comparing the two models. It allows to consider the multi-phase model under the two different angles

* the physical problem of the interface layer
* the mathematical problem of dealing with free boundaries and the associated computational problem

We therefore propose to present in the following the sharp and diffuse interface models in view of these different
angles. This defines the relevance of use of these models for different applications.

Physical relevance of the description of an interface as diffuse As stated hereinabove an interface has a
characteristic physical thickness, denoted / in the following. The typical value of A far from the critical point
lies between the nanoscopic and the microscopic scale. Let us consider a physical process where other physical
length scales L are involved (typically the extent of the bulk phases). The Gibbs’ theory provides a way to avoid
the complex problem of determining the fine structure of an interface in the case where 7 < L. Therefore the
sharp interface model is relevant for the description of mesoscopic physical processes, such as the dynamics of
one or several developed inclusions whose size L satisfies # << L. This is the case while dealing with boiling
flows including several bubbles or drops, say of mesoscale in the following.

The scale separation 4 < L constitutes a limit for the physical relevance of the use of diffuse interface
models. Diffuse interface methods are required when, for example, the extent of bulk phases (either the distance
separating two interfaces or the radius of curvature of an inclusion) is locally of the order of magnitude of
the interface thickness. It is then required to determine the governing equations for the fluid particles inside
the interface layer (the diffuse interface model provides such a description of the fluid). This is the case while
dealing with coalescence (reconnection, merging . .. ), break-up (pinch-off, fragmentation . . . ), appearance (phase
separation, i.e. nucleation or spinodal decomposition) or disappearance (collapse) of one or several inclusion(s).
Conditions close to the critical point are also concerned by this relevance since the interface thickness undergoes
mesoscopic values while approaching the critical conditions, say & ~ L. Let us also mention the moving contact
line problem (triple line, contact angle, wetting . .. ) addressing the description of a fluid-fluid interface in contact
with a solid, i.e. the common boundary of three different phases (e.g. [62, 111, 112]).

We have therefore presented the physical relevance of the use of either diffuse or sharp model for an interface.
It is based on the relevance of determining the fine structure of the interface layer. While the internal dynamics
of the structure can be considered as not interacting with the rest of the physical process the simplification of the
sharp theory is justified.

Numerical relevance of diffuse interface models out of the domain of its physical relevance Let us consider
a mesoscale physical process for which the physical relevance of the description of the interface layer does not
hold i.e. L > h. As mentioned in section 2.1.3, the implicit description of the interface is numerically attractive.
Diffuse interface models enable this implicit formulation, adding the interesting property of thermodynamic
consistency for the description of the diffuse layer. However the use of the physical model of the interface layer
can be numerically irrelevant. Indeed, in numerical simulations, a third length scale exists (apart from L and 4):
the size of the mesh cells discretizing the system under study, say Dx. It is obvious that the condition Dx < L
must be satisfied. The interface layer needs to be captured by the mesh, which imposes that the condition Dx < h
must also be satisfied. The scale separation between the mesoscale of the system and the micro-scale % induces
an unreasonable (and unreachable) number of mesh cells, say L >> h = Dx << L. Indeed, let us for instance
consider the thickness for the interface takes the typical value of 10 A (Angstrdms) and a physical system of size
L = 10 um. This implies the size of the mesh cell Dx to satisfy L/Dx ~ L/h ~ 10* and for three dimensional
computations, the required number of cells is of the order of magnitude of 10'2. Therefore while the physical
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relevance of the diffuse interface models does not hold, the scale separation induces an irrelevant number of cells
in order to capture the fine interface structure. Even though the use of the natural diffuse interface model is in
this case numerically irrelevant, the use of a diffuse interface model is numerically attractive. Let us consider in
the following how it is possible to deal with a numerical diffuse interface model out of its physical relevance.

Diffuse interface models with an artificial interface thickness To use a diffuse interface, the interface thick-
ness must approach a reasonable size Dx of a mesh cell. In this case the interface thickness is no longer con-
strained by the physics but rather by the numerics. It requires to develop a model for an artificial diffuse interface;
this can be called a diffuse interface method.

Since we aim at determining a set of equations of motion fully compatible with the desired smearing, this
smearing should be based on first physical principles. The main idea is then to use the formalism developed
to describe the physical structure of the interface layer in order to develop the diffuse interface method. In this
regard, diffuse interface models appear as a particularly well-suited framework. At this point, it is clear that
the smearing of the interfaces is not physical and thus artificial but nevertheless it originates from a physically
consistent description. Two possible paths can be followed to develop a diffuse interface method:

* adaptation of an existing physical diffuse interface model, like the Cahn-Hilliard or the second-gradient
models.

* development of a diffuse interface model equivalent to the sharp interface model, like the phase field
models.

As a conclusion for mesoscopic numerical simulations it is possible to deal with diffuse interfaces whose artificial
structure is numerically tractable and obtained from a physically consistent model.

Advantage of a theoretical framework for the diffuse interface computation As mentioned in the previous
sections, most of the numerical methods dealing with free boundary problems, induce an effective and numerical
smearing of the interfaces. The lack of a theoretical framework allowing to analyze this smearing constitutes
a major difference compared to the diffuse interface methods. Indeed, the theoretical framework of the diffuse
interface models can be very helpful and inspiring to design numerical algorithms. As an example, let us mention
the issue of parasitic currents that exists in all current numerical methods dealing with capillary flows. To
illustrate this issue, let us consider the basic problem of a bubble in a closed box without any external force. At
equilibrium, the bubble should be spherical and the entire fluid should be at rest. However, the corresponding
numerical result shows the persistence of a flow made of several currents concentrated at the interface. These
are the so-called “parasitic currents”. For some physical problems, the intensity of these parasitic currents can
be larger than that of the main physical flow. In such cases, these numerical methods cannot be applied. For
instance, for the study of nucleate boiling, they can dominate the convective heat transfer process in the vicinity
of the interface and therefore lead to an unrealistic estimation of the phase transition process. Jamet et al. [68]
proposed a numerical scheme to reduce these parasitic currents to round-off using the second gradient model.
The analysis framework of this work is provided by the ability to control the energy exchanges in the entire
computational domain. Therefore, to obtain such a result, it is necessary that the interface zone is energetically
consistent. Thus, the formalism of the diffuse interface models provides an efficient analysis tool that can give
the benefit to the other methods.

Conclusions on the use of diffuse interface models for the numerical simulation As a first conclusion,
from a computational point of view, diffuse interface models provide an attractive (because continuous and
thermodynamically consistent) set of governing equations for a free boundary problem. However, the direct use
of the original diffuse interface models for mesoscopic applications is irrelevant. A well suited thermodynamic
description must be used in order the solving of the structure of the interface layer being actually relevant and
numerically tractable. This thermodynamic model is based on the formalism of the diffuse interface models but
induces an artificial interface thickness. The resulting structure of the interface layer needs then to be carefully
studied in order to control the consequences of the artificial smearing on the interface properties. However the
thermodynamic consistency of the smearing induces an interesting framework for the study of the numerical
scheme and the comparison with (and eventual improvements of) the other numerical methods based on a sharp
interface model.
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Conclusion on the numerical methods for the simulation of nucleate boiling

Different numerical methods that can be used to study the nucleate boiling flows have been presented. The main
difference between the diffuse interface methods and the other methods lies on the nature of the difficulty of
their use. The interface tracking methods have been shown to have mainly difficulties to manage the interface
displacements. The level set methods have difficulties to take into account a consistent smearing of the distance
function. In the diffuse interface methods the difficulty lies on the necessary thermodynamic description of the
interface layer. However, the gain in consistency with regard to the other method and its ability to model naturally
the topological transitions provides some supplementary advantages. For this reason, it appears as benefit to use
a numerical method based on this formalism. Its analysis should brings some interesting results for the other
numerical methods. In the following of this study of simulation of boiling flows, we therefore choose to use a
diffuse interface method. As mentioned by Sethian [123] in his review of the level set methods when presenting
the different techniques for computing problems with moving interfaces, (...) the strict delineations between
various approaches is not meant to imply that the various techniques have not influenced each other. (...) Good
numerics is ultimately getting things to work; the slavish and blind devotion to one approach above all others is
usually a sign of unfamiliarity with the range of troubles and challenges presented by real applications.
Let us review the existing diffuse interface models for the liquid-vapor flows with phase change.

2.2 The second gradient method

2.2.1 From a diffuse interface model to a numerical method

The most natural diffuse interface model dedicated to liquid-vapor flows with phase change is the second gradient
model. This model comes from the van der Waals theory of capillarity [142]. In this theory, the fluid density
p is considered as the natural “order parameter” for the liquid-vapor phase transition. The dependence of the
fluid free energy with respect to the non local field (Vp)? is justified using a mean field theory in order to
describe the particle interaction inside the interface layer, e.g. Rowlinson and Widom [115]. The capillary stress
tensor depends on both the density p and the local gradient of density Vp as shown by Korteweg [80]. This
model is currently used for the theoretical study of the liquid-vapor phase transition, e.g. [111, 127]. This
model can be used as a numerical method to simulate liquid-vapor flows with phase change, e.g. [104, 97].
However, while dealing with boiling flows far from the critical point, the direct use of this method leads to
prohibitive computational costs due to the very small interface thickness compared to the typical radius of the
bubbles. Jamet [66] proposed a modification of the thermodynamic closure relations allowing to go beyond this
numerical limitation while keeping the main features of the liquid-vapor fluid description. This modification of
the thermodynamic behavior is briefly presented in section 2.2.3. Two-dimensional computations of isothermal
two-phase flows, namely bubble coalescence and contact line motion, are provided by Jamet et al. [67] using
this modification. Fouillet [53] more particularly studied the second gradient method in the context of wall
nucleate boiling simulations (which corresponds to our own goal). This study provided qualitatively satisfactory
numerical results. But it revealed also quantitative limitations for the use of the method for high wall heat fluxes
and subsequent large superheats of the liquid bulk phase. In section 2.2.2, we recall the basic features of the
original model allowing to understand the induced numerical problems. The possible modifications considered
to get rid of some of the numerical limitations and the subsequent changes in the fluid macroscopic properties
are presented in section 2.2.3. These induced changes finally renders the method inapplicable for the targeted
applications as stated in section 2.2.3.

2.2.2 The thermodynamic model

The model is based on the van der Waals [142] theory of capillarity. The Helmholtz free energy F of the fluid is
supposed to be made of two main contributions,

F = Fo(p, T) + Feap(Vp?) (2.1)

The second term of the right hand side, F ), implies that the fluid is endowed with capillarity and provides an
internal structure to the interface that separates the bulk phases. The F; part of the energy corresponds to the



2.2. THE SECOND GRADIENT METHOD 43

more widely known van der Waals equation of state (EOS ,gw), P(p, T), for a pure fluid. Let us recall that P(p, T)
is defined from the Helmholtz free energy of the fluid F;(p, T) as follows
. OF Foo? 6_f

=Zp—
9P \1,(vpy2=0 9P 1,(vpy=0

(2.2)

where f = F/p is the specific Helmholtz free energy. For the sake of simplicity, let us consider an isothermal
system at a temperature Ty smaller than the critical temperature of the fluid. In the following, we first present the
basic features of this equation of state. Secondly we present the description of the two-phase equilibrium, and
thirdly the interface structure with the help of the van der Waals theory. Finally, we present the main reasons for
the inability of the model to be used as it is for numerical simulations of boiling flows.

Single-phase states with the van der Waals equation of state For the isothermal case, the EOS ,4w reduces
to a non-monotonic function P(p) as plotted on the figure 2.2. The function P(p) is made of two increasing parts

Pm

(a) Free energy (b) Pressure

Figure 2.2: Van der Waals’ model

describing the two possible single-phase states, liquid and vapor. The decreasing part of the EOS 4w, (i.e. the
range of density [p,, : pu] of figure 2.2(b)), is inaccessible for homogeneous single-phase states since they are
thermodynamically unstable. Let us recall that the isothermal compressibility y 7 defined as

1(0V 1 dp
2 _ (22} =222 2.3
xT V(aP)T 0 P T @.3)
must satisfy the Gibbs Duhem criterion of stability
xr =0 (2.4)

for a single-phase state to exist, e.g. Papon and Leblond [107]. Using the relation (2.2) defining the pressure
P from the Helmholtz free energy F and the definition of the compressibility coefficient y 7, the unstable states
correspond to a non-convex part of F; (see figure 2.3(a)).
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Figure 2.3: Van der Waals” model

Two-phase equilibrium At two-phase thermodynamic equilibrium across a planar interface, the bulk values of
the pressure and of the specific Gibbs free energy, g (also denoted the chemical potential y in the following) are
equal and take specific values (depending on the equilibrium temperature). For the van der Waals EOS 4w these
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equilibrium conditions are equivalent to the existence of a common tangent to the F; Helmholtz free energy at
the two representative points of the single-phase states as illustrated on figure 2.3(a). The associated equilibrium
value for the bulk pressure, namely the saturation pressure, is denoted P,,(To). At this pressure, the density of
the single-phase states are denoted p, s4:(T0) and p; 4:(T0).

In order to illustrate analytically these features, let us make explicit the expression for the Helmholtz free
energy part F(p) that is valid in vicinity of the critical point

Fe(p, To) = A(To) W(p) + tsar(To) p = Peg(To) 2.5

where 144, is the common bulk value of the chemical potential at two-phase equilibrium and W(p) is given by>

W) = (0 = Posar(To))* (0 = prsar(T0))* (2.6)

It is straightforward to show that this expression for F;(p, Tp) satisfies the relation (2.2) for p, s4:(T0) and pj sa:(T0)
for the same pressure P.4(To), usa(To) being the slope of the common tangent of F; for these two values for
the density. Therefore they correspond to the densities values at which the two-phase equilibrium condition of
common tangent is satisfied.

Metastability limit The single-phase states can only exist for a given range of pressures, bounded by the
maximum value Py, ,(To) for the vapor phase and by the minimum value Py, (To) for the liquid phase as
illustrated on figure 2.3(b). This range of pressures defined here for T, actually depends on the temperature. For
a given pressure, a corresponding range of possible temperatures for the single-phase states can be defined by
bijection. Figure 2.4 provides an illustrative representation of the domain of existence of the bulk phases on a
(P, T) plane.
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Figure 2.4: Stability domains

The bound of each bulk domain (Py;,,) is called the limit of metastability and the corresponding curve on a
(P, p) plane obtained by varying the temperature is called the spinodal curve. In nucleate pool boiling flows, as it
has been shown in chapter 1, the liquid near the wall is locally super-heated (T > T,(Po) where Py is a pressure
reference). When the fluid (initially liquid) locally reaches the limit of superheat the only possible state (at these
conditions of pressure and temperature) is then the vapor. This leads to a bubble nucleation, e.g. [28]. As a
consequence it is important for the two-phase flow model to control the value of this limit of superheat in order
to envisage its use for quantitative numerical simulations of nucleate boiling. More particularly, if the limit of
superheat of the model is too low with regard to its physical value, bubbles will naturally but undesirably nucleate
in the near wall region where the liquid is the most super-heated.

It is important to note that, as shown hereinabove, the super-heat limit is closely related to the shape of the
function F (o) between the saturation densities. Indeed p,, and p,, are the characteristic densities at which F;
shifts from concave to convex and therefore at which the bulk phases shift from stable to unstable.

Interface structure and capillarity The modeling of the internal structure of the interface layer is made pos-
sible by considering the dependence of the Helmholtz free energy F with respect to the non local contribution

The figure 2.3(a) is indeed obtained with such an analytic expression.



2.2. THE SECOND GRADIENT METHOD 45

(Vp)z, Feqp. A classical model for F,, is a linear dependence in (V,o)2 as

A
Feap = 5 (V) (2.7)

where A is the capillary coefficient and is considered as constant in the remainder of this presentation. Such
a fluid is said to be endowed with internal capillarity. The non local dependence introduces a specific internal
length scale in the thermodynamic model related to the thickness £ of the interface layer at equilibrium. Besides,
an excess free energy is associated to this transition layer which is interpreted as the surface tension o, e.g.
Rowlinson and Widom [115]. For the definition of the excess quantities, let us refer to our presentation in
appendix A.1. The physical parameter o must be accurately modeled since it plays a major role in the boiling
phenomenon.

It is worth noting that the range of values [p,, : py] is now accessible for non-homogeneous states of the
fluid, i.e. across the interface. Let us precise that both the surface tension and the interface thickness are defined
through two features of the free energy F: its dependence with respect to (Vp)? and its dependence with respect
to p between p, s4/(To) and p; 4:(To). This last dependence includes the range [p,, : pam] where F; is concave.

Analytical example From the given simple analytical expressions for F; (2.5) and F,, (2.7), we propose to
derive some illustrative examples of the previous statements. The generalized chemical potential p,4w is defined
as

_OF
Hoaw = = (2.8)
op

where & denotes the standard variational derivative

0 0 0
f:f_v'(av...) 2.9)

It can be shown that at two-phase equilibrium, the chemical potential u,sw is uniform (c¢f. the study of the
equilibrium relations in section 3.2.2). For the given expression of F' (2.1), it reads

oF,
Huaw = — L_V.(vp) (2.10)
o0

Using the particular polynomial expression for F; (2.5) yields

pv,sat(TO) + pl,sat(TO)
2

In the bulk phases, pygw = tsqr- Therefore, the uniformity of the chemical potential implies that, for the specific
analytical expression of F' proposed, the density field p satisfies the following differential equation

MHodWw = Msar t 2A(TO) (p - pv,sat(TO)) (p - pl,sat(TO)) (,0 - ) -V. (/le) (2-1 1)

Posat(To) + pisa(To)
2A(To) (p = posarlT0)) (0 = prsa(To) (p -V V) =0 (2.12)
For a planar interface normal to an arbitrary x-axis, the p profile has the analytical expression
pL+py  PI=Po pi=py |24
= - h — 2.1
p(x) > > tan [ 5 1 x] (2.13)
where we have arbitrarily set the center of the profile in x = 0 and the liquid, resp. vapor, phases at x = —oo,
resp. x = +oo. This profile has a characteristic thickness /4 that can be defined as
~ Pl =P
a7 2.14
max |dp/dx| ( )

From the p profile (2.13), one gets

PR (2.15)
Pl — Po 2A

It can be shown (c¢f. appendix A.1) that the excess Helmholtz free energy induced by the equilibrium profile
p(x) (2.13) provides the following value for the surface tension coeflicient o
(pl - pu)3
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The number of parameters entering the expression for F in order to recover the main physical properties
required for the model of the liquid-vapor isothermal flow It has been shown with the help of a particular
expression for F that the main features of the isothermal liquid-vapor equilibrium can be modeled with a set of 6
main parameters, namely

* the bulk density values p; . and py g4
* the two parameters A and A defining o and &
* the two equilibrium values for the chemical potential and pressure, P, and p

The compressibility coefficient of the bulk phases and their metastability limit are then consequences of these
choices. Let us remark that with these 6 parameters these relations are quite simple and easy to handle ©.

The original model as a numerical method As stated in the introduction of diffuse interface models (see
section 2.1.4), the use of diffuse interface models can be considered either as physically relevant or numerically
relevant. The van der Waals model allows to deal with liquid-vapor flows with phase change. Let us define
its domain of physical relevance and how it is related to our targeted applications of numerical simulations of
nucleate boiling flows. As stated in the section 2.1.4, the physical relevance is ensured by a common length scale
for both the bulk phases extension and the interface thickness. Let us mention some examples of application of
the second gradient method for numerical simulation of two-phase flows. The work of Onuki [104] provides an
example of use of the second gradient model for the numerical simulation of thermo-capillary flows near critical
conditions in a zero gravity environment. Nadiga and Zaleski [97] studied the instability of a liquid jet at high
Reynolds number and the spinodal decomposition with the help of an isothermal second gradient model.

The case of nucleate boiling flow It has been shown in chapter 1 that the study of interest in this work is the
numerical simulation of a bubble growth in high heat fluxes NB regime conditions. The typical length scale for
the simulation targeted is therefore of the order of a bubble diameter, i.e. of 1mm. This bubble diameter has to
be compared with the interface thickness 4. The typical value of & far from the critical point (our own range
of application for the boiling study) is of the order of magnitude of a few molecular layers, say a few tens of
Angstr(ims. The criterion of the physical relevance of the model is not satisfied. Let us state quantitatively that
the numerical use of the model is however out of reach. The necessity of solving the internal structure of the
interface layer induces small mesh cells in the transition zone where about 5 discretization elements in the normal
direction to the interface are required. The scale separation between the domain size and the necessary cell size
is huge (of the order of 107 that has to be accounted for in the three directions). Even with the help of numerical
methods for local and necessarily dynamic (since we are dealing with a free boundary problem) mesh refinement
in these inhomogeneous zones, it induces a prohibitive number of cells (on the order of 1029). For these reasons,
the direct use of the van der Waals model as a numerical tool for boiling flows is out of reach. This justifies to
consider the original van der Waals model as the basis of a more useful and artificial model that could be used
for the numerical simulations of nucleate boiling flows. The presentation of the subsequent modified model is
provided in the next section.

2.2.3 Modifications and associated limitation of use

The basic idea of the modification We present the numerically motivated modifications of the van der Waals
model. The modified model is based on the physical original model and keeps its essential features including
the mathematical structure described in the previous section. In order to overcome the limitations of use of the
original model, Jamet et al. [68] proposed to artificially increase the interface thickness. Since this length scale
is defined with the help of both the concave part of F with respect to p and its dependence with regard to (Vp)?,
the increase is made possible by modifying the thermodynamic description of the fluid. Let us illustrate this
modification with the help of the analytical expression proposed for F; (2.5), and F,p (2.7). The interface
thickness / is a function of the bulk density and of the two parameters A and A. Let us recall that the expression

SEven though the number of controlled parameters entering the expression of F, is increased, it can be shown that we indeed recover
the same basic features presented hereinabove as well as the same limitations when dealing with a modification of the original model as
presented in section 2.2.3.
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for the surface tension coeflicient o implies same parameters. The surface tension and the bulk densities are
essential properties of the fluid description that must be kept unchanged while enlarging artificially the interface.
Therefore, in order to modify A, the ratio of the two parameters A and A must be modified while their product
must be kept unchanged.

— 4 ’ Ao . . —_ 4 Amod — Amod — 2 &
h() - Pl—Pv 2A() modification hﬂwd P1=Pv 2Amnd Kh() = Amad K AO
g0 _ N2Acd Tmod . — N2Amod Amod _ __ 0 Amod _ _Ag
(o1 —Pu)3 6 (o1 _Pu)3 6 (o1 _Pv)3 Ao Amod (2 17)
Amoa = K A
hmod =K hO =
_ -1
Amod =K AO

More generally, in order to keep the physical value of o, while enlarging the interface, we get a two equations
(the artificial 4 and the physical o to be fixed) and two-unknowns (the two different parts F; and F,, of F)
problem to solve. For the analytical example provided hereinabove, these two unknowns are more precisely the
parameters A and A. This renders the thermodynamic modification doable. Such a modification is illustrated
by (2.17) in the case of the simple six parameters van der Waals model presented in the previous section. We
introduced a proportionality coefficient K for the ratio of the original interface thickness kg with the artificial
thickness £,,,4. We’d like the model to induce, K = h,,,4/ho > 1. Simple calculations of (2.17) show how to
get the value h,,,4 for the interface thickness while keeping the values of the bulk densities p; and p, and of the
surface tension coefficient o unchanged: the capillary coefficient must be multiplied by the factor K whereas
the coefficient A must be divided by the same factor K, other parameters (namely p; sz, Pu,sar» Peg> Msar) €ntering
the expression for F; remaining unchanged. In [66], Jamet studied the consequences of such an increase of
h on the dynamics of the internal structure of an interface during a liquid-vapor phase-change process. This
study showed that the modification of the thermodynamic had a limited influence on this process. However it is
worth emphasizing that, for the method to be numerically tractable for nucleate boiling simulations, the interface
thickness must be increased by a huge factor, typically of the order of K = 103. This implies that the order of
magnitude of the modification of the parameters, say the ratio A,,,q/A, is of 107>. The analytical formulation is
not unique and classes of functions other than the one presented can be used. Nevertheless, it turns out that one
always deals with equivalent problematic.

Limitation of the modifications of the thermodynamic model

A modified limit of metastability The modification of F; necessary to artificially increase 4 must at least
be effective on a part of the range [p,.sar : P1.5ar]- As a consequence of the increase of 4 of a factor K =~ 10, it
has been shown that it is required the parameter A to decrease of a factor K~! ~ 107>, From the expression (2.5)
for F; it implies the ratio of the non-linear contribution W(p) with regard to the linear contribution u .0 to
be decreased by the same factor K~!. It therefore implies a flattening (tends to a quasi-linear function) of the
variations of the function F(p) between the bulk densities p, s, and p; 5. As a consequence, the curve P(p)
is also flattened as represented by the curve “P(p) modified” on figure 2.5. This flattening has direct visible
consequences on the single-phase description since it induces a higher compressibility of the fluid. In order to

Py ——
P(p) modified
P(p) partially flattened ==m===

Figure 2.5: Modified van der Waals model

keep the compressibility equal to its physical value within the bulk phases, it is possible to modify the EOS only
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on areduced range of p values (as for example the “partially flattened” function P(p) on figure 2.5). Nevertheless,
the modification always affects the concave part of F;. Therefore, the limits of metastability of the bulk phases,
namely the values of Py, (To) and of Py, (To), are also affected, and it can be shown that we have [Py, —
Poglmod = K YPym — P.4lo. As a partial conclusion the limit of metastability at constant temperature T is
reduced by a factor K~! ~ 107>,

Keeping unchanged the limit of superheat around a pressure value Let us consider the implication of
these modifications of the limit of metastability on the limit of superheat. Indeed, an essential property of the
nucleation process has been said to be the limit of superheat of the liquid. For the sake of simplicity, we here
do not provide the fully explicit study of the limit of superheat as a function of the modifications envisaged but
rather provide only the most important steps of the reasoning. The detailed study of the limit of superheat for the
modified van der Waals model can be found in [53].

It can be shown that, when the isothermal variations of the Helmholtz free energy are given, the limit of
superheat at a given pressure T is defined by two functions of the temperature namely the saturation curve
P.4(T) and the variations of the density with respect to temperature characterized by the coeflicient of thermal
expansion ap of the single-phases defined as

ap 1(av) =—1(a—p) (2.18)
P P

1>

v\er p\oT

If ap and P(T) are not modified, it turns out that if the limit of metastability is reduced by a factor K 1, the limit
of superheat at a given pressure is reduced by the same factor K~!. This decrease of the limit of superheat for the
study of nucleate boiling flows is not desirable since it leads to undesirable nucleation events in the super-heated
near wall region.

In order to overcome these difficulties, Fouillet [53] proposed to modify the coefficient of thermal expansion
ap to recover a correct scaling of the limit of superheat at a given reference pressure, say Py. As a consequence
for boiling systems whose pressure is always near Py the limit of superheat is controlled. However let us note
that the limit of superheat is very sensitive with respect to the the variations of pressure.

For nucleate pool boiling flows, the range of pressure variations around a mean reference pressure, say Py is
in fact dictated by an “external” scale: the hydrostatic pressure. As a consequence, even though the correct limit
of superheat is recovered at the pressure Py, the limit of superheat cannot be controlled for the whole range of
pressures values of the boiling system. As a partial conclusion, the previous modification of the van der Waals
model does not allow to control the limit of superheat and as a consequence quantitative numerical simulations
of nucleate boiling flows cannot be performed with the help of this model.

We do not provide the complete set of possible modifications allowing to go further beyond some limitations
which can be found in [53]. It is important to understand that whatever the way of changing / while keeping o,
it modifies the single-phase description by changing at least one of its “classical” properties, namely the density
variations with (P, T'), and/or the limit of stability.

7

Concluding remark on the attempt to modify the van der Waals model As a conclusion, there is no way
to modify easily the thermodynamic description of the fluid F(p, T, (Vp)?) in order to deal with an artificially
enlarged interface layer while keeping unchanged the main fluid properties involved in the boiling heat transfer
process, i.e. p, o, £ and the limit of superheat. Therefore, the second gradient formulation does not allow to deal
with numerical simulation of nucleate boiling flows with a diffuse interface model which is our actual goal.

2.2.4 The need for another thermodynamic model

The limitations of use of the second gradient method while dealing with boiling flows far from the critical
point are induced by the necessary modifications of the thermodynamic description of the fluid. It turns out

"It is worth noting that the modification of the saturation curve P,,(T) is not possible since its slope indeed defines the latent heat of
evaporation L that must be kept unchanged for the study of boiling flows, cf. the Clapeyron relation
P L

dT T (1/p,— 1/p,)

This relation is studied in more details in the presentation of our model in section 3.4.
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that the modifications necessary to enlarge the interface transition layer inevitably affect the single-phase state
properties. Therefore the limitations are mainly attributed to the way the transition layer is modeled, namely
through the use of the density dependence of the Helmholtz free energy. The fluid description appears to be
too much constrained: the interface model and the bulk phase model are too closely related through the density
dependence. This suggests to develop a diffuse interface model with more degrees of freedom. Since it has
been shown to be impossible using the classical thermodynamic variables, say density p and temperature 7', the
introduction of an additional variable might help to solve the problem. This idea constitutes the starting direction
of research of the present work. Among the diffuse interface models, the widely used phase field methods are
based on the use of a purely abstract variable mainly devoted to the description of the interface layer and the local
distinction of the phases. The formalism is closely related to our own problem. The following section is devoted
to the presentation and review of the phase field methods.

2.3 Phase field models

In phase field models, the single-phase states of a material are associated to given and constant values of an addi-
tional and abstract thermodynamic variable, namely the phase field, denoted ¢ in the following. In section 2.3.1,
after having presented the basic idea of the phase field models, we provide an illustrative example of the phase
field thermodynamic description. In section 2.3.2, we then precise explicitly the desired features for a diffuse
interface model dedicated to the numerical simulation of nucleate boiling. This allows us to review the existing
phase field formulations in view of our problematic in section 2.3.3 and to conclude on the necessity to develop
a specific formulation in section 2.3.4.

2.3.1 General presentation

The role of the phase field variable The phase field diffuse interface model is widely inspired by the van
der Waals’ theory of capillarity and indeed uses basically the same formalism. The phase field plays the role
of the order parameter of the phase transition described (as the density does in the van der Waals model). This
variable is devoted to the description of the interface layer. To model the structure of the interface layer, an
additional nonlocal contribution to the thermodynamic potentials is introduced, most often through a dependence
with respect to V. The physical relevance of the introduction of the phase field variable for the purpose of
describing the phase transition, instead of more classical physical parameters, is not always provided nor justified
as mentioned by Boettinger et al. [17]. In some cases, this introduction is clearly motivated by numerical reasons
and the phase field method is presented as a computational technique. As a conclusion, the introduction of the
phase field variable in the thermodynamic model is unnecessary a priori for the description of the phase transition
but useful for its use as a numerical method. We propose in the following to illustrate the subsequent advantages
of this introduction. Let us refer to our presentation of the diffuse interface models in section 2.1.4 and recall
that the goal of the artificial diffuse interface models is to provide a thermodynamically consistent smearing of
the fields across the interface layer.

The phase field model Whatever the purpose for which ¢ is introduced, the numerical advantages resulting
from the diffuse interface formulation, constitute an essential part of the current success of these methods. In the
present section we focus only on the thermodynamic modeling the phase field models (our study of the dynamics
governing equations is the subject of chapter 5). The goal is to illustrate how the introduction of a phase field
thermodynamic variable provides additional degrees of freedom for the thermodynamic description of multi-
phase systems.®. For this purpose, and since phase field models are most often devoted to the phase transition in
materials science, let us consider the thermodynamic description of a solid-solid phase transition. We study in
the following how we can deduce the widely used phase field formulation from a more primitive thermodynamic
model of the phase transition using only classical thermodynamic variables. Let us precise that the corresponding
primitive modeling of the solid-solid transition is not classical even though it is based on very general features of
the thermodynamic modeling of multi-phase material.

8 A more detailed study of the phase field formalism and of the consequences of the introduction of ¢ in the thermodynamic description
is provided while deriving the proposed model in the section 3.2
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A primitive modeling of the solid-solid phase transition Let us denote e¢.; and s the specific energy and
entropy of the material. The two single-phase states are denoted 1 and 2. In order to justify the main features of
the two-phase model presented, let us refer to the van der Waals’ model previously presented in section 2.2.2 and
establish the following analogy
P o T
o © s (2.19)
Xr < cp
Let us suppose that a continuous variation of the energy e with respect to s is meaningful. As illustrated on

figure 2.6, the equation of state 7'(s) describing the two-phase material is composed of two parts describing the
single-phase states 1 and 2 and a third one referring to unstable homogeneous states. The EOS of the single
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Figure 2.6: Natural EOS s(T) shape for a solid-solid two-phase material

phase state 1, resp. 2, say T(s), resp. T»(s), corresponds thus to the function 7'(s) for s € [—oo : s,], resp.
s € [sy : +oo]. Let us recall that the third part, say T, corresponding to s € [s,, : sj] concerns states that
can only exist in an interface layer (instable as homogeneous). Let us denote T, the temperature at which the
two-phase equilibrium is possible, the two-phases being separated by a planar interface. At planar two-phase
equilibrium the temperature in the bulk phases equals 7', and the specific entropy jumps from sy ., t0 5 .4 across
the interface, i.e. Toy = T1(851,eq) = T2(52,¢)-

As a partial conclusion, we have introduced a model for the two-phase material by considering an equation
of state 7T'(s) and therefore only classical thermodynamic variables.

A diffuse interface model using only classical variables Using a similar formalism than for the van der
Waals model, it is possible to consider a diffuse interface modeling of this two-phase material by introducing an
additional dependence of the energy

e = eq(s) + s (Vs)*

This additional energy contribution, namely a capillary contribution, “provides” the structure of the interface
layer. In this case the function T,(s) is meaningful since it actually describes states inside the interface layer.
However, if such a choice is made, as stated by Jamet [65], limitations appear due to the modification of the
model while attempting to increase the interface thickness for numerical applications. The problem is similar to
the one described for the second gradient model in section 2.2.3.

As a partial conclusion, the model using classical thermodynamic variables cannot be used with an artificial
thickness.

Introduction of the phase field for the diffuse interface modeling In the phase field formulation, the de-
pendence of the energy with respect to ¢ and the norm of its spatial gradient (V¢)? is introduced®, therefore
e(s, ¢, (V)?). The values ¢; and ¢, are arbitrarily associated with the corresponding single-phase states. As a
consequence the value ¢; corresponds to the EOS T(s) and the value ¢, corresponds to the EOS T»(s). Two
“classical” contributions, a double well function W(y) and a capillary coefficient A allow to define the equilibrium
structure of the interface layer, i.e. the associated thickness of the layer and the free excess energy (leading to the

°For the sake of simplicity, we do not consider any anisotropic dependence of the energy.
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Figure 2.8: Single phase EOS with the phase field formulation

macroscopic surface tension). The form generally considered in the phase field models reads

A
e(s, ¢, (Vo)*) = W(p) + > (Vo) + &(s, p)

where é(s, ¢) will be related to the EOS T and T in the following. Let us recall that a similar capillary coefficient
was considered in the non local contribution to the Helmholtz free energy F,, in the van der Waals model (cf.
section 2.2.2). The double well function W has to be related to the isothermal expression for the Helmholtz free
energy F. These energy contributions, namely the double well function and the capillary contribution, provide
the structure of the interface layer. It is worth noting that it can be shown that the structure of the interface layer
is not affected by the function é(s, ¢) (cf. the derivation of our thermodynamic model in chapter 3).

As a partial conclusion we have introduced two parameters, namely W and A that are function of the single
phase field variable and that define the structure of the interface layer independently of the function é(s, ¢).

Equation of state In the present phase field formulation, the energy contribution & remains to be specified. Let
us consider the EOS of the material described by the phase field formulation defined as

- Oe oe

T(s,@) = - =0
9s1¢.(Ve)?  Osip
Let us note that the EOS T is a function of two variables s and ¢ instead of only s for the EOS T(s) of the
primitive model. This additional property, characteristic of the phase field models, provides the most important
advantage of the thermodynamic description of a multi-phase system.

In order the material described by the single phase states of the

phase field model ¢ = ¢ and ¢ = ¢, to correspond to the single phase
states 1 and 2 of the primitive model it is required that

T(s,¢1) T:(s)
T(s,02) = Ta(s)

v(p)

The single equation of state 7'(s) for the material is split into the two
single-phase equations of state T(¢;, s) and T(¢;, s) with the help of
the additional dimension ¢. This is represented on figure 2.8.

The function 7'(s, ¢) needs then to be determined for any ¢ values
different from ¢; and ¢,. In order to match the correct single-phase
ones, the equation of states reads

Figure 2.7: Interpolation function

T(s,@) = T(s,901) + (T(s,¢2) = T(s, 0))V(¢) (2.20)

where v(¢p) is an interpolation function taking the values O for ¢ and 1 for ¢, as represented on figure 2.7. The
resulting EOS T'(s, ¢) is illustrated on figure 2.9(b).

However, let us note that the introduction of the phase field in the thermodynamic description of the material
and the corresponding choice of the interpolation function v(¢) has consequences on the thermodynamic behavior
of the material. The detailed study of the consequences of the introduction of ¢ is the subject of more formal



52 CHAPTER 2. SOLVING THE NUCLEATE BOILING FLOWS, A REVIEW

(a) (b)
Figure 2.9: The phase field T'(s, ) EOS

developments in the section 3.2. In order to be more specific, let us just precise that in order that the EOS of the
single phase states actually reduce to the EOS T(s) and T3(s), some analytical properties of the interpolation
function v(¢) are required, the one being then determined as the most convenient numerically.

As a partial conclusion the function é(s, ¢) can be chosen such that the correct single phase EOS are recovered
for the single-phase states 1 and 2.

Remarks on the modeling of the unstable homogeneous states Let us precise that, with such a diffuse inter-
face model, the planar two-phase equilibrium is characterized by

* a monotonic ¢ profile linking ¢; and ¢, of finite thickness and a subsequent excess free energy, both
resulting from the choice of W(y) and 4

* a constant and uniform temperature 7' = T,

The variation of entropy across a planar interface at equilibrium (i.e. at uniform temperature 7',) is formally
described by the function T, = T(s, ) which links the specific entropies of the single-phase states s(¢1, Teq) =
51,eq and s(¢2, Teq) = $2.4. This is represented by the transverse curve in the (s, ¢) plane of equation T = T, on
figure 2.9(a). Let us note that as a consequence the primitive unstable part of 7',(s) is not entering the phase field
formulation.

Main properties of the phase field formulation The whole function e(s, ¢, (Vg)?) is determined using the
basic ingredients W(y), v(¢) and 4. W and A manage the interface structure while the EOS is defined indepen-
dently through the function v(¢), including the description of the bulk phases 1 and 2. It is worth noting that
the description of the single-phase state on each side of the interface is independent from the description of the
interface layer. This represents an effective new degree of freedom and an advantage from the computational
point of view: the interface layer can be modeled (more specifically the choice for the artificial thickness and the
control of the surface tension coefficient) according to numerical constraints without modifying the EOS .

Phase field model for the liquid-vapor transition Let us apply the previous analysis of the phase field for-
mulation to the liquid-vapor transition (of interest in this work). Let us recall the analogy 2.19 existing between
the solid-solid transition described hereinabove and the isothermal van der Waals’ model. For the isothermal
liquid-vapor phase transition, a phase field ¢ can thus be introduced easily by analogy. For a non-isothermal
thermodynamic description of the liquid-vapor transition, the basic ideas are the same.

As a partial conclusion it is a priori possible to use the same phase field formalism for the liquid-vapor phase
transition as in the previous example for a solid-solid. As a consequence, it appears as doable using the phase
field formalism to actually describe the structure of the interface layer independently from the bulk £OS .

Concluding remark The possibility to decouple the description of the single-phase from that of the interface
layer constitutes the degree of freedom lacking while attempting to modify the van der Waals equation of state.
A phase field description appears therefore as a good candidate in order to model the liquid-vapor transition for
nucleate boiling simulations.
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The analysis presented previously did not take special caution of the consequences of the introduction of ¢
in the thermodynamic model. This more complete study involves more complex and formal developments. The
chapter 3 provides a more rigorous study of the derivation of the phase field models.

Several phase field models can describe the liquid-vapor phase transition, they are presented in section 2.3.3.
However the specific application we aspire, namely nucleate wall boiling simulations, requires some specific
constraints to be satisfied. They are presented in the next section.

2.3.2 Constraints on the diffuse interface model for the nucleate boiling simulation

The numerical advantage of dealing with a single system of governing equations for the liquid-vapor flow with
phase change has a cost: it requires to capture the internal structure of the interface layer. The goal of the ther-
modynamic coherent description of the interface is not to deal with a more accurate description of the physical
processes occurring inside this transition layer but rather to provide a coherent smearing of the equations corre-
sponding to the classical sharp interface model, made of the Navier-Stokes equations in the bulk phases and of
the Rankine-Hugoniot jump conditions. Therefore, it is required to show that the diffuse interface model pro-
vides an equivalent formulation of the two-phase flow. The model must be sufficiently generic in order to be able
to deal with various assumptions concerning the thermodynamic description of the bulk phases, e.g. thermody-
namic stability, compressibility. Moreover, the use of this diffuse interface model should not lead to additional
difficulties and requires to be easily implemented and handled numerically. Let us present the main features of
the diffuse interface model allowing to fulfill these requirements.

The smearing of the sharp formulation must result in controlled smooth profiles across the interface. It must
be possible to define a typical thickness of the artificial transition layer compatible with an acceptable spatial
discretization of the mesoscopic problem under study. The model of the interface layer should be independent
of the description of the bulk phases and should be based on a simple set of parameters allowing to reproduce its
macroscopic characteristic (e.g. surface tension ...). The model must provide the ability to include various bulk
EOS. Moreover, in nucleate boiling the liquid phase undergoes local superheat and special attention must be paid
on the limit of metastability induced by the formulation (since it has been shown to be a major difficulty with the
second gradient method). The different constraints can be summarized as follows:

1. monotonic ¢ profile through an interface at equilibrium (numerical constraint)
2. monotonic density profile through an interface at equilibrium (numerical constraint)
3. easy parametric choice for the interface layer thickness (numerical constraint)

4. easy parametric choice for the excess free energy of an interface at equilibrium (physical con-
straint)

5. recovery of classical pressure jump conditions (physical constraint)

(a) Laplace relation

(b) recoil pressure

6. parametric control of the {P, T} domains of stability and metastability of the bulk phases (phys-
ical constraint)

7. control of the equations of state of the bulk phases ( p(P,T) and s(P, T)) (physical constraint),
for example

(a) compressible bulk phases

(b) incompressible bulk phases

This set of properties concerns a priori all the set of governing equations including the model of the dissipative
process and a fortiori some statics features defined by the thermodynamic model. These statics features (equi-
librium states) are the subject of chapter 3. The study of the dynamics is then provided in chapter 5. Following
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these constraints we search for an optimal phase field model.

Diffuse interface models versus these constraints It has been shown that the second gradient method does
not fulfill all the hereinabove constraints. Let us consider the classical phase field models for solidification. A
similar list of design constraints has been used by Wang et al. [146] for the derivation of phase field models for
the crystallization of a pure material from its melt. In [146] the constraint concerning the arbitrary choice of
the interface thickness is however not considered even though, to our point of view, it is clearly one of the most
important motivation to deal with such a diffuse description of the interface layer. Naturally the constraints more
specifically related to the liquid-vapor phase transition are not considered. It is worth noting that none of the
current phase field models applicable to the liquid-vapor phase transition matches all these constraints; this will
be discussed in more details in section 2.3.3. This shows the necessity to develop a specific phase field model
devoted to its use as a numerical method for the simulation of the liquid-vapor flows with phase change. Our
main goal is to take the desired properties as constraints for the derivation of a phase field model. We believe that
this modeling approach is not restricted to liquid-vapor phase transitions but can actually be applied to any other
multi-phase system.

Remarks on the single-phase equations of state The last constraint (item 7) of the above list actually requires
that the EOS of the bulk phases can be chosen arbitrarily, which is an important degree of freedom of the final
model, especially for our application. This choice concerns the modeling of the compressibility of the fluid bulk
phases. The compressible nature of the fluid (as described by the van der Waals model) induces a constraint
on the maximal value for the numerical time step which induces an important computational cost'?. Nucleate
boiling flow characteristics are mostly determined by latent heat, capillarity and buoyancy as shown in chapter 1.
Therefore, single-phase compressibility does not appear as a dominant factor of the boiling process. Most of
the sharp interface methods devoted to the simulation of nucleate boiling deal with incompressible single-phase
states, e.g. [69], which appears as a reasonable first order approximation of the boiling process. The possibility
to model the liquid and vapor phases as incompressible in a diffuse interface model is therefore relevant (and
moreover computationally interesting). The final formulation should therefore provide the possibility to deal with
compressible and incompressible bulk phases. A detailed study of the single-phase equations of state compatible
with a multi-phase thermodynamic description is provided in section 3.1.1.

2.3.3 Review of the phase field models dedicated to phase transitions with density difference

On the one hand, the phase field models devoted to the numerical simulations of two-phase flows (e.g. [8, 35,
51, 52, 63, 77, 112, 153]) most of the time do not consider phase change or non-isothermal effects. On the
other hand, the phase field models devoted to phase transitions most of the time do not consider any flow or,
if any, no density difference between the bulk phases is accounted for. The phase field models dedicated to the
study of solidification are widely used. Only a few consider flow in the liquid phase, and even less consider a
density difference. Let us consider the latter category of models. Even though these models are not dedicated
to the liquid-vapor phase transition, the models actually allow to describe this transition, if one considers a large
density difference and a finite viscosity in the bulk phase. Among the large number of phase field models, our
review focuses on the few non-isothermal models of a pure material undergoing phase transition with flow and
density difference. We only present the thermodynamic formulation proposed in view of the constraints expressed
on page 53. The methods reviewed have been derived for specific applications and very few correspond to ours.
Nevertheless, we analyze their possible adequateness to the study of nucleate boiling.

A phase field model dedicated to liquid-vapor flows with phase change

Caro [29] studied mathematically and numerically the system of governing equations of a diffuse interface model
dedicated to the liquid-vapor transition. The phase transition is described with the help of a thermodynamic phase
field variable ¢. In this model, ¢ is introduced as an abstract order parameter supposed to be equal to O in the

100 et us note that, since, for the second gradient model, the density is considered as the order parameter of the transition, this compress-
ibility is intrinsic to the model. The ability to model thermodynamically a two-phase system with density between two incompressible
single-phase states will be studied in more details in section 3.1.1
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liquid phase and 1 in the vapor phase at two-phase equilibrium. This model is therefore very closely related to
ours. The proposed expression for the internal energy (o ) in the non-isothermal case reads

2
E
pu= (puap Uvap — Plig uliq) @ + Plig Uiig + W(p) + ? (V‘P)z (2.21)

where the density p is given by

P = Plig + (puap - pliq) ¥ (2.22)
The double well function W and the capillarity coefficient A are introduced similarly to what has been presented
in section 2.3.1. Using this model with W = 0 and ¢ = 0, numerical simulations of the nucleation process are
provided but let us specify that, due to the nullity of both W and & no capillary flow is taken into account.

The model provides an interesting modification of the original second gradient model using the introduction
of the abstract parameter ¢. In the formulation (2.21), the EOS of the single-phase states, u,,, and u;;, appear
as explicitly linked through a linear dependence with respect to ¢. This characteristic actually corresponds
to the advantageous property of the phase field models presented in section 2.3.1. At planar equilibrium, the
interface thickness and the surface tension coefficient can be chosen independently of the density difference
which correspond to some required properties of the desired model. As a modification of the second gradient
model, the proposed phase field formulation deals with an intrinsically compressible fluid. This property does
not match the last constraint expressed in the list of section 2.3.2 and more particularly does not bring the ability
of the model to deal with incompressible single-phase states.

The interpolation function chosen in this formulation is a linear dependence of both p u and p with respect to
. This choice has consequences on the thermodynamic behavior of the fluid out of the two-phase equilibrium
conditions of a planar interface. First, the values of ¢, 0 and 1, inside the bulk phases are only ensured at these
equilibrium conditions. It is shown in section 3.2.3 that this property of the phase field model is actually induced
by the choice of the interpolation function. Therefore, the EOS of the bulk phases are different from u,,, or u;,
and thus controlled with difficulty. Moreover, it is shown in chapter 6 that such a linear dependence does not
provide any control of the thermodynamic stability domains of the bulk phases, which thus appear to be highly
dependent on the choices made for the interface thickness. This reduces therefore the range of application of the
model for quantitative numerical simulations of the nucleate boiling process.

As a conclusion, the phase field model proposed provides an interesting framework for dealing with liquid-
vapor flows with phase change. However, the consequences of the introduction of the phase field variable on the
fluid thermodynamic behavior need to be more deeply controlled such that the required properties expressed in
section 2.3.2 (page 53) are satisfied. This is the subject of study of the model derivation in chapter 3.

A diffuse interface model dedicated to solid-liquid phase-change with flow, quasi-compressible formulation

Phase field models have been proposed to take into account the convective effects on the solid/liquid phase
transition, e.g. [11, 17] or [98, 133] for monotectic alloys. These models are based on the introduction of both
an external flow and a viscosity depending on ¢ but do not consider any density difference. Anderson et al. [5, 6]
have proposed a phase field model with convection that ““ incorporates in a thermodynamically consistent way
the density effect in a phase field description of solidification as well as the appropriate form of the Korteweg
stress term in the momentum equation”. The corresponding specific Gibbs free energy reads

T
g(T,P,o, (Vo)) = [eo—cp Ty — (@)L — wnu(@)] (1 - _)

Ty
T P-P 2
—epTIn =— + w(y) + 04 2 (vp) (2.23)
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where () is a monotonic interpolation function that defines also the function p(y), L is the specific latent heat,
cp is the specific heat capacity at constant pressure common to the two-phases, T, is the melting temperature at
the pressure P = Py, and w,,(¢) is a double well function. At equilibrium of a planar interface along an arbitrary
x-axis and at a given equilibrium temperature 7', the differential equation governing the profile ¢(x) reads
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where -, denotes the spatial derivative with respect to x and the subscripts g, resp. p, refer to the solid, resp.
liquid, bulk phases. The pressure profile, determining the surface tension coefficient as shown in 3.2.4, satisfies

2

P=Py-— % o (2.25)

the value of the bulk pressure P, satisfying the following Clapeyron relation

(Po - Px) (i - i) = L(l - l) (2.26)
pPs  PL Ty

Let us comment the above relations in view of our applications.

Single-phase description Let us note that the pressure P is chosen as the main thermodynamic variable and
that the density of the material is the subsequent p(¢) function defined as

=%

lps 25 (2.27)

As a consequence of the linear dependence of the specific Gibbs free energy with respect to P, the density is a
function of ¢ and actually reads

p(p) = prL + (ps — pL) v(p) (2.28)

Let us note that the single phases are incompressible, since the density p does not depend on the pressure. This
property refers to the hypothesis of quasi-compressible liquid as introduced by Lowengrub and Truskinovsky
[89], which is presented in the study of the multi-phase thermodynamic description in section 3.1. No extension
of the formulation to compressible EOS is proposed.

The interpolation function v is considered as being polynomials of degree 1 or 3. The choice of a polynomial
of degree 1 implies similar consequences on the thermodynamic behavior of the fluid as presented hereinabove
for the model of Caro [29]. We show in our study of the phase field interpolation functions in section 3.4.1
that the polynomial of degree 3 ensures the bulk phases to correspond to the fixed values of ¢ 0 and 1 even out
of the two-phase equilibrium conditions 7 = Ty and P = Py. However, it is also shown in chapter 6 that the
thermodynamic stability of the single-phase states is governed by the choices made for the interface thickness
at T = Ty. As a consequence, the single-phase states can only be stable for a given range of pressure and
temperature values, the extent of this range being a decreasing function of the interface thickness'!. This limit
of metastability constitutes a limitation in the use of the model since it is controlled by the a priori arbitrarily
chosen & value'?.

Interface description Let us consider the planar equilibrium equation (2.24) for the phase field profile ¢(x).
In [6], two different expressions for w,, are prescribed, one allowing to consider the interface equilibrium profile
as being independent of the density ratio between the phases at T = T, and thus only parameterized by the
function w,, and the capillary coefficient £. This property is interesting since as a consequence the artificial
thickness can be easily controlled (which corresponds actually to the point 3 of our own constraints).

Let us now consider the equilibrium equation (2.24) for an equilibrium temperature different from the refer-
ence temperature T # Ty It is straightforward that in this case the second line of equation (2.24) is non-zero.
As a consequence, the thickness of the interface layer at a equilibrium temperature 7', T # Ty, deviates from the
one obtained with an equilibrium at T = T,. Since not physically motivated, this variation of the equilibrium
profile is not desirable.

'This induces a metastability limit that does not correspond to the classical one presented with the second gradient model in section 2.2
(i.e. associated to the Gibbs-Duhem criterion on compressibility (2.4)). This characteristic of phase field formulation is studied in more
details in chapter 6

12We provide in the section 6 a study of the thermodynamic stability of the single-phase states with the phase field models and present
the common way to model a controlled limit of metastability (even infinite).



2.3. PHASE FIELD MODELS 57

Concluding remarks This model shows an interesting way to take into account the density difference in a
phase field model of a pure material with incompressible bulk phases. The classical Clapeyron relation, an
important characteristic of the liquid-vapor phase transition, is recovered. Moreover, the interface thickness can
be chosen independently of the density ratio for 7 = T;. However some important features of the liquid-vapor
phase transition are not considered, such as the possible compressible nature of the fluid or the difference of the
cp between the bulk phases. The control of the interface thickness dependence with temperature as well as the
control of the metastability of the bulk phases are not ensured (points 3 and 6 of the constraints expressed on
page 53). This constitutes an intrinsic limitation of use of the model for our own applications. As a conclusion,
although the proposed model takes into account phase change with flow and density ratio between the phases, it
cannot be used as an efficient method for the numerical study of the liquid-vapor flows with phase change in our
boiling conditions. However this model already presents the main features of a phase field formulation devoted
to liquid-vapor phase change. Our model constitutes a modification and extension of this formulation.

Pressure effect on the crystal growth, a compressible phase field model for liquid/solid phase transition

As mentioned by Conti [39], the phenomenology of the solidification process is not only governed by the super-
cooling imposed but also by density changes and associated pressure levels variations induced by the local con-
traction of the material. In order to model the phase transition including these effects, Conti [38] proposed a
phase field model. The Helmholtz free energy density reads

82 82
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f:

Wp,ga(P’ ®) (@)L T,—-T
0

m

where the function W, , reads

Woe = a (9 +b (o= ps)?) (¢ = 1) + blp - p1)?) (2.30)

This formulation both includes a van der Waals type EOS in order to include compressible effects (let us refer
to the analytical expression for the Helmholtz free energy F.; presented in 2.2.2) and the classical features of
the typical phase field formulations for solidification (as presented in 2.3.1). The expression for the Helmholtz
free energy (2.29) yields to the following differential equation for the ¢ profile at equilibrium along an arbitrary

X-axis p 5
2 Woe 4 T — Tsu(P)
e — _ 7 s N =0 2.31

and to the following expression for the non-dissipative part of the stress tensor T components (i, k)
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where ; indicates spatial derivative with respect to the coordinate x; and Jj is the Kronecker symbol.

This model does not provide sufficiently generic formulation for the EOS in view of our application since
it cannot reduce to a quasi-compressible formulation. The dependence of the formulation with respect to two
non-local fields (Vp)? and (V¢)? induces complexity in the resulting expression of the governing equations (cf
the expression of the non-dissipative stress tensor (2.32)). In order to model capillarity, a single dependence has
been shown to be sufficient. A more adequate way to model the fact that both p and ¢ undergo strong variations
across the interface should be, as made in the Caro [29] and the Anderson et al. [5] models to more deeply enslave
both variations through an explicit dependence of the density with respect to the phase field .

As a conclusion, this model implies a useless complexity for our targeted applications and moreover cannot
reduce to the description of incompressible bulk phases. It will be therefore disregarded in the following of this
work.

2.3.4 Conclusion : the need for a new phase field formulation

The main properties of the phase field thermodynamic description have been presented. Specific properties of a
phase field model dedicated to the simulation of nucleate boiling have been presented. A review of the existing
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diffuse interface models has revealed that their properties do not match the ones required. The existing diffuse
interface models do not provide for the moment a sufficiently efficient numerical method for dealing with boiling
flows. In view of this previous study, the need for a new model has therefore been stated. The phase field
formulation has shown to provide the most flexible way to describe the phase transition in the scope of numerical
use. This solution is therefore retained in the remainder of the study. The required properties presented on
page 53 are used as constraints while designing the present model.



2.4. CONCLUSION 59

2.4 Conclusion on the review of numerical methods for the simulation of nucle-
ate boiling

In chapter 1, we have defined the study of a bubble growth in nucleate pool boiling configuration as a target
problem of primary interest for the understanding of the mechanism of the boiling crisis. The use of numerical
simulations to study this problem has been proposed. In this chapter we have thus studied the different existing
numerical methods for the simulation of liquid-vapor flows with phase change. Two different families of numer-
ical method have been considered according to two different ways to represent the liquid-vapor interface: either
the interface is tracked and needs to be explicitly located, or the interface is captured (see section 2.1.1).

In section 2.1.2, we have first considered the methods using an explicit tracking of the interface. In sec-
tion 2.1.3 we have then considered the main families of interface capturing methods and presented the level-set
method. All these methods lie on a sharp model for the interface. This is the most relevant model from a physical
point of view. However it yields some mathematical and/or numerical difficulties to ensure both an easy handling
of the solving of the equations and a displacement of the interface consistent with the conservation principle of
the main physical quantities.

The thermodynamic formalism of diffuse interface models allows to deal with a smeared interface layer and
a local consistency of the governing equations: it guarantees local positive entropy production. It has been shown
that these properties of the model are quite attractive, since there is no need of additional numerical recipes to
constrain the structure of the interface layer: its smearing is naturally and physically controlled. However, the
diffuse interface models are classically devoted to the fine description of the interface layer, which is not our
actual goal. As a consequence, we have considered an alternative way to smear the interface: the smearing of the
interface is inherited from a thermodynamic modeling but the typical thickness of the interface layer is artificial
and can be chosen as numerically convenient. Therefore the formalism of diffuse interface model is used to
provide a consistent regularization of an initially sharp interface model. Two ways have been defined in order
to build such a model: either a classical model for the liquid-vapor phase transition (such that the van der Waals
model) is modified in order to induce an enlargement of the interface thickness, or an artificial diffuse interface
model is built from the primitive sharp interface formulation, the smearing of the interface being governed by the
introduction of an additional abstract thermodynamic variable, the so-called phase field formulation.

In section 2.2 we have studied the ability to modify the van der Waals model. We have first recall the
main features of the isothermal van der Waals model in section 2.2.2 and shown how the formulation lies on
a number of 6 parameters allowing to model the physical mechanisms we’d like to take into account, namely
density difference, capillarity, smearing of the interface layer. However the physical small value of the interface
thickness far from the critical point has been shown to lead to an impossible use of the model for the study of
nucleate pool boiling flows. In section 2.2.3 we have studied how these parameters can be modified to artificially
enlarge the thickness of the interface layer while keeping unchanged the other parameters. It has been shown that
this modification inevitably affect the limit of metastability. In the non-isothermal case, the limit of super-heat
is as a consequence modified. It has been said that this modification is not desirable for the targeted numerical
simulation of nucleate boiling flows because it induces artificial nucleation events in a near wall region that would
impede a correct simulation of a single bubble growth. As a consequence, the attempt to modify a classical
diffuse interface model has been shown to be unfruitful and we turned our attention toward the second possible
way defined: the phase field formulation.

To introduce the phase field formulation, we have first provided in section 2.3.1 an illustrative example to
show how the description of the interface layer, if thermodynamically consistent, is actually de-coupled from the
thermodynamic description of the bulk phases. This property adds therefore an additional degree of freedom in
the thermodynamic model of the interface layer that was lacking with the van der Waals model.

We have specified in section 2.3.2 the main desired features of the diffuse interface model in view of its use
for the targeted study of nucleate boiling flows. These features have been summarized on the form of a constraints
list, of page 53, that can be used to attest the validity of the phase field model.

Based on this framework for the analysis of the phase field model we have reviewed in section 2.3.3 the
previously existing phase field model allowing to model a liquid-vapor phase transition. None of these models
matches all the desired features for our study of the nucleate boiling flows. As a consequence, a new phase field
model for the study of the liquid-vapor flows with phase change needs to be derived. This derivation is the subject
of the following chapters.
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Chapter 3

Phase field model: thermodynamic derivation

As stated in chapter 2, existing diffuse interface models are not well suited for the numerical simulation of
nucleate wall boiling. It is necessary to develop phase field models for the study of this problem. In the present
chapter, we derive the thermodynamic part of the proposed model and study its main features. The goal is to
study

* the introduction of a phase field in the thermodynamic description of the fluid, its interpretation and the
consequences on the equilibrium states

* the derivation of a generic phase field thermodynamic model
* the subsequent main properties of the bulk phases and of the interface layer

In fact we are looking for an optimal phase field model with minimal interference between the description of the
bulk phases and the one of the interface layer. This chapter is organized as follows.

In section 3.1, we study the thermodynamic modeling of a multi-phase fluid. We study the compatibility of
compressible or incompressible bulk £OS with a multi-phase model. The choice of the main thermodynamic
variables is shown to be related with this problematic of compatibility and the classical van der Waals model does
not bear the ability to deal with incompressible bulk phases. It is shown that this limitation is removed while
using an additional “order parameter” such as the phase field variable using the quasi compressible hypothesis.
This study introduces and justifies the choice of the main thermodynamic variables used in the model presented

In section 3.2, we study the introduction of the phase field as a main thermodynamic variable. The goal is
to express the required properties of the model (cf. the list on page 53) as analytical conditions for the thermo-
dynamic model. We first specify the meaning of the phase field variable and the goal of its introduction. We
then study the conditions of thermodynamic stability of the corresponding phase field multi-phase system (see
section 3.2.2). From this study, we derive analytical relations that must be satisfied by the phase field thermo-
dynamic model in order to fulfill the equilibrium requirements expressed on page 53 of section 2.3.2. These
conditions concern the ability of the model to actually control both the single-phase states EOS and the structure
of the interface.

In section 3.3, we introduce the analytical expression for the phase field thermodynamic model proposed
and compare it with the models presented in chapter 2. We first consider an isothermal case and introduce the
phase field functions of our model. We then study the non-isothermal case. This model is then compared to the
classical phase field models, including the widely used models for the solid-liquid phase transition that consider
the density as being uniform.

In section 3.4, we show that the model proposed has actually all the required properties. More particularly, we
show that the single phase states of the model are actually described by classical EOS and that the main classical
thermodynamic relations of the description of the liquid-vapor phase transition are thus recovered. Then we show
that the structure of the interface is actually easily controlled.

I'This point has already been introduced in section 2.3.1 and is studied in more details in section 3.1.
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3.1 Thermodynamic modeling of multi-phase systems

In this section, we study the possibility to construct explicit equations of state for the model of a multi-phase
system and their compatibility with different classes of bulk EOS (i.e. compressible, incompressible). The
goal is to present the choice of the main thermodynamic variable for our model. Therefore we focus more
specifically on the thermodynamic description of phases with different densities and on the ability to deal with
either compressible or incompressible bulk phases. Indeed, as expressed in section 2.3.2, we need to recover for
each single-phase state described with the phase field formulation some classical equations of state and moreover
to get a degree of freedom for their choice (point 7 of the list of constraints defined on page 53).

3.1.1 Single-phase state and equation of state

The single-phase EOS are the basic thermodynamic relations describing the behavior of the bulk phases. Let us
study their main characteristics in the compressible and incompressible isothermal cases.

Thermodynamic potentials and main variable Let us denote G, (respectively F), and g, (respectively f) the
volumetric and specific Gibbs (respectively Helmholtz) free energies of the fluid described. The corresponding
main variable for the Gibbs, resp. Helmholtz, energies is the pressure P, resp. the density p. Both descriptions
F(p) and G(P), are equivalent and well defined if and only if the relation linking P to p is a bijection. If it is
the case, the switch from one description (e.g. F(p)) to the other (e.g. G(P)) through the associated Legendre
transformation is mathematically well-posed and one gets

F=pf=G—P=p(g—§) (3.1)
In the following, we show that if p is chosen as the main variable, the single-phase are characterized by the EOS
F(p) which defines P(p); if P is chosen as the main variable, the single-phase are characterized by the EOS G(P)
which defines p(P)

Let us start with the case where the density p is the main variable. Let us recall (c¢f. equation (2.2)) that the
pressure is defined from the Helmholtz free energy by

P=p _p=p (3.2)

The relation (3.2) is illustrated on figure 3.1(a). The equilibrium pressure Py at a fluid density p = po, is
the opposite of the ordinate at origin of the local tangent to the curve F(p). This description of the fluid is
well defined as long as the fluid isothermal compressibility yr (defined by equation (2.3)) is non zero. The
van der Waals’ model is, for example, based on this type of fluid representation.

F g \ 0

0 PO P PO P
(a) F(p) diagram (b) g(P) diagram
Figure 3.1: Main thermodynamic potentials for an isothermal fluid

Let us now consider the case where the pressure P is chosen as the main variable. The corresponding
thermodynamic potential is the Gibbs free energy G which variation with respect to the pressure is linked to
the isothermal compressibility of the fluid through

oG
op = 1+Gxr (3.3)
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which can be expressed in terms of specific Gibbs free energy as

99

3P (3.4)

u(P) = l(P) =
o
where v denotes the specific volume of the fluid. The relation (3.4) is illustrated on figure 3.1(b).

The main thermodynamic relations for the isothermal description of a fluid have been introduced. According
to the choice for the main variable (p or P), two descriptions of a fluid bulk phase are possible. Let us consider
two cases where one of them (i.e. p or P as being the main variable) degenerates i.e. when the equivalence
between the choice of the density p or the pressure P is not satisfied:

* the van der Waals model,

* the incompressible case.

Van der Waals’ model In the van der Waals’ model, presented in section 2.2, the function P(p) is obviously
multi-valued, since for instance two different densities p; 44 and p, 54; corresponds to the same equilibrium pres-
sure Py (cf. the figure 2.2(b) in section 2.2.2). The Gibbs free energy is therefore also not single-valued as

P
(a) (b)
Figure 3.2: Specific Gibbs free energy for the van der Waals’model

eq P

illustrated on figure 3.2. The pressure P cannot be chosen as the main thermodynamic variable describing the
fluid.

Figure 3.3: Compressible and incompressible phases on a Clapeyron diagram

The incompressible limit Let us consider the incompressible limit which we have shown in section 2.3.2 to
be of interest for the model and numerical simulation of boiling flows. On the Clapeyron diagram plotted on
figure 3.3, a compressible vapor phase and an incompressible liquid one (y7 = 0) are represented.

For an incompressible phase (say liquid on figure 3.3) the isothermal EOS reads

p(P) =pL
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and the pressure is obviously the main variable. Let us study the expression for the Gibbs free energy (i.e. the
thermodynamic potential corresponding to the main variable P). We get from the relation (3.3)

G(P)=P- Py
where Py is a reference pressure (constant of integration), or equivalently using the relation (3.4)

P-P
g(P) = 0

The Gibbs free energy G is therefore well-defined even if y7 = 0. However, the description using the density p
as the main variable is degenerate: it is impossible to define the Helmholtz free energy F (or the pressure P) as a
function of the density p. F is undefined out of the line p = p; .

As already said in chapter 2 (point 7b of the list of constraints page 53), and according to our study of the main
physical mechanisms of nucleate boiling flows in chapter 1, the possibility to describe incompressible fluids with
the phase field model is targeted. In this case, the main variable is therefore the pressure and the thermodynamic
description in terms of density is degenerate.

General cases More generally, the ability to get an explicit analytic expression for F or G lies on the property
of bijectivity of the function linking p and P (in other words, it lies on the well-posedness of the Legendre
transformation). We can consider three main different cases

1. p(P) is injective but not surjective: g is well-defined and the pressure P is the main variable (incompressible
case for example)

2. p(P)is surjective but not injective: f is well-defined and the density p is the main variable (van der Waals’ model

for example)

3. p(P) is bijective: f and g are both well-defined (ideal gas EOS for example)

Concluding remarks The main thermodynamic potentials have been introduced as well as the choice of the
main variables with regard to the properties of the EOS of the bulk phases. The Gibbs G, resp. Helmholtz F,
free energies describe classically the isothermal single-phase states of a fluid in the case where the pressure P,
resp. the density p, is chosen as the main variable. For the modeling of a multi-phase system, a choice for the
main thermodynamic variable must be done. As shown in the following section, this choice has consequences on
the degree of freedom for the choice of the corresponding single-phase EOS .

3.1.2 Multi-phase system and equations of state: Density difference and incompressibility of the
bulk phases

The goal of this section is to study the choice of the main thermodynamic variables for the model of a two-phase
fluid whose phases have different densities but can either be incompressible or compressible.

Introduction to the problematic In this section, we study the thermodynamic modeling of a multi-phase
system with a diffuse interface model. We show that the use of classical thermodynamic variables (e.g. p or P)
for the multi-phase model leads to some restrictions on the choice of the bulk £OS . This characteristic is specific
of the diffuse interface model for which the modeling of both the bulk phases and of the interface lies on a single,
explicit, and continuous expression for the thermodynamic potential. In sharp interface models, this expression
is not required and the bulk EOS can be chosen arbitrarily and independently of the interface properties. This
difference between the two modelings can induce limitations in the use of the diffuse interface models dealing
with classical thermodynamic variables (as it is the case with the van der Waals’ model). However, we show in
the following that, while dealing with a phase field formulation, this limitation is removed.

The section is organized as follows. We study the modeling of the liquid-vapor phase transition in both the
isothermal and the non-isothermal cases. It is shown the incompatibility of the incompressible bulk EOS with

%Let us note that even though the pressure can no longer be defined classically from the Helmholtz free energy, it can be related to the
non-dissipative stress tensor as it is shown in section 5.2.



3.1. THERMODYNAMIC MODELING OF MULTI-PHASE SYSTEMS 65

the classical diffuse isothermal interface modeling. Then we study the multi-phase model of a phase transition
using other main variables than the single density or the single pressure. We first consider the classical non-
isothermal van der Waals model in order to introduce the main features of the non-isothermal description of the
liquid-vapor two-phase fluid. We show then the possibility to model a non-isothermal two-phase system with
density difference and incompressibility of the bulk phases as soon as the specific entropy s instead of the density
p is considered as the order parameter of the phase transition. It leads us to introduce the quasi-compressible
limit.

Incompatibility between the diffuse interface model and some bulk EOS : the illustrative example of bulk
incompressibility In order to exemplify the problematic, we consider a liquid-vapor transition and study the
impossibility of dealing with incompressible bulk phases together with an isothermal diffuse interface model. In
this case, and since the system is isothermal, only either the pressure P or the density p can be considered as the
main thermodynamic variable.

Let us consider the classical van der Waals’ model. The isothermal van der Waals’ equation of state EOS 4w,
presented in section 2.2.2, models a liquid-vapor system with a single function P(p) which is injective but not
surjective (cf. figure 2.2). As shown in the previous section, F' can be expressed explicitly while G, like p(P),
can only be given implicitly since it is multi-valued. Since the density p is the main variable, it is not possible to
degenerate it in order to get incompressible single-phase states.

Let us now consider another model of the liquid-vapor transition choosing the pressure P as the main variable.
In order to consider incompressible single-phase states and a possible two-phase equilibrium, it is possible to
define a specific Gibbs free energy function g(P) as represented in figure 3.4. Each linear branch corresponds
to a single-phase state. The specific volume (v = 1/p), defined by the Gibbs free energy first derivative (cf.
relation (3.4)), is not continuous at the pressure P,,: the phases have therefore different densities p; and p,. The
two-phase equilibrium, characterized by the equality of the specific Gibbs free energy of each single-phase state
(cf. the presentation of the van der Waals model in section 2.2.2), is only possible at the equilibrium pressure
P,4. The main features of the sharp description of the liquid-vapor transition are thus recovered. However, it
is not possible to define a thermodynamic description of the fluid for values of the density p between its bulk
values py and p,. For this reason, a diffuse interface model based on such a formulation is not possible since no
thermodynamic main variable is aimed to get continuous variations across the interface.

p P
Figure 3.4: Incompressible liquid-vapor isothermal model

As a conclusion, the following set of constraints are incompatible all together

* incompressible single-phase states

* diffuse interface model of the liquid-vapor phase transition

* classical and isothermal thermodynamic description, i.e. p or P as the single main variable.

It is shown in the following how this incompatibility can be removed by modifying the last statement, e.g. by
considering a non-isothermal description and therefore by considering an additional thermodynamic variable
(namely the temperature T or the specific entropy s).

Non isothermal liquid-vapor phase transition: entropy difference and arbitrary heat capacity Let us
consider now the non-isothermal van der Waals’ model and choose the temperature 7' (instead of the specific
entropy s) as the second (in addition to the density p) main variable. The planar two-phase equilibrium is
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characterized by an additional relation 7', (P, ) linking equilibrium values of the pressure and of the temperature.
Let us introduce the specific entropy s of the fluid defined as

10F

-—— 3.9
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For the liquid-vapor phase transition considered, there exists a characteristic entropy difference at two-phase
equilibrium between the bulk phases. A subsequent latent heat £ of evaporation defined as

L= Teq (Sv,sat - sl,sat) 3.6)

is associated to the phase transformation and it is important that the model recovers this feature (¢f. our study
of nucleate boiling flows in chapter 1). Let us study how this characteristic is modeled using the F(p,T) ex-
pression. A priori, the entropy difference can be analytically enslaved to the density difference, since, using its
definition (3.5), one can express the entropy as s(p, T'). Let us provide a basic expression for F allowing to model
the latent heat. By integration of the equation (3.5), the volumetric Helmholtz free energy can be written as

T
F(p,T):F(p,TO)—f p s(p,u) du

Ty

where T is an arbitrary reference temperature. Thus using a Taylor expansion of F around T = T
F(p,T) = F(p,To) = p s(p, To) (T = To) + O(T ~ Tp)’ 3.7

For a given equilibrium temperature, say 7, the specific entropy difference L/T} is related to the function s(p, T')
through the above relations

Sl sat = S(pl,sat, To) & Sv,sat = s(pv,sats Ty)

Therefore the specific entropy difference is formally related to the density difference. The linear dependence
of the Helmholtz free energy with respect to temperature , i.e. the neglect of the terms of order O (T — Tp)? in
the expression (3.7), is sufficient to model the desired entropy difference. Next (i.e. second) order temperature
dependence of F is related to the heat capacity c, defined as

=T (ﬁ)
ar),
and once the latent heat £ has been modeled by the linear dependency, ¢, can be modeled independently using
the quadratic dependency. Therefore it is possible to deal with an arbitrary (non negative, according to the
Gibbs-Duhem criterion of thermodynamic stability) heat capacity c, for the single-phase states.
We have presented the non-isothermal van der Waals’ description of the liquid-vapor transition. It has been
shown that the model describe well the specific entropy s difference between the bulk phases, independently of

the choice for the specific heat capacity. In the following, we use the analogy (2.19) presented in section 2.3.1 in
order to introduce a model for the liquid-vapor phase transition with incompressible bulk phases.

A diffuse interface model for the liquid-vapor transition with possible incompressible bulk phases Let
us remark that since the specific entropy has characteristic values in the bulk phases, it can be considered as a
relevant “order parameter” for the non-isothermal liquid-vapor phase transition. In order to model this transition,
we therefore have the choice between two main variables the density p or the specific entropy s. This constitutes
the main idea of the following development.

Let us recall the analogy (2.19) presented in section 2.3.1:

P - T
p <8 (3.8)
XT < cp
or Xy o G
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Let us apply again this analogy? to the non-isothermal van der Waals model presented hereinabove: the entropy
is considered as the order parameter of the phase transition, the pressure is chosen as the second main variable
and the corresponding thermodynamic potential is chosen as the specific enthalpy A(s, P). The density p is then

defined as
1, oh

P B a_Pls

and is therefore a function p(s, P). It is possible to consider a density difference between the bulk phases
Pl sat = P(Sl,saz, Py & Pu,sat = p(su,sat’ Po)

such that the specific enthalpy 4 reads

(P - Py)
p(s, Po)

This models ensures therefore a density difference between the vapor and liquid phases and the terms of higher
order in pressure define the adiabatic compressibility coefficient

h(s, P) = h(s, Py) — +O(P - Py)?

Lo
p8P|s

1>

Xs

which is related to the isothermal compressibility y 7 (cf. its definition (2.3)) and the thermal expansion ap (cf.

its definition (2.18)) coeflicients by
oT

P a_Pls

As a consequence, the density difference can be considered while dealing with an arbitrary y. Since y; can
be chosen arbitrarily, it can be chosen such that y7 = 0, which implies the bulk phases to be incompressible.
Let us precise that the fluid described has all the features of a non-isothermal liquid-vapor system (i.e. density
difference, specific entropy difference, saturation curve i.e. the relation between the pressure and the temperature
at two-phase equilibrium. .. ).

The desired, i.e. incompressible, bulk EOS are thus compatible with a description of the liquid-vapor transi-
tion while another thermodynamic main variable is chosen as the “order parameter” (the specific entropy s in the
hereinabove case) instead of the more “natural” one, the density. This description of a multi-phase system with
density difference but incompressible single-phase states is known as the quasi-compressible limit which is more
generally presented in the following.

Xs =XT — @

The quasi-compressible limit In order to model the density variations of a fluid without taking into account
the acoustic waves (i.e. the isothermal compressibility) a quasi compressibility (or quasi incompressibility, de-
pending on the authors and on the context) assumption can be made. This assumption consists in considering the
density as independent on the local pressure but still dependent on the other thermodynamic variable (such as the
specific entropy in the hereinabove presented case).

In single-phase systems, this approximation of the compressible equations is valid at low Mach* number.
The local value of the density variations is for instance defined from a classical perfect gas EOS considering the
local value of the temperature field but a mean value of the pressure field, e.g. Paillere et al. [105].

In the diffuse interface models of a multi-phase system, the quasi-incompressible limit has been introduced
by Lowengrub and Truskinovsky [89] for the study of binary fluids. In this case, the local mass fraction ¢ of one
component of the mixture is the natural “order parameter” and the main thermodynamic variable are chosen as
(¢, T, P). The density p is considered as a function p(c, T) instead of p(c, T, P).

More generally for the modeling of multi-phase materials, as soon as a second thermodynamic variable (like
c or ) is introduced that could “play the role” of an “order parameter”, the quasi-incompressible limit can be

3Using this analogy the isothermal van der Waals model based on F(p) is equivalent to the incompressible model based on an energy
e(s) presented in the introduction of the phase field models in section 2.3.1. For instance, an analogue incompatibility exists with the
e(s) model: since s is the main variable of this thermodynamic model, it is not possible to deal with single-phase states with a zero heat
capacity.

“the Mach number is the ratio of the flow velocity over the local speed of sound, itself directly related to the isothermal compressibility
of the fluid
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introduced. We have presented in our review of the exiting phase field models in section 2.3.3 how it has been
used by Anderson et al. [5] for the study of the solidification process with a phase field formulation. In this case
the main variables are chosen as (¢, T, P) and the density p is considered as a function p(¢) (the hypothesis of
a null coefficient of thermal expansion being additionally considered). Therefore in our phase field model for
the liquid-vapor phase transition, a similar hypothesis is made possible by choosing the main thermodynamic
variables as being (¢, P, s) or (¢, P, T).

We have presented the quasi-(in)compressible assumption in different fields of application. This assumption
allows to filter out the acoustic waves of a physical process while considering the density as varying. This is
made possible by considering the pressure as the main thermodynamic variable instead of the density (which can
then be considered as independent on the pressure).

Conclusion on the model of a two-“incompressible”’-phase fluid with density difference We have shown
that this model is not possible as soon as the choice of the density as the “order parameter” of the phase transition
is made. We have then introduced using analogy the model of the non-isothermal liquid-vapor phase transition
where the specific entropy is the “order parameter” and that can deal with incompressible single phase. We
have presented the more generic hypothesis of quasi-compressible fluid which concerns the model of fluid with
non-uniform density but zero compressibility. Since it has been shown in chapter 1 that compressibility is not
a primary physical mechanism of the nucleate boiling flows and since moreover a gain in numerical handling
exists while dealing with incompressible fluids, the phase field model derived must be able to deal with quasi-
compressibility.

3.1.3 The main variables of the phase field model

Let us consider now the model we derive for the study of the liquid-vapor phase transition with the help of the
phase field method and define its main thermodynamic variables. The first main variable considered is the phase
field ¢.

Compressibility Let us consider the choice between either P or p as one of the main variable. We have shown
in the previous sections that both are possible if we wish model a density difference between the bulk phases and
that the choice is dictated by the desired model for the compressibility of the bulk phases. The “or” is therefore
not a fortiori inclusive. Since the general formulation depending of ¢ must reduce to the single-phase EOS to be
modeled, we must be able to write both (liquid and vapor EOS) in terms of the same variables. The following
table presents the type of general EOS (f or g or b for both or @ for none) we can model with the phase field
description of a liquid-vapor system.

liquid vapor p(P) not injective | p(P) not surjective | p(P) bijective
o(P) not injective f(o, @) (0] fp,9)
p(P) not surjective o g(P, ¢) g(P,p)
p(P) bijective fo, ) g(P,¢) b

This table seems a bit naive but actually shows that it is possible to construct a quasi-compressible formulation,
or to introduce the same kind of metastability limit than in the van der Waals’ model for both phases (P(p)
injective but not surjective). However it also shows that we cannot model one incompressible phase and a second
“van der Waals” type phase with a single phase field model. If the quasi-compressible limit of the formulation
is targeted, the density p cannot be considered as a main thermodynamic variable, the pressure P is considered
as being the corresponding main variable. This choice is therefore made in the remainder of this study and
especially in the analytical and numerical studies presented in the chapters 5 and 8.

Non-isothermal description In order to deal with more classical description of the liquid-vapor transition,
we consider the temperature 7' as the second main thermodynamic variable instead of its conjugate variable s.
Moreover, for numerical application the choice of a main variable that is uniform at thermodynamic equilibrium,
(like the temperature 7 in our phase field model according to the equilibrium relation (3.28a) shown in the
following of this chapter), is accurate. Let us recall that for a phase transition, the entropy is multi-valued (cf.
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the latent heat £) at the equilibrium temperature. Therefore, classically, the function s(7") cannot be analytically

explicitly expressed. This should justify the choice of s as the main thermodynamic variable (like it should lead

to the same statement concerning the density p). However, the introduction of the phase field variable allows to

undergo this limitation in the model of multi-phase system as stated hereinabove and the variable T is preferred.
The thermodynamic potential corresponding to the variables (P, T') is therefore the Gibbs free energy.

Non-local dependence For isotropic reason, the non local energetic contribution must not depend on the system
of coordinates, and the energy of the fluid is supposed to be a function of the norm> of V. For our present study
of the thermodynamic model devoted to the liquid-vapor transition, and as it is classically done in phase field
models, the non local field considered is the norm associated to the Cartesian scalar product of Ve, (Vo) =
Vo - V.

Specific Gibbs free energy Let us consider the primary thermodynamic potential as being the specific Gibbs
free energy ¢ (gp, PT, (V(p)z) as a function of the set of main variables: the pressure P, the temperature 7', the

phase field ¢, and (V)?. The partial derivatives of g with respect to these variables are defined as follows

. 99

u= 9 (3.9a)
. dg

v 2 o (3.9b)
N dg

s = (3.9¢)

oL 99 . (3.9d)

0 (Vo)

where v is the specific volume (v = 1/p where p is the density), s the specific entropy. We assume , as it is done
classically in the capillary theory, that g is linear with respect to (V). Thus

d%g
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and @ is therefore a function of (P, T, ¢). The specific internal energy u(p, s, ¢, (V<p)2) is then obtained by the
following double Legendre transformation (while it is valid)

u=g+Ts—Po (3.11)
Let us also define the per unit volume internal energy U by
U =pu (3.12)
The other classical thermodynamic potential are then similarly defined from the Gibbs free energy.
Conclusion on the main variables for our phase field model of the liquid-vapor phase transition The

main thermodynamic variables and the associated definitions of the thermodynamic main functions have been
introduced as being (P, T, (V¢)?) in accordance to the desired EOS for the bulk phases.

5This is not the most general case, and interface tension anisotropy is often considered in the solid-solid phase transitions and modeled
by introducing a direction dependent non local contribution to the energy. The most general case of an energy dependence with respect
to a gradient term is considered while deriving the dynamics using an Hamiltonian principle in section 5.1. It is also worth noting that
another category of non-local thermodynamic constitutive forms can be considered in diffuse interface models, e.g. [10, 23, 34, 36] where
instead of the dependence with respect to |V¢|? of the thermodynamic potential, the non-locality is taken into account as

f J(x—y) (p(x) - ¢(y))* dy
]R3

where J is a smooth function.



70 CHAPTER 3. PHASE FIELD MODEL: THERMODYNAMIC DERIVATION

3.2 Introduction of a phase field thermodynamic variable

The goal of this section is to study the thermodynamic description of a fluid with a phase field model in order to
introduce the way the requirements presented on page 53 can actually be satisfied. In other words, we express
the constraints in the form of analytical conditions applying to the thermodynamic potential g.

This section is organized as follows. In section 3.2.1 we introduce our definition of the phase field variable
and specify its role. In section 3.2.2 we study the general formulation for the thermodynamic stability of the
equilibrium states described with the help of our phase field formulation (Gibbs-Duhem criteria). In section 3.2.3
we use the previously derived relations to study the homogeneous equilibrium states. We deduce therefore the
relations that the specific Gibbs free energy must satisfy in order the phase field single-phase states EOS to
be actually controlled (point 7 of the list of constraints). In section 3.2.4 we study the structure of the diffuse
interface at planar equilibrium with the help of our phase field model. In order to control the thickness of the
interface and the surface tension coefficient, it is proposed that the equilibrium relations derived in section 3.2.2
reduce to a set of two simple ODEs that should be valid at any two-phase planar equilibrium conditions, i.e.
along the saturation curve P, (T).

3.2.1 A color function

The difficulty encountered with the numerical use of the van der Waals” model is mainly due to the inability to
modify the characteristics of the transition layer without modifying other bulk physical properties as presented
in section 2.2. The main idea behind the development of the present model is that the phase field variable ¢
introduced allows to describe the transition layer between single-phase states independently of the other physical
properties. We consider that ¢ is introduced for purely numerical reasons and its role must therefore be compared
to the indicator or color functions classically used in numerical methods based on sharp interface models (such as
front-tracking, level-set or VOF cf. their presentation in sections 2.1.2 ). This color function takes specified and
arbitrary values in the single-phase domains (where the fluid is in an homogeneous thermodynamically stable
state).

Let us now consider the ability to describe single-phase states in phase field models. Since the value of ¢ is
not in itself physically meaningful, the most simple and easy to handle interpretation of its value is the following:
a particular value for ¢ is associated to each single-phase state. The scaling of ¢ is thus arbitrary and this variable
is not meant to have any variation in single-phase states. Let us set

¢ =0 < liquid phase

¢=1 < vapor phase

The intermediate values of ¢ are not meant to refer to a mix between liquid and vapor but rather to states located
inside the transition layer between single-phase domains (namely the diffuse interface). The thermodynamic
description of the corresponding states is thus chosen adequately with the desired structure of the interface. The
dependence of the thermodynamic potentials out of ¢ = 0 and ¢ = 1 (interpolation of the material properties
between the bulk with the help of the ¢ variable) is thus dictated by this consideration.

As a consequence, the constitutive form for g must lead to classical EOS for ¢ € {0; 1} and to a controlled
interface structure for ¢ € [0 : 1]. Let us consider the single phase states to be described by the specific Gibbs
free energies gyupor (P, T) and gjiquia(P, T). We can introduce an intuitive pre-supposed form for the specific Gibbs
free enthalpy g as

g = V(()D) (gvupor(R T) - gliquid(R T)) + gliquid(Pa T) + gm(go) + (D(‘P) (VQD)Z (313)

where v is the interpolation function introduced in section 2.3.1 and g,, is zero in the liquid and vapor bulk phases
(¢ € {0; 1}) and, together with ®(y), is mainly devoted to the model of the structure of the transition layer.

3.2.2 Gibbs-Duhem stability criterion
Derivation of the equilibrium equations

In this section we study the thermodynamic stability of equilibrium states and derive the equilibrium relations
corresponding to our phase field model. These equilibrium relations will then be used in the following sections
to express analytically the list of constraints for the phase field model defined on page 53.
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Figure 3.5: Thermodynamic system

Let us consider the equilibrium of a closed and isolated system Q of fixed boundary 0Q2. Therefore neither
exchange of energy (through work or heat transfer) nor of mass are considered through the boundary Q. The
Gibbs-Duhem criterion of stability states that the corresponding entropy of 2 is maximal, e.g. Papon and Leblond
[107]. We propose to derive here the equilibrium relations using the variation of the total entropy of the system
with respect to local variations ¢ of the main thermodynamic variables (p, S, ¢) around the equilibrium state.
We introduce L; and L, the two Lagrange multipliers associated with the two constraints of conservation of
total internal energy fQ UdV and of total mass fQ pd?V in the volume Q. On the boundary Q2 we introduce an
interaction energy U, which is assumed to depend only on ¢, i.e. on the nature of the phase in contact with the
boundary. The introduction of this interaction energy is justified by the derivation of the governing dynamical
equations using variational principles in section 5.1. The variation of entropy around the equilibrium state of a
closed and isolated system reads thus

oS = 6f S+LU +L2p)d(v+6f (Ly Up)dA (3.14)
Q aQ

where S = ps is the entropy per unit volume. Since § is locally maximal around a stable equilibrium state, for
any variation, the following relation are satisfied

{ 65=0 (3.15)

52S8S<0

The first condition is the equilibrium condition of the state considered. Second order expansion provides the
stability conditions of this equilibrium state. Stability of the homogeneous states is studied in section 3.2.3 in
the simple case of the neglect of any non-local dependence (® = 0) and from the complete set of governing
equations in chapter 6.

Equilibrium condition Let us study the equilibrium condition
08 =0 (3.16)
Using the definition (3.12) of the energy U, we can write
oU =udp+pdu (3.17)
and using the definition (3.11) of u
oU =(g—Pv)op+pd(g— Pv)+ T 6(ps) + psoT (3.18)
The definition (3.9) of the partial derivatives of g yields
69 = v6P — 5T + g + ® 6 (Vg)? (3.19)

Since vdp = —pdv, we have

5
v6P = 5(Pv) — “F
P
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Multiplying by p the variation (3.19) of g and using the above relation yields the following relation between the
different variations
—Pvép +pd(g — Pv)+ psoT = p(,u op + @5(V¢p)2)

And thus, using the above relation, the variation (3.18) of U reads
U = gop +p (o + @5 (Vo)) + T 8(ps) (3.20)

Let us link the variation of the non local field (V¢)? to the variation of ¢. The variation of the norm of V¢ can be

expanded as
5(Vp)? =2V .6V (3.21)

The operator ¢ and V commute, therefore the LHS of the above equation can be rewritten as
2V .6V =2V .V(6p)
For any scalar a and vector b fields, the following identity holds
V-(ab)=aV-b+Va- b (3.22)
Using this relation with a = 6¢ and b= Vo yields for the variation (3.21) of (Vo)?
§(Vp)> = 2V-(6¢Ve) -2V - (Vo) by (3.23)

This relation implies that although ¢ and (Vg)? can be considered as two independent thermodynamic variable,
their evolution during a transformation ¢ are related. Let us now rewrite the term of the variation (3.20) of internal
energy 0 U involving this non local contribution variation

pD S (V)2 =2p® (V- (5pVe) -V - (V) 5¢) (3.24)
Using the identity (3.22) for the first term of the right hand side yields
p® 5 (Vo) =2 (V- (0@ 5¢ Vo) = V (p D) - (5pV) — p® V - (Vo) 6¢p) (3.25)

The variation of the entropy of Q under the energy and mass conservation constraints (3.16) can be expressed
using the relations (3.20) and (3.25), uniquely in terms of variation with respect to S, p and ¢. It reads

f [(Li T + 1) 6S + (L2 + L1g) 6p] dV
Q

+f [Lip(u=2DAp —20V(p®) - V)] 5o dV
Q

du
+f L1(2ﬁ-(p(DV<p)+—b opdA = 0
90 do

where 77 is the local normal to dQ and where we have used the divergence theorem. So since equation (3.14)
must be satisfied for any variation of the independent thermodynamic variable (S, ¢, p)

1+L,T = 0 (3.26a)
(La+Lig) = 0 (3.26b)
Lip(u—2®Ap—20V(pd)-Vo) = 0 (3.26¢)
d
L (ZpCD i.Vy + %) = Oon 0Q (3.26d)
¥

Let us denote fi the variational derivative of the specific Gibbs free energy with respect to ¢ (cf. the definition (2.9)
of the variational derivative)
16G
pop
ldpg
p S
0 1 0
R
= u-20Ap-20V(pDd)- Vg (3.27)

=
>

such that the equilibrium relation (3.26¢) reads fi = 0. Thus at equilibrium
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* the specific Gibbs free energy ¢ is uniform
* the temperature 7T is uniform,

* and the quantity f is zero.

Local equilibrium relations The equilibrium conditions inside the domain read

VT =0 (3.28a)
Vg=0 (3.28b)
a=0 (3.28¢c)
On the boundary of the domain, at equilibrium
du
(2 oD iV + —b) =0 (3.29)
dg

The equilibrium relation (3.28b) is non-conventional but can be related to the classical hydrostatic equilibrium
relation. As it will be studied in chapter 5, in presence of capillarity, the stress tensor is not spherical, and, at
equilibrium, the pressure is not uniform.

Comparison with the classical two-phase equilibrium conditions The classical multi-phase Gibbs relations
for a planar interface at equilibrium are the equalities of (e.g. [107])

* the temperature on each side of the interface
* the pressure on each side of the interface
* the specific Gibbs free energy on each side of the interface

As a consequence our equilibrium relations a priori differs from the classical about the equality of pressure. If
the multi-phase fluid is described by a single energy functional using classical variables (i.e. without ¢). Let
us remark that thus the uniformity of g implies the uniformity of the pressure P since the Gibbs free energy g
"reduces” to a function of (P, T'). This does not correspond a priori to our own case where only the uniformity of
g is recovered. However, if the phase field single-phase states correspond actually to classical single phase states
(control of the EOS), the equality of pressure across a planar interface is recovered.

The thermodynamic equilibrium relation (3.28c) is additional with respect to conventional. It is actually
related to ¢ variations.

The equilibrium conditions (3.28) are used to ensure that the ¢ values 0 and 1 effectively correspond to
thermodynamically stable single-phase states in the following.

Boundary conditions We only briefly comment here the equilibrium boundary condition (3.29) which is stud-
ied in more details in section 5.1.2. If the interaction energy U; does not depend on ¢, the equilibrium boundary
condition (3.29) yields

n-Vo=0

which corresponds to a static contact angle (angle between the interface and the boundary) of 7/2. Otherwise the
contact angle is different from 7/2 and therefore express a specific affinity (i.e. for example U(0) < Up(1)) of
the boundary dQ with respect to one of the bulk phase.

Conclusion on the derivation of the general expression for the equilibrium relations We have therefore
derived the equilibrium relations of a fluid described with the help of a phase field specific Gibbs free energy
gP,T,q, (Vgo)z). In addition to the classical sharp interface equilibrium relations, the nullity of the variational
derivative i of g with respect to ¢ is satisfied at equilibrium. This additional relation results directly from the
fact we have considered the additional phase field thermodynamic variable. We show in the following how it can
be related to the ability of the model to control the EOS of the single phase states as well as the structure of the
interface.
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3.2.3 Stability and equilibrium of single-phase states

In this section we consider the equilibrium condition for single-phase states and derive the analytical conditions
for which the single-phase states actually correspond to ¢ € {0; 1}

Single-phase states and the associated ¢ value Homogeneous states in terms of ¢ (i.e. where Vi = 0) must
correspond to single-phase states and satisfy the equilibrium relation (3.28c). Following our interpretation of the
introduction of ¢ as a color function, (3.28c) must be satisfied at least for ¢ equals to 0 and 1. Therefore the
formulation must ensure that

fie € {0; 1), P.T,(Vg)* = 0) = 0 (3.30)

i.e. since (Vo)* = 0,
(e €05 1}, P, T, (Vg)* = 0) = 0 (3.31)

As a consequence, this conditions expressed in terms of the derivative of the specific free energies reads

(a_g) (p €{0;1}, P, T,(Vp)* = 0) = (5_f
PT (V)

) (p €{0;1},p,T,(Vp)*> = 0) = 0 (3.32)
I 0P o7 (v

As a partial conclusion, the additional equilibrium relation induced by the introduction of ¢ implies the free
energy to be an extrema at the specific single-phase values of the color function 0 and 1.

Stability of homogeneous states As already mentioned, since we are dealing with first order expansion around
an equilibrium state, the above study of equilibrium conditions only imply S to reach an extrema. The more
complete equilibrium study involves stability conditions that implies that S reaches a maxima and involves a
quadratic expression in all the variations considered. In this section we restrict the study of thermodynamic sta-
bility to the desired single-phase state, namely liquid or vapor (¢ = 0 or 1) and neglect any non-local dependence
i.e. ® = 0 (cf. the definition (3.9) of the derivative of g with respect to (Vgo)Z). The equilibrium conditions
derived hereinabove are supposed to be satisfied and the general stability criterion reads

8<0 (3.33)
and in terms of the main variations

f (1 + LiT) (6S)? + @5, 6S 6p + @pp(p)* + A5 009 8S + @ppp S + @p(99)* < 0 (3.34)
Q

where axy are coeflicients that will be specified in the following. Let us study the cross variation terms including
0p, namely 6@ 6S and d¢ dp. The corresponding coefficient of the quadratic expression are the second order
partial derivatives

*U

e = M 5008
L d*u N ou
Qpy = -
e L\ 0pdp Oy

that can be rewritten using u as
0,
op
e = Lo

In ¢ = 0 or 1, since the equilibrium condition (3.31) is supposed to be satisfied for all § and p values, these
coefficient are null. Is is worth pointing out that this property is only valid for the equilibrium states O and 1. The
only variation of ¢ remaining in the expression of 528 is therefore (6(,0)2 whose coefficient is L; p(0u/dp). We
can therefore consider the ¢ variations independently of the other variations. Since the stability condition (3.33)
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must be ensured for any set of variations, it must be satisfied if one considers only ¢ variations (i.e. when
0S = 6p = 0). The corresponding stability conditions reads

)
Llpa—” 6> <0

18,0

Since 1 + L; T = 0 and since the temperature is positive, the Lagrange multiplier L, is negative and the stability
condition reads

P
M50 (3.35)
a<>0|S,p

It is a straightforward calculation to show that as soon as u = 0 is ensured for ¢ € {0; 1} for any temperature and
pressure we get

0 0 0
L peltlh=2 (pell:Ih=" (pel0;1)

dp 1S.0 Oy IT.p dp TP
Therefore we generalize the result of Umantsev [141] (that studied the stability of homogeneous states at equi-
librium in incompressible phase field materials, this result is discussed in more detail in chapter 6), the adiabatic
condition of thermodynamic stability coincides with the isothermal condition of thermodynamic stability and
reads

62
(—J;) (¢ €{0;1},p, T, (Vp)* = 0) > 0 (3.36)
00 Jp.1vey
where f denotes the Gibbs free energy. The isobaric and isothermal condition of thermodynamic stability reads
&g 2
— (pef{0;1LPT,(Ve)" =0)>0 (3.37)
0% | p1.(vp2

Condition for the phase field single phase states to correspond to ¢ € {0;1} As a partial conclusion, and
using the equilibrium conditions (3.32), the phase field values O and 1 are ensured to correspond to stable single-
phase state at (P, T) if they are local minima of g(¢, P, T, (V) = 0) with respect to ¢. We here do not study the
fact other values of ¢ could correspond to stable equilibrium states, this will be done in the following.

Other classical stability conditions The remaining terms of the stability conditions (3.33) for homogeneous
states do not involve ¢ variations. They constitute thus the classical quadratic expression of the Gibbs-Duhem
study and imply the classical stability conditions in terms of non negativity of the heat capacity and the com-
pressibility coefficient, e.g. [107]. Since the EOS for ¢ € {0; 1} are supposed to be classical EOS, as soon as 0
and 1 are minima of the specific Gibbs free enthalpy, the stability conditions reduce to the classical conditions of
stability.

Conclusion on the study of equilibrium and stability conditions of the single phase states ¢ € {0;1} The
necessary conditions for which an homogeneous state at a given ¢ corresponds to an homogeneous stable equi-
librium states read

P 0

99 9 _, (3.38a)
6‘10|P 590|p

2 2
8—% - 8—]; >0 (3.38b)
690 |P 690 lo

and imply the thermodynamic potentials to be minimal in this ¢ value. The respect of these conditions for and
only for the values ¢ = {0, 1} ensures that the only possible single-phase states correspond actually to the states
described by the EOS(P,T,¢ = 0) and EOS(P,T,p = 1). As a consequence the stability condition of the
single-phase states are equivalent to the classical conditions of stability applying to these EOS.
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3.2.4 Two-phase equilibrium: capillarity and equilibrium profiles

Let us study the structure of the interface at two-phase equilibrium. We study the academic case of a planar
interface. To do we introduce simple relations allowing to easily control the features of the two-phase equilibrium
i.e. the thickness of the interface and the surface tension coefficient (points 3 and 4 of the list of constraints on
page 53). The general equilibrium relations (3.28) are desired to reduce to these relations in order our model to
fit these constraints.

Two parameters for the interface thickness and surface tension coefficient at planar equilibrium It is
required that the model admits a solution describing the structure of an isolated planar interface between two-
phases along an arbitrary direction (say an x-axis). The color function profile ¢(x), and the pressure profile
P(x) between the two-phases are determined by the solutions of the coupled system of differential equations
(3.28b,3.28c). For numerical applications we are especially interested by the determination of the ¢ profile at
equilibrium (cf. point 3 of the constraints). The surface tension coefficient is classically defined as an excess
volumetric Helmholtz free energy across the interface which is in fact related to the equilibrium profile of P
(cf. our study of the excess quantities and of the definition of the surface tension coefficient in the appendix,
section A.1). As a consequence, both the pressure and phase field profiles at planar equilibrium need to be
controlled in order to ensure a control of the thickness of the interface and of the surface tension coeflicient.

Classically, diffuse interface models yield to simple relations for the order parameter profile and for the
surface tension coefficient, e.g. our presentation of the isothermal van der Waals model in section 2.2.2 where
these quantities have been shown to be defined with the help of a double well function W(p) and two parameters
A and the capillary coefficient 1. We therefore simply require our model to recover such simple relations in order
to easily control these quantities.

Phase field profile The classical ¢ profiles allowing an easy parametric control in diffuse interface model-
ing correspond to monotonic profiles of characteristic thickness & along the x-axis normal to the interface linking
the bulk ¢ values 0 and 1. The corresponding plot of the variations of ¢(x) and ¢ _,(x) (where - , = (0 - /0x) ) are
given on figure 3.6. This is the solution of the differential equation, e.g. Rocard [113]

1 (p2)* =2W(p) (3.39)
where W(¢y) is a positive double well function satisfying

W) =Ww(1)=0
aw dw
0= %(1) =0

fo VIV dp = 1

and represented on figure 3.7. Let us remark that the differential equation (3.39) is equivalent to the differential
equation obtained by taking the spatial derivative of (3.39) with respect to x and dividing by ¢ , that reads

(3.40)

aw
R Q= — (3.41)
dy
The widely used order 4 polynomial for W
Wea(p) = 18 ¢ (9= 1) (3.42)

provides a profile for a planar interface along an arbitrary x—axis given by

+ ! tanh(T) (3.43)
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Figure 3.6: Diffuse interface profile for the phase field ¢

and its relation to the parameter / is therefore

h=Zh (3.44)

SN

As a partial conclusion, the differential equation (3.39) actually allows to control easily the thickness of the
phase field profile at planar equilibrium and is therefore retained in the following as being a targeted equilibrium
relation resulting from the constitutive expression of the thermodynamic potentials.

Figure 3.7: Double well function

Pressure profile and surface tension coefficient The surface tension coefficient o (defined as an excess
free Helmholtz energy) is related to the pressure profile across the interface as (cf. equation (A.11))

+00
o= f Py — P(x)dx

For the sake of simplicity and in order the surface tension to be induced only by ¢ variations, we introduce the
following differential equation for the pressure profile at planar equilibrium

P(x) = Poy — A (¢.2)° (3.45)

where A is the capillarity coefficient. Let us remark that, as soon as the differential equation (3.45) is satisfied,
one recovers the classical jump condition across a planar interface at equilibrium of zero pressure jump i.e.
[P] = 0.The surface tension coefficient o~ is then given by

o=2 f ) (¢.)* dx (3.46)

[ee)
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Using the differential equation (3.39), the change of variable ¢ < x, i.e. dp < ¢ dx and the fact that the bulk
values of the phase field are attained at infinity (i.e. ¢(+o0) = 0 or = 1), we get

1!
o= 7 f V2 W(p) dp (3.47)
0
Since W(yp) satisfies the properties (3.40), o is related to 4 and A by
pl
== 3.48
o= (3.48)

This relation is simple.

As a partial conclusion, as soon as the equilibrium conditions imply the relations (3.39) and (3.45) to be
satisfied, the surface tension coefficient of a planar interface at equilibrium is defined by the single ratio of two
parameters A/h entering these relations. This is for sure a simple relation and actually allows to control the value
of the surface tension coefficient o induced by the phase-field formulation.

Conclusion concerning the structure of the interface at planar equilibrium In order to control the sur-
face tension coefficient and the thickness of the interface, as required for the model (¢f. the discussion of the
section 2.3.2) the equilibrium conditions (3.28b) and (3.28c) are desired to be equivalent to the system of two
differential equations (3.39) and (3.45). In addition of a double well function W(y) two parameters should enter
the phase field formulation which are therefore A and h. As a consequence, the thickness / of the phase field
profile and the value of the surface tension coefficient o are simply related to these parameters. For example,
when W(¢p) is the polynomial of degree 4 (3.42) we get

ho=

g =

S WIN

Let us recall that in the second gradient analytical formulation presented 2.2.2, a similar set of two parameters,
namely A and A defined the thickness and the surface tension coefficient.

3.3 Constitutive expression for the Gibbs free energy

In this section, we present the constitutive form of the thermodynamic potential of the phase field fluid that allows
to fit the constraints desired for our model of the liquid-vapor phase transition.

3.3.1 Isothermal constitutive form

Let us first consider the isothermal case. The bulk phases EOS of the liquid g;,(P) and vapor phases g,.,(P)
read

P—Peq
gliq(P) = f l/pliq(P) + Geq
0

P—Peq
gvap(P) = f l/pvap(P) t Geq
0

where g., is a common value of the specific Gibbs free energy at the planar two-phase equilibrium pressure
P.y. In the following, we assume the density p;, and p,,, of the bulk phases to be constants thanks to the
incompressibility hypothesis. The specific volume v = 1/p of the phase field fluid is then defined as

o) = 1/piig(Peg) + V() (1/Psap(Peg) = 1/piig(Peg)) (3.50)
where v is a monotonic interpolation function satisfying

v0)=0 & v(1)=1 (3.51)
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as the one introduced in the presentation of the phase field models in section 2.3.1 and plotted on figure 2.7.
The interpolation function will be determined to ensure the thermodynamic stability of the equilibrium of the
single-phase states in section 3.4.1. We now specify the dependence for g in ¢ and (V)? such that the phase field
model for the quasi-compressible case reads

A A
g = D[P Poy+ 5 TP + 5 W)+ gug (352)

where W(p), A and h refer to the double well function, the coefficient of capillarity and the interface thickness
presented in the section 3.2.4. It is a straightforward calculation to show that the specific Gibbs free enthalpy
given by equation (3.52) can be written as

g = Giig(P)+v(®) (9uap(P) = giig(P))
A A
T u(p) (ﬁ W)+ 5 (Vso)z) (3.53)

As a consequence the single-phase thermodynamic potentials g, and g, are recovered for ¢ = 0 and ¢ = 1

giig(P) = g(P,¢ = 0,(Vgp)* = 0)
Guap(P) = g(P,p = 1,(Vp)* = 0)

In the expression (3.53) for g, the interpolation function v appears explicitly as linking the single-phase ther-
modynamic potentials g, and g4, on the first line whereas the second line is related to the description of the
interface structure.

3.3.2 Non-isothermal £OS

The temperature dependencies that need to be taken into account for the study of the nucleate boiling flows are
the following (cf. the study of the nucleate boiling flows in chapter 1):

* Equilibrium pressure as a function of temperature, i.e. the saturation curve P, (T) since it leads to the
definition of the latent heat of evaporation £

* Specific heat capacities of the single-phase states at constant pressure cp since it is a primary parameter for
the convective heat transfer in the bulk phases

Let us note that the introduction of a non-zero coefficient of thermal expansion a p of the single-phase states will
be related to the model of the specific heat capacity in section 3.4.2.

It is worth pointing out that the model could also take into account the possible dependence of the surface
tension coeflicient with respect to temperature that induces the Marangoni effect, e.g. [28] and a possible depen-
dence of the interface thickness with temperature that could become infinite at a critical temperature. Since these
physical phenomena are not considered as associated to primary physical mechanism of the nucleate boiling
flows at high heat fluxes, they are not considered in the following.

Constitutive form for the specific Gibbs free energy The expression for the specific Gibbs energy g(p, P, T, (V¢)?)
in the quasi compressible case reads as follows

2
9(g. P.T,(Vp)®) = vp, T) (P — Pog(T) + 2 ( “;l(f ) 4 (V;”) )) + geg(T) (3.55)

where, in comparison with the isothermal case formulation (3.52), P, is now the saturation pressure P, (T), the
specific volume of the bulk phases given by v(g, T') is now the specific volume of the fluid that reads

0, T) = viig(T) + (vuap(T) = viig(T)) ¥(p) (3.56)

where vj;, and v,,, can thus eventually depend on the temperature 7 and are interpolated by the same interpolation
function v(¢). Moreover the specific Gibbs free energy at planar two phase equilibrium g.,(7) is supposed to
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depend on temperature. This dependence will be related to the specific heat capacity at constant pressure in
section 3.4.2. All the variations of g with respect to ¢ are equivalent to the isothermal case.

The relevant physical parameters for the thermodynamic description are the bulk phase value of the pressure
and of the temperature, they define the bulk value for the specific Gibbs free energy g(P, T, ¢ € {0; 1}, (V)? = 0).
The level of the specific Gibbs free energy as well as the level of the pressure are not in them self meaningful.
We therefore introduce a measure of their shift to the equilibrium value, that is temperature dependent, with the
help of the starred variables

*

9
p*

>

9= geq(T) (3.57a)
P— P, (T) (3.57b)

>

such that the specific Gibbs free energy (3.55) now reads
* * A % 2
g =veT) P+ ﬁW(w) +5 (Vo) (3.58)

It is worth noting that since at equilibrium both temperature and specific Gibbs free energy are uniform, the
quantity g* is uniform as well. This writing will be used in the following.

Comparison with the model of Anderson et al. [S] Let us consider the difference of the proposed phase field
model with the analogous model of Anderson et al. [5] that has been studied in section 2.3.3. The expression for
the specific Gibbs free energy considered in [5] reads (cf. equation (2.23))

W(p) (Vsa)z)

+

W) 2 + geq(T)

g(T,Pg,(Vo)*) = Bp) [P — Poy(T)éN() + AT) (

where for the sake of legibility we have used our own writing for the set of parameters and functions and where

&,(p) reads
£/(g) = [(1 - ’1) + (2 ~B ’1) V(so)] v(g)
Pu Pl Po
() reads
L/o(e) = p1 + (oo — p) ¥()
and g,4(T) reads

T
geq(T) = [eop — cp To] (] - —) —cpTIn—

Let us also note that we have used the Clapeyron relation in order to express the formulation in terms of P.,(T)
instead of L.
Our model is different from the model of Anderson et al. [5] according to three respects:

1. the density instead of the specific volume is interpolated by the function v(¢) which is chosen as a polyno-
mial of degree 3

2. the existence of a function &, () as soon as p; # p,
3. the existence of a temperature dependence of the coefficients # and A

Concerning the point 1 of the above list, it is worth noting that since only derivatives of the interpolation function
will be shown to be of interest in order to control the single phase states as being always 0 and 1, the choice
of either the specific volume or the density as being a polynomial has no consequences on the main properties
of the model. Nevertheless the choice of a polynomial of degree 3 will be shown to be insufficient in order to
control the stability of the bulk phases (cf. section 3.4.1 or the chapter 6). Moreover it will be shown in chapter 4
that the choice of a polynomial of degree 3 has also undesirable consequences on the physical behavior of small
spherical inclusions.

Concerning the point 2 of the above list of differences, it is worth pointing out that in our case the function
&, reduces to 1. In this latter case, and only in this case, the phase field profile and the surface tension coefficient
can be easily controlled along the whole saturation curve, which has been already said to be of primary interest
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for our applications (points 3 and 4 of the list of constraints for the model expressed on page 53). The third
point concerns the ability to make both the surface tension coefficient and the interface thickness vary along the
saturation curve and can be of interest for an easy control only in the case where &, = 1. This feature is of no
interest for our targeted applications

As a conclusion, the constitutive form of our model mainly differs from the model of Anderson et al. [5] by
the fact we consider no additional function (¢,) of ¢ in front of the saturation pressure P.,(7). This additional
function has no a priori physical meaning and moreover induces a variation of the planar equilibrium profiles
along the saturation curve (cf. our presentation of the model considered in [5] in section 2.3.3). This additional
property of the model is therefore not desirable for our applications and it justifies therefore our constitutive form
as being more accurate for the study of the liquid-vapor flows with phase change.

Comparison with the standard phase field models for solid-liquid transitions = We propose to compare the
degeneracy of our model when the density difference between the bulk phases is set to zero to the widely used
form of the phase field models for the study of the solid-liquid phase transition.

For the sake of simplicity, let us first consider the density, as being independent of the temperature 7" and
of the pressure 7', and without any loss of generality. We therefore consider the quasi compressible form of our
model where v,, reduces to a function of ¢. The specific Gibbs free energy reads

A
9@, P.T. (Vo)) = o(¢) (P ~ Peg(T) + W(p) + 5 <V<p>2) + Geg(T)

The solid liquid transition can be described by assuming the density difference between the bulk phases equals
0. However it is not equivalent as simply replacing v(¢) by a constant since, according to the Clapeyron relation
the product 6vdP,,/dT equals L(T)/T which is non-zero even if v = 0. Indeed from s = —dg/dT we have

T
U("D)(Peq(T) - Peq(TO)) + geq(TO) - geq(T) = L S(‘P, T) dr

From this expression, we identify the part associated to the description of the liquid state and rewrite left and
right hand side of the above equation as follows

V(@) 00 (Pey(T) = Pey(T0)) + Geg(T0) = Geq(T) + Viiguia (Peq(T) = Peq(T0))

T T
V(QO) (svapor(T) - Sliquid(T)) dr - f Sliquid(T) dr
To To

and thus the specific Gibbs free energy reads

A
g, P.T.(VP) = u(g) (P = PegTo) + W(@) + 5 <ch)2) + geq(To)

T T
—V(‘P) (svap()r(T) - Sliquid(T)) dr - f Sliquid(T) dr
To To

It is then possible to assume v,,(¢) as being the specific constant volume of the material considered vy and to
recover the classical phase field formulation for the specific free energy, e.g. [1]

2 A 2 g L(7) g
f(T,0,(Vp)) = W(¢)+§(V¢) + geq(To) — V() i dr — fT Ssolia(T) dt (3.59)

where L =T (sliquid - smlid) > ( is the latent heat of the phase transition. Let us note that solid substitutes liguid
in the context of solid-liquid phase transition since its entropy is the lowest one.

As a conclusion, the proposed phase field model is a generalization of the classical phase field model for
solidification allowing to consider a density difference between the single-phase states.
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3.4 Properties of the constitutive form of the thermodynamic potentials

The goal of this section is to show that the constitutive form for the Gibbs free energy introduced in the previous
section actually satisfy the set of constraints defined on page 53. We therefore use the analytical conditions
derived in section 3.2 in order to analyze the expression (3.55) for g.

We first show that as soon as the interpolation function is chosen adequately, the phase field values ¢ € {0; 1}
always correspond to stable equilibrium homogeneous states (see section 3.4.1). Then we study the meaning
of g4 as being related to the bulk specific heat capacities cpj;; and cpyp (see section 3.4.2) as well as the
expression for the latent heat of evaporation L (see section 3.4.3), both being important parameters for the study
of the nucleate boiling flows. Finally we show that the differential equations (3.39) and (3.45) allowing to control
the structure of the interface are actually satisfied at planar two-phase equilibrium (see section 3.4.4).

3.4.1 Single-phase states

Let us study the stability and equilibrium relations for the homogeneous states corresponding to the phase field
values 0 and 1. We first introduce the more widely used expressions for the interpolation function v(¢). We then
study how the choice for the interpolation function is related to the description of the single phase states in phase
field models.

The interpolation function Let us present the most current interpolation functions v used in phase field mod-
els. They are polynomials of degree 1, 3 and 5, namely

Pilp) = ¢ (3.60a)
P3p) = ¢*(3-2p) (3.60b)
Ps(p) = ¢ (6¢* — 150 + 10) (3.60c)

They are represented on figure 3.8. All these interpolation functions (P, P3, Ps) satisfy (3.51).
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Figure 3.8: Interpolation function

Equilibrium and stability Let us state how the interpolation function choice is related to the equilibrium and
stability relations (3.38a,3.38b) that ensure the single-phase states to be associated to the discrete values 0 and 1
of .

Equilibrium condition The equilibrium condition (3.38a) reads

%

(e €{0; 1L, P, T,(Vp)* =0) = 0
0P \pT(vey

Using the constitutive form (3.55) for g and using the properties (3.40) of the function W(y) this condition reads

Gt € 00 (P = PoyD)) (Upran(T) = Upi(T)) = 0
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As a consequence only the derivative of the interpolation function v is concerned by the condition for ¢ € {0; 1}
to correspond to equilibrium single-phase states.

It is worth pointing out that as soon as P # P.,(T) the choice v = Py does not allow to satisfy this condition.
This choice will therefore be disregarded in the following. Otherwise the choices P3 and Ps actually allows the
states ¢ = 0 and ¢ = 1 to always correspond to equilibrium states.

Stability condition The stability condition (3.38b) reads
52
gt (@€ (0:1L,PT.(Vp =0) = 0

0% |P1.(vey

Therefore using the expression (3.55) for g as well as the properties (3.40) and the fact that ¢ € {0;1} are
equilibrium states (i.e. as shown hereinabove that (dv/dy)(0; 1) = 0), the stability condition reads

d2
dT;(O; 1) (P = Peg(D) (1/p0ap(T) = 1/piig(T))
*w p|

>0 (3.61)
Since the double well function W(yp) is minimal at ¢ = 0 and 1, we have

d*w
—(0; 1) >0
dy?

Since the specific volume of the phase is positive, all the second line of equation (3.61) is positive.

Let us now consider the influence of the choice for the interpolation function. P3, that ensures that (3.38a) is
satisfied, ensures (3.38b) to be satisfied only for a given range of P, T values introducing in a way a metastability
limit. This metastability limit depends on A/h? i.e. on o-/h and on the density of the bulk phases. As a conse-
quence it is a decreasing function of the interface thickness / other parameters being fixed. This property is not
desirable for our application. The use of P3 as the interpolation function limits therefore the range of use of the
model. This point will be studied in more details in chapter 6.

Ps ensures both (3.38a) and (3.38b) to be satisfied for any values of (P, T'). This is the motivation for choosing
Ps as an interpolation function, following the choices made in most of the phase field models dedicated to liquid-
solid transitions.

Density or specific volume as polynomials It is worth noting that only the derivative of the interpolation
function at ¢ = 0 or 1 are involved in the equilibrium and stability of the single phase states. We have first
considered that the function v(¢) that interpolates the specific Gibbs free energy as well as the specific volume
was polynomials P,, n= 1, 3, 5. It is a straightforward calculation to show that 0 and 1 are still single phase
states if the density p instead of the specific volume v is chosen as the polynomial Ps. In this case, the density
reads

o) = pr+ (py — p1) Pu(p)

and the interpolation function v(¢p) is then given by

Py
Pl/Pu + (1 —Pl/Pu) Pn

v(p) =

For the study of the spherical symmetric case (cf. chapter 4) and the study of the stability of homogeneous states
(cf- chapter 6) , the density will be considered as being interpolated by polynomials.

Other possible equilibrium states In the previous study of the ability to control the EOS of the single phase
states, we have only considered the conditions for which ¢ = 0 and ¢ = 1 are equilibrium solutions. It is worth
pointing out that other equilibrium solutions (solutions of uniform ¢ of the equation (3.38a) 4 = 0) than 0 and
1 exists as soon as P # P,,(T). Since they do not correspond to desirable single phase states it is required that
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the model leads to their instability. Let us study these other solutions. Their stability is studied in more details in
chapter 6.

We study the value of the phase-field ¢ as a function of the specific Gibbs free energy g* for the homogeneous
states. Therefore we precise the relation between these parameters at equilibrium. To do this, we study the
equilibrium relation of an homogeneous state i = 0. It reads
ov A A dw
— |P "+ =W ] v 5— =
dp [ h? @ +v h? do
where P* is viewed as a parameter for the equilibrium state. And therefore multiplying by p and using the
quantity g*, it is a straightforward calculation that the equilibrium equation is equivalent to

i o, LW _
a¢g 2 de

(3.62)

where g* is viewed as a parameter for the equilibrium state. This writing of the equilibrium equation is attractive
since it is less complex than the primitive one. For the sake of simplicity, we consider that @ p = 0 and we do not
consider the case where the specific volume v is interpolated by polynomials, but only the case when the density
p is interpolated by polynomials. However the results are, if not quantitatively, qualitatively exactly similar in
both cases.

We then introduce a non-dimensional writing of the equilibrium equation (3.62) using the non-dimensional
number g that reads

. i=p) 2" (oi=p) hg'

3.63
g 1 - (3.63)
Since p(¢) reads
p(®) = p1+ (po = p1) Pulp)

n being one of the following values 1, 3, or 5, the equilibrium equation (3.62) reads

dP, dw

g—+—=0 (3.64)
dp  dy

Let us note that g has the same sign than g* and that g = O corresponds to the planar interface equilibrium
condition. This parameter will be used in the following to characterize the equilibrium solution instead of g*
which is the classical physical parameter describing the state. It is worth pointing out that when the physical
parameters py, oy, g* and o~ are fixed, g is a function of the artificial thickness 4. As a consequence, the equilibrium
phase field solutions of equation (3.64) corresponding to fixed physical parameters are functions of the artificial
thickness 4. This influence of the artificial parameter / on the fluid description must be controlled and we show
in the following how it affects the equilibrium solutions.

We consider that the double well function W(y) is given by (3.42). Therefore, by construction, 0, resp. 1,
the value of the phase field associated with the liquid, resp. vapor, phase, is solution of the equation (3.64) for
g = 0. Figure 3.9 illustrates the solution of the equilibrium equation (3.64) in the cases where p is interpolated
by one of the three polynomials considered. Let us note that the solutions are odd with respect to ¢ — 1/2 (central
symmetry of center (g = 0; ¢ = 1/2)).

Polynomial of degree 1 Let us consider the case when p is interpolated by P;. In this case (dP;/dp)* = 1.
For small values of the parameter g we can approximate solutions for ¢ around the bulk phase values O or 1
(corresponding to the planar two-phase equilibrium value i.e. g = 0) as follows

p=1/2+1/2-36¢g (3.65)
and around the center of the spinodal region (1/2)
p=~1/2+18g (3.66)
More generally, there exists a finite range of possible values for g for each case:

* € [—o00;1/2 - V3/6], i.e. “liquid” phase corresponds to g € [-2 V3; +0]
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Figure 3.9: Solutions of equation (3.64), the lower picture proposes a zoom in the interval ¢ € [0 : 1]

*x pe[l/2- \/5/6; +00], i.e. “vapor” phase corresponds to g € [—o0;2 V3]
* @e[l/2- \/5/6; 1/2 + \/§/6], i.e. “spinodal” phase corresponds to g € [-2 V3:24/3]

The existence (the equilibrium condition is satisfied) of solutions for a given phase (say liquid or vapor) only for
a given range of g values is similar to the classical model of phase transitions (cf. the van der Waals’ model for
example, where for a given value of the pressure P, either one or two stable states can exist, see section 2.2.2).
Let us remark that, the density of the equilibrium state deviates from the value desired and controlled (i.e. cor-
responding to ¢ = O or ¢ = 1) as soon as g # 0, i.e. as soon as equilibrium conditions deviates from planar
case. Moreover since g is an increasing function of the artificial thickness #, all other physical parameters being
fixed, that deviation is emphasized when #4 is artificially increased. The metastability limit (range of values of g*
around zero for which a phase can exist at equilibrium) is also a decreasing function of the artificial thickness
h. This dependence of the metastability limit is therefore equivalent to the one of the modified van der Waals’
model presented in section 2.2.3 and is not desirable for the applications targeted. When p is linear with respect
to ¢, the model reproduces the van der Waals’ model.

Third order polynomial Let us consider the case where p is interpolated by P3. For the sake of clarity, we
have omitted to represent the solutions 0 and 1 on the figure 3.9, but they are solutions for any value of the
parameter g. Since (g dP3/de +dW/dyp) is a third degree polynomial, there exists a single other solution of (3.64)
for any value of g, this solution satisfies

g
:]2_‘_
p=1/ 2



86 CHAPTER 3. PHASE FIELD MODEL: THERMODYNAMIC DERIVATION

and it varies linearly with respect to the parameter g. As a consequence, it diverges from the values 0 and 1 as
soon as |g| increases, or equivalently when physical parameters are fixed, when the artificial thickness % increased.

Fifth degree polynomial Let us consider the case where p is interpolated by Ps. It is worth noting that there
are actually 4 solutions for ¢ for a given value of g. For the sake of legibility, we omitted to represent on figure 3.9
the set of solutions 0 and 1. The two other solutions satisfy

g5¢ (p—=D+12(p-1/2)=0

and are of two types whether ¢ is inside or outside the interval [0 : 1]. Solutions outside this interval diverge
as g tends to zero and approach the values O or 1 only as |g| tends to infinity. The solutions inside the interval
[0 : 1] are close to the center (¢ = 1/2) of the “spinodal” region for low values of g and approach the values 0
or 1 only as |g| tends to infinity. This corresponds to a property exactly opposite to what is obtained for the two
other polynomials considered where the solution ¢ diverges from the solution 0 and 1 as |g| tends to infinity. As a
consequence, when the interface thickness 4 is increased, the phase field value ¢ corresponding to a given value
of g* tends to one of the two values 0 and 1.

Conclusion on the study of the single-phase states

We have shown the choice of the polynomial for the interpolation function v(¢) to have consequences on the
equilibrium value ¢ for a given value of the parameter g*. If p(¢) is chosen to be linear , the values O and 1
are solution of the equilibrium relation (6.2) only at conditions of planar two-phase equilibrium (i.e. g* = 0).
For other values of g* the value of the phase field is different from 0 and 1 and as a consequence the physical
properties of this equilibrium state also change from the targeted value, this variations being more important as
the artificial thickness / increases.

When the interpolation function is chosen as being P3 or Ps, the values 0 and 1 are equilibrium solutions for
any value of g* and moreover are stable for any g* values if the interpolation function is chosen as the polynomial
Ps of degree 5. This choice will thus be retained in the following. The mapping of the other equilibrium solutions
differs between the two polynomials: the solution diverges from the solutions O and 1 in the P3 case but converges
to these solutions in the Ps5 case. We study the stability condition of these other possible equilibrium states in
details in chapter 6 where we study the stability of the homogeneous states from the system of equations including
the out-of-equilibrium processes.

3.4.2 Specific heat capacity at constant pressure cp

Let us study the specific heat capacity at constant pressure of the single phase states of our model. The expres-
sion (3.55) for g is determined for a given fluid if one can easily determine the functions P, (T) and ge,(T). Since
P.4(T) can be found in classical tables, let us examine the case of g.,(7T) and show it is related to the specific
heat capacity at constant pressure cp of the phases. cp is defined by

as
2T — 3.67
“ OT |Po.(Vg)? G-07)
From the definition (3.9¢) of the specific entropy s, cp reads
d%g
=-T— 3.68
cp 372 (3.68)

Therefore using the expression (3.55) for the specific Gibbs free energy g in the non-isothermal quasi-compressible
case, we get cp(p, P, T, (Vgo)z)

d*g., O A A
cp=-T ( Jeg , O [U((p, T) (P — Poy(T) + EW(@ +3 (th)z)]] (3.69)

dr* = oT?

So in a phase, say liquid i.e. when ¢ = 0, and (Ve)* = 0, using the expression (3.56) for v and since W(0) = 0
(cf. equation (3.40)), we get

(3.70)

gy Piiguia(T) (P = Peg(T))
+
dr? dr?

Cpliquid = =T [
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Since vjiguia(T) and P.4(T') are given, g.4(T') defines the value of the cp of the fluid.

cp difference between the phases Let us note that the cp is interpolated by the same v(¢p) interpolation function.
The difference of cp between the single-phase states, namely dcp reads

2

2
ber(P.T) = == 0 (&;(T) (P- Peq(T))) o0

dév dPeq 5 dZPeq
dr? ar 4T

ar ar ' Tar (3.71)

(P = Peg(T)) -2
where 60(T") Zvyqp(T) — v4iy(T) At planar two-phase equilibrium, where both bulk pressures equal P,(T'), we get

therefore

dov dPeq dzpeq
0cp(Poy(T), T) = -2 — —— — 00 ——
CP( eq( ), ) dT dT v dT

Therefore ocp is, like for more classical EOS, related to the temperature variation of both P, and 6v(T). As
a consequence, the difference between specific heat capacities is clearly related to the coefficient of thermal
expansion ap of the liquid and vapor phases that determines dv(T'). For the sake of simplicity, we will consider
in section 5.3.3 that the saturation pressure is linear with respect to temperature, as a consequence, a non-zero
difference between the bulk heat capacities lies on a non zero ap.

(3.72)

3.4.3 Latent heat and Clapeyron relation

In this section we study the specific density difference at planar two phase equilibrium and relate it to the satura-
tion curve P4 (T).

At two phase planar equilibrium, the two bulk pressures are equal to P.4(T). The specific entropy s of
the fluid in each bulk phase (¢ € {0; 1}) reads therefore (c¢f. the definition (3.9c) of the specific entropy s and
the expression (3.55) of the specific Gibbs free energy g with the fact that W(0) = W(1) = 0 according to
equation (3.40) and that v(0) = 0 and v(1) = 1 according to equation (3.51))

dPeq dgeq
2
s(p =0, Peq(T) T,(Vp)"=0) = Ullq( ) — aT aT
dPeq dgeq
2
S(‘P =1, Peq(T) T, (V‘P) 0 = Uvap(T) dT - 7

Let us introduce the latent heat £(T') of the liquid-vapor phase transition (cf. equation (3.6))
LT) 2T (s(p = 1, Peg(T), T, (Vo) = 0) = s(¢ = 0, Pey(T), T, (V)* = 0))

As a consequence, we have

LT) = T (Mdpeq)

ar

That can be rewritten on a more classical form

dPey(T) L

= 3.73
dT T 6v (3.73)

This relation is the classical Clapeyron relation, e.g. [107] that is thus recovered by our model.

3.4.4 Structure of an equilibrium planar interface

Let us study the interface structure at planar equilibrium and show that the equilibrium relations reduce to the
basic different differential equations (3.39) and (3.45) presented in 3.2.4.

Let us refer to the planar interface along an arbitrary x-axis as introduced in 3.2.4. The equilibrium conditions
of interest in this study are the nullity of & (¢f. equation (3.28¢)) and the uniformity of g (¢f. equation (3.28b)).
The temperature is uniform (cf. the equilibrium equation (3.28a)). Let us consider the expressions for g and ji
one by one and show that if the differential equations (3.39) and (3.45) are satisfied the equilibrium conditions
are actually recovered.
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Uniformity of g Let us consider the expression (3.55) of the specific Gibbs free energy g. It is a straightforward
calculation to show that if the phase field and pressure profiles satisfy the differential equations (3.39) and (3.45),
we get

A A
9(0.P = PuT) =2 W@ T. (VP =2 5W(@)) = geg(T)

which is actually uniform.

As a consequence the equilibrium relation (3.28b) is satisfied if the differential equations (3.39) and (3.45)
are satsified which was required in order to control easily the thickness of the interface and the surface tension
coefficient. It is worth noting that as a consequence of the uniformity of both g and T, g* is uniform as well, and
moreover null.

Nullity of the variational derivative ;i Using the expression (3.58) for g* a straightforward calculation leads
to the following expression for the variational derivative fi (cf. equation (3.27))

1 dpo A (dW ,
i = —|-9—+—=|—-h 3.74
i > [ PR ( do ‘p,xx)] (3.74)
Since g* = 0 at planar two phase equilibrium, the equilibrium equation & = 0 yields

d
aw _ W@ =0 (3.75)
dy

that is actually the differential equation (3.41) equivalent to the differential equation (3.39) targeted.

Concluding remark As a conclusion, the equilibrium conditions (3.28) admit the differential equations (3.39)
and (3.45) as solutions. As a consequence, the different constraints our model must satisfy are recovered at planar
two phase equilibrium along the whole saturation curve P,.,(T') (c¢f. the list on page 53), i.e. :

* the phase field profile is monotonic (point 1)
* the density profile is monotonic (point 2) (since it is enslaved to the ¢ profile through the function v(¢))
* the thickness of the phase field profile is controlled (point 3)

* the surface tension coefficient is controlled (point 4)
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3.5 Conclusion about the derivation of the constitutive form of a phase field
model for the liquid-vapor flows with phase change

In this chapter, we have derived the constitutive form of the phase field model. The following conclusion can be
drawn.

It has been shown that it was possible to deal with a diffuse interface model of the liquid-vapor phase transi-
tion with an arbitrary density difference between incompressible single-phase states using the quasi-compressible
hypothesis. This hypothesis has been related to the ability to consider another order parameter for the phase
transition instead of the density (see section 3.1) which is actually the case with phase field model. The thermo-
dynamic variables of our model are then (¢, P, T, (Vgo)z).

We have then studied the introduction of a phase field as a thermodynamic variable (see section 3.2). Its
meaning has been specified as follows

1. the phase field is a purely abstract field whose introduction is devoted to the ability to decouple the de-
scription of the structure of the interface from the description of the single phase states

2. according to this role the most simple choice is therefore to associate discrete values of the phase field to
the single phase states and we set

(a) ¢ =0 ¢ liquid phase
(b) ¢ =1 « vapor phase

In order to analytically express the required properties of our phase field model (cf. the list on page 53), we have
then derived the equilibrium equations of the phase field thermodynamic description of the liquid-vapor fluid.
In addition to the classical equilibrium relations, an additional equilibrium relation, specific of the phase field
formulation, is the nullity of the variational derivative i of g with respect to .

In order the single phase states, as stable equilibrium states, to actually correspond to the values 0 and 1
of the phase field, it has been shown that the specific Gibbs free energy must be minimal for these values for
any (P,T) value. In order to allow an easy control of the structure of the interface, simple relations for the
interface thickness and for the surface tension coefficients have been introduced. These relations are inspired by
the classical equilibrium relations in diffuse interface model. The equilibrium relations of the model reduce to
these relations at planar two-phase equilibrium.

The corresponding constitutive form of the phase field model is based on the classical features of the phase
field models i.e.

1. an interpolation function v(¢)
2. adouble well function W(yp)
3. anonlocal contribution in (V(p)2

It is worth pointing out that the two functions W and v are required to be non-linear in order the properties
targeted of the phase field model to be satisfied. The phase field specific Gibbs free energy reads

A A
o PT(VeP) = @) (P = Pey(T)+ 5 (VP + 25 W)+ geg(T)

where v(p) is the specific volume of the fluid as an interpolation by the function v(¢) of the corresponding bulk
phase values. The parameters /& and A determine the thickness of the interface as well as the surface tension
coefficient at planar equilibrium.

By comparison with the quasi-compressible model of Anderson et al. [5], our model considers a most simple
analytical dependence with respect to the phase field which allows to more easily control the structure of the
interface along the saturation curve. It has been shown that our model reduces to the widely used phase field
model for the study of the solid-liquid phase transition when the density difference between the bulk phases is
set to zero.

The model has actually all the following required properties:
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1. the liquid and vapor phase states are actually represented by the phase field values 0 and 1and their EOS
can be chosen independently from the structure of the interface. This property has been related to an
accurate choice for the interpolation function v(¢) which has been proposed to be the polynomial of degree
5 Ps(¢) (cf. equation (3.60c))

2. at planar two phase equilibrium

(a) the profiles of the density and of the phase field are monotonic and of controlled thickness

(b) the surface tension coeflicient is easily parameterized

(c) it is worth pointing out that at planar two phase equilibrium, the interpolation function v does not
interfere with the description of the interface structure

3. the classical Clapeyron relation is valid for our phase field model

We now need to study the model in other configurations than the simple and academic cases of equilibrium
single phase states and planar two-phase equilibrium. We first study in the next chapter the spherical symmetric
case.



Chapter 4

Study of the spherical symmetry problem

Introduction

The goal of this study is to investigate the ability of the model to deal with multi-dimensional liquid-vapor
flows with phase-change. For this purpose, we consider a spherical symmetric two-phase system and study the
equilibrium of a spherical inclusion. Since our model aims at being a consistent regularization of the sharp
interface model with incompressible phases, two main points need more particularly to be studied:

* Does the model allow to recover a description of the spherical inclusions consistent with the sharp descrip-
tion ?

* Does the model, like any other diffuse interface formulation, provide the ability to describe very small
spherical inclusions (nucleation process) ?

These two questions will drive the following study of the spherical inclusions. This chapter is organized as
follows. We first briefly review the previous studies of the spherical equilibrium using diffuse interface models
(see section 4.1). In section 4.2, we derive the equilibrium conditions characteristic of a spherical inclusion. We
formally define the equivalent sharp interface model and define the criteria of evaluation of our model. We define
specifically the equivalent sharp radius of the inclusion, the surface tension coefficient, and the pressure jump. To
quantitatively determined these features it is required to solve a unique ordinary differential equation (ODE) for
the phase field profile ¢(r), say the equilibrium equation of a spherical inclusion. In section 4.3, we first analyze
the ODE using a classical analogy with a standard problem of particle mechanics. Then we solve the equilibrium
profile in an infinite domain using approximations for the interpolation function v(¢) and for the double well
function W(¢). Then we solve numerically the equilibrium equation for a domain of finite extent using finite
difference method. We get phase field profiles at equilibrium and consequently evaluate the equivalent sharp
interface properties (surface tension coefficient, pressure jump and radius of the inclusion). These results are
compared to those obtained with other more classical diffuse interface models and the sharp interface model.
They show that the model allows to compute consistently spherical inclusions and moreover constitutes a first
step toward numerical simulations of out of equilibrium dynamics of spherical symmetric systems.

4.1 Review of the study of spherical equilibrium with diffuse interface models

The equilibrium of spherical inclusions using diffuse interface models has been studied by several authors. The
study of spherical liquid-vapor inclusions at equilibrium using the van der Waals diffuse interface model has
been already extensively studied, e.g. Truskinovsky [135] for theoretical developments and Dell’Isola et al.
[43] for numerical applications. In these studies, the surface tension coefficient and a sharp equivalent radius
of the diffuse interface profiles are studied as a function of the value of the chemical potential: it allows to
characterize the relation between the sharp Laplace formula and the van der Waals model of capillarity. Identical
study with our phase field model should therefore provide an interesting way to study the relation of our model
both with the sharp model and with the classical diffuse interface model. Lowengrub and Truskinovsky [89]
studied the equilibrium of a spherical inclusion using a quasi-incompressible model dedicated to binary fluids
with density difference. This quasi-incompressible model is much closer to our own model since, contrarily to the

91
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van der Waals model, the bulk phases are supposed to be incompressible. In [89], the equilibrium solutions are
studied analytically using piece-wise quadratic approximations for the Helmholtz free energy in the case where
the density difference is zero and numerically in presence of density difference. A physical behavior of small
spherical inclusions similar to the one obtained with the van der Waals model is recovered: the effective surface
tension varies with curvature which impedes the pressure at the center of a spherical inclusion to diverge for
vanishing spherical inclusion (as predicted by the Laplace formula). As a consequence, and contrarily to the sharp
interface models, diffuse interface models can deal with vanishing interfaces. Mainly because of the additional
non-linearity of the specific Gibbs free energy with regard to the phase field ¢ (associated to the interpolation
function v(¢)), the property of the spherical inclusion with our phase-field model is somewhat different to the
one obtained with the hereinabove mentioned models. For example, the value of the order parameter in the bulk
phase outside, resp. inside, the inclusion are shown to be independent, resp. weakly dependent!, of the equivalent
sharp radius of the inclusion. This property is considered as an important feature of the present model. Indeed
it actually corresponds to the property of the classical sharp interface model with incompressible bulk phases.
Let us recall that our model claims to be a thermodynamically consistent regularization of this sharp model. To
our knowledge, studies of spherical symmetry case with phase field models of two-phase fluids with density
difference only studied the recovery of the Laplace formula for large inclusions (or the Gibbs-Thomson formula
in the solid-liquid case), e.g. [6, 24, 94]. The present study allows to investigate more deeply the consequences
of the phase field formulation on the description of spherical inclusions.

4.2 General study of a spherical inclusion at equilibrium

In this section, we study the general features of a spherical inclusion at equilibrium described by the phase-field
model derived in chapter 3.

4.2.1 Equilibrium relations

General form of the equilibrium relations Let us refer to the system of equilibrium relations (3.28) derived
from our study of the thermodynamic model in section 3.2.2. The equilibrium condition (3.28a) is trivial and
leads to a uniform value for the temperature field, say T = T,,. In the following of this study, we suppose that
the temperature is uniform and neglect all temperature dependences in the expressions used. The equilibrium
temperature 7T, is a parameter of the solution. The remaining (isothermal) equilibrium conditions read

ap =0 (4.1a)
pVg = 0 (4.1b)
&
V- (PI+pdVpVyp) = 0 (4.1¢)

where the equivalence between the two expressions for the conservative stress tensor has been shown in sec-
tion 5.1.2. According to the relation (4.1b), the specific Gibbs free energy is uniform. Its value at equilibrium,
say g, is therefore introduced as a second parameter. We show in the following that once one of the two pa-
rameters, either g or T, is known, it is more convenient to use the uniform quantity g* = g — gey(Tey) t0
parameterize the equilibrium (we recall that g.,(T) is the equilibrium value of the specific Gibbs free energy at
planar equilibrium).

Main parameter of the problem Let r be the radial coordinate and denote - , = 0 - /dr. Using the compact
notation *, we recall that our quasi compressible model reads (cf. equation (3.58))

P* + (/KW /2) (¢,)
g = PRV + )2 o) 42)
p(p)

and that as a consequence, the variational derivative ji reads using non-dimensional radial coordinates 7 =r/h (cf.

equation (3.74))
o1 Ldp A (dW )
i=-|- = o

_+_
0 gdtp h? \ dy

lat least as long as the ratio of the radius of the inclusion with the artificial thickness / is larger than 1, see section 4.3.3.
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In this chapter, we consider that the density is interpolated by the degree 5 polynomial Ps, therefore it is straith-
forward to show that the equilibrium equation & = 0 is equivalent to
dPs aw ("3

’_,.

g 2’

=0 4.3
S dp T de (4.3)

where [g (dPs/¢) + (dW/dyp)] is a polynomial of degree 4. This equation is parameterized by the single non-
dimensional parameter g (introduced in the derivation of the model, cf. equation (3.63)).
The boundary conditions to use to solve this differential equation are the following

Yn e N*, @u(r=00)=0 (4.4a)
wr (r=0=0 (4.4b)

The equation (4.3) allows to determine the phase field profile ¢(r). It is worth noting that the single parameter
for this profile is g. Moreover, when g — 0, this differential equation tends to the equilibrium equation for the
planar two-phase equilibrium (3.41). The writing of this differential equation is quite simple and it must be
compared to the classical equilibrium equation for spherical inclusions with the van der Waals model, e.g. [135],
[43]

2
9(p) —glpr) — A (p’rz + ;p,,) =0

which has already been investigated by several authors (Rocard [113], Cahn and Hilliard [26], ...).

As a partial conclusion the equilibrium of a spherical inclusion is governed by a single ordinary differential
equation (ODE) in the phase field ¢ of order two with non-constant coefficients. This differential equation is
parameterized by only one non-dimensional number g. This equation contains fourth degree polynomials in
¢ and cannot be solved analytically. Let us now study phase field and pressure values inside and outside the
spherical inclusion.

4.2.2 Phase field and pressure values inside and ouside the spherical inclusion

In this part we study the phase field and pressure values inside and outside the spherical inclusion by letting r
tends to zero and infinity in the equilibrium equation (4.3). We compare these results with the relations of the
sharp interface model and study their dependence with respect to the parameter g.

State at infinity Let us first study the state of the fluid in the outer phase, say in r = co. Let us denote
Yoo = @(r = 00). Using the differential equation (4.3) for ¢(r) and the boundary condition (4.4a), the phase field

value at infinity satisfies

dP aw
a d—5<<poo> + —(pe) = 0 (4.5)
@ "

d

This equation is actually equivalent to the equation (3.64) that governs the equilibrium of a homogeneous state.
Its general solutions have been studied in section 3.4.1 and their stability in section 6.5. Using the results of these
sections, the state at infinity corresponds to one of the two possible stable single phase states, namely ¢ = 0 or
1. We remind that this result is valid for any value of the parameter g. It will be shown in the following that the
value of ¢ (0 or 1) is in fact fully determined by the sign of the parameter g in the case of non uniform solutions.

It is worth pointing out that the fact that the outer state always corresponds to one of the bulk phases is
very attractive. It allows the diffuse interface formulation not to induce a variation of the bulk phase properties
outside a spherical inclusion. This result is non-classical in diffuse interface models where the state at infinity is
a function of the equilibrium state, e.g. [43] for the van der Waals model or [89] for the Cahn-Hilliard model.
This result is however fully consistent with the sharp model with incompressible bulk phases, for which the same
result holds.

State at the center of the inclusion The spherical symmetry of the system yields that at the center of the
inclusion ¢ .(r = 0) = P,(r = 0) = 0. It is obvious ¢ = ¢ and P* = P;, = P*(r = o0) is a trivial solution
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of the problem (cf. the equilibrium relations (4.3) and (4.1c)). We now search for non trivial solutions that we
characterize by

er=0) = ¢o
P'(r=0) = P,

>

Let us consider the phase field value at the center of the inclusion ¢g. According to the boundary condition (4.4b),
it satisfies the following equilibrium relation (cf. equation (4.3))

dP aw
g = (¢0) + —(0) = @ 2(r = 0)
dy dy

The LHS of the above equation is non-zero ¢ 72(r = 0) # 0 and since the bulk values are solution of this equation
for a zero LHS, this equilibrium relation yields that the phase field value at the center of the inclusion is different
from the bulk phases value, ¢ # 0 or 1. However, as soon as the radius of the spherical inclusion (i.e. the typical
radius where the transition layer is located) is sufficiently large (which remains to be specified, which is done in
section 4.3), the value of ¢ 7 (r = 0) tends to zero, and therefore ¢q tends to the bulk values at planar equilibrium.

In the sharp interface model with incompressible bulk phases, the value of the density inside a spherical
inclusion is considered to be equal to that of the bulk phases. This approximation is physically relevant as long
as the inclusion is sufficiently large”. In our model, this should correspond to ¢y = 0 or 1. We therefore need to
investigate the dependence of the value g with respect to the spherical inclusion considered, i.e. with respect to
g and more especially for large values of this parameter (i.e. small inclusions).

Pressure jump and pressure profile Let us study the pressure profile at equilibrium. The integration between
r and oo of the equilibrium condition (4.1c) yields

r 2
P(r) = Po — A ((go,r)2 +2 f (9”7’7’) dn) (4.6)

where we have used the boundary condition (4.4a) and the identity (¢?r),r = 2¢ ,2¢,. Evaluating the above
relation at r = 0 and using the boundary condition (4.4b) implies that

00 2
P0=Poo+2/1f @r” ;.
0 r

Therefore, using the jump notation ([-] = «(r = 0) — -(r = c0)), the above equation reads

0o 2

[P]=[P] =24 f @, 4.7
0 r

It is worth noting that [P] is strictly positive. Moreover it can be shown that its value is always finite, even for

vanishing spherical inclusions (cf. the footnote 4 on page 96). Moreover equations (4.6) and (4.7) show that the

knowledge of the phase field profile ¢(r) is sufficient to determine the pressure profile P(r) and the pressure jump

[P].
Relation between ¢, and g* Using the expression (4.2) for g* in r = 0 and r = oo yields

W
% (P;; + /1—0) — o P =g 4.8)

h2
where we have used that ¢, = 1/2 + 1/2 and the boundary conditions (4.4) and where Wy = W(pp). Using the
pressure jump [P], we deduce from the above relation, the following relation for g*

« _ U0Voo 1 _[[P]]"‘%Wo
g = ([[P]]"‘ﬁwo)—T}ﬁ

Voo — g
2The inside pressure of the center of the inclusion must be sufficiently close to the saturation pressure, otherwise the influence of the
compressibility (namely the validity of the relation p(P) ~ p(P.,)) on the inside state can no longer be neglected. In this study, we do not
target any quantitative study of the nucleation process, and we therefore consider that this approximation is valid

4.9)
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Let us note that since both [P] and W, are strictly positive (cf. the equation (4.7) for the pressure jump and the
property (3.40) satisfied by the double well function W), the sign of g* is thus fully determined by the sign of [p].
Since p(¢) (interpolated by the polynomial —Ps) is a monotonic decreasing function, the sign of [p] is determined
by the sign of [¢] and therefore by the value of ¢.. Therefore, as soon as the equilibrium solution is not the
trivial solution ¢(r) = ¢« (in which case [p]] = 0 and it is obvious from equation (4.9) that the determination of
the value g* degenerates), the value of ¢, is determined by the single sign of the parameter g* or equivalently by
the sign of g.

As a partial conclusion, the sign of the parameter g determines the value of the phase field at infinity ¢ as
being one of the two possible bulk phase values 0 or 1:

g>0 © po=1

g<0 © ¢uo=0

Pressures at the center of the inclusion and at infinity versus the pressure jump From equation (4.8)
and (4.9) it is straightforward to show that

« Voo vg A

e = P+ 22 4.10
b= (11 2w (4100
s« 0o A )

P = Pl + =W 4.10b
0 vw—vo([[]]+h2 0 ( )

From the above expressions of P and P, we then distinguish two cases

* Bubble at equilibrium:
In this case v = vlig, (1.€. Yoo = 0), Vg = Vyap > Vo> We have Py <0 and g* <0

* Drop at equilibrium:
In this case Voo = Upap, (Yoo = 1), 00 = vjig > Vo> We have P > 0and g* >0

As a consequence, in the bubble, resp. drop case, the absolute values of the pressure in the phases and of the
specific Gibbs free energy are smaller, reps. larger than the value corresponding to a planar equilibrium. For
the classical sharp interface model with incompressible bulk phases, the corresponding formula giving the ex-
pressions for the pressure inside and outside a spherical inclusion have been derived from the Rankine-Hugoniot
jump conditions in the appendix (see section A.2, equation (A.25)). It is worth noting that with our phase field
model, these values (cf. equations (4.10)) are fully consistent with the sharp relations as soon as ¢ is sufficiently
close to the bulk values (i.e. the quantity (1/ h?) Wy is small compared to (p;/p,) [P]). As a consequence the study
of the value of ¢( as a function of the parameter g is of primary interest and more especially for large values of
lg| (since when g =~ 0, we have shown that ¢( actually tends to the bulk phase values).

4.2.3 Surface tension and Laplace formula

In the sharp interface formulation, in addition to the hereinabove studied relation between the values of the
pressures and the pressure jump, the equilibrium of a spherical inclusion is characterized by two other features,
namely the radius of the inclusion and the value of the pressure jump. The pressure jump is given by the Laplace

relation
20

[P] = 4.11)

Rsharp
where o is the surface tension coefficient® and R sharp 18 the radius of the inclusion. The expression for the jump
in pressure in our model has already been formally derived (cf. equation (4.7)). The goal of this section is to
define the relation between this pressure jump, the surface tension coefficient and the radius of the interface with

our model in order to compare it with the Laplace relation. Let us now define the radius and the effective surface
tension of our phase field model for a spherical inclusion at equilibrium.

31t is worth noting that this value of o corresponds to the value of the excess Helmholtz free energy at planar two-phase equilibrium
recovered by our model
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Radius of the inclusion Let us define arbitrarily the equivalent sharp interface position R, such that the excess

mass is zero, i.e. "
p?iﬁiz[ ‘(p—po>r2dr+f (p—poo>r2dr]=o 4.12)
RP 0 R,
where pg = p(¢o) and pe = p(¢). It is worth pointing out that, since the profile ¢(r) (and thus the profile p(r))
is parameterized by g, R,, is formally a function of the parameter g.

This definition is classical in diffuse interface models (e.g. [89]) and is moreover consistent with the sharp
interface models in which the interface is considered as a non-material surface. The definition (4.12) of the
sharp interface radius R,, does not allow to simply derive its value from a given phase field profile ¢(r) since it is
obviously an implicit equation in R,,. Using a straightforward calculation, we get (¢f. [89])

oo _ 1/3
R, = {3 f [py)—pp‘”} - dr} (4.13)
0 0 — Poo

which will be used in section 4.3 to derive the value of R, from the solved phase field profiles.

This is not the only interesting definition for the equivalent sharp radius to our point of view. Indeed, in the
sharp interface models, the state inside the inclusion is supposed to have a density, say p gqr»(r = 0) independent
of the radius. This is not the case with our model since it has been shown in section 4.2.1 that the value of
the phase field at the center of the inclusion, and as a consequence po depends on the parameter g. Therefore
Psharp(r = 0) = p(1 — p) # po. As a consequence, the mass of the diffuse interface solution is not equal to
the mass of the sharp system with a spherical inclusion of radius R, described with the classical sharp interface
incompressible model. We therefore introduce a second relevant equivalent sharp interface radius denoted Rs,,,
defined such that the mass inherited from our quasi-compressible diffuse model and that inherited from the sharp
interface incompressible model are equal, i.e.

1 Rs/, 00
— (o-p( =g Nr*dr+ | (o=po)r’dr|=0 (4.14)
Rsp 0 Rsp
As a consequence Rs, is more a Laplacean measure of the radius of a spherical inclusion of given mass. It is
straightforward that the two sharp radius Rs, and R,, are related by

R} (po = pe) = R (p(1 = o) = Poo)
and that
¢ — 1 -9 = R, = Rs,

Let us now study the surface tension coeflicient corresponding to the diffuse profile at equilibrium.

Surface tension coefficient Let us consider the definition of the surface tension coefficient for a spherical
inclusion at equilibrium. Using the definition of the interface location (4.12), the definition of the surface tension
coefficient o rexr as an excess free energy is well defined and we get

1| R *°
ope 2 P = —Pp = = [ f (Po—P)r* dr+ f (Poo — P) 1 dr] (4.15)
p LJO R

p

where we have used that g is uniform and that pf{; = 0. Using the expressions (4.6) for the pressure profile

and (4.7) for the pressure jump, we get*

1 R 00 r 2
Opx = — [f ' r[P] dr + /lf (((p,r)2 +2 f Md 7]] r dr}
RS 1Jo 0 o 7

R, N 2 f’(go,])z ]2
= —|P|+—= D5+ 2 —d d
3 1P jo; ((90,) oy dnjrdr

Ry A7 2 2
= P+ r (¢,)" dr
3 1Pl 3jo; (@)

VN 2R 2
_ _f 02|22 s a0 (4.16)
3 Jo ’ r RF27
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This last expression shows that the surface tension coefficient o pex is always positive. An expression similar to
expression (4.16) has been derived in the quasi-incompressible model for Cahn-Hilliard fluids in [89]. However
an interesting difference is that the expression (4.16) for o pex does not depend on the density function p(¢) and
therefore on the density contrast. It is therefore a simplification.

Keeping in mind the comparison with the incompressible sharp interface model, we introduce a second
definition of the surface tension denoted o] by analogy with the Laplace relation (4.11), i.e.

R 00 R
oy = [P] 7‘) =1 f (0.)? L ar (4.17)
0 r
where we have used the expression (4.7) for the pressure jump.

Agreement of the different definitions with each other and with the Laplace formula In this paragraph, we
study in which coniditions the different definitons for the sharp interface radii R, and Rs, and the surface tension
coefficients o pex and o-[p) agree with each other and moreover with the Laplace formula.

It has already been said that as soon as g — 0, R, — Rs,. Let us now consider the conditions under which
the different expressions for the surface tension coefficient o-p] and o per agree. Let us consider the case where
the radius R, is large with respect to the characteristic thickness of the transition layer. We show in the following
that this case corresponds to g — 0 and that in this case the characteristic thickness is of the order of 4 and that
R, > h. In this case the following approximation holds

® ) 2 s (7 (‘P,r)2 » (7 2
r° (g,)"dr =R} dr =R, (g dr
0 0 r 0

Therefore, according to the expression (4.7) for the pressure jump [P], we have

21 (7
[P] =~ R_f (o) dr
p JO
which yields (¢f. the definition (4.17) of o[pp)

o) = A fo () dr

and according to the expression (4.16) for o pex

ors = [ epRdr
0

The equivalence between the second and third line in the deriva-that are both integrable functions. As a first consequence
tion for the expression (4.16) for the surface tension coefficient o pex

is based on the following identity 0< f (e, dr (: M) < o
0 r 22
00 ) r(so,,])Zd o= 00 r} r(so,'])2d 4
o r . 7 nar= b 3) ) n nar which justifies the existence of a finite pressure jump (cf. equa-
, e tion (4.7)). It justifies also that
r3 " (‘p,n) a r2 2
=5 | —4n| —| 7 Gdr s 0w
o N 0 0 li [r_f (‘/’,7]) d ]_O

im ——dn|=
r—0 3 o n

T 2 o
and on the fact that A = [ﬁ a4 77] = 0. Let us show the
0

3 o 77 . . .
. . . Using the hereinabove relation we have
relation A = 0. In order to show this relation, we need to find an &

equivalent for ¢(r) around 0 and co. In r = 0 and r = oo, we use a " (@)’ _e
quadratic approximation for W and p (cf. section 4.3.2), therefore f r] dn ~ 25
inh .
e = ~ Sinh(r) and  @(r) — o ~ — and as a consequence
r o 7
3 2
As a consequence i [% f (®n) d’]] =0
r—eo =) 7]

cosh(r) _ sinh(r) )2

@y (= 2 () ¥
~ and ~
ro o r rooeo P

and finally A = 0.
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Let us now consider the phase field profile ¢(r) (since it appears explicitly in the above relations). According to
the hypothesis R, > h and the hypothesis g ~ 0, we have

dPs dw
g < —
dy dy
ﬁ < ¢p
r

the equilibrium equation (4.1) is therefore similar to the equilibrium equation for the planar interface pro-
file (3.41). The profile ¢(r) can thus be accurately approximated by a hyperbolic tangent (¢f. section 3.2.4)
and the surface tension coeflicients can be both approximated by o (cf. equation (3.46)). As a partial conclusion,
using the fact that a priorig —» 0 = @9 — 1/2 + 1/2, we have

Rp :Rsp
20
g— 0= [P] ~ — (4.18)
R,
OFex =0[p] =0

Therefore, as long as the non-dimensional parameter g is sufficiently small, the different equivalent sharp interface
models are equivalent and moreover agree with the classical sharp interface model. The limit of validity (in terms
of g values) of this agreement will be studied using the equilibrium phase field profiles computed in section 4.3.

Relation between g and the sharp interface radius Let us consider the relation (4.9) between [P], [o] and
g"* in the case where the Laplace formula (4.11) is a good approximation of the relation between the equivalent
sharp radius and the pressure jump (that we have associated to small values of g in the above presentation). In
this case, it is justified to consider Wy ~ 0 and [p] ~ + (o; — p,), and, using the approximated expression (4.11)

for [P], we have

- 20
g =x——

Rp (pl _pv)
Using the definition (3.63) of g, we therefore have that, in this limit,

h
~2 — 4.19
lal R, (4.19)
This is fully consistent with the hypothesis made to obtain the previous result (4.18) since g — 0 actually
corresponds to R, > h.

Concluding remarks As a partial conclusion, we have introduced two relevant measures for the surface tension
coeflicient, the first one being related to the excess Helmholtz free energy (cf. equation (4.15)) and the second
one to the Laplace relation (cf. equation (4.17)). The parameter g has been shown to be an approximation of
2h/R, (i.e. twice the inverse of the normalized sharp radius). As a consequence, small values of |g| correspond
to spherical inclusion whose radius is larger than the interface thickness 4. In this limit, the two definitions for
the surface tension coefficient agree and the Laplace relation is satisfied. It remains therefore to study the exact
limit of validity of these statements (i.e. to study the dependence of these relations with respect to larger values
of |g|). This is studied in section 4.3 using the profiles ¢(r) obtained numerically.

It is worth noting that these relations cannot be solved without the knowledge of the phase field profile ¢(r)
(cf. the definitions (4.12) and (4.14) of the sharp interface radii, the equation (4.7) for the pressure jump and
the definitions (4.16) and (4.17) of the surface tension coefficients). In the following we solve the equilibrium
equation (4.3) for different values of the non-dimensional parameter g to determine the agreement of our diffuse
interface solution with the classical sharp interface models.

4.3 Determination of the phase field profile ¢(r)

The goal of this section is to solve the differential equation (4.3) to determine ¢(r) (and therefore all the quantities
mentioned above) as a function of the non-dimensional parameter g.
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Let us precise that, in this study, we are more particularly interested in the equilibrium states corresponding to
large values of the parameter |g| > 1. Indeed they correspond to small normalized radii and therefore characterize
the limit of use of the model to describe an inclusion of a given size when the artificial thickness /4 is increased.
We use finite difference methods to solve the equilibrium ODE in a closed domain for various values of the
parameter g. The numerical resolution is easy enough to provide the equilibrium solutions for a large range of
values for the non-dimensional parameter g. These results are therefore used to test the validity of the a priori
estimates made in section 4.2 about the dependence of the radius of the inclusion and of the surface tension
coeflicients as a function of the parameter g. Moreover, this study constitutes a first numerical test for the solving
of dynamics case with the spherical symmetry hypothesis.

4.3.1 Analysis of the spherical symmetric equilibrium equation

The goal of this study is to analyze the equilibrium relation (4.3) using an analogy with particle mechanics.

This analysis has been already used for the study of two-phase spherical inclusions with diffuse interface
models, e.g. Dell’Isola et al. [43] for the van der Waals’ model. The structure of our ODE is very similar to the
one studied in [43], the only difference being actually the particular choice for the interpolation function Ps(¢p)
and W(p) (in [43] a set of two parameters equations of state are considered that can be related to the classical van
der Waals model). Therefore, the same qualitative analysis of the equilibrium equation based on the mechanical
interpretation of this equation (originally introduced by van Kampen in 1964 [144]) holds: it can be seen as the
equation of a particle of mass 1 moving in the potential —(g Ps(¢) + W(p)) with the “viscous” time dependent
force 2 ¢ ,/r, the motion starting from the “time” r = 0 with zero “velocity” (¢f. the boundary condition (4.4b))
and with an initial “position” ¢ = .

Shape of the potential with our phase-field model As a consequence of this analogy it is interesting to
represent the potential —(g P,(¢)+W(p)) and to study the influence of the particular choice Ps5 for the interpolation
function on the nature of this potential. A graphical representation of this potential is given on figure 4.1 for the

interpolation function Ps interpolation function P3
0 ! iicreasing [g] | 0 irlcreasing |g|
-5 - -5
-10 -10
-15 F -15
| | |
-0.5 0 0.5 1 1.5 -0.5 0 0.5 1 1.5
¥ ®

Figure 4.1: Potential —(g P, + W) for g > 0, the interpolation function P,, being either P3 or Ps

two interpolation functions P3 and Ps for different values of the parameter g (g > 0, i.e. drop case). Let us first
note that there is no influence of the sign of g on this study, indeed its sign only define the final state which is
¢ = 1 in the drop case and ¢ = 0 in the bubble case.

For both the case P3 and Ps, the potential have the same property: the bulk values 0 and 1 are always local
extrema for the potential whatever the value for g°. Since g > 0, the departure point (initial “time” r = 0)
corresponds to the state g9 =~ 0. The final state (infinite “time” r = oo) always corresponds to ¢ = 1 that is
an extrema of the potential. In the Ps case, the state ¢ = 1 corresponds to a local maximum for any value of g.
There exists therefore another extrema (local minimum) between the two values 0 and 1. This extrema is located

5This property is not satisfied by the much “simpler” choice P, or more generally for the other diffuse interface model such that the
van der Waals’ model considered in [43]. In this latter case, the density value corresponding to potential extrema changes with the value
of g (the chemical potential or specific Gibbs free energy ., in the original context). In the context of the van der Waals’ model, this
property is physically consistent and is indeed associated to the compressibility of the bulk phases.
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at = 1/2 for g = 0 and tends to 1 as g tends to +co. Therefore at the limit of very large g, the state 1 corresponds
to an inflexion point. In the P3 case, the situation is rather different. For low values of the parameter g, the state
1 is a maximum, and there exists, as in the P5 case, a local minimum in the potential between 0 and 1. However,
for a finite value of g, the location of this minimum actually reaches the value 1, which therefore becomes an
inflexion point. By increasing further the parameter g, the state 1 is always a local minimum whereas the local
maximum deviates to larger values of .

Finding the separatrix solution Let us now consider the use of this analogy to find the equilibrium solution
¢(r) for a given value of the parameter g (which is our present goal). The solution is searched by trying to find
the initial state (“position” ¢g) that actually allows to exactly reach the final state being either O or 1 (let us recall
that according to our study of the state at infinity in section 4.2.1, we have always such a state at infinity). If
the initial position is too close of the final “position” targeted, the particle won’t have a sufficiently large enough
initial acceleration to reach the final position and will rather fall back into the local minimum located between
final and initial position. On the contrary, if the initial position is too far from the final “position” targeted, the
particle will reach this position with a non-zero velocity and then fall down in the higher positions region. Using
a standard dichotomy it is therefore possible to approximate the correct initial position and therefore the correct
solution, the so-called separatrix solution.

We have analyzed our equilibrium ODE (4.3) using an analogy with particle mechanics. The potential corre-
sponding to the motion of this particle has been presented. According to the choice for the interpolation function
Ps, it has been shown to have different characteristics compared to the potential of more classical diffuse interface
models: the final state is always a minimum for the potential. This illustrates the sensitivity of the characteris-
tic of the spherical equilibrium with regard to the choice for the thermodynamic potential. It will be shown in
section 4.3.3 that the physical properties of small spherical inclusions are indeed sensitive to the choice for the
interpolation function for the density (chosen as being Ps in our model). This analysis can be used to derive
the equilibrium solution using standard shooting numerical methods, e.g. Dell’Isola et al. [43] for the van der
Waals model or Lowengrub and Truskinovsky [89] for the Cahn-Hilliard model. However we will rather use
finite difference methods to solve the equilibrium equation in a finite domain, this method turns out to be more
easy to handle.

4.3.2 Analytical solving of the spherical symmetric equilibrium using piece-wise quadratic ap-
proximations

The ODE (4.3) can be solved analytically as soon as the potential is either quadratic or linear with respect to
. This is not the general case since, at least the double well function W is classicaly modeled by a polynomial
of degree 4 (in which case the potential is at least a polynomial of degree 3). In the following we therefore use
piece-wise quadratic functions to approximate the potential. Such approximations have already been used in
the study of the spherical symmetric equilibrium, e.g. Lowengrub and Truskinovsky [89] for the Cahn-Hilliard
model without density difference.

In order to be able to solve analytically the ODE (4.3) in ¢(r), we prescribe a piecewise quadratic double well
function denoted W,,p> as an approximation of the prescribed fourth degree polynomial Wp4 (3.42) presented
in section 3.2.4. The simplest double well function W,p, satisfying the properties (3.40) and containing a non
convex region is composed of three parabola and reads

D %, <3,
2
Wours(@) =1 &5 = 1o = 3|, d<e<i, (4.20)
D(p- 17, p>3.

where @ ~ 13.02 . W,,p; is a function of class C! and is represented on figure 4.2.

Let us also introduce a piecewise quadratic interpolation function denoted P ,,, used instead of Ps for the
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1.2

1
0.8
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Figure 4.2: Non dimensional double well functions W = p g,, satisfying (3.40) as fourth order polynomial (Wpy4,
equation (3.42)) or as piecewise quadratic (W, p2, equation (4.20))

definition of the density p(¢) (that therefore reads p = p, + (0, — p1) P2 pw)6

2 ¢, @<
2 (p-17+1, o>

-

P2pw(‘70) = { (421)

NI—= =

which is of class C! and is represented on figure 4.3.
The piecewise function P; ,, satisfies

dP
2P 241/2)=0
dy
As a consequence the condition (3.38a) is satisfied for any value of g, 0 and 1 are always solutions of the equilib-

rium equation for homogeneous states (3.64) which ensures therefore the state at infinity ¢, to always correspond
to one of the bulk values 0 or 1 whatever the value of g (cf. the corresponding discussion in section 4.2.1).

V()

Figure 4.3: Non dimensional interpolation function for the density as a function of the phase field satisfying (3.51)
as a fifth, third, or first degree polynomials (Ps,P3 or P; as defined by equation (3.60)), or as piecewise quadratic
(P2pw, equation (4.21))

Using the expression (4.20) and (4.21), the ODE (4.3) reduces to a system of four linear equations for ¢(r)
corresponding to each C* domains of the three parabola for W cross those of the two parabola for p. It is

®It is worth noting that an even simpler approximation for the interpolation function would be to choose the linear interpolation func-
tion P,. However, with this choice, we would loose the interesting property that ensures that the state at infinity is always characterized
byg=0o0r¢=1.
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straightforward’, by matching the sub-solutions, to get the entire solution ensuring ¢ to be also of class C'. The
solution obtained is the following

RCX’ -r/R, 1 ;
*"""ime o, ¢ <|po — gl si€. r€[Re 00
aq sin L + @y cos L
g 17)/2 + ] (RW"“;) ? (Rl‘p“;) g€ [|90 ll . |90 ll]
< al @+ 8lg] }’/Rl‘pm_%| ’ o~ gl 1P = 51],
ie.re€ [Rk)%o_%| P Roo[
w(r) = _ a3 sin(R L ) + a4 COS (R L ) (4.22)
g+ 322 a1 2 e lpe = 31 g — L
® 7 lal @ — 8lg] /Ry ’ ToeTE e
ie. re [thﬁoo_g| : lem—%l[
inh(r/R 5
lpoo — 2| ST ( |‘Poo—a\) 5 .
©wo + Sinh(l) r/R‘ N s pzg.,lere [0 : Rl%_;‘ 1 0]
o~ %

where, for the sake of simplicity, we have considered that the value of g is sufficiently large (|g| > @/8 ~ 1.7) so
that ¢ satisfies 1/3 < |pg — 1/2| and so that, therefore, the phase field values of the profile actually crosses the
four different domains. In this case the boudary and matching conditions provide a set of 8 algebraic equations
parameterized by g that we have to solve to determine the solution (cf. the footnote 7 on page 102).

Let us also note that, for any value of g, the state at the center is always such that |pg — 1/2| < 1/2, i.e.
@o € [0 : 1]. This latter property is satisfied for the fully non-linear problem as well.

The general solution for the profile ¢(r) is a monotonic piecewise function of r of class C'. On figure 4.4,
the solution ¢(r) corresponding to three different values of the non-dimensional parameter g are represented. The
first figure (top) corresponds to ¢ = —0.05, and therefore to R, ~ 104 according to the results in the limit of
small values for g (¢f. the equation (4.19)). It is worth noting that ¢ =~ 1. The sharp equivalent radii R, and
Rs, are both equal to R, = 10.77 h which is actually close to the predicted value. Additionally to the analytical
solution, the planar equilibrium profile (hyperbolic tangent) centered on the radius R,, is represented by the curve
“tanh”. It is clear that the phase field profile in the radial direction is very close to this planar profile. The second
figure (bottom left) corresponds to g = —0.5. This figure shows that R, =~ 1 (actually R, = Rs, = 1.08) and still
o = 1. The last figure (bottom right) corresponds to a larger value of g, g = —2.04. This value is less than the
upper limit —1.7 for ¢g to be larger than 5/6. Indeed, the value of ¢ is approximatively 0.584. The two sharp
solutions corresponding to the definition of the sharp radii R, and Rs,, are represented on the figure. For such a
relatively high value of g, the two definition begin to slightly disagree, R, being larger than Rs,. The behavior of
small spherical inclusions is in fact different for different choices for the interpolation function and the influence
of the piece-wise approximation on the solution is non-negligible. A deviation between the results obtained with
quadratic approximations and the higher order expression for the potential has already been found in [89]. We
show in section 4.3.3 that the spherical inclusions for high values of g behave differently when the polynomial is

7In each sub-domain i, the differential equation is of the form
aip+b;= (‘/’,f?*’zﬁ)
7

where the value of the coefficients a; and b; depend on the parameter g. Therefore we introduce solutions for ¢;(r) of the form ¢;(r) =
Bi + Z}:O (ai, il r) ¢"/Rij that needs to satisfy boundary (4.4) and matching conditions (continuity of the solution and of its first spatial
derivative). A straightforward calculation yields

B = -—
Rij0qn = ==+1/a;

It is worth noting that, according to the sign of a; and therefore of the value of g, R; j—o,; € RUIR. The boundary and matching conditions
are used to determine the value of the coefficient ; ; (and as a consequence the r location of the matching). In the general case, we have
a set of 8 coeflicients to determine, the boundary conditions (4.4) applied to the general form for the solution ¢;(r) provide two relations
whereas the three matching conditions provide 6 additional relations. We therefore have a system of 8 algebraic equations to solve. This
is made using standard numerical methods.
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Figure 4.4: Equilibrium profiles obtained analytically using piecewise quadratic approximations.
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chosen as being either P3 or Ps. To correctly determine this behavior we therefore use finite difference methods

in the following.
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4.3.3 Solving of the spherical symmetric equilibrium in a closed domain using finite difference
methods

The equilibrium profile ¢(r) is determined by solving the equilibrium conditions in a spherical system of coordi-
nates and in a domain of finite extent (20 /) using a non-linear solver®. The mass of the system is given and the
profile ¢(r) is initially approximated by a hyperbolic tangent. In this study, and without any loss in generality, the
vapor is considered as being at the center of the inclusion (bubble case) and the parameter g is therefore always
negative. The main variables of the system solved are the discretized values of the phase-field (function of r)
and the specific Gibbs free energy g* at equilibrium (real). The boundary conditions at » = 0 and at r = 20
are ¢ = 0. The profile is then numerically relaxed toward equilibrium. At convergence, the specific Gibbs free
energy reaches a steady-state value and the norm of & on the whole domain reaches the threshold of convergence.
The profile is discretized by many points”, which ensures the convergence of the solution.

In this section, we also study the influence of the choice of the particular interpolation function Ps on the
results by comparing them with those obtained when the density p is interpolated by the polynomial P3 of degree
3. Indeed it will be shown that the physical behavior of the small spherical inclusions deviates from that observed
with other classical (van der Waals, Cahn-Hilliard) diffuse interface models when Ps is used instead of P3: no
increase of the equivalent sharp radius R, is observed when the mass of the spherical inclusion tends to zero.

Profiles at equilibrium The profiles obtained are shown in figure 4.5 for different values of the total mass of
the system. This figure shows that the equilibrium profile is very close to a hyperbolic tangent, i.e. the profile
corresponding to a planar interface, as long as the radius of the inclusion is somewhat larger than the interface
thickness. Let us now consider the density profiles. For the sake of simplicity, we have chosen to consider p, = 1
and p; = 2. Let us note however that the density difference modifies the results only by changing the order of
magnitude of g*, all the other parameters (g, o, h) being fixed. The density profiles p(r) provided on figure 4.5
are less diffuse than the phase-field ones, it is due to the shape of the interpolation function Ps (cf. figure 4.3). On
this figure, the sharp interface solution corresponding to the definition of R, has been reproduced. The variation
of the density value at the center of the inclusion is comparatively less pronounced for large values of |g| (small
radii) than the corresponding phase field value. This is due to the interpolation function shape near 0 and 1. It is
worth noting that for small values of R, the density at the center of the inclusion is comparatively less affected by
the fact R, reaches values close to 4 than the phase field profile. It is worth noting that the state at the extremity
of the closed domain (r/h = 20) is always a bulk phase state (in the present case ¢ = 0). The state at this radius
will therefore be considered as a good approximation to the state at infinity. Let us now consider the pressure
profiles. To determine these profiles, we use the expression (4.2), and the non-dimensional pressure (scaled by

8The spatial discretization scheme is of MAC type, i.e. the scalar fields of r are located on the nodes (integer indexes i € N from 1 to
N, the number of cells) and the “vector” fields (such as the gradient Vo = ¢, €,) are located on the faces (indexes i — 1/2). The center of
spherical symmetry, r = 0 is the face 1/2. The spacing between nodes is constant and is denoted Ar such that the radial coordinate of a
node, resp. a face, reads r; = i Ar + 1/2, resp. ri_i» = i Ar. The numerical scheme for the discretization of the gradient operator applied
on a field a simply reads
i+l — di

Ar
whereas the discretization of the scalar product of two vectors b1 &, and b2 &, reads

Va)iipp =

V,-2+1/2 bliip b2i1p0 + Vl-z,l/z bliip b2i1pp
2r?

i

(b12, - b22,), =

and the divergence operator of a radial vectorial field b &, reads

2 2 .
Fierjp bivijg =1y bi—1/2

V.ba), =
( & r2 Ar

The discretized operators are thus ensured to satisfy the continuous identity for a scalar a and vector b
V~(a5)=aV-5+Va b

that is of interest in order to ensure basic conservations of a quantity inside the domain.

°Let us note that the large number of discretization cells (about 500 for a domain of length 204, i.e. about 30 points inside the
transition layer) used in the present study was introduced to ensure a very good precision for the present results. It is shown in the study
of out of equilibrium dynamics that this number can actually be reduced without affecting the results significantly (e.g. the presentation
of the dynamical numerical results in section 8.1.4).
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Figure 4.5: Equilibrium profiles of the phase-field and of the density for different masses of the system.

o /h), reads

p - PO
Pl — Po
oo P@
Pl = Po

1
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where P* = P* + (go,;)z. P corresponds to the variable homogeneous to a pressure that is uniform in the planar
equilibrium case (cf. its introduction in section 5.3.3). The corresponding profiles are represented on figure 4.6.
It can be seen that the pressure jump decreases when the bubble radius increases, which is fully consistent with
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Figure 4.6: Equilibrium profiles of the pressure for different masses of the system.

the Laplace formula. Moreover, there exists a negative excess in pressure related to the positive surface tension
coefficient defined as an excess Helmholtz free energy (i.e. minus an excess pressure, cf. the definition (4.15) of
the surface tension coefficient oper). The pressure P* is monotonic and has the same jump as the pressure P*.
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This is consistent with the equation for the profile of P

00 2
P(r) = P +2 f @dn
F n

inherited from the pressure profile equation (4.6)!°.

Phase field value at the center of the inclusion Let us consider the variation of the phase field value at the
center of the inclusion, ¢, as a function of the sharp interface radius Rs,. On figure 4.7 is represented this latter
variation for the set of equilibrium profiles obtained and represented on figure 4.5. It is worth noting that the value

®o

0.2 % P5 —+— ]
oL Py - _
] ] ] ] ]

L1
0 2 4 6 8 10 12 14 16
Rs,/h

Figure 4.7: Variation of the state at the center of the inclusion as a function of its size.

o deviates significantly from the bulk value only for small normalized sharp radii, the limiting value being well
approximated by Rs,/h ~ 4. It is worth pointing out that the total mass of the system is in fact linear with ng,
which precises the relevant meaning of this sharp interface radius. Below this value, the value of the phase field
at the center of the spherical inclusion evolves monotonically toward the other bulk phase value corresponding
to the state at infinity. The interpolation function has a weak influence on this behavior for large radii. For small
radii, the evolution toward the outside state is sharper in the case of the interpolation function P3. The deviation
occurs for a relatively small value of Rs,/h. This property is interesting since it means that relatively small
bubbles or drops can be represented even when their size is close to the interface thickness. Let us note that, as
a consequence (cf. our discusssion at the end of section 4.2.3), for Rs,,/h > 4, the absolute values of the pressure
inside and outside the inclusion (c¢f. equation (4.10)) are actually fully consistent with the corresponding classical
sharp relations equation (A.25). Let us now consider the equivalent sharp quantities of the corresponding results.

Relation between the sharp radius Rs, and the non-dimensional number g. Let us consider the validity of
the relation (4.19) that reads
lal = 2h/Rs,

and which has been shown to be valid at least for small radii. We have represented on figure 4.8 the calculated
values for g and Rs,, for the set of profiles ¢(r) presented hereinabove. The right hand side of the curve (large
values of 1/Rs,,) corresponds therefore to the smallest inclusions. We have also represented on the RHS figure the
similar results obtained when the density p(y) is interpolated by the degree 3 polynomial P3 (cf. equation (3.60b))
instead of Ps (that is the choice retained in our model). It is worth noting that the correlation (4.19) between the
parameter g and the sharp interface equivalent radius of the inclusion (and which has been associated to low
values of g) holds for a larger range of large g values (or equivalently of small Rs,, values) in the Ps case than in
the P3 case. The deviation between the behavior with P3 and with Ps is analyzed in more details in the following.

As a partial conclusion, the correlation (4.19) between the parameter g and the sharp interface radius Rs,,
which has been associated to the satisfaction of the Laplace formula (cf. its derivation), holds for a large range
of normalized (by the artificial thickness /) inclusion sizes.

101t is worth noting that, as a consequence, the variable P is more spatially regular than the pressure P. This property jusitifes to choose
P or G as the main variables in our numerical computations as it will be introduced in section 5.3.3.
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Figure 4.8: Correlation between the parameter g and the normalized radius //Rs,,

Sharp interface radii for spherical equilibrium solutions  Let us consider the sharp interface radii R,, (defined
by equation (4.12)) and Rs, (defined by equation (4.14)). They are represented on figure 4.9 for the different
equilibrium profiles already presented in the hereinabove discussion, as well as for the two interpolation functions
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Figure 4.9: Correlation between the two different sharp radii Rs, and R,

P3 and Ps considered in the present study. For large radii (i.e. Rs,/h > 2), the two definitions for the radius
agree for both interpolation functions. For vanishing bubbles (Rs, — 0), the equivalent sharp radius R, based
on the nullity of the excess mass behaves differently for the P3 and the Ps cases. In the P3 case, the radius R,
diverges from the value of the radius Rs, and moreover increases with decreasing mass. Whereas in the Ps case
the agreement between the two radii is still valid for small bubbles.

The sharp increase of the normalized radius R, in the P3 case can be related to the existence of a “minimal
nucleation radius”!! in the second-gradient theory, e.g. Dell’Isola et al. [43]. The same behavior holds with binary
fluids described with a quasi-compressible model (and an interpolation function of type P), e.g. Lowengrub and
Truskinovsky [89]. Our model (with Ps) does not include such a feature. Let us note however that, if our
model could reproduce a “minimal nucleation radius”, the order of magnitude of this radius would be scaled by
the artificial thickness A, which does not allow to recover the correct physical scale. In this sense, the results
obtained with our model are consistent with the classical sharp interface model with incompressible bulk phases
(that does not include such a deviatoric of the radius for small inclusions). Moreover the nucleation process can
still take place with our model, that constitutes an additional advantage with regard to the sharp model. Indeed
we show in the following that, with our model like with other diffuse interface models, the pressure jump does
not diverge as the size of the spherical inclusion tends to zero.

Pressure jump and Laplace formula Let us consider the pressure jump [P] as a function of the inverse
normalized radius //R,. According to the Laplace formula the pressure jump should be linear with respect
to this inverse radius at least for large radii. The pressure jump for the different ¢ profiles investigated have
been represented on figure 4.10. Let us first consider the case of the Ps interpolation function. In this case,
the linearity of the pressure jump with the inverse radius can be considered as valid till a critical value of the
normalized radius, say R,/h ~ 2.5 = 1/0.4. Below this critical value, the pressure jump actually tends to

11¢j e. the minimal equilibrium radius of a bubble or a droplet necessary for nucleation in the other phase” [43]
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Figure 4.10: Pressure jump [P] as a function of the inverse of the normalized sharp radius i/R, for the two
interpolation functions considered P3 and Ps.

zero, which is consistent with the results obtained with similar diffuse interface models. It is worth noting that
the critical value at which the pressure jump deviates from the Laplace formula corresponds to larger spherical
inclusions (normalized critical radius R,/h ~ 4 = 1/0.25) than for the P3 case. This is an additional advantage
of dealing with the interpolation function Ps.

Surface tension coefficients Let us now study the surface tension coefficients o per and o[p. The surface
tension coefficient o pex is evaluated using its original expression (4.15) with the following expression for P*
(that is easier to use numerically than the integration of the expression (4.6)) inherited from the expression (4.2)

3

R 3
ex - /_l 2).2 _ R _ R_p _
P L (W (e(r) + 2(S",r) )” dr 3 W(p(R)) 3 (WO W(SD(Roo))) (4.23)

=

R;
where R, is the radius of the finite domain, in our case R, = 20h. The evolution of the surface tension
coefficients as a function of the sharp interface radius R, is reproduced on figure 4.11.
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Figure 4.11: Surface tension coefficients o per and o[p] as a function of the normalized sharp radius R, /h for the
two interpolation functions considered P3 and Ps.

The results corresponding to the interpolation function Ps illustrate that the two different definitions for the
surface tension coefficient agree for the entire range of radii investigated (and therefore the entire range of g
values). Moreover, the surface tension coefficient is very close to the planar equilibrium value o (asymptotic
value for large R,) as soon as R,/h > 4 which is a limit of use of the present model as soon as the Laplace
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relation (4.11) is targeted. The surface tension actually decreases for decreasing radii below this limit, which is
consistent with the classical features of diffuse interface models.

The results corresponding to the P3 interpolation function are quite similar, except that the deviation of the
surface tension coefficient o rex slightly deviates from the asymptotic value o for larger values of the normalized
radius R, /h ~ 10. The two surface tension coefficients agree again when they reach lower values.

As a partial conclusion, for the interpolation function Ps considered, the surface tension coefficients o pex
and o[p) agree well over the range of spherical inclusions’ radii investigated. Moreover their deviation from the
planar interface value o~ occurs for a rather low value of the normalized radius R, /h (=~ 4) .

4.4 Conclusion on the study of spherical inclusions at equilibrium

In this chapter, we studied the two-phase equilibrium in a spherical symmetric system with the help of our phase-
field model. This study constitutes a first step to demonstrate the ability of our model (i) to deal with multi-
dimensional liquid-vapor systems and (ii) to be consistent with the classical sharp interface model of which it
aims at being a regularization.

First we showed that the study of the equilibrium of a spherical inclusion lies on the solving of an ordinary
differential equation (4.3) that determines the equilibrium radial phase field profile ¢(r). This equation is parame-
terized by a single non-dimensional number g. We showed that the state outside the inclusion always corresponds
to one of the bulk phases (¢ = 0 or ¢ = 1), which is consistent with the classical sharp model. We analyzed the
equilibrium equation using an analogy with particle mechanics (see section 4.3.1). Due to the particular choice
of the interpolation function, the initial and final “locations” of the particle are always maxima of the potential
driving the motion of the particle for any value of the non-dimensional parameter g. Then we introduced piece-
wise quadratic approximations for the functions W(p) and p(¢) entering the equilibrium equation. This allows
to determine the analytical expression for the equilibrium profile. To our knowledge, this result has never been
obtained for a phase field model accounting for a density difference between the bulk phases. To evaluate the
limit of validity of the model for vanishing inclusions, and since the influence of the piecewise quadratic inter-
polation function on the description of small inclusions is non negligible, we solved the equilibrium profile in a
finite domain using a standard finite difference method. As soon as the radius is a few times larger (R,/h > 4)
than the arbitrary thickness, the model allows to recover the main features of the classical sharp interface model
with incompressible bulk phases, i.e.

* the state inside the inclusion is a phase and does not depend on the size of the inclusion
* the surface tension coefficient is well approximated by its planar value
* the pressure jump is related to the surface tension coefficient through the Laplace formula

Moreover it has been shown that for spherical inclusions of radius close or less than the arbitrary interface
thickness

* the pressure jump is still related to an excess Helmholtz free energy (which proves the thermodynamic
consistency of the model)

* the pressure jump does not diverge as the size of the inclusion tends to zero, which actually allows to
deal with vanishing bulk phases without any problem, a property that is not shared by the sharp model,
and therefore constitutes an additional advantage of our diffuse model by allowing to take into account
nucleation events

* the equivalent sharp interface location does not diverge even for vanishing spherical inclusions

The latter result is not classical for diffuse interface models where a minimal nucleation radius exists as the size
of the inclusion approaches the characteristic size of planar interface thickness, e.g. [43]. Our present model
therefore does not take into account this phenomenon. It is actually of interest for our applications since, due to
the arbitrary choice of the interface thickness /4, the “minimal nucleation radius” would be scaled by A, which is
physically irrelevant. It would be of interest to investigate the origin of this deviation of the physical behavior
according to the choice of the expression of the specific Gibbs free energy of a fluid.
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As a conclusion, the proposed phase-field model is a consistent regularization of arbitrary length 4 of the
classical sharp interface model with incompressible bulk phases even for vanishing spherical inclusions at least
as far as the equilibrium features of a spherical inclusion are concerned.



Chapter 5

Phase-field model: Derivation and study of
the dynamics

In this chapter, we derive the thermodynamically consistent set of governing equations corresponding to the
multi-phase system described by the phase field thermodynamic model derived in chapter 3. The goal is to derive
the continuous formulation of our diffuse interface method for the numerical simulation of liquid-vapor flow with
phase change by specifying the closure relations for the stress tensor and the rate of entropy production.

This chapter is organized as follows. In section 5.1, using a variational principle, we derive the form of
the non-dissipative stress tensor and the boundary conditions in the compressible case. In section 5.2, using
the first and second laws of thermodynamics we derive the set of governing equations for the dissipative non-
isothermal dynamics of the quasi-compressible model. The study of the compressible case in section 5.1 suggests
the constitutive form of the non-dissipative rate of work used in this derivation. The general consistent form of
the dissipative processes in phase field models is studied. We then present the form retained in our model. In
section 5.3, we derive the non-dimensional form of the governing equations. Some simplifying assumptions of
the thermodynamic description are presented, which allow to recover the main features of the liquid-vapor phase
transition while the corresponding writing of the equations is simplified in view of their numerical resolution.
We then precise the final form of the equations of evolution for the main variables.

5.1 Dissipation free, compressible and isothermal case

In this section, we derive the set of governing equations in the compressible, isothermal, and non dissipative
case using a variational principle. We suppose that the isothermal Helmholtz free energy of the fluid depends,
in addition to the density p, on both a scalar ¢ and its spatial gradient V; the phase field ¢ describes the local
state of the fluid in the sense introduced in section 3.2. The goal of this study is to derive the form of the non-
dissipative part of the stress tensor consistent with this two-phase model. However with the quasi-compressible
thermodynamic model it is no longer possible to use this formalism according to the fact that the description in
terms of Helmholtz free energy is degenerate (cf. section 3.1). The expression for the stress tensor obtained in
the compressible case (present study) is used to suggest the form for the rate of work while deriving the set of
governing equation in the quasi-compressible non-isothermal dissipative case (see section 5.2).

This section is organized as follows. In section 5.1.1 we introduce the main notions necessary in using
variational principle. In section 5.1.2, we derive the governing equations and present the corresponding non-
dissipative part of the stress tensor and the boundary conditions.

5.1.1 Presentation of the variational principle

In this section, we define the system studied, its Lagrangian and the variations considered. Then we introduce the
main relations allowing to study the variation of the Lagrangian of the system. General studies of the variational
principle in fluid mechanics are given in [119, 122]. Similar studies dedicated to the derivation of the dynamics
of a fluid described by a compressible thermodynamic model of a diffuse interface can be found in [89, 138].

111
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Description of the instantaneous position of material particles Let us consider material particles of current
position ¥ is written in the form (€, 1), where £ is the initial position of the material particles £ = %(&,0). Let
us denote ‘7(5, t) the velocity field of the particles defined by

Ot

>

VE D
Let us consider the time derivative /01 (denoted d/dt in the following for the sake of the simplicity) appearing
in the above expression. The time derivative of a field a defined as a Eulerian field a(%, ) reads (since )?(5, 1))

da(n) _da 9% da
dt 2 Otig Ot OXy

and therefore using the definition (5.1.1) of 1%

da(¥,1) 5_& 7 @
dt ot |2 O0Xs

which corresponds to the classical relation relating the particle time derivative of a variable (i.e. at constant 5, or
Lagrangian) to the local partial derivatives of the Eulerian field of this variable.

Thermodynamic model and expression for the Lagrangian For an isothermal flow (T" = Tj), the unknown
fields are X, p and ¢. Let us introduce f(p, ¢, Vo) as the specific Helmholtz free energy at the temperature T = T
and its partial derivatives

of . P

p P

of . 5.1
o - H

of .
_— = \P

oV

The governing equations for the dissipation free isothermal flow can be obtained from a variational principle
where the Lagrangian takes the classical following form

.i”zftitf\[gp(%z—f)dﬂ/dt

* Q(¢) is an arbitrary volume of fluid particles which is moving with the fluid (i.e. composed at all times of
the same particles)

where

* dV is the contraction of the three-dimensional elementary volume dV = dx| dx; dx3
Vi o1, . .

* 5 = EV - V is the specific kinetic energy

* and f; and 77 are endpoints (initial and final) times where the variations will be supposed to be zero (which
is the framework of the Hamilton’s principle followed in this study).

Definition of the variation considered In order to derive the governing equations for the flow using the funda-
mental d’ Alembert-Lagrange variational principle, it is necessary to define the variations considered. According
to the thermodynamic model of the fluid considered, we vary the path X and state ¢ of the material particles
independently. It is shown in the following that the variation of the other main thermodynamic variables, namely
the density p and the non-local field V¢, are functions of the, say primary, variations of the state ¢ and path x.
Let us consider a set of paths x’(é, t, €) parameterized by €, € = 0 being the path investigated. Let us introduce the

variation ¢ around the path € = 0 by
0

Ode |e=0,§?,t

>

0
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6x is thus a virtual displacement of the fluid particles from their instantaneous position X. The field 90(5, 1) is
varied independently since no conservation principle applies a priori on it and we thus define the set of states
90(5, t, €) parameterized by the same €. Now that the variation of state and path of the fluid particles have been
defined, one must relate the variation of the thermodynamic variables (o,V¢) to the two independent variations
considered on ¥ and ¢.

Continuity equation Let us relate the variation of the density dp to the variation of the instantaneous position
of the particles 6%, i.e. derive the variational continuity equation. The density of the fluid p(¥) is defined by

p&ne L0
det |d/dE

where pg(€) is the initial density distribution. Let us denote J the determinant det |dx/ dg |. The density thus reads

ey
J

Let us study the variation dp of the density. Since pg is a function only of 5 its variation dpq satisfies 6pg = 0.
The variation of density dp reads thus

pooJ
Using the definition of J as a determinant, the variation §J reads ' where we have used the expression for
dx/ df )l.‘} = (d¢;/dx;) and the commutativity of ¢ and d/9¢;

O O6xi
ax,- af j
and thus using the operator nabla V:
6J =JV-(6x) (5.3)

Using the above relation in the expression (5.2) for the variation of density implies that the varied motions satisfy
the following continuity equation:
op = —pV - (6%) (5.4)

which is actually a relation linking §p to 6X.

Variation of the non-local field Vo The variation of V¢, which is one of the main thermodynamic variable
considered, is linked to the variations of ¢ and ¥. Using vectorial identities > and the commutation of (0] 0¢€)x
with the nabla operator, we get

Vg = V(6p) — (V(63)) Vo (5.5)

that is effectively a relation linking 6V to §X and d¢. Let us note that the second term of the RHS corresponds
to a matrix vector product.

Once the variation of the main thermodynamic variables have been defined and related each other, we derive
other variational relations necessary to express the variation of the Lagrangian .Z.

Transport theorem We begin with using the continuity equation (5.4) to relate the variation of the integral over
a given volume of a volumetric quantity (for instance the volumetric Helmholtz free energy F' = p f appearing
in the Lagrangian .Z’) to the corresponding specific quantity (for instance f). This latter relation is known as the
transport theorem. Let us A(X, ¢, €) be an arbitrary volumetric quantity. Its volume integral

f AX t,e)dV
Q)

5 lef the ] acobi’s formula for the derivative (? of a determinant of a an invertible square matrix A of adjugate matrix B,
d(detA) = BOAM = Tr (BaA) = detATr (A‘]E)A)

2especially V (b1 - by) = by x (V x b) + by x (V x by ) + (b1 - V) ba + (b2 - V) by,
V x Va = 0 and Vo X (V X 6%) + (Vo - V) 6% = (V67) Vo
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is a well-defined function of time. Let us vary this integral quantity. 5 is introduced as the new variable of
integration. The corresponding volume of integration is then Q¢ = €(0) and

f ARt edV = | AEteJdV,
Q) Qo
Since dV = J dV relates the element of volume respectively in the ¥ and g? variables,

5 f AR 1 dV = | (JOAE 1.e)+Al.1.€)6])dV,
Q1) Qo

Since ¢J is given by (5.3), one gets

s f AR e dV = | (5AE.1,€)+AE1e)V-(6x)) JdVo
Q1) Qo

Thus
(5[ AX 1, e)dV = f (6A(X,t,€) + A(X, t,€) V - (6x)) dV
[910)) Q

If we further introduce the specific quantity a(¥, t, €) = A(X, t, €)/p(Z, 1), using the continuity equation (5.4), we
get

0 f AX t,€)dV = péa(x,t,€)dV (5.6)
Q(t) Q1)

This relation is known as the transport theorem. It will be used when calculating the variation of the Lagrangian

Z.

Variation of the velocity field, classical continuity equation and transport theorem To express the variation
of the specific kinetic energy (V?/2), we study the variation of the velocity field V. Using the definition (5.1.1)
of V and the fact that the partial derivative with respect to €, 6 = (d/de) Ere=0 and to ¢, (d/ dt)| ¢ applied on 2’(5, 1)
commute, the following identity holds ’
_ d¥\ doéx
5V = 5(—x) =22 (5.7)

dt dt
Let us take the benefit of having presented this commutative properties to introduce other useful relations for the
study of the variation of the Lagrangian of the fluid. Let us recall that the derivation of the continuity equation
was based on the commutation of partial derivatives with respect to € and 7 of the field ¥(&, ). The reasoning
that lead to the continuity equation (5.4) and the transport theorem (5.6) can be reproduced using the following
analogy

€ & t
d
5 < (5.8)
T
58 o V
It leads to the classical continuity equation
dp -
— =—pV-(V 59
o =PV V) (5.9)

that is one of the main evolution equations of the fluid dynamics. Let us note that, as a consequence:

d d
— A)?,tdﬂ/:f — a(X,)dV 5.10
dt|§jg; (X, 1) det|§ (X, 1) (5.10)

which is a transport theorem (similar to its variational version (5.6)) that is used in the following in order to
express the variation of the kinetic energy of the fluid.
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Main results from the introduction of the variations of state and path We have defined the system consid-
ered as well as its Lagrangian. Then we have introduced the primary variations of the fluid path ¥ and state ¢.
The main relations linking the variations of the variables of the thermodynamic model p and Vg to the primary
variations, namely 6x and d¢, have been derived. Additional variational relations, useful for the following calcu-
lations, have been also derived. Moreover, we have derived the continuity equation (5.9), which constitutes one
of the governing equations for the flow. Let us now vary the Lagrangian of the system in view of applying the
fundamental d’ Alembert-Lagrange variational principle.

5.1.2 Derivation of the system of governing equations

We first derive the expression for the variation of the Lagrangian . using the relation derived in the previous
section. Then, using the fundamental d’ Alembert-Lagrange variational principle, we derive the dissipation free
equations for the isothermal flow of the fluid described by the diffuse interface compressible thermodynamic
model introduced. Thereafter, we discuss the expression for the corresponding stress tensor and boundary con-
ditions.

First variation of the Lagrangian Let us introduce the first variation (6.Z) of the Lagrangian .Z. Using the
transport theorem (5.6), this variation reads

1y V2
0L =f f p&(— —f) avdt (5.11)
t; Q 2

Let us first study the term p ¢ f. Using the definition (5.1) of the partial derivatives of the specific Helmholtz
free energy f with respect to the set of main variables (g, p, Vi), the first variation ¢ f of f reads

P o
6f=—=6p+udp+¥-6ve (5.12)
P

Let us relate the variation of f to the two independent primary variations considered d¢ and 6 ¥ using the iden-
tities (5.4) and (5.5) derived in the previous section. Using the variational continuity equation (5.4) and the
vectorial identity V - (a b) =aV-b+Va- b,the term (P/p) dp reads

P
Je

—PV - (6%)

VP . 68—V - (P57) (5.13)

Let us study the term p (,u op + g . (Wgo). Using once again the vectorial identity and the relation (5.5), we get

p¥ - (Vop—(V(63))Vg) (5.14)
V. (p‘f’dga) -V (p‘f’) 6p—V- (p‘f‘ (Vg - (5)?)) +V- (p‘f’@V(p)é)?

p¥ -6V

Let us define 1 as follows

VY
a=p—- (5.15)
o
Using the relation (5.14) together with the definition (5.15) for i, we get
o (,u&p +\P. (5V(,0) =pidp+V- (p‘f’®V¢)6)E’+ V. (p&p‘f’ —p¥ (Vo - 6)?)) (5.16)

which is function only of the primary variations considered X and 6.

Let us remark that, in the case (considered in chapter 3) where the thermodynamic potentials, like for instance
f in the present case, is supposed to depend on the isotropic non local field (Vg)?, a norm for Ve, the two
definitions for i, namely (3.27) and (5.15), are equivalent. Indeed, in this case, the following relation holds

P=20Vy
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where we recall @ to be defined by (3.9d) as ® = dg/d (Vt,o)2 = Jf/0 (Vgp)z. In this case the quantity fi corre-
sponds to the variational derivative ¢ (defined by equation (2.9)) of the specific thermodynamic potential f or g
with respect to .

590|T,p S‘:D|T,P

Let us now study the kinetic energy term p s(V2/2). Using the expression (5.7) and thereafter the distributive
property for the derivative of a scalar product, we get

V2
6_
)

I I

© °

ST S W

S X

s =
=

|
©
I
—~
<u
S,
=

6.17)

Using the relations (5.13), (5.16), and (5.17), we can now express the first variation of the Lagrangian §.Z
as a function of the two independent primary variations d¢ and 6X. Using the divergence theorem, (5.11) reads

‘s dv
f f ( p‘P®V<p)+VP +pd—)-6fd(th
1f 1
f fp/x&pd(\/dt+f f V (5x dvdt

’f 5 5
+f f [P63?+(Vg0-6)?)p‘11—p6<p‘1’]-ﬁdet (5.18)
i oQ

where 7 is the vector unity normal to the boundary surface dQ of the volume Q. Using vectorial identities , the
third line of (5.18) reads

1r . g - R
f Lgn-[(PI +p‘P®V<p)6x] (p‘I’ &pn) dS dt

where 7 is the identity matrix. Using the transport theorem (5.10) the last term of the second line of (5.18) reads

ng(x?-af) dq/]:

This latter quantity is identically null since variations (and more particularly §X) cancels in #; and 7. The latter
expression (5.18) for §.Z is used to derive the set of governing equations as shown in the following.

System of governing equations The fundamental d’ Alembert-Lagrange variational principle states that a fluid
moves in such a way that the first variation of its Lagrangian 6.7 equals zero. From the expression (5.18) of
6.2, and since the variations §¢ and 6x are independent, the application of the d’Alembert-Lagrange principle
0-Z = 0 leads to the following set of equations governing for the flow

* Mass balance equation
W v
ar = F

which is the continuity equation (5.9)

* Momentum balance equation

dv o
P = -V (0¥ & Vg)- VP (5.19)
where the term V - (p‘f’ ® Vgo) of the non dissipative part of the stress tensor is the capillary (Korteweg)
stress tensor
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* Thermodynamic equilibrium
a=0 (5.20)

this relation is consistent with the equilibrium relation (3.28c) derived in the analysis of thermodynamic
stability of the equilibrium states in section 3.2.2.

* Boundary conditions:

— specification of a surface force that works on the variations of ¢ on 9€Q:

-

o\P (5.21)

— surface rate of work associated to the scalar product of the virtual displacement of the boundary 6.x
with the generalized non-hydrostatic dissipation free stress tensor

(PT+pTPoVy) (5.22)

In the following we discuss the boundary conditions derived and relate them to the more classical contact angle
boundary condition of sharp formulations.

The equilibrium boundary condition (5.21) and the contact angle Let us relate the force p‘f’ applying on ¢
variations on dQ to the sharp interface boundary condition considering a static contact angle. Let us consider,
(as introduced in section 3.2.2) an interaction energy U}, at the system boundary €2 depending on the phase in
contact with 0Q, i.e. Up(¢). This dependence models the affinity of the boundary with respect to the bulk phases,
then the variational principle study yields

dUy

—2=0
dy

oP it +
Let us consider an isotropic dependence of the specific Helmholtz free energy f, and for example prescribe ¥ as
Y = (1/p) V¢ which is actually the expression corresponding to the thermodynamic closure defined in chapter 3.
Moreover and for the sake of simplicity, let us consider that Uy, is linear with respect to ¢. Then the boundary
condition reads

-

-1dU
Vo -1l = ==t

T pA dy
It is a Neumann-type boundary condition on 9€). Let us consider that the length scale of spatial variations of ¢

reads i = 1/|V¢|. Then the absolute value of h/(p 1)(dU}/de) is equal or less than unity and we introduce the
angle ¢} such that cos % = —h/(p A)(dU}p/dp). The boundary condition reads

\Y
e -7t = cos
[Vl

and is the diffuse version of the sharp specification of the static contact angle ¢ at the triple line location. If U,
does not depend on ¢, the boundary condition (5.21) reads

Vo-#=0

which specifies the contact angle as taking the value ¢ = m/2. It is worth noting that in this case, the rate of work
of the capillary stress tensor on a virtual displacement of the boundary equals zero since

it-[(P I +pPe®Vp)ox| = 1(Ve-6%) Vo -ii=0

As a conclusion the specification of the contact angle in the sharp formulation has been shown to be related to the
prescription of an interaction energy that depends on ¢ and that represents the affinity of a surface with regard to
the different phases.
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Momentum balance equation and specific Gibbs free energy The specific Gibbs free energy ¢ is defined as
(cf. the equations (3.1) and (3.2))

. 0
g=f+pa—f
0

From the differential (5.1) of f, we get the following identity
1 o
Vg=uVep+-VP+V¥ -VVp
P

Using the following vectorial identity
p‘f’-VV(,z): V-(p‘f’@Vgo)—V-(p‘P)) Vo

one has
-VP-V. (p‘f’Vgo ® Vgo) =—p Vg +pfiVp

The momentum balance equation (5.19) can thus be re-written in the form

av
= —iVe-V
T =RVe=Yyg

In the non-dissipative case considered, where (5.20) applies, the momentum balance equation reads therefore

EAN (5.23)

The specific Gibbs free energy g is therefore a first integral for the motion of the fluid. We therefore recover a
result already stated for fluid flows with non-local free energies, e.g. Roshchin and Truskinovsky [114]. Let us
note that this result is consistent with the equilibrium equations (3.28) derived in the study of the equilibrium
states in section 3.2.2.

Conclusion on the study of the dissipation free isothermal compressible fluid dynamics with a
phase-field (diffuse interface) model

A variational principle applied to a fluid has been used to derive the set of governing equations. In addition to
the classical non-dissipative stress tensor P 7, a capillary (Korteweg) stress tensor exists due to the dependence
of the Helmholtz free energy with respect to the non-local field V. Specific boundary conditions have been
derived and related to the classical sharp interface boundary conditions of contact angle. It is worth pointing
out that this study allowed to identify the term V - (6g0 p‘f’) appearing in the expression of the variation of the
Lagrangian (cf. equation (5.18) where this term has been rewritten using the divergence theorem) as a rate of
work. This result is a natural outcome of this study of the dissipation free dynamics, e.g. [138]. However for
incompressible phase field models, the widely used derivation of the dissipative dynamics (c¢f. [33, 49, 109, 110]
) does not identify this term as a rate of work. We consider in the following the consequences of this remark. The
equilibrium relations derived in the thermodynamic study in section 3.2.2 have been shown to be consistent with
the hereinabove derived set of governing equations.

5.2 Non-isothermal dynamics and dissipative processes: the quasi-compressible
case

In this section, the dissipative form of the governing equations is derived by application of thermodynamic first
principles. First we derive the expression for the entropy production. Then we study the dissipative processes
consistent with the positivity of the entropy production.
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5.2.1 Thermodynamic first principles

As shown in section 3.1, for the quasi-compressible case, the thermodynamic description of the fluid in terms of
[ is degenerate since

op

P
Due to the incomplete description in terms of Helmholtz free energy f, it is not possible to derive the set of
governing equations following the variational principle presented in the previous section. As an additional con-
sequence, the pressure P appearing in the conservative part of the stress tensor, as stated by the previous study,
cannot be defined from its thermodynamic definition. However, as already stated by Lowengrub and Truski-
novsky [89] in their study of quasi-incompressible binary fluids, it is possible to derive the governing equations
following an approach based on the first and second laws of thermodynamics. In the following, we propose to
apply the first and second thermodynamic laws to our proposed phase field model.

0 (5.24)

Thermodynamic description and suggested form for the rate of work To apply the first and second laws of
thermodynamics, we define the main thermodynamic quantities characterizing a given fluid system, total energy,
entropy and the surface heat transfer and work.

Let us first define the specific internal energy and entropy of the fluid. The specific Gibbs energy g as a
function of (P, ¢, T, Vy) is well-defined in the quasi-compressible case, as shown in section 3.1. Due to the
quasi-compressible hypothesis (5.24), g is a linear function of the pressure P. The specific internal energy i is
defined as

i=g+Ts—Pu (5.25)

and is a function of (P, ¢, T, V) where s is the specific entropy that is defined as (cf. equation (3.9))

99

~ T (5.26)

s =
Let us now define the rate of work ‘W on a material volume Q of boundary Q. The study of the compressible
non-dissipative dynamics in section 5.1 leads to the definition of two specific boundary conditions for the fluid
flow (5.21) and (5.22). This property suggests the following expression for ‘W

W =
0Q

= = =3 =3 d
—PV - (V-Vg) p¥ + p¥ d—f] #dS (5.27)

Let us also introduce the heat Q supplied to the system through 9Q,

1>

Q —f G-idS (5.28)
oQ

where ¢ is the heat flux. We have therefore introduced the main thermodynamic definitions allowing to apply the
first law of thermodynamics to the fluid system considered.

First law of thermodynamics According to the first law of thermodynamics, the time evolution of the total
energy contained in a volume Q of fluid particles is equal to the sum of the rate of work W and the heat flux Q
supplied to this volume. Therefore

d _ V2
E Qp I/l+7 dV=Q+W (529)

It is worth pointing out that in the widely used derivation of the thermodynamically consistent incompressible
phase field equations (cf. [33, 49, 109, 110] ) the rate of work W is not considered. In our derivation, since the
previous study has allowed to identify a rate of work associated with the introduction of the nonlocal dependence
of f with respect to ¢ (i.e. ¥ + 0), we consider the corresponding terms in the expression (5.27) for ‘W.
Let us express the corresponding evolution equation for the specific entropy of the fluid in order to apply the
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Clausius-Duhem inequality. Using the transport theorem (5.10) and the partial derivative of i resulting from its
definition (5.25), the first law of thermodynamics (5.29) reads

d<p > dVo P dp ds 7 dV
+¥ —+——+T —+ .
fp( I 7 +p2 dt+ 7 i )d(V Q+WwW (5.30)

We now introduce the suggested expression (5.27) for ‘W and use the expression (5.28) for Q. Using the diver-
gence theorem, the RHS of equation (5.26) reads

Q+w:fv.(cj_PV—(\?-wp)p‘pr‘f'd—"a) v (531
Q dt

Let us now study the LHS of (5.29). Using the continuity equation (5.9)

p>dt p

Using the analogy (5.8), and the relation (5.14), the following identity holds

p 8- TE = V()5 (0F) -V (V- 94)00) V- (pF o) ¥

Thus, using the quantity j defined by (5.15) the above equation reads

do o dVg\ (. de dy R .
p( p )—p(,udt+V (‘I’[dt V-Ve||+V-(pPeVe) V

Using the above expression for p(u(de/ dt)+‘f’-(dVgo /dt)) and the expression (5.31) for ‘W+Q, the equation (5.30)
for the first law reads

dy ds o ( dV S
L4 pT—+V-|p— +VP+V- (0¥ @Vp)|| dV=| -V-Gd 5.32
f Pt % +p 7 (pdt + + (p ® 90))] vV L qgdav (5.32)
In a local form, equation (5.32) yields
ds dp o ( av . B}
=P = Vp ( E+VP+V-(p‘I’®V¢,o)]—V-q (5.33)

This equation is the evolution equation for the specific entropy of the fluid that was sought for. In the following,
using the second law of thermodynamics, we derive the set of governing equations and the consistent expression
for the dissipative processes.

Clausius-Duhem inequality Let us introduce the internal dissipation, or rate of entropy production, R;

ds
R p d_ +V. 6] s
where ¢ is an entropy flux. The second law of thermodynamics (Clausius-Duhem inequality) implies that the
rate of entropy production R; satisfies
Ry =0 (5.34)

Therefore, since the temperature is positive, the latter condition implies 7 Ry > 0. We assume the entropy flux
g to be equal to §/T, as classically, e.g. [107], therefore the condition (5.34) reads

ds 71
T—+TV-: >0
g 1-(7)

It is worth pointing out that in the widely used incompressible derivation of phase field models, as a consequence
of the neglect of the rate of work in the application of the first principle, the entropy flux can no longer be
considered as equal to ¢/T but rather to (§+p ¥ (de/dt))/T, e.g. Charach and Fife [33]. It has also consequences
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on the consequent expression for the heat flux ¢ (that can no more reduce to the single classical Fourier conduction
term) when, as in our case, (9¢/d (V¢)?) # 0.

Using the energy balance equation (5.33) inherited from the application of the first law of thermodynamic as
an expression for the time derivative of the specific entropy, the Clausius-Duhem inequality (5.34)

d(p B d‘7 = (i
i L -V |p— +VP+V-(0¥®Vy)|-V-G+TV-|[Z]|>0

Thus

_do S dav > q
—_ = . JE— . —_ = . >
Pl ; V (p ; +VP+V (p‘P@ V(,o)) VT >0 (5.35)

This inequality is the Clausius-Duhem inequality valid for the quasi-compressible fluid considered.

Remarks on the non-dissipative set of governing equations The isothermal and dissipation free dynamics
is obtained by considering the temperature 7' as uniform, i.e. VT = 0, and the internal dissipation as null, i.e.
Rs = 0. Considering the subsequent Clausius-Duhem inequality in the quasi-compressible case (5.35), yields the
corresponding set of governing equations reads

dv
pr = -VP=V - (0¥ ®Vy) (5.36a)
i=0 (5.36b)

Another equivalent form for the non-dissipative part of the stress tensor can be derived as it has been done to
obtain equation (5.23) in the isothermal case, it yields

-VP -V (0¥ ® Vp) = —pVg — psVT — pVji (5.37)

The use for the expression (5.27) (suggested by our study of the compressible case in section 5.1) for the rate of
work ‘W allows therefore to recover equivalent equations for both the compressible (equations (5.19) and (5.20))
and the quasi-compressible (5.36) isothermal and dissipation free dynamics.

Conclusion The application of the first and second laws of the thermodynamics to our phase field quasi-
compressible model leads to the writing of the expression (5.35) for the rate of internal dissipation. It has been
shown that the use of the expression for the rate of work suggested by the study of the compressible isothermal
non dissipative case leads to a similar set of governing equations for the corresponding quasi-compressible case.
In the following, we study the dissipative processes consistent with the hereinabove derived Clausius-Duhem
inequality (5.35).

5.2.2 Dissipative processes

In this section, we study the kinetic equations corresponding to the hereinabove derived Clausius-Duhem in-
equality.
Let us introduce dissipative contribution T2 for the stress tensor. This leads to the following momentum

balance equation
dv o -
p— =-VP-V-(pPeVy)+V 7’ (5.38)
dt
and to a modified expression for the rate of work ‘W which, in addition to the expression (5.27), includes the
work associated to the dissipative part 7 of the stress tensor. The Clausius-Duhem inequality (5.35) on the rate

of entropy production R, therefore reads

do .p —u @
—pﬁd—wa:VV—%VTzo (5.39)

In the following we study the kinetic equations compatible with the condition (5.39).
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Comments on the choice for the dissipative mechanisms To our knowledge, no information exists on the
physical relevance of any particular choice for the dissipative processes across the liquid-vapor interface as a
volumetric transition Only a “global” effect of the internal rate of entropy production can be identified experi-
mentally. This is shown as being related to the kinetic relation defined in the appendix A. The kinetic relation
resulting from our regularized model of the liquid-vapor flows with phase change is studied in the chapter 7.

General form of the isotropic kinetic relations We consider the linear approximation of the thermodynamics
of the irreversible processes and begin with some simplifying assumptions concerning the nature of the dissi-
pative mechanisms. According to this linear approximation, the Clausius-Duhem inequality in this form (5.39)
corresponds to a bilinear function of the fluxes T2/T, (d¢/dt)/T and §/T by the forces (avi/ax ), —(0T [0x;)
and fi. The general form for the kinetic equations satisfying the Clausius-Duhem inequality (5.39) has been
studied by Roshchin and Truskinovsky [114]. In the isotropic case (relevant for our study of boiling flows) a
number, say ng,, niin = 14 of kinetic parameters needs to be defined and must satisfy some conditions in order
the condition (5.39) to be fulfilled. In the remainder of this study we reduce our analysis to this isotropic case.

Let us consider a second simplifying assumption. In the remainder of this study, we do not consider any cross
dependence between the dissipative processes, i.e. each flux/force product of the Clausius-Duhem inequality is
considered independently. Separately, each product refers therefore to a classical dissipative process

do  _p o
op vy —%-VT >0

dt
N—— S e’
Phase field Mechanical Thermal

In the case considered of the relative independence of the dissipative mechanisms, the number ny;, of kinetic
parameters equals (see Roshchin and Truskinovsky [114])

Riin = 1 + 5 + 2 =38
(Phase field) (Mechanical) (Thermal)

and let us remark that this simplifying assumptions allows therefore to reduce the number of kinetic parameters
from 14 to 8. Let us note also that the non-local character of the thermodynamic variable (V<p)2 considered leads
to an increased number of coefficient with regard to the classical study. Indeed in the linear approximation of
the thermodynamics of the irreversible processes and when only local thermodynamic variables are considered
the mechanical dissipative process is known to be described by two (the classical viscosities) parameters (instead
of five in our own case) and the thermal dissipative process is know to be described by one single parameter
(instead of two in our own case). This result is consistent with the results of the derivation of the dissipative
mechanisms for the liquid-vapor phase transition using the van der Waals model (where the “phase- field” dissi-
pative mechanism does not hold). With the van der Waals model ny;, = 7 = (8 — 1) kinetics parameters have to
be defined in the isotropic case and under the assumption of independence (de-coupling) of the thermal (Fourier)
and mechanical (Newton) dissipative mechanisms, e.g. [121].

In the following, we present the most classical kinetic relations considered concerning first the phase field
dissipation mechanism in the phase-field methods for phase change and then the thermal and mechanical dissi-
pations in diffuse interface models for the phase transition processes and/or for two-phase flows.

Phase field dissipative process The “phase-field” flux/force product appearing in the Clausius-Duhem inequal-
ity does not appear in the classical study of the dissipation mechanisms for the liquid-vapor phase transition, e.g.
[121]. This mechanism is therefore specific to the present phase-field model. Nevertheless, in the remainder of
this study, we consider the possibility of taking into account the corresponding dissipation mechanism in order
to study its influence on the out of equilibrium structure of the artificial diffuse interface (c¢f. the analytical study
in section 7) and the resulting kinetic relation. The introduction of a phase-field dissipation mechanism has
been shown to provide interesting properties for the kinetic relation (obtaining of a regularization of the Stefan
problem including a kinetic Gibbs-Thomson equation, c¢f. our study of the sharp kinetic relations in section A.2)
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in phase-field methods dedicated to the liquid-solid phase transition (cf. the analytical study of the interface
structure out of equilibrium by Karma and Rappel [72]).’

In the case where a phase-field ¢ is introduced as an indicator function for phase-change problems (i.e. non
conserved order parameter), the most widely studied and used kinetic relation corresponds to a Ginzburg-Landau
type relaxation®. A relaxation equation or AC (Allen-Cahn) equation governs the evolution of the order parameter
that reads

dp

i
where « is a positive coeflicient classically called mobility. This equation represents a relaxation of the ¢ field
toward the equilibrium condition (5.20). Two non dissipative processes are limiting cases of this relaxation
process. They correspond to k — oo, which yields the equilibrium relation (5.20) as a governing equation (cf. the
system of non-dissipative equations (5.36)), and to k — 0, which freezes the evolution of the “order parameter”.
The positivity of the “phase field” dissipative term is ensured since

—Kji (5.40)

—pjt Cfl—f = pkji* > 0
It is worth noting that a Ginzburg-Landau relaxation mechanism has been also considered to model the dissipative
processes in a near interface region using a classical thermodynamic description (i.e. without any phase field) of
the liquid-vapor flow, e.g. Shikhmurzaev [124] and Pomeau [111].

In the remainder of this study, we choose to consider the AC equation as the possible additional dissipation
mechanism in our diffuse interface model for the liquid-vapor phase transition. In chapter 7, we study analytically
the consequences of the introduction of the AC equation on the dynamics of phase change (kinetic relation).

Viscosity and thermal conductivity Let us consider the mechanical and thermal terms of the Clausius-Duhem
inequality. Let us remark that, due to the non-local terms, the introduction of viscosity and heat conductivity
(“mechanical” and “thermal” dissipative mechanisms), yields to kinetic coefficients which are a priori tensors
rather than scalars. Nevertheless, to our knowledge, no attempt has been made to introduce more complex kinetic
coefficients than a generalization of the standard and scalar single-phase one, namely the Newtonian viscous
stress and the Fourier heat flux

- — — 2 —
P n(vv+va)—n§v-v.r (5.41a)
—kVT (5.41b)

=y
Il

where the thermal conductivity k and the dynamic viscosity 17 depend eventually on ¢ in order to match the bulk
values of these dissipative coefficients. The analytical study of the ¢ dependence of the thermal conductivity
k for the solid-liquid phase transition are provided in [1, 49]. Concerning the Newtonian viscosity coefficient,
it has been considered as non-constant only for diffuse-interface models without phase change. For example,
Badalassi et al. [8] studied numerically isothermal flows of binary density-matched fluids with a variable viscosity
coeflicient. To our knowledge there exists no analytical study of the consequences of such a choice. Let us also
mention the work of Nestler et al. [98] for the study of density matched liquid-solid phase transition with a
viscous liquid flow.

Contact line model with the diffuse interface models It is worth noting that similarly to the existence of
a volumetric “phase-field” dissipative mechanism, it is possible to introduce a surface dissipative mechanism
related to a relaxation toward the equilibrium boundary condition, e.g. [112] for the Cahn-Hilliard model,

3In fact the phase-field dissipative mechanism allows to recover the classical sharp kinetic relation, the out of equilibrium Gibbs-
Thomson relation (presented in section A). However it must be noted that when the entropy flux does not equal ¢/T it is no longer
possible to relate the Gibbs Thomson equation to a kinetic relation in the sense introduced in the appendix A.2.

4Other dissipation mechanisms consistent with the condition (5.39) have been studied by Truskinovsky [138] but we do not consider
them in the remainder of this study.
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derived in our study of the non-dissipative set of governing equations in section 5.1. This boundary condition
has been shown to be related to the sharp boundary condition of static contact angle. It has been experimentally
attested that the model of a static contact angle is insufficient in many physical situations, e.g. Qian et al. [112]
. However, our actual study won’t consider this additional complexity, since it is not considered as a primary
physical mechanism for the mechanism of the boiling crisis (¢f. our study of chapter 1).

Final form for the set of governing equations Now that the kinetic equations considered in this model have
been specified, the final form for the equations of the non isothermal dissipative fluid flow described by the
quasi-compressible phase field model can be written. Let us introduce the buoyancy F, g as the single external
force relevant for our targeted study of nucleate boiling flows and the associated potential energy. The system of
governing equations reads

d
d_s: I (5.42a)
dp —
£ = vV 5.42b
7 P ( )
d‘_/) =3 =3 = ST 2 =

po = ~VP - (p¥ @ Vp)+ Fy+ V- nVV+ IV -2V VI (5.42¢)
ds ) — — ST 2 -

pT— = V(YD) +pki? =V |V (nWV + YV —p 2V -V I (5.42d)

5.3 Study of the system of governing equations, the evolution equations for the
main variables

In this section, we derive the final writing of the non-dimensional system of equations corresponding to the
non-isothermal quasi-compressible phase-field model dedicated to liquid-vapor phase transition. This section is
organized as follows. In section 5.3.1, from the general form of the governing equations obtained in section 5.2,
we derive the governing equation for the temperature 7', that has been chosen as a main variable in the thermody-
namic model (see section 3.1). In section 5.3.2, we study the non-dimensional form for the set of the governing
equations. Then we prescribe the closure relations concerning the temperature dependences of the thermody-
namic model. We introduce some assumptions allowing a more simple writing of the equations while the main
physical mechanisms of the liquid-vapor phase transition necessary for the study of nucleate boiling flows are
still taken into account.

5.3.1 Equation of evolution of the temperature

The temperature 7T is chosen as the main variable instead of the specific entropy s. In the following we thus
re-write the equation of evolution of the entropy (5.33) as an equation of evolution for the temperature. In order
to switch the main variable from s to 7', we consider the native definition (3.9¢) for s (recalled in equation (5.26)).
Therefore, s is a function of (¢, (Vga)2 ,P.T), and one has

2 2 2 2
ﬁz—@d—T+agd—"0+ 99 dVgo+8gd_1D (5.43)
dt OT?> dt  0Tdp dt  OTdOVe dt  OTOP dt

Let us recall that the specific heat capacity cp is defined by (cf. equation (3.67))

g
2 -T—= 5.44
cp 372 (5.44)
Let us also recall from (3.9) that the partial derivative of g with respect to (¢, P, Vp) are

og

dp K
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Thus, equation (5.43) reads

ds _cpdl (dudp 9V dVe dvdP
dt T dt

- oT di oT di " oT at
Using the constitutive equations (5.40), (5.41a), and (5.41b) for the dissipative mechanisms, and the hereinabove
expression for ds/dt, equation (5.33) reads

Tp

cpdl _(dudp 0¥ dVe dwdP) 1 (o o _dp\ V-q
T dr (6Tdt+6T a Yarar) e\ VAR

Multiplying the above relation by p T yields

dT ude 0% dVe SvdP| _, _o _dp .
o pT| L T WV —pji — -V - 4
e =P aras Yot @ Tarar |t VY PRy VA (5:45)
N————
phase field phase field

Equation (5.45) actually corresponds to the evolution equation for the temperature where specific terms due to the
phase-field model are specified. These terms are studied and related to the regularization of some classical sharp
interface terms in section 5.3.3, where the expression for the thermodynamic potential g derived in section 3 is
used. It is worth noting that the dissipative term pji (dp/dt) is often not taken into account in the most widely used
phase-field system of governing equations (e.g. [72]). This neglect renders inconsistent the system of evolution
equations. The consequences on the interface dissipative process are studied in section 7.3 where we consider
the equivalent sharp kinetic relation of the phase-field model.

As a partial conclusion we have introduced the equation of evolution of the temperature which is one of
the main variables for the description of the liquid-vapor flow with phase change. Let us now consider the
main physical scales of the boiling process in order to define the non-dimensional numbers characteristic of the
process.

5.3.2 Non-dimensional equations

This study is organized as follows. First we introduce the main physical scales of the nucleate boiling process.
Then using the Pi theorem we introduce the set of dimensional numbers characteristic of our model of the nucleate
boiling process. Using these non-dimensional numbers we then derive the scaling of the secondary parameters
entering the governing equations. Finally we present the non-dimensional writing of the system of governing
equations.

Relevant physical scales According to our review of chapter 1, the relevant physical scales corresponding to
the description of the nucleate boiling flow with our phase-field diffuse interface model are listed below:

* length L

* velocity U, the time scale is then [¢f] = L/U

* density pg (arbitrarily chosen as the vapor density for analytical convenience)

* dv specific volume difference between vapor and liquid

* surface tension o

* T, the reference level of temperature and AT a characteristic temperature difference
* specific latent heat at Ty r: L =T (Spap — Siig)

* specific heat capacity at constant pressure ¢ pg

* thermal conductivity k

* go, the gravitational acceleration
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* viscosity n
In addition, the following scales are more specific to our phase field model

* the scale for the order parameter is set to 1 and has no physical meaning; for the sake of simplicity, let us
recall that we assume that ¢ = 0 characterizes the liquid phase and that ¢ = 1 characterizes the vapor phase

* interface thickness /; let us recall that, though physically consistent, this thickness has a scale dictated by
numerical motivations (cf. the discussion on the diffuse interface methods in section 2.1.5)

* interface dissipation associated to the Ginzburg relaxation toward the equilibrium condition & = 0. This is
scaled by the mobility x and will be related to the kinetic relation of the phase transition in chapter 7

We defined 14 different physical scales expressed with the help of 4 independent units (m, s, K, kg). Following
the Pi theorem, we then use 14 — 4 = 10 dimensionless numbers. Let us note that 2 physical scales are only
related to the diffuse model for the interface, namely A4 and k. Only two dimensional numbers will therefore be
chosen as including these scales.

Non dimensional numbers and variables The following list provides the 10 non dimensional numbers used
for our phase field model for the liquid-vapor phase transition.

* Reynolds: Re = % * Stefan: S7= OLAT * Y= Lpo;ﬁ
* Atwood: At =0dvpg , At €
12 [0; 1] h
* Froude: Frng—L oo UL * e=7
* Weber: We =
po U Lcpy Tref w _ ko L
*Peclet:PezT *QZE *K_Uhpo

Let us study the different non classical numbers appearing in this list, namely v, 0, &, and «*.

The non dimensional number vy is non-classical in the study of the boiling process, it is the ratio of the latent
heat to the excess energy (surface tension coefficient). Its choice for the writing of the non dimensional system
lays on the necessity to scale the energy terms relative to the balance of momentum (5.36a) and to the balance of
entropy (5.45), i.e. the kinetic energy and the thermodynamic potentials. Indeed, to our knowledge, in classical
description of the boiling process, these scales are not considered as being highly coupled, the growth of the
bubble being considered as either purely thermal or purely mechanical. However our model, since consistent,
consider such a coupling. The introduction of vy instead of other non dimensional numbers is preferred for the
induced simplified writing of the equations it induces. It can be related to the more classical Eckert number E,
E = U?/(cpoAT) since v = E/We. However we will see that, using the non-dimensional number vy the final form
of the equation for the evolution of the temperature is much simple.

For typical saturated nucleate boiling flows, the superheat of the liquid is low and the vapor can be considered
as being near the saturation temperature, the non dimensional number 6 is large with respect to 1. The non
dimensional number ¢ is specific of our phase field model and is chosen according to numerical constraints, its
value being less than 1. The non dimensional number «* is chosen in accordance with the targeted kinetic relation
as studied in chapter 7.

Let us precise how the different terms of the system of equations (5.9-5.38, 5.40-5.45), and not directly
linked to the physical scales listed hereinabove, are scaled. In the following list the upper-script -* denotes non
dimensional quantities and the brackets [ - ] denotes the scaling for a given quantity. The non dimensional
quantity X* is therefore related to the corresponding dimensional quantity X through X = X* [X]. We write

* time: [f] = L/U
* spatial derivatives: [V] = 1/L

* capillarity coefficient A in front of the double well function W and the non local field (V)?: [A] = oh
according to the study for the excess free energy of section 3.2.4
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* partial u and variational /i derivatives of g with respect to ¢: [u] =[] = o/(oo h)
their scaling is chosen in accordance to the scaling for the excess free energy, [o] = f Fdx] = pglg] hand
to the fact that [u] =

* pressure: its scale is dynamic [P] = pg U? and P* = (P - Poy(Trer))/[P]

* saturation pressure: P:q(T*) = (Pog(T) = Peg(Tref) [ [APey] With [AP.y| = LAT /(Tyepév = L/(66v) since
APyy = AT dPoy/dT (T,.5)

* equilibrium value for the Gibbs free energy g.,(T): since g., has been shown to be related to the specific
heat capacity cp (cf. equation (5.44) or section 3.4.2) , [ge4] = (AT)2 cpo/Tref

Let us precise that we use a reduced temperature defined as 7* = (T — T,.r)/AT.

Now that the non dimensional quantities have been defined, we use in the remainder of this study the follow-
ing non dimensional form for the set of governing equations and the thermodynamic model and therefore omit
the upper-script * for the sake of simplicity.

Non dimensional form for the equations Using the different scalings defined above as well as the set of
non-dimensional numbers, the non-dimensional system of equations (5.42) reads:

d
d_‘f = ki (5.46a)
av V- &

po = VP —— Fr—W V- (Vo V) (5.46b)
dT

pep—- = Pe™' V- (kVT) + (yWe/Re) T2 : VV

~(yWe/Fr)pg-V + (ky[e) pii®
+(yWe) (T+9)@£
ywep aT dt
v d(V)?
+T
+(ye) p (0 + )(aT o )
ou do
+(y/e)p(@+T) (8_T Z) (5.46¢)
dp
@ _ _v.vy 5.46d
dt P ( :

with, according to the study of chapter 3, the expressions for the quasi-compressible thermodynamic quantities
v=1/p, u, fi and cp read

v = (1- At)vmp(T) + At 6v(T) v(p) (5.47a)
O (e 5 Pey(T) (W)
uo= &p ( Vo) +eWe [P ArStyWed + o (5.47b)
o = u- & V(Vy) (5.47¢)
3 (T + 6)yy %v & 2 %
cp = - 372 W+ 5 Vo) Wey (T + 0) 372 P (5.474d)
T +6 %P FvPey d*g

eq
AtStG Car? —(L+17/6) dT?

It is worth pointing out that the scaling chosen leads to a term of order O (¢) in the scaling of the “bulk part” of
the specific Gibbs free energy with respect to the scaling of g

Peq(T) 0 82 2
= We |P— ———— |+ — T + W+ —(V 5.48
g 8[1)(90) e( ArStyWed ygeq( ) v 2( ®) (5.48)
gliq(RT)+V(<P)((/vap(RT)__(/liq (RT)) structure of the interface at equilibrium

As a consequence, the parameter € actually appears as a measure of the scaling of the equilibrium structure of
the interface versus the classical EOS. We study in more details this scaling when we study analytically the out
of equilibrium structure of the interface in section 7.
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Residual closure relations We now need to prescribe the expression and/or value for the different secondary
functions and coeflicients appearing in the hereinabove equations, namely

Dissipative coefficients || Thermodynamic temperature dependences

k(o) ou(T) Poy(T), i.e. L(T)

0 ie. () Vsap(T) cp(T), i.e. geg(T)

The first (left) column refers to the study of the dissipative processes. These coefficients are chosen such that
the classical bulk phase values are matched in ¢ = 0 and ¢ = 1, between these values, they are interpolated by
classical polynomials. The influence of the choice for the function k() on the properties of the out of equilibrium
interface structure is studied analytically in section 7 and numerically in section 8.1.2. The second (right) column
refers to thermodynamic quantities. For a given fluid they can be found classically in thermodynamic tables. In
our case, they are defined using simplifying assumptions in the following section.

5.3.3 Final writing of the governing equations

The goal of this section is to derive the final writing of the system of governing equations.

In this section we specify the complete dependence for g i.e. its temperature dependence. To do that we
based our choice on the study of the nucleate boiling regime in chapter 1. Then we derive the final form for
the evolution equation for temperature (5.46¢). We then discuss the choice of a more accurate variable than the
pressure P. Finally we present the final form of the system of governing equations as well as how it degenerates
in the isothermal case and in the uniform density cases.

Neglect of the coefficient of thermal expansion In the nucleate boiling regime the dominant density variation
to consider is the density contrast between the bulk phases. Except for one test case (cf. section 8.3.1) we
therefore consider the density as a function of the single variable ¢: its dependence in P and T are then neglected.
As a consequence, (dv/dT) = 0, and 6,(T) = vyp(T) = 1.
According to the expression (5.47a), (0v/dy) reads
dv A dv

— = At —
dg dg
and the time derivative of v reads (dv/dt) = At (dy/dt). The continuity equation (5.9) therefore reads

< dpdp 5 Ov(p)
V.oV =L _ 24
p doar PN o

(5.49)

or
dode _  dr)
dy dt dt
The choice between the forms (5.49) and (5.50) for the continuity equation depends on the choice for the main
variable between respectively p_\)/ and V. Numerically, p_\)/ is chosen as the main variable. In the analytical study
of the equations in the next section, the velocity field V is chosen as the main variable.

Let us now study the resulting expression for the equation of evolution of the temperature. If v is chosen as
independent of 7', it is a straightforward calculation to show from the expression (5.47b) for u that

V-V=—v (5.50)

ou dvdPe 1
- ) % __
ar =~ 00 o 5

Using the hereinabove simplified expressions, the equation of evolution of the temperature (5.46¢) reads

dT  V-(VT D vV pg-V 1+7T/6) dvdP., d
pepdL VD) (F _Pg )+z 2 P (+T/0) dvdPeydy

dt Pe Re Fr St dy dT dt
rL

(5.51)
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and the term under-braced corresponds to a regularization of the sharp interface term I'L (where I is the mass
transfer rate and L is the latent heat) classically introduced in the sharp interface methods, e.g. Juric and Tryg-
gvason [69].

As a partial conclusion we have neglected any other density variation than the one associated to the phase
transition. As a consequence the continuity equation simplifies since it actually concerns the single main variable
V (or pV) and the phase field ¢. Moreover the term (y/g) p (6 + T)(0u/0T)(dy/dt) of the equation of evolution
of the temperature has been clearly related to a regularization across the interface of the product of the latent heat
by the mass transfer rate I'L.

Specific heat capacity and saturation curve From the expression (5.47d) for the specific heat capacity cp, the
independence of v with respect to the temperature 7' implies the independence of cp with respect to the pressure
P as well as to the non-local term (Vgo)Z. Its expression (5.47d) therefore reads

T+6 dzpeq ngeq
= -(1+T/0 5.52
r=virsie arr O (552)
and using the expression (5.47a) for v, one gets

T+6 dZPeq dzgeq

= (1-At — - (1+T/6) —

e = A-Ansieare O G

dv T+86 dZPeq

= 5.53
dp St0 dT? (5:53)

The first line depends only on the temperature. The second line corresponds to the difference between the bulk
values for the specific heat capacity. This difference is related to the second order derivative of the saturation
pressure P, with respect to the temperature 7" and is independent of the density contrast modeled by the Atwood
number At (cf. the study of section 3.4.2). As a consequence the cp is determined by both the saturation pressure
P4(T) and the function g.,(T). Let us first consider a simple closure law for the saturation pressure P, (T).

According to the Clapeyron relation (3.73), to have a non zero latent heat, it is necessary that (dP,,/dT) # 0.
Moreover, as shown by its expression (5.53), the specific heat capacity contrast is related to its second derivative.
Therefore, the function P,,(T') defines main physical parameters (£ and écp) of the liquid-vapor phase transfor-
mation. However in order to simplify first the numerical resolution, and since the main heat transport phenomena
in nucleate boiling is assumed to be the latent heat transport (cf. chapter 1), the function P, is assumed to be
only a linear function of the temperature. Let us note that a similar simplifying assumption has been made and
justified by Fouillet [53]. Let us now consider the consequences of such a choice on the model of the specific
heat capacity cp.

In order to define the specific heat capacity cp, it remains the temperature dependence of g, to specify (cf.
equation (5.53)). Now that the saturation pressure has been chosen as a linear function of the temperature, it is
obvious from equation (5.53) that only g, defines the specific heat capacity of the fluid. As a first approximation,
we do not consider the variation of cp with the temperature, and therefore cp = 1. The expression for g.,(T)
therefore reads

Geg(T)= =0 (T +60)(n(T +6) - 1)

This expression is actually equivalent to the one proposed by Anderson et al. [5], ¢f. section 3.3.2. As a con-
sequence of these choices (dzPeq /dT? = 0 and cp = 1), the equation (5.51) of evolution of the temperature
reads

dT V- (kVT) 2.9V pg-VY oy, p(1+T/0dvdy
— =4y W - z S At 5.54
r Pe 7 e( Re Fr )T ™ St do dt (5:5%)
where the expression of i now reads (c¢f. equation (5.47¢))
dv (& T dW)
i=— =V’ +eWe |P - —-&20V(V 5.55
K d(p(Z( orre e[ AtStyWeO])+ dp TV (5-55)

It is interesting to note that, due to the independence of v with respect to 7, the main variable P only appears
explicitly in the equation of evolution for the temperature (5.54) in the expression of «fi> which itself can be
re-written as (de/ dt)?/k thanks to the AC equation (5.46a). Moreover the expression of i is now linear with
respect to both the pressure P and the temperature 7 which is interesting in view of the AC equation resolution.
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Pressure and capillarity, the choice for another main variable Due to the existence of a capillary stress
tensor, the pressure field is non uniform at equilibrium. In the following, we introduce a variable that is more
numerically convenient.

The following vectorial identity holds

(Vo)
2

V-(¢®V¢)=(V[

+ Ap Vgp)

Using the identity

aw
VW-—-—Vp=0
de

the momentum balance equation (5.46b) reads

> 2 aw 2 = N

pd—V:—V P+W+%(V¢)2 + (d_“”_SASD) V<,0+V'TD+@

dt cWe eWe Re Fr
ve =0 at planar equilibrium

At two-phase planar equilibrium, according to the simplified differential equations (3.39) and (3.45) satisfied by
the present phase field model (cf. section 3.2.4) the under-braced terms are uniformly null. This property leads
us to define another main variable instead of P, namely G

gaps V20
- cWe

G is uniform at planar two-phase equilibrium. The conservative part of the stress tensor in the balance of mo-
mentum is thus simplified. Let us note that the variable G is in fact the isothermal volumetric Gibbs free energy
of the fluid, G = p (g(p, P,T = Ty, (V(,o)z) — geq(T0)). Using the variable G, the expression (5.55) for fi reads

dv £ aw
i=—|(AteW - T|+v|— —-€&A
e relfer g Sty@ ) U(dso N (’0)
This writing is interesting since the term in (Vo) and W have disappeared; both terms can be numerically costly
to evaluate implicitly due to the diffuse nature of the (V¢)* and to the non-linearity of W(y). Let us note that
another interesting variable could be P
P2P+é (Vo)

which is also uniform at planar equilibrium. This latter variable is used in the analytical study of one-dimensional
phase change using the isothermal model in chapter 7.

Concluding remarks The main variables for the governing equations have been specified as being (¢, T, G, p_\)/)
and the expressions for all the coefficient of the thermodynamic model derived in chapter 3 have been specified.
Simplifying assumptions have been made that are motivated by the necessity for the equations to be easily
handled. The final writing of the equations reads

% = [%((AtsWe)g - S:;QT)+U (‘% —azAtp)} (5.56a)
V.pV = p2At¥ (5.56b)
- aw =
p ‘;—‘t/ = -VG+ (Wg_wiw) Ve + VI':) + fl’:—f (5.56¢)
p% _ v ;keVT) P (I;IT/Q);Z_;% (5.56)

The properties of this system of equations are the following
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* the modified pressure G is the isothermal volumetric Gibbs free energy. It does not appear in the equation
of evolution of the temperature. The AC equation as well as the momentum balance equation are linear
with respect to G

* the temperature T does not appear in the momentum balance equation and appears linearly in the expres-
sion for ji in the AC equation as well as in the evolution equation for the temperature (in the convective
and in the diffusive terms)

* the field ¢ defines solely the density and therefore the continuity equation relates the divergence of the
momentum field to the rate of phase change (0¢/0t) independently of other variables.

In the following we write the degeneracy of this system of equations in two cases. In the first case, the density is
considered as uniform, as a consequence, the continuity and momentum balance equations are trivial; this case
allows to study the coupling between the thermal problem and the mass transfer rate. The system of governing
equations is then equivalent to the one used for the study of the liquid-solid phase transition. In the second case,
the thermal part is neglected. As a consequence the degenerated system of equation allows to study the coupling
between fluid mechanics and mass transfer rate. These two elementary sub-problems will be studied analytically
(see chapter 7) and numerically (see chapter 8) before we present the solving of the complete system of equations.
The system of governing equations for the study of the uniform density case reads

de dv ¢ aw
— = —K|-— — —&°A 5.57
dt [ do Sty6 " do ‘ (’0] (5.:57a)
T V- (kVT 1+T 2
ar_ VWD _pdrT/0)dvde |y (d (5.57b)
dt Pe St dodt ex\dt
The system of governing equations for the study of the isothermal case reads
d d dw
d—f = [é(AtaWe) G+v (% - 82A<p)] (5.58a)
0
VooV = pPAr % (5.58b)
— aw 2 —
dv (% -2A¢) v g
— = - — Vo + — + — .
p dt VG + eWe $r Re " Fr (5-58¢)

The latter scaling of the equations with the set of ten non-dimensional numbers concerns their parameteri-
zation for the solving of a boundary conditions problem. It will be used in the numerical study of liquid-vapor
flows with phase change in chapter 8.

5.3.4 Scaling of the system of governing equations in view of the study of the sharp interface
limit

We now turn to the scaling of the equations in view of the asymptotic analysis of the system of governing

equations in the limit when the interface layer is thin and isolated. This study is provided in chapter 7.

The sharp interface limit involves taking the non-dimensional parameter £ — 0 where the length scale L is
the typical length scale of the bulk phase processes. To have in this limit finite latent heat, surface tension, density
difference, and interface entropy production, it is required to define the scaling of the different non-dimensional
parameters entering the system of governing equations (5.56). In particular we set

* the density difference (cf. ov) at the scale of the vapor density pg, as a consequence the Atwood number
reads At =1

* the typical temperature difference AT at the scale of the temperature level 7', as a consequence the
non-dimensional number 6 satisfies 6 = 1

* the latent heat scale £ at the scale of the sensible heat cp AT, as a consequence [T] = [L/cp] and the
Stefan number reads St = 1
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* the pressure scale at the scale of the saturation pressure, as a consequence, [P] = [P (T)] = [po L] and
the velocity scale is thus [p U?] = [P] = [U] = [ VL], thus the Weber number reads We = poL L/o

In the following we use the pressure P = P + & (V¢)? as the main variable.
Two length scales can be defined from the conservative part of the model

(o

pL

>

h ;1

The length scale 4 is the typical thickness of the interface as a transition layer, whereas the length scale / is the
capillary length typical of the bulk phase process. As a consequence the typical length L is chosen as equal to
[ and their ratio, the non-dimensional number € = h/l, is considered as a parameter. As a consequence the non
dimensional number vy reads y = 1 and the Weber number reads We = 1. Let us now consider the dissipative
processes. We now take k ~ a2, and Re = co. The scaling of « is equivalent to the following restriction on the
mobility « > 1/(U L) and is commonly considered in the studies of the phase field sharp limits, e.g. Karma and
Rappel [72]. Let us consider a one-dimensional steady state traveling wave of speed D along an arbitrary X-axis
carried by the normal of the interface layer. The non-dimensional abscissa x is scaled by / such that x =X/I, and
we denote

=0
T ox
the system of governing equations reads
g dv . aw  , dv &,
—D-V)gy = e—(P-T — o]+t — (W-= :
" (D-V) ¢, 8d<,o( )+v(d¢ £, )+d<p(W 29%) (5.59a)
ov
V) = ap L= Vex (5.59b)
(V-D)pV, = -P, (5.59)
kTx), dv e
V=D)pTe =~ = (V=D)p (14T L g+ (D= V) = (e (5.59d)

It is worth noting that the writing of the LHS of the momentum balance equation (5.59c¢) lies on the following
identity valid for a one dimensional system
) = PxxPx
»X

For the canonical case of uniform density, the system reads (cf. the system (5.57))

2
Cpg, = «r_ (W_g, (5.60a)
a ’ do do ’
kT.) .
DT, = KT, —1)(1+T)ﬂ¢,x+1)25(¢,x)2 (5.60b)
Pe do a

whereas for the isothermal model, it reads (cf. the system (5.58))

& dv - aw dv & 2
- - x = —P . XX - -5 .61
" DO-V) g Sdgo +U(dcp g, )+d<p(W 2<p,x) (5.61a)
0
V), = —p é D-V)px (5.61b)
V-9 pV,x = _P,x (5.61c)

Conclusion on the derivation of the system of governing equations

In this chapter we have derived the system of governing equations for the liquid-vapor flows with phase change.
We have derived the expression for the non-dissipative stress tensor as well as the boundary conditions in the
compressible case using an Hamiltonian principle (see section 5.1). We have identified the expression for the
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rate of work. Based on this results we have derived the dissipative system of governing equations in the quasi-
compressible case using the first and second principles of thermodynamics (see section 5.2). Using the linear
approximation of the thermodynamics of the irreversible processes, we have specified the dissipative processes
considered. In addition to the classical Fourier heat conductivity and Newtonian viscosity, we also consider a
Ginzburg-Landau relaxation toward the equilibrium condition i = 0. This additional dissipative process will be
related to the kinetic relation of the liquid-vapor phase transition in chapter 7. We have then introduced the main
scales of the description of the nucleate boiling flow with the help of a phase field model (see section 5.3). The
non-dimensional writing of the system of governing equations has been introduced. Finally we have specified the
temperature dependences of the thermodynamic model and introduced the variable G which will be used instead
of the pressure in the numerical study. The subsequent final writing of the system (5.56) of governing equations
has been shown to be more easy to handle thanks to the simplifications considered although it allows to model
the essential features of the nucleate boiling flows. It contains a set of ten non-dimensional numbers allowing to
parameterize a study of nucleate boiling flow. To study the steady state mass transfer rate, we have introduced a
scaling of these parameters to derive the non-dimensional system of governing equations (5.59), that in addition
to the two parameters for the dissipative processes (« for the kinetics and Pe for the heat conduction), depends on
the ratio of the interface thickness with the capillary length £. We solve this system of equations using matched
asymptotic expansions in chapter 7.
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Chapter 6

Study of the stability of homogeneous states

The study of the stability of homogeneous states constitutes a first test of the physical behavior of our two-phase
fluid model. We consider the quasi-compressible non-isothermal phase-field model for the liquid-vapor dissipa-
tive flows with phase change! . In this model the bulk phases liquid and vapor are considered as incompressible,
and this model claims thus to be a consistent regularization of the classical sharp interface model with incom-
pressible bulk phases. In this sharp model, since the compressibility yr of the fluid is zero, the liquid and the
vapor are modeled as unconditionally marginally stable (cf. the Gibbs-Duhem criterion of stability (2.4) pre-
sented in the framework of the van der Waals’ model). The goal of this chapter is to demonstrate the important
properties of our model concerning its ability to recover such a description of the stability of the homogeneous
states. This is indeed one of the desired properties for the model (point 6 of the requirements expressed in
page 53). In particular, the choice for a fifth degree polynomial for the interpolation function v(¢) will be thus
fully justified.

This chapter is organized as follows. First we motivate this study of the stability of the homogeneous states by
reviewing the previous and related studies of the stability of homogeneous states using diffuse interface models
(see section 6.1). We show that the influence of the thermodynamic formulation on the bulk phase stability
properties has been insufficiently determined. We study in section 6.2 the general set of governing equations for
the problem of the stability of homogeneous phases. We derive the dispersion relation that governs the stability.
Then, in section 6.3, we first derive the condition of stability for the non-isothermal dissipative case. It is shown
that for most simple cases (isothermal, non-dissipative, non-heat-conducting material, or no density difference
between the phases), it is also possible to provide a more precise analysis of the dynamics (than the single study
of the stability condition), including the study of its dispersive nature. From the conditions of stability in all these
cases is derived a definition for a ¢—spinodal region: the belonging of the homogeneous state to this ¢—spinodal
region determines its stability. The possible equilibrium states have been studied in section 3.4.1 for different
interpolation functions for the density p(¢). Using these results, we first study in section 6.4 the case of the linear
interpolation of the density p with respect to the phase field ¢ that illustrates the main properties of the general
expression for the dispersion relation. We then study in section 6.5 the stability of the homogeneous states with
higher order polynomials for the function p(¢). We show how the dispersion relation, and therefore the condition
of stability of the homogeneous states, is greatly modified by this choice and show how it allows to actually
control the limit of metastability of the bulk phases.

6.1 Review of the study of the stability of homogeneous states using diffuse in-
terface models

The stability of homogeneous states with a diffuse interface formulation has already been investigated by several
authors. In the following we first briefly review some studies of the stability in the context of “classical” diffuse
interface models. Then we focus on the special case of phase field models (as “artificial” diffuse interface models
introduced to regularize a sharp interface formulation). The main difference between these two categories of

'whose thermodynamic expression (3.55) has been derived in chapter 3 and whose system of dynamics equations (5.56) has been
derived in chapter 5
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models lies indeed on the meaning of the order parameter®. As a consequence the thermodynamic potential has
a different structure in the phase field case as in the “classical” case (dependence of the thermodynamic potential
with respect to the order parameter: in our model it is the phase field ¢, the dependence concerns the choice for
the double well function W(yp) and of the interpolation function v(¢) ). It is necessary to determine the influence
of this specific structure on the condition of stability of a given homogeneous state. This influence has not been,
to our knowledge, fully determined, and its determination is indeed the goal of the present study.

To provide a common framework for the following review of the study of the condition of stability of ho-
mogeneous states, let us introduce a generic two-phase diffuse interface model (the non-local dependence is not
considered in the following discussion and is therefore not included in this generic model even though it is a key
ingredient for the diffuse interface model)

K(X) = K1 + (K2 = K1) vg(X) + Kin(X)
where
* K is the thermodynamic potential relevant for description of the phase transition considered
* X is the order parameter of the phase transition
* the subscripts 1 and 2 refers to the two possible bulk states considered

* K, is a model for the mixture that is actually a double well function which is minimal in X; and X»,
Kin(X1) = Kn(X2) = dKy/dX(X1) = dKyy/dX(X2) = 0

* Vg is an interpolation function whose value is 0 for X = X; and 1 for X = X»

For the sake of simplicity we do not consider any dependence of K with respect to other thermodynamic variables.

6.1.1 Stability of homogeneous states using classical diffuse interface models

By classical diffuse interface models, we refer to diffuse interface models for which the order parameter of the
phase transition is a classical thermodynamic variable, e.g. the density X = p in the van der Waals’ model. Let
us briefly review the corresponding studies of stability of homogeneous states.

Compressible materials: a model related to the van der Waals’ model Ngan and Truskinovsky [99] pro-
posed a purely dissipative regularization to model the martensitic phase transitions (which is in fact a model
similar to the non-isothermal van der Waals’ model)3. In this model, the double well function K,,(X) is the
function W of our model (cf. equation (3.42)) and the interpolation function vg(X) is considered as linear. Ngan
and Truskinovsky studied the stability condition for homogeneous states for viscous heat-conducting materials.
The authors derived the expression of the relation dispersion that characterizes the linear stage of evolution of a
perturbation of an homogeneous state. Using the Hurwitz criterion, this condition is shown to be the positivity of
the isothermal acoustic velocity. This result is consistent with the classical Gibbs-Duhem criterion of stability for
compressible fluids. In the case of non-heat conducting materials, the stability condition is shown to be related to
the positivity of the adiabatic acoustic velocity, which is shown to be less restrictive than the isothermal stability
condition. The choice for a linear interpolation function differs mainly from our actual choice of a fifth order
polynomial. Moreover the incompressibility of the bulk phase considered in our model implies the classical
Gibbs-Duhem criterion to be irrelevant. This study is therefore not of interest for our model. However similar
results should be obtained while dealing with compressible phase field model.

2This differentiation between the two categories (“classical” and “artificial”) of diffuse interface models has been introduced in sec-
tion 2.1.5 when we presented the motivation for the development of the present phase field model.

3Since model studied in [99] is related to the van der Waals’ model, the reader can refer to our presentation of the model in sec-
tion 2.2.2: In the expression (2.5) for the thermodynamic potential, namely the Helmholtz free energy K(X) = F(p), the double well
function F,, is W(p) and the interpolation function vy is linear p,(7,) p. This expression is actually the one considered in [99].
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Quasi-incompressible fluids Lowengrub and Truskinovsky [89] proposed a quasi-incompressible Cahn-Hilliard
model for the binary fluids. This quasi-incompressibility is in fact similar to the property of our model that deals
with incompressible liquid and vapor phases (that we call quasi-compressibility in the context of liquid-vapor
phase transition). The order parameter of the phase transition is the concentration ¢ of one physical species and
is therefore conserved, it obeys a Cahn-Hilliard evolution equation. The density of the fluid is considered as
varying linearly with respect to the concentration. This linear interpolation of the density can be shown to be
equivalent to a linear choice for the interpolation function vk(c). In [89] and [83], using this model, the stability
of both homogeneous states and two-phase equilibrium solution is studied for a two-dimensional system both
analytically and numerically in the isothermal non-viscous case. Since this model is closely related to our quasi-
compressible phase field model, we therefore need to extend this study to the non-isothermal viscous case and
moreover to study the influence of our choice of a fifth order polynomial for the interpolation function of the
density.

Fully incompressible fluids Krekhov and Kramer [81] proposed an analysis of the Cahn-Hilliard and Allen-
Cahn spinodal decomposition dynamics using both analytical (one-dimensional) and numerical (two-dimensional)
studies of the process. In the model studied in [81], the expression of the Helmholtz free energy F can be re-
lated to our generic expression for the thermodynamic potential K = F where vg(¢) is a linear function. Once
again this latter choice (linearity of the interpolation function) differs of our actual choice and the consequences
therefore needs to be investigated.

Let us also note that the stability of phase transition fronts with diffuse interface models has also been inves-
tigated for several models, e.g. Benzoni-Gavage et al. [13] for the study of the isothermal van der Waals’ model.
The model studied in [13] has not a prescribed expression for F; and therefore does not consider the influence
of its choice on the stability.

The stability of homogeneous states using ““classical” diffuse interface models versus the stability using
phase field models In all these studies of stability of homogeneous states, the “mixture” energy K that models
the states inside the spinodal region is the sum of a double well function K,, and of a linear interpolation vk be-
tween the bulk energies with respect to the order parameter of the transition. It is worth noting that for the latter
models, the choice of a linear interpolation seems natural and justified since they deal with classical thermody-
namic variables (either concentration or density) as the order parameter of the phase transition. Nevertheless,
in the context of phase field models (X = ¢), this linearity induces the existence of undesirable equilibrium
states (phase field value different from X; = ¢ or X, = ¢», see section 3.4.1) that can actually be stable (see
section 6.4).

6.1.2 Study of the stability of homogeneous states with the phase field models

The general choice for the interpolation function vx(¢) In phase-field models, of interest in the present work,
high degree (degree 3 or 5) polynomials are commonly used as interpolation functions for the modeling of the
energy of mixture, e.g. [146]. This choice is classically justified by the study of stability of the homogeneous
states, i.e. corresponding to the bulk phase field values O and 1. The justification of the choice for fifth degree
polynomials is indeed based on the single study of stability of the homogeneous states O and 1 using the Gibbs-
Duhem stability analysis (a justification similar to the one provided in section 3.2.3), e.g. Wang et al. [146]. As
a consequence this justification does not consider the stability of other possible equilibrium states. Moreover it
does not allow to analyze the particular dynamics of the linear stage of the phase separation process.

Let us briefly review some more complete studies of the stability of homogeneous states with the help of
phase field (or related) models.

Weakly non-local compressible media Roshchin and Truskinovsky [114] studied the model of a weakly non-
local compressible medium by considering the internal energy u of the medium to depend, in addition to the
classical thermodynamic variables (density p and specific entropy s) on an abstract additional degree of freedom
as well as on its spatial derivatives. The latter additional dependence can thus be related to the introduction of
the phase field variable considered in our model. In [114], the study of the stability of homogeneous state is
considered for non-viscous, non-thermally conducting medium with a generic expression for the thermodynamic
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potential. The relation dispersion that characterizes the linear stage of evolution of a perturbation of an homo-
geneous state is derived. However the influence of heat conductivity (that needs to be taken into account in our
model) and of viscosity on the stability condition is not considered. Moreover, the influence of the choice of any
particular dependence of the thermodynamic potential with respect to the phase field variable is not considered.
The condition of stability derived is therefore attempted to be quite different with our phase field model where
the compressibility is not taken into account but where the thermal conductivity is.

The control of the equilibrium states Umantsev [141] studied the stability condition of homogeneous states
in the case of thermodynamic systems governed by the temperature and an ordering field, that can be formally
related to our artificial phase field variable. This study establishes the stability conditions in both isothermal
and adiabatic conditions. It is shown that the homogeneous and inhomogeneous states of equilibrium which are
unstable under isothermal conditions can be stable under adiabatic conditions. This property will be studied with
our model in the case of homogeneous states of equilibrium, that in addition to the Umantsev’s model, takes into
account a density difference between incompressible bulk phases (quasi-compressible case).

In [141], an expression for the thermodynamic potential is proposed where the interpolation function v(y)
is a primitive of the square root of the double well function YW (i.e. in our case where W is a polynomial of
degree 4, v(¢) is a polynomial of degree 3). This choice for the interpolation function provides a necessary gain
in the control of the possible equilibrium states. Indeed the phase field values 0 and 1 are always equilibrium
solutions (cf. section 3.4.1). Nevertheless it will be shown in section 6.5, that this is not sufficient to control the
stability of the homogeneous states when the parameter for the interface thickness /4 is considered as artificial,
which is the case in the present study. In the model considered in [141] there exists another possible equilibrium
state in addition to the equilibrium states 0 and 1. This state is shown to be stable for temperature values out of
a finite range around the two-phase equilibrium. This is not desirable for our model, since only the states 0 and
1 are actually meaningful. We will study how the choice of a fifth order polynomial, made for the interpolation
function of our model, modifies the stability of such additional equilibrium states.

General remarks concerning the existence of additional equilibrium states For a phase-field model with
high degree polynomials, other phase field values than O or 1 correspond to equilibrium states. This is in contrast
with the classical sharp interface models where only two “discrete” phases are considered. For given classical
thermodynamic conditions (say given pressure P and temperature 7) and since these latter states do not corre-
spond to any of the bulk phases considered, they should likely be unstable. To our knowledge, the ability of a
phase field model to provide the instability of these other possible equilibrium states has never been studied in the
case of a fifth order polynomial interpolation function and when a density difference between the phases is taken
into account; this situation corresponds to our quasi-compressible phase field model and we therefore propose to
study this point.

In order to emphasize the influence of the choice of the polynomial for the interpolation function on the dy-
namics of the phase separation process, we also consider the case of linear and third degree polynomial interpo-
lations. The comparison between the stability properties of a phase field model with these different interpolation
functions, allows to show the necessity of dealing with a polynomial of degree (at least) 5. Moreover the unstable
processes of phase separation in the case of higher degree polynomials has similar features to the linear case and
we use this similarity to characterize this dynamics.

6.2 General study of the perturbation of homogeneous states:
The derivation of the dispersion relation

In this section we derive from the set of governing equations (5.42) derived in chapter 5 the expression of the
dispersion relation corresponding to the linear stage of evolution of a perturbation of an homogeneous state at
equilibrium.
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6.2.1 System of governing equations

Let us consider the fluid to be described by the Gibbs free energy of our quasi-compressible model* and all the
set of simplifications presented in section 5.3.3 (in particular the neglect of the thermal expansion). For the sake
of generality, we consider a Ginzburg-Landau relaxation i.e. k # +oco. The system of governing equations for
the one-dimensional problem considered (along an arbitrary x—axis) therefore reads (cf. the set of governing
equations (5.56))

d,
Ve = Lli+Vey) (6.1

¢

nv,
Vit VVy) = —gxt+iipx—sTy+ ( pX)’x (6.1b)
dPg, dv
pep (Ty+VT,) = (kT,),—pT d;f” % (pr+ Vo)
dp . 1 dw\?
or{ G+ o5 ) @10
p i+ Vo) dp . 1 dw

LRI £ | - 6.1d
P d(pg + @ xx 2 dy ( )

where g* is the gap between the value of the specific Gibbs free energy g with regard to its value g.,(T) at
two-phase planar equilibrium, i.e. g* = g — g.4(T), V is the x component of the velocity V and where the
partial derivative with respect to time ¢, resp. x, are denoted - ;, resp. - x. Let us note that the expression for the
non-dissipative part of the stress tensor in the momentum balance equation (6.1b) corresponds to equation (5.37).

6.2.2 Parameter of the homogeneous state at equilibrium

We study the perturbation around a homogeneous state at equilibrium (the corresponding equilibrium quantities
are denoted -). Let us first define this state and then linearize the variables around this state.
According to our study of the equilibrium states, we have (cf. section 3.2.2)

g*(x, l‘) — g*hs
o(x,t) = "
T(x,t) = T™
Vi = VW

For the sake of simplicity, we do not consider any overall bulk motion, i.e. V"¢ = 0. The study of the stability of
the state /s is therefore parameterized by the nature of the bulk phase considered, i.e. the value ¢*, and the values
of the classical thermodynamic variables, namely the specific Gibbs free energy ¢** and the temperature 7",
The parameters ¢"* and g*/** are related by the equilibrium condition (3.28¢) ji = 0. This relation has been studied
in section 3.4.1 where it has been shown that the equilibrium condition can be written as (cf. equation (3.62))

phx ,u((phs, g*hS) = 0

1 dth d hs
LAV AP s (6.2)
h? dy dy

The results derived in section 3.4.1 will be used in sections 6.4 and 6.5 where we determine the stability of
homogeneous states for given values of the physical parameters g* and T .

4derived in chapter 3, ¢f. equation (3.55) i.e. from the generic expression of the diffuse interface model introduced in section 6.1,
we consider the thermodynamic potential as being the specific Gibbs free energy, K = g. The double well function reads g,,(¢) = VW
where v is the specific volume interpolated by the function v(¢) and W(y) is the order 4 polynomial defined by equation (3.42). The
potential g is interpolated by the same function v(¢). In addition, the non-local dependence considered corresponds to @ = vd/2 where
® = (9g/9 (V¢)).
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6.2.3 Linear stage of perturbation

Let us linearize the system of governing equations (6.1) around the state As by introducing small perturbations,
denoted -/, of all the fields. Since V/* = 0, the velocity V = V" is itself a perturbed quantity. The set of linearized
equations reads

hs

’ d ’
MV, = £ &, (6.32)
hs
PR (4 (6:3b)
(,0 )hs T khs T + Ths dPSdt dphs ’ (6 3 )
c = _ 3c
P o XX phs dT dtp Pt
hs
P, Opu , Opp o ,
7()0’1 = —%90 — 9y g +A¢,, (6.3d)
where g* =g — T’ (odgeq/ dT)" and where, since p u reads
_dp N A dW
== s
we have
opu  _ _dp" (6.42)
dg*, —  dy '
ap/“l _ dzphs EY/K) A dZth (6 4b)
Op |P,T - dg? h? dg? .

It is worth noting that the term of the balance of energy (6.1c) associated with the Ginzburg-Landau dissipation
(second line of its RHS) does not appear in its linearized form (6.3c). Indeed, because it is quadratic in g (and
because i = ¥ = 0 by definition of an homogeneous state at equilibrium) this linearized term is zero. For the
same reason (because " = 0 and (¢_,)"* = 0)), the linearized expression for the stress tensor simplifies because
the linearized contribution of ji ¢ , around its /s value is zero.

6.2.4 Linear system for the amplitudes

For the sake of simplicity, we consider that the system is of infinite extend. We introduce solutions proportional
to e“*1&* where the wave number k, is thus a real, i.e. J(k,) = 0 and where w is the angular frequency. The
homogeneous state will be said to be unconditionally stable if for any wave number k,, the angular frequency
w has a non-positive real (growth rate) part, i.e. R(w) < 0. The system of linearized equations (6.3) for the
amplitudes of the perturbed solutions reads (using, for the sake of simplicity, the same notation for the coefficient

as for the variable it corresponds to, i.e. for a variable y, y = ye® k)
d hs
wP ¢’ + Tk o™ V' =0
de
h
Vs T +Tkeg + (k)% ()" + a)) V=0
(6.5)
T" dPyy dp™ s
“r r_ ‘+k2khs T’ =0
w phs dT dt,o (a) (pCP) x )
dp hs dgeq dp hs
/ +— — T -— 4 =0
Yo dp dT do ?
where the coeflicient «,, , reads
R phs ) 1 dZWhS dzphs he
App = W—+ Ak + 5— - —
’ K h? dg? dy?

We are looking for non-trivial solutions (¢’, T, g’, V') # 0 of the linear system (6.5) of equations. Therefore, in
the following, we study the conditions of nullity of the determinant of this linear system.
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6.2.5 Matrix of the system of linear equations

A simple relation between the velocity and phase-field perturbations For the sake of simplicity and without
any loss of generality, let us use the first equation (6.3a) of the linearized system (continuity equation) to express
V'’ as follows

, o dp™

- kxphs dy

This relation shows that the perturbed velocity is directly proportional to the perturbation of the phase field
(and has a phase difference of 7/2). This property is characteristic of the present quasi-compressible model.
It is indeed due to the neglect of all compressible effects in the model > . As soon as compressibility is taken
into account, we have (dp/dt) # (0p/0p)(de/dt) which therefore modifies the continuity equation (6.3a) by
introducing an additional coupling between V', ¢’ and ¢’. In this case, the stability of an homogeneous state will
also be concerned by the classical stability conditions y7 > 0 and ¢, > 0 which are degenerated in the present
model.

(6.6)

Matrix of the system We now use the expression (6.6) for V’ (valid for any k, # 0, which is not restrictive) in
the momentum balance equation (second equation of the system (6.5)). Let us reverse the order of the equations
and divide the resulting expression for the momentum balance equation by I for the sake of legibility and without
any loss of generality. We now adopt a matrix notation for the linear system of equations which thus reads
MX = 0 where X is the vector of unknowns (¢’, T’,¢g’, V’). The matrix M reads

wﬁﬁ + Ak + i_d2th _ @hs g*hs d_phs dgeqhs _d_phs 0
K Tkt de? dg? dp dT dy
T" dP gy dp™
w Sat—p — a)(pCp)hS + k2 khs 0 0
hs  dT d x

M= dp hs whs (6.7)

kwhs d_p (ki (z) + w] kxshs ky 0

xP Y P
d hs
wd_P 0 0 Tk p"
‘p B

At this point, we can determine the dispersion relation for the linear perturbation and therefore determine the
conditions of stability of the homogeneous states by studying the determinant of the matrix M.

6.2.6 The dispersion relation in the general case

The determinant of the matrix M (6.7), denoted det M, can be expressed as follows

Ths dP d hs\2 d hs ‘ '
det M(w, ky) = Ikxphs wky phs d;,m (£ ) dg;q + 5+ ky ((4) (pCp)hS + ki K )det isoth
where
hs 1 dZWhS d2 hs d hs
a2+ ST LB s 2P
N K T h? dy? dy? dy

det jsom(w, ki)

w dphs n hs w
e + = 1
P dy ((p) ki]

d_phs2 1 tw [ﬁ_ d_phs2 lhs
de | k3 phs k  \de | \p?

ldQWhS dzphs th:i

0)2

K+ —

+1 - 2£
*Thdg?  dg? A

(6.8)

SWe do not consider any dependence of the density with respect to either P (according to the quasi compressible hypothesis) or T i.e.
we neglect the coefficient of thermal expansion ap defined by equation (2.18), ¢f- the set of simplifications considered in section 5.3.3.
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det jsorn(w, ky) is a polynomial expression in w of degree 2 and will be related to the determinant of the system
in the isothermal case in section 6.3.2. According to the study of the set of simplifications considered in sec-
tion 5.3.3, the neglect of the dependence of the surface tension with the temperature and of the thermal expansion,
yields (cf. the general expression (3.9¢c) for the specific entropy)

s — Ldpsat _ dgeq
phs dT dT

Therefore, the expression for det M reads

Ths (dPsat)2 (dphs

2
hs 2 1,hs
p2 hs \ 4T d(p ) + (w (,DCP) + kx K )det isath(a), kx) (69)

det M(w, k) = Ik)%phs (a)

Thus det M is a third degree polynomial in w. Since k, only appears as quadratic, in the following, we consider
only the case R(k,) > 0 without any loss of generality. Let us introduce

det M*(w, ky) = det M(w, ky)/ (Ti2p™)

that has the same roots as det M. The dispersion relation to study reads therefore det M* = 0 and is a polynomial
of degree 3 in the angular frequency w. It is worth noting that as soon as the compressibility of the fluid is taken
into account (i.e. (0p/dP) # 0) the dispersion relation of such a phase field model is a polynomial of degree 4,
e.g. the dispersion obtained by Roshchin and Truskinovsky [114]. This difference illustrates the influence of our
quasi-compressible hypothesis on the nature of the perturbation waves.

6.3 General study of the dispersion relation

In this section we study the dispersion relation det M = 0 (where det M is given by (6.9)) and show how it is
possible to derive from its general expression, some criteria determining the nature of the linear stage of evolution
of the perturbation of the state As.

6.3.1 Non-isothermal dissipative case:
the use of the Routh-Hurwitz criterion of stability

In the non-isothermal dissipative case studied in the previous section, the study of the the linear stage of pertur-
bation has been shown to reduce to the study of the roots w of the third degree polynomial det M*(w, k) as a
function of k,. Let us study the stability (i.e. the condition under which R(w(k,)) < 0) with the help of the so
called Hurwitz criterion® . In our case the different coefficients of the polynomial det M*(w, ky) = 21.3:0 ai(ky) W'
read
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Ths @ 2 d_phs . k2 khs p_hs . d_phs l hs
a = p2hs \ dT do o K deo 0?

1 dZWhS dehS g*hs
+(pcp)" 2 [k,% t 2 dg? 2 (6.10c)
1 dZWhS d2ph3 g* hs
= Kialkk+ —— -=-L 6.10d
“ x ( TR T 4R (6.10d)

6 A polynomial is said to be stable if all its roots lie in the open left half plane (i.e. R(w) < 0). A necessary condition for a polynomial
Yo a; X' of real coefficients a; (which corresponds to our case) to be stable is that all these coefficients are of same sign, that is supposed
to be + in the following without any loss of generality. Once this necessary condition is fulfilled, the Routh-Hurwitz criterion states a
necessary and sufficient condition for the stability of the polynomial. Let us consider the n X n Hurwitz matrix of the coefficients that
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The necessary condition of stability states that
all the coefficients a@; must be of same sign

When this condition is fulfilled the sufficient and necessary condition of stability reads (sign of the odd determi-
nant Az )
aj az—aoa3>0 (6.11)

The necessary condition of stability The coefficient a3 is obviously positive (c¢f. equation (6.10a)), the poly-
nomial is thus stable only if all the other coefficients are also positive. The coefficient a; (cf. equation (6.10b))
is clearly associated with only dissipative coeflicients, namely the heat conductivity k of the Fourier heat con-
duction, the mobility x of the Ginzburg-Landau relaxation, and the viscosity r. The coefficient a; is there-
fore null if no dissipation is considered and strictly positive otherwise. The coefficient a; is only conditionally
positive (cf. equation (6.10c)). The coefficient ag (c¢f. equation (6.10d)) is, like the coefficient a; only condi-
tionally positive. It is worth noting that in absence of thermal dissipation (Fourier heat conductivity k¢ null),
this coefficient is zero. The corresponding non-heat-conducting case will be considered in section 6.3.3, we
assume in the following that k"¢ > 0. The coefficient ag is thus unconditionally positive (Vk,) if and only if
(d? W/dgoz)hs Jh* — (dzp/ d(pz)’” g hs 1 > 0. Otherwise, there exists sufficient low values for k, such that ag < 0.
The condition of positivity of the coefficient ag is more restrictive than the condition of positivity of the coefficient
ay. Therefore ap > 0 = a; > 0.
The necessary condition for the stability of the polynomial det M* reads thus

ap > 0
reads
ap as as e 0 0
ap ay ay e 0 0
0 ay as 0 0
0
0O 0 0 0 0
0O 0 0 a, O
O 0 0 ... a- O
0 0 0 A, a,
and introduce the n diagonal minor determinants
ap as das
ap as
Al:al;AZZ ;A3: ay a, au N
ap a
0 ai as

For the polynomial (such that ¥i, a; > 0) to be stable it is necessary and sufficient that

All the even determinants, A, be positive
&
All the odd determinants, A, be positive

Let us also mention a sufficient condition for a polynomial to be stable thatis a, > a,—; > --- > ay > 0.
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The necessary and sufficient condition of stability Let us consider the condition (6.11). In our case, (a; az —
ap az) reads (cf. the expressions (6.10) of the coefficients of the polynomial)

2 2
( T‘hY (dPsat) (d_th) + k/% khsﬂiitvhj a + ((pCP)hSZﬁisoth) ao

p2 hs \ 4T do k% khs diss

where the parameter ﬂzfl‘;’f’ is defined by

) hs dphs 2 n hs
ﬁzs_ath — p_ _r _ 6.12
sk +(ds0 ) (pz) ©12

and is a measure of the isothermal dissipation. Let us note that ﬂifi‘;’sh is positive and that (a; a» —ag a3) is therefore
positive.
As a consequence, the necessary and sufficient condition of stability of the polynomial det M* reads

a0>0

The condition of stability expressed as the belonging of the state /s to a p-spinodal region According to
the expression (6.10d) of the coefficient ag, we introduce the critical wave number k¢ defined by

1 dZWhS dzphs g*hs

k02£___ + £
&) 2dg? | dg? A

(6.13)

such that
Vky, ag>0 < (k%<0

Let us note that k¢ is either a pure real or a pure imaginary, i.e. k° € R UIR. If (k) is positive (k€ € R),
the lower wave number for a stable evolution of the perturbation of the state hs is therefore k°. Otherwise
((k")2 < 0 = k¢ € IR) the state &s is unconditionally stable.

Let us now interpret the expression (6.13) for (kc)2 whose sign has been related to the condition of stability
of the state hs. Let us relate this latter critical wave number to a thermodynamic quantity. We indeed search a
definition of a “spinodal” region related to the phase-field description of the fluid. The expression for k¢ indeed
originates from the expression (6.4b) of the derivative of pu with respect to ¢:

8p/lhx B 1 dZth dzphs he
Op \PT o dy? dye?

Using the fact that y = 0 (the state s is at equilibrium cf. equation (6.2)) we get using the definition (6.13) for
the critical wave number k¢

hs o hs
k) = -2 (6.14)
and we define the ¢—spinodal region of positivity of (Gu/ago)ng. Since, by definition, u = (9g)(0¢),p T the
thermodynamic quantity p(du /Bgo)f;{T is clearly related to a convexity of the specific Gibbs free energy. This

thermodynamic quantity can be related to its analogous in more classical thermodynamic models such as the
isothermal compressibility’ y7 for the compressible fluids since we obviously have

$ < p
g < F
dg oF
u=— o P=p— —F=pugw-F
a90|T é’.0|T
3/.1 a/Jvdw _aP 1

P <P = =
o1 9 r O pxr

"The condition y; > 0 is the classical Gibbs-Duhem criterion of stability (2.4), we recall the definition (2.3) of the isothermal

compressibility
1 {0V 1 dp
Y (ﬁ) = aPn

1>

XT
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Since the condition of stability of the state /s has been previously related to the sign of (k°)* (cf. the above study
of the condition of stability @y > 0), we have thus shown the condition of stability to be related to the belonging
of the state /s to a convex region of the specific Gibbs free energy as a function of the phase-field ¢. Let us draw
a few consequences of this definition

* a state outside the ¢p—spinodal region is unconditionally stable

* astate inside the p—spinodal region is conditionally stable, indeed it is unstable for any perturbation whose
wave number k, is less than the critical wavelength k¢ defined by equation (6.13)

It is worth noting that a state /s has been said to be parameterized by the parameters (¢"*, g™, T") (cf. sec-
tion 6.2.2). It is therefore of interest to determine the ranges of these parameters for which the state hs corre-
sponds actually to the ¢—spinodal region.

The study of stability using the Hurwitz criterion does not allow to study more precisely the linear stage
of evolution of a perturbation. In the following, we propose to consider different physical sub-cases for which
the different branches of the dispersion relation (the growth rate w as a function of the wave number k,) can be
studied analytically.

6.3.2 Isothermal case

System of governing equations in the isothermal case Let us consider the isothermal case (i.e. obtained
by considering 7’ as uniformly null). The system of governing equations (6.1) reduce to the continuity equa-
tion (6.1a), the momentum balance equation (6.1b) where the non-dissipative part of the stress tensor now reduce
to (—p g.x + pilp ) (cf its expression (5.23)) derived in chapter 5), and the AC equation (6.1d) where the temper-
ature dependence of g* is irrelevant (g.4(T) = cste). The system of equation reads thus

4 d 4
PV = d—p (e +Vigx) (6.15a)
r
nVi)
(Vi+V' V) = —gutipe+—= (6.15b)
p e+ V gy dp 1 dw

— o = 7,9 *A4 iy e 6.15

K dgog + 2 de ( )

Using the reasoning followed in section 6.2.1, the determinant of the system of linear equations for the ampli-
tude of the perturbed variables in the isothermal dissipative case can be shown to have the same roots than the
determinant det ;5,, defined by equation (6.8).

Isothermal dispersion relation, the roots of det ;,,;, Let us consider the study of the polynomial det ;s
of degree 2 in w. Equation (6.8) shows that the coefficient of the linear term in w of det ;5 is the parameter
ﬁifi(;’sh (defined by equation (6.12)) and is therefore related to the isothermal dissipative mechanisms, namely the
Ginzburg-Landau relaxation (mobility «) and the viscous dissipation r7. Using the parameters ﬂ;;l‘;’sh and (k°)?,
det ;5o reads

2 dphs ’ 1 isoth 2 c\2
det jsom = W’ || — + w5 + o h (K - (K)7) (6.16)

dQD kac phs diss

It is worth noting that a similar dispersion relation has been derived in [89] where, by difference with our case,
(dp/dp)™ is considered as constant and where ﬂ’s"’h is related to the dissipative Cahn-Hilliard diffusivity (rather
than the viscous dissipation and Ginzburg- Landau relaxatlon of our model). The roots w. of this second order
polynomial read

B (do"\ | i, rgiomy? _ 4o (do"Y (|
S Lo o 2T o

There exists therefore two branches w. and w_ for the dispersion relation. Let us study these two branches.
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Stability of homogeneous state in the isothermal case Let us first consider the condition for which R(w.) >
0. Itis straightforward from equation (6.17) that, for all wave number k,, we have R(w_) < 0. The corresponding
branch of the dispersion relation is therefore never unstable. Let us consider the root w.. It is worth noting that
the criterion of positivity of R(w.) is exactly the criterion of stability derived in the non-isothermal dissipative
case studied in section 6.3.1 using the Hurwitz criterion: as a consequence, for the isothermal case, a state
hs outside the ¢—spinodal region is unconditionally stable whereas a state As inside the ¢—spinodal region is
unstable if k, < k€.

As a partial conclusion, the condition of stability in the isothermal case are exactly the one of the non-
isothermal dissipative case.

Dispersive nature of the perturbation Let us consider the expression (6.17) in view of determining the dis-
persive nature of the growth rate. We therefore have to study under which condition we have J(w.) # 0. This
condition is sufficient in order to conclude on the dispersive nature of the branches since obviously, as soon as
J(w+) # 0, I(w-) is actually a function of the wave number k.. Let us introduce a second critical wave number
kgisp for the condition of nullity of the imaginary part of the roots, J(w..) that reads

-1

2 ) ) dphs -2 phs
(ki)™ = () (l—ﬁifii’s“(@ ) 40h] 6.18)

2
where kfll.yp € RUIR. Let us note that (kfﬁsp) > (k¢ )2. Let us also introduce a critical value ¢ for the dissipative

mechanisms that reads
. oh
9 E2 =
pzs

dphs

i (6.19)

Using the two expressions (6.18) and (6.19) for k;isp and ¢, the roots w. therefore read

iso ﬂcZ (kc)2 c 2
_ﬁdlstsh + \/ k2 (k% - (kdisp) )

2k20h
062

Wy =
X

The resulting expression for the square root term appearing in w. allows therefore the determination of the
conditions for the imaginary part of w. to be non-zero. It is worth noting that, as soon as the imaginary part of
the roots w. is non zero, the real part of the roots w.. are equal and moreover negative, i.e. R(w,) = R(w-) < 0.
This is used in order to determine the condition for the wave to be dispersive that are illustrated by the table 6.1.

Summary of the study of the roots of det ;,,;;, The table 6.1 determines the condition of stability as well as the
existence of an imaginary part for the roots w= of det ;. as a function of the wave number k,, the sign of (kC)2
and of the value of 945550 As a partial conclusion of this study of the roots of det ;4,, the dispersive nature

(k°)? > 0 i.e. hs inside the ¢—spinodal <0
isoth > ¥° < ¥ > ¥° <
(k5,,) <0 >0 >0 <0
k. K| > K| <k | e Tk RG] | > RG | <K, | > K, | Y
I(wy) =0 #0 #0 = #0
R(wy) || >0 | <0 | >0 <0

Table 6.1: Dispersive and dissipative structure of the perturbation waves in the isothermal case

of the solutions depends both on the intensity of the dissipative effects (ﬁi;:;tf’ versus 9¢) and on the belonging of
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the /s state to the p—spinodal region (sign of (k)?). The stability condition only depends on the belonging of the
hs state (like in the non-isothermal dissipative case).

Therefore, it is required to study the belonging of the state As to the ¢—spinodal region as a function of the
parameters for the state &s in order to conclude on the dispersive/stable nature of a perturbation of a state As in
the isothermal case.

6.3.3 The influence of the dissipative processes on the stability of the state /s

We consider now the absence of any dissipative process, i.e. k" = 0, x = +c0 and 7 = 0. In this case the
expression for the dispersion relation det M* = 0 still holds and is therefore a polynomial of degree 3. However
ap =0, ag = 0 (¢f. their expressions (6.10b) and (6.10d)) and ﬂyl‘;tsh = 0 (cf. its definition (6.12)) which simplifies
notably the study of this polynomial. According to the study of the Hurwitz criterion of the stability of det M*,
the necessary and sufficient condition of stability thus reduces to the condition a; > 0 where a; reads (cf. its

expression (6.10c))

Ths (dPsat)2 (dphs dZWhS dzphs g*hs)
ay = —_— —

’ 1
) + (pcp) 2 (k)% +——

phs \ dT | \dg Rdg?  dg? A
2
We introduce the critical wave number (k;l.mzo) for the positivity of a; defined by
2 hs\2
e\ e T"s dPsu\" (dp
(KGissmo)” 2 K - Ap3hschsno \ dT | \dyp (6.20)

where k. € RUIR.
Since ap = 0, w = 0 is a trivial root of det M* and the dispersion relation to study reads (cf. equation (6.9))

det M*(w, ky ' '
CLOE oo (12 = (Ko ) + 7 (

2
d_phs) (pCp)hS

6.21
de ) k%phs (21

w

Let us consider the two branches w. corresponding to the roots of this simple second order polynomial. They
read

2 ns (dp™ - 2 2
ws =+ KRohph (d_(p ) (kx — (Kps0m0) ) (6.22)
It is obvious that we have w; = —w_ and that the existence of a non-zero real part is simply related to the

diss=0
the necessary condition of stability is less restrictive than in the dissipative case. As a consequence, any state hs
that is unconditionally stable in the dissipative case is also unconditionally stable in the non-dissipative case. On
the other hand, any state /s that is conditionally stable in the non-dissipative case is also conditionally stable in
the dissipative case. The existence of dissipative mechanisms destabilizes thus some states that should be stable
in absence of any dissipative mechanism. The crucial role of the heat conductivity on this property (with regard
to the other isothermal dissipative mechanism) is shown in the next paragraph.

Let us also note that when (dp/dg)"* = 0 (which will be shown to be of interest when the interpolation
functions for the density p(¢) are either P3 or Ps) both critical wave numbers are equal (k). = k) and
therefore the existence of dissipative terms has no influence on the stability of the corresponding states. This
result has already been stated by Umantsev [141] in the case where no density difference between the phases is
taken into account.

In the non-dissipative case, the different cases we have to consider can be summarized by the following table

2 2
condition (ki - (kc ) ) > 0. It is worth noting that, according to equation (6.20) (kfh.sszo) < (k°)*. Therefore,

2
(kgmzo) > 0 i.e. hs inside the non-dissipative ¢—spinodal | < 0

kx < kzcliss:O > kccliss:O v
R(wys) >0 <0

I(ws) =0 #0
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The non-heat-conducting case As soon as ks =0, (since it yields ag = 0), the stability condition reads
ay > 0. Therefore, for a non-heat conducting material, the critical wave number for the stability is always kj;, ..
However, when other dissipative mechanisms are considered (7 # 0 and/or « # o i.e. ﬂ?;‘;’sh # 0), the dispersion
relation differs from the one studied hereinabove and the polynomial to study reads

det M*(w, ky)
- =

$\2 s
ST ot

dQD k% phS

and is of degree 2 in w. It can be shown that the above results are modified as follows

* the critical wave number for the stability is still kj;,

* the existence of dispersive perturbations is related to the same critical wave number k;isp than in the
isothermal case (cf. its definition (6.18) where k¢ must be understood as k¢ ). Moreover, since |k¢| <

diss=0
kgl and k5. 0| < |k|,we have k5. | <[k, |, which is similar to the isothermal case.
iss=0 diss=0 d

isp isp
* the domain of existence of dispersive perturbations is subject to the same influence of the magnitude of the
dissipative mechanism than in the isothermal case (i.e. to the condition 19’(151.‘;’;1 < ¥¢ where ¢ is defined by

equation (6.19))

As a consequence, the structure of the perturbation can be summarized by exactly the same table than the table 6.1
holding for the isothermal case; only the value of k“ must be replaced by k¢, = 0.

The absence of any dissipative thermal process (non-heat-conducting material) in the non-isothermal case has
therefore the single consequence to shift the wave number for the critical wave length to lower values (|k§i”:0| <
|k€]). As a consequence, a state inside the ¢—spinodal region (unstable in the heat-conducting case) can be stable
in the non-heat conducting case. The heat conductivity has therefore a destabilizing influence on the evolution
of an equilibrium homogeneous state submitted to perturbations. This influence of the heat conductivity on the
stability is indeed fully consistent with the results obtained by Ngan and Truskinovsky [99] where the stability
of homogeneous states with a model equivalent to the van der Waals’ model is studied: in the heat-conducting
case the stability condition is the positivity of the isothermal compressibility (y7 > 0) whereas in the non-heat-
conducting case the stability condition is the positivity of the adiabatic compressibility 8 (y; > 0) and we have
(Xs > X T)-

It is worth noting that as a consequence the condition of stability is no more related to the belonging of the
state hs to the p—spinodal region defined in the heat-conducting case. Let us study how the stability condition
k, > ‘R(kfﬁ”:o) can still be related to a spinodal region. To do this, we first recall the result obtained when we
defined the first ¢—spinodal region that reads

(kC)Z _ _p_hs a_luhx
A 0¢pr

which is therefore the isothermal (at constant temperature 7') derivative of the chemical potential u with regard
to the phase field variable.
Let us now consider the adiabatic derivative of the chemical potential u. We have
op  Ou N ou oT
dpis Opr AT 0

The following relations hold

op _ ds 1 0p dPgy
a_le__%n - _/? %d_T
os T
ﬁlsﬂ - ;

8The adiabatic compressibility y; is defined as
1[0V ap

w2 - (), ~o3%,
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and let us note that (0s/0P) is zero in the considered case where the thermal expansion is null. Therefore, using

the definition (6.20) of ki,

2
. ) s a’u hs Ths dPsat 2 dp hs
1 (kdiss:O) = P

¢ \pr - Joa hsC}}f ho\ dT dy
hsa_’uhs + hs (as/acp)ﬁ a_ﬂhs
5tp|p’T ((9S/6T)|¢ 8T|¢7
_phsa_’uhs
C")‘10|P,s

—p

The adiabatic ¢—spinodal region, as the set of states s for which (Ou/d¢)|ps < 0 can thus be defined by analogy
with the ¢—spinodal region considered in the isothermal case. The adiabatic p—spinodal region is less extended
than the isothermal ¢—spinodal region. This extends therefore the results obtained by Umantsev [141] to the case
where a density difference between the phases is considered.

Conclusion concerning the study of the general form for the dispersion relation

In the dissipative non-isothermal case (see section 6.3.1), using the Hurwitz criterion of stability, we have shown
that the necessary and sufficient condition of stability is the non-belonging of the homogeneous state As to the
p—spinodal region i.e.

p) u hs

> 0s
Oy \PT

Inside the ¢p—spinodal region, the homogeneous state is unstable to small wave-number perturbations, the critical

: _ h
value for the wave number being equal to k¢ = /—(du/ 6go)| 13: .

We have then defined a set of sub-cases for which a more complete analytical study of the linear stage of
evolution of the perturbation of homogeneous states is possible. Let us summarize the corresponding results.
First, as soon as the heat conductivity is non-zero, the condition of stability for the state /s is exactly similar to
the one corresponding to the non-isothermal dissipative case presented above. If the heat conductivity is null,
the condition of stability is related to the non-belonging of the homogeneous state /s to the adiabatic ¢—spinodal
region i.e.

8/1 hs

>0
a‘p |P,s

It has been shown that the condition of stability is indeed less restrictive than in the heat-conducting case.

Let us now consider the condition of dispersive evolution of the perturbation. It has been shown than in the
isothermal case, as well as in the non-heat-conducting case, the condition of existence of dispersive waves is
related to the belonging of the state /s to the ¢—spinodal region as well as on the intensity of the dissipative
mechanisms. The corresponding results are given on table 6.1. In the absence of any dissipative mechanism, the
perturbation is dispersive as soon as it is damped.

In the following, we consider different choices for the interpolation function p(¢) to study how it affects the
belonging to the ¢p—spinodal region for given thermodynamic conditions (g* and 7') and show how the choice for
the polynomial Ps actually allows to control the stability of the single-phase states.

6.4 Stability of homogeneous states using linear interpolation

When the interpolation function p(y) is linear, (dp/dy) = (o, — p;) and (a’zp/dgo2) = 0. (dp/dy) and (dzp/d(,oz)
are independent of the state is considered. In the following, we take advantage of this property to simplify the
general expressions for the conditions under which the perturbation wave is dispersive/unstable that have been
derived in section 6.3.
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6.4.1 Non-isothermal dissipative case, the necessary and sufficient condition of stability

In the linear interpolation case, the expression for the critical wave number k¢ simplifies and reads

_ d2W d 2\hs
ey = W)

The equilibrium phase field value is determined by the value of the single parameter g = g* o/[h(0; — py)]
(see section 3.4.1) and equals 0 or 1 only for g = 0. It is straightforward to show that the ¢—spinodal region
corresponds to |g| < 2 V3. The metastability limit of the liquid state (¢ < 1/2 — V3/6), resp. vapor state state
(¢ > 1/2+ V3/6), is thus defined by g7, , = =2 V3 o/[h (o1 — p)], resp. g;;,, . = 2 V3a/[h (o1 = py)]. Ttis thus
not controlled since / dependent.

6.4.2 Non dissipative and isothermal case

Let us express the growth rate w in the isothermal case. Let us consider at first the case of zero dissipative
processes, ¥4iss = 0 (i.e. kK = 00 and n = 0). The growth rate reads

VoI k, =

Pl — Po

H

Wdiss free =

where the critical wave length k¢ has the same expression than in the previous studied general case. We have
either pure imaginary (R(wiss free) = 0, dispersive wave) or pure real (either damped or unstable) growth rates
(B (wdiss free) = 0) . Let us state for which state &s, unstable growth of the perturbation can occur.

For ‘,phs outside the spinodal region, we have R (wgiss free) = 0 and there exists only purely dispersive evolution
of the perturbation. For ¢"* inside the spinodal region there exists a critical wave length, namely k¢, such as there
exists non-dispersive unstable perturbations for k, < k¢ and purely dispersive for k, > k€.

As a partial conclusion for non-dissipative isothermal cases, the states out of the spinodal region (uncondi-
tionally stable) are purely dispersive whereas in the spinodal region unstable growth rates corresponds to low
values of k,, the critical value for the wave number k¢ being scaled by the inverse of the artificial thickness,
namely 1/h.

6.4.3 Dissipative isothermal case

Let us study how the isothermal linear stage of evolution is modified in presence of dissipative effects (i.e. ﬂfjgih *
0). For non-zero dissipative processes (i.e. k # oo and/or n # 0), there exists two branches in the dispersion
relation (cf. equation (6.17)) and the critical wave length for dispersive solutions is given by equation (6.18). It
is worth noting that dispersive (J(w.) # 0) solutions, always correspond to damped perturbations (R(w-) < 0)
whatever the initial state considered. Let us now study the states corresponding to either dispersive or non-
dispersive perturbations. We refer to the table of cases presented in section 6.3.2

Let us consider a state hs outside the spinodal region. In this case, we have k;ith < 0. Non-dispersive
growth rate (J(w.) = 0) exists only if the dissipative terms ¥y, is less than J¢. If this condition is fulfilled,
non-dispersive growth rates are possible for large k, (k2 > k;l.zsp) where k;l.zsp is given by (6.18).

For states inside the spinodal region, we have unstable growth rate (R(w,) > 0) for k, < k°. There are two
different cases according to the value of 05{;’3}’ If 021‘1‘:’3}’ is larger than ¢, solutions are always non dispersive
O(w)=0). If ﬁifg’sh is less than 9J¢, the non-dispersive solutions correspond for ky < ke gisp.

Such a dispersion relation is illustrated on figure 6.1 where the real part of the growth rate as a function of
the wave number is represented. It is worth noting that when the wave is dispersive, we have only one branch
(instead of two) for the real part (i.e. J(w+) =0 = R(w;) = R(w-)).

As a conclusion for the dissipative isothermal case, states out of the spinodal region are purely dispersive
for low or zero dissipation. For sufficiently large dissipation, they are purely damped for low values of the wave
length k, < k7, and dispersive otherwise. States inside the p—spinodal region are dispersive.
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Figure 6.1: Real part of the growth rate w . The “spin” case corresponds to the spinodal case when 945 < ¢
while the “+” and “spin diss” cases correspond to large dissipation rate 94/¢ > 9¢

6.4.4 Non-heat conducting case

We consider the case of zero heat conductivity, therefore ag = 0 and the dispersion relation reads (¢f. equa-
tion (6.21))

+ w Pyigs + =0 (6.23)

wz [(pl - pv)2

(L EWY o) TR = p) (@Pu/dT)?
ohs k3

+
h2 d(pz X (,0 CP)hs (phs)z
For non-dissipative (455 = 0) processes, we get similar results than for the non-isothermal dissipation free case,
ie. :

* outside the spinodal region, As is unconditionally stable and we have dispersive solutions

* inside the spinodal region the states are unstable for low wave numbers k. < k., k5. being lower
than its isothermal value (¢f: equation (6.20)) and dispersive otherwise. Let us note that k7, _, can
even become unconditionally negative (in which case no more unstable growth is possible) for 7 >
P2 o | Min(d® W/ d?)| /(T (dPsar/dT)? (o = py)?). In the present case |[Min(d*W/de?)| = 18.

It is therefore worth noting that, as & increases, the value of the critical wave number under which the spin-
odal phase become unstable decreases and can even reach zero. As a consequence, the stability of adiabatic
homogeneous states is clearly not controlled since it is 4 dependent.

Let us now consider the case with zero heat conductivity but still other isothermal dissipative mechanisms.
Then it is straightforward that the structure of the dispersion relation is strictly identical than in the dissipative
isothermal case, and we refer to the corresponding study.

6.4.5 Conclusion on the study of the linear interpolation

The unstable and dispersive properties of the linear stage of evolution of a perturbation have been studied. For
the isothermal, non-dissipative, non-heat conducting or without density differences cases, we have determined
the spectrum of wavelengths of both dispersive and unstable perturbations. The ¢—spinodal region corresponds
in this case to a finite range of g* values around zero, this range being a decreasing function of the artificial
thickness /. The liquid and vapor states are always outside the spinodal. Their domain of existence is bounded
by a limiting g* value. At the limit 4 = +oo, there only exists liquid phase for g* > 0 and vapor phase for g* < 0.
It does mean that the limit of superheat is a decreasing function of the artificial thickness. This property is not
desirable for our phase field model (cf. the corresponding discussion in the study of the limitation of the van der
Waals model for the study of mesoscopic boiling systems in section 2.2). As a consequence, we disregard the
choice of a linear interpolation function in the remainder of this study.



152 CHAPTER 6. STUDY OF THE STABILITY OF HOMOGENEOUS STATES

However this study has allowed to illustrate the characteristic of the general dispersion relation. These results
will be used in the following to characterize the perturbation of the &s states corresponding to ¢ # 0 or 1 when
the interpolation function is not linear.

6.5 Stability of homogeneous states using non-linear interpolation functions

In this case the nature of the instability differs mainly according to the fact that the initial phase field value ¢"*
equals either the values 0 and 1 or not. We therefore first study the stability of the liquid and vapor phases in
section 6.5.1. Then we study the stability of the other equilibrium solutions in section 6.5.2.

6.5.1 Liquid and vapor phase

Let us note also that all these results are still valid if the specific volume v instead of the density p is interpolated
by either P3 or Ps.

In the case where p is interpolated by either P53 or Ps, ¢"¥ = 0 or 1 are solutions of the equilibrium condi-
tion (6.2) for any value of the parameter g** (cf. section 3.4.1). In the following, we study the stability of these
two possible states as a function of the parameter g*”*. It is worth noting that in this case, (dp/dg)" = 0. This
condition considerably modifies the system of equations (6.3) linearized around the state /s and as a consequence
the nature of the physical response of this state to perturbations.

A system of governing equations considerably modified In the case where (dp/dy)" = 0, the linearized set
of governing equations (6.3) for the perturbation reads

pPEVL = 0
Vio= g =T+ /p)" Vi
(pep) T, = KT/,
e " . A EW") ,
P = W g _ﬁd_goz O+ AP,

This set of linearized equations is very different from the set (6.3) obtained in the general case. Particularly
the main variables are less-coupled: the linearized continuity equation only depends on the perturbed velocity,
the energy balance equation only depends on the perturbed temperature and the AC equation only depends on
the perturbed phase field. This has of course consequences on the determinant of the linear system. Introducing
solutions proportional to e*1&+* and adopting the matrix notation used in section 6.2.5, the system reads MX = 0
with X = (¢’,T’,g’, V') and where M reads
[ hs

W+ 4 (& - (k) 0 0 0
K
- 0 (woep)™s + K2 k) 0 0
J o nhs
0 ke shs ke |w+K22
P
0 0 0 Ik, p"

It is clear from this matrix notation that the perturbed velocity is always zero.

Dispersion relation The study of the roots of the determinant det M reduces to the study of the following
polynomial in w

hs hs 1,2 P w 2, 2| _
(pcep)” w + k" k3 /l__(k) +k:;]=0 (6.24)
K
which has obviously two roots w; and w;
k’”ki
w; = -
(pcp)hs
Ak

o = A @)
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The root w; is a negative real and corresponds to a non-zero temperature perturbation as soon as w; # 0. In
this case, and only in this case, the perturbed specific Gibbs free energy is non-zero, i.e. g’ # 0. The root w; of
this polynomial corresponds to a non-zero phase field perturbation. It is either pure real or pure imaginary (w, €
R UIR). The dispersion relation (6.24) implies that unstable perturbations of the homogeneous state s can only
be achieved for a zero Fourier amplitude of the temperature field, i.e. R(w) >0 =2 w=wy; =T =0&¢g =0.
Moreover since V' = 0 in the linear stage of the instability, the single dissipative process affecting the stability
of bulk phases homogeneous states is therefore the Ginzburg-Landau relaxation. The dispersion relation (6.24)
implies that unstable perturbations of the homogeneous state &s can only be achieved for low values of the wave
number k2 < (k¢ )%, which is fully consistent with our study of the general necessary and sufficient condition of
stability in section 6.3.1. Let us note that for non-heat-conducting fluids (k" = 0) the stability condition is not
modified, i.e. k. _, = k. In the purely non-dissipative case (k = +oo and ks = 0), the growth rate is strictly
null, w = 0. When only the Ginzburg-Landau relaxation is neglected (x = o), the perturbation is always purely
damped (w = wy).

The stability condition Let us now study the stability condition. We therefore study the value of (k°)* the
interpolation function being either Ps5 or P3. Let us note that (d*w/ dgaz)hs = 36.

* Ps:

in this case (d2p /dgoz)hs = 0 and thus from the expression (6.13) of k¢, we have (k)% = —(d? W/d<p2)hs Jh* <
0 and no perturbation can linearly destabilize the state hs

* Ps:

we consider two sub-cases whether ¢"¢ = 0, hs = liguid or ¢"$ = 1, hs = vapor

— hs = liquid:
In this case (dzp/c(goz)’iwfd = 6 (0uap — Piig) < 0, the condition of stability (k°)* < O reads 360/h +
6 (piig — pvap)g*”q"‘d > (0 ie g > —6. As a consequence the liquid phase is unconditionally stable for
any value of g*" satisfying """ > —6 (pjig—puap) "' T/h, i.e. P> Pog(Teq)—6 (L=puap/piig) " o /.

— hs = vapor:

In this case (d2p /dgoz)”"p‘” = 6 (p1ig — Pvap) > 0, and the vapor phase is unconditionally stable for any
value of g*“P" satisfying g™*P?" < 6 (pjiqg — pva,,)_la/h, i.e. P < Poy(Tey)+ 6(piig/Pvap — D~ 'o/h.

It is worth noting that in the case when the specific volume v is chosen as a polynomial instead of the density
p, we still have (dp/dg) = 0 and for Ps (d*p/dg®) = 0, for P3 the value is modified as (d%p/dp?) 44 id =
-6 (,oliq)2 (Vvap—viig) < 0 and (dzp/ dgoz)”“”‘” =6 (,o,,ap)2 (Vvap—viig) > 0, the whole analysis remaining unchanged.

The stability condition of the liquid and vapor phase in view of our applications of the model Let us
comment these results. In the Ps case, the liquid and vapor phases are unconditionally stable which is exactly
the property targeted since it actually corresponds to the one of the incompressible sharp interface model. On
the contrary, in the P3 case, at a given temperature 7, there exists a finite range of stable pressure values around
the equilibrium pressure P.,(T). The liquid phase is always stable for pressures above P.,(T) which is fully
consistent with the classical model of the stability of this phase. However, the liquid phase is also stable for a
finite range of pressure below the saturation pressure. The lower limit Py;,, ;(T') of this range corresponds to the
classical definition for the limit of metastability (cf. its presentation in section 2.2.2) and reads

a

Pim(T) =6 ——
fim ! h(l _puap/pliq)

As a consequence, even though this value is finite, it is possible to have a liquid phase that exists below the
saturation pressure which is physically consistent. Let us consider we have access to an empirical value for
Piim, 1(T), we’d like our model to reproduce. Let us note that, in this case, the phase field model has an additional
property with regard to the sharp interface model with incompressible phases. Indeed, in this sharp model, there
does not exist any way to model such a limit of metastability. Let us comment this property in view of our
targeted use of the model as a numerical method. In this case the artificial thickness for the interface 4 is dictated
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by numerical constraints. As a consequence, the model is too constrained in order to be able to reproduce the
correct scaling for the metastability limit Py, (7).

A similar reasoning applies concerning the stability of the vapor phase in the P53 case. The same reasoning
can also be reproduced when we consider the pressure as being fixed and study the range of temperature for
which a phase is stable.

As a partial conclusion, only the choice Ps for the interpolation function satisfies our requirements. Indeed
in this case the liquid and vapor phase are unconditionally stable.

The ability to impose a fixed value for the metastability limit Let us consider again the existence of an
empirical value for the metastability limit of the phases, say Py, (T), we’d like our model to reproduce. Let
us consider the condition (dp/d¢)(¢ = 0) = 0 satisfied. In this case, the liquid phase is actually an equilibrium
solution for any value of the pressure. Therefore we arrive, following the same reasoning as in the beginning of
this section to the stability condition for the liquid phase that reads

o d’P
-6 E - _pvap/pliq) (P = Psa(T)) d—‘pz(‘P =0)<0

where we have considered the density as being interpolated by a function P. The stability condition of the liquid
phase is therefore related to the single value of (d?P/d¢?)(¢ = 0). To impose a stability condition for the liquid
phase as

P > Piip, ((T)

where Py, ((T) < Pg(T) it is therefore sufficient to satisfy

dZ_P( _ 0) _ h(l _pvap/pliq)
dg? 60 (Psar(T) — Plim./(T))

= gliq

where we have introduced the non-dimensional quantity {j;, in order to simplify the writing of this condition. For
the sake of simplicity, let us ignore the eventual temperature dependence of this quantity. Since the same type of
relations have to be considered for the vapor phase, the function P needs to satisfy the following 6 conditions

PO)=0&P(1)=1 Interpolation function

dP dP o _

d—(O) = d—(l) =0 Liquid and vapor always equilibrium states
¥ ¥

&P, &P S

d_goz(o) =g & d_goz(l) = Loap Control of the metastability limit
Let us note that as soon as Py, ((T) = Pjim,o(T) = oo, i.e. when we consider an unconditional stability of the
liquid and vapor phases, we have ji; = {,up = 0 and we recover the conditions satisfied by the polynomial Ps. It
is worth noting that, since 6 conditions need to be satisfied by the function P, by choosing adequately p(¢) as a
polynomial of degree 5, it is thus possible to control and reproduce an empirical limit of metastability. Moreover
this can be done for an arbitrary value of the artificial thickness # which was not possible in the P3 case as shown
in the previous paragraph.

As a partial conclusion, we have shown that it was possible to deal with a quasi-compressible phase field
model, i.e. with incompressible bulk phases, and to reproduce an empirical limit of metastability of the bulk
phases vapor and liquid. This property of the formulation must therefore be viewed as an advantage with respect
to the native sharp interface model with incompressible bulk phases. Indeed the consequent phase field model
constitutes a consistent regularization of this sharp interface model and in addition holds the ability to model
empirically the stability of homogeneous states, and that for an arbitrary choice for the artificial thickness 4 of
the interface.

6.5.2 Stability of homogeneous states for ¢"* different from 0 or 1

Determination of the sign of (k°)?, the extent of the p—spinodal region It has been shown that the state As
is unconditionally stable if and only if (k)*> < 0. Using the fact that ¢"* is a function of the non-dimensional
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parameter g, the critical wave number (k”)2 reads (cf. equation (6.13))

d2
(k) = ( (so’”(g))+g (W(g)))

It is straightforward to show that when p is interpolated by either P3 or Ps, a(d>P,/d¢?)(¢"(g)) is negative. In
the P3 or Ps cases, g2 (k")2 is therefore positive for tph“' e1/2- V3 /6:1/2+ V3 /6] (where d*W/ dtpz is positive)
but is a priori undetermined otherwise. The value of the non-dimensional parameter 7% (k°)? as a function of the
single variable g is represented on the figures 6.2. We have represented the results for the P case that corresponds
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Figure 6.2: Value of h? (k°)? for the solutions gohs (g) of equation (6.2)

to the result derived in section 6.4.

Let us consider the P3 case. As it has been previously stated, 2 (k°)? is positive for ¢ € [1/2 — V3/6 :
1/2 + V3 /6]. Moreover it is positive inside the whole interval [0 : 1]. However, as soon as gohs €] —co: O[U]I :
+oo[, h% (k°)? is positive®. The necessary and sufficient condition of stability is therefore satisfied. The state ks
corresponding to |g| > 6 (and therefore Ig*hsl > 60 /[h(p; — py)] and gohs ¢ [0 : 1]) is therefore unconditionally
stable. Since the corresponding states do not correspond to desired stable homogeneous states, this property is
not desirable. Moreover it is worth noting that the lower bound of physical values of |g**| that corresponds to
these undesirable states approaches 0 as £ is artificially increased.

Let us now consider the Ps case. It is clear from figure 6.2 that h2 (k)? is strictly positive whatever the value
of ¢* and subsequently of g**. The p—spinodal region is therefore of infinite ¢ extent. The necessary condition
of stability for any state different from O or 1 is therefore never satisfied as soon as the solution is different from

9Let us precise that the solutions 0 and 1 represented here do not correspond to the solutions 0 and 1 valid for any value of g***

considered in section 6.5.1, but to the particular case when ¢"* actually depends on g**. This explains why in this case 4> (k)* is fully
determined and is null for " = 1/2 + 1/2. In the previous case, where ¢g*** was an independent parameter, the value of A2 (k) for
¢" =1/2 + 1/2 actually depends on g**.
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the values 0 and 1 considered in section 6.5.1. Therefore these states are always unstable to low wave numbers
perturbations!©.
As a consequence of these results, when p is interpolated by Ps, the states that correspond to ¢/ # 0 or 1 are

always conditionally stable (unstable for low wave numbers). This is the result targeted for these states.

Sub-cases allowing an analytical study of the growth rate w as a function of #s and k, Let us now consider
the different physical sub-cases for which the analytical expression of the growth rate w can be easily derived. In
sections 6.3.2-6.3.3, we have derived some very general features for the study of these physical sub-cases. They
have been applied to the study of the stability of homogeneous states in the case of a linear interpolation function
in section 6.4. In the present case, the same features are still valid, since the only modified parameter is the
expression for (k°)> which has been studied hereinabove. As a consequence, using this similarity the following
conclusions can be drawn

* in the Ps case the hs states are always inside the isothermal ¢p—spinodal region. We then refer to the LHS
of table 6.1 that allows to characterize the dispersive nature of the perturbation wave for states inside the
isothermal p—spinodal region. When isothermal dissipative mechanisms are taken into account, two sub-
cases can be distinguished. FEither the isothermal dissipation is large (ﬂjﬁtf’ > ) and the perturbation
wave is never dispersive, either it is low and the perturbation wave is dispersive for large wave numbers
(corresponding to dissipative waves).

* in the P3 case we have still two cases whether the state is inside the ¢—spinodal region (tphs €[0:1]or
la| € [6 : +o0o]) or outside this region. We are therefore exactly in the same case than the one studied for
the linear interpolation case, and as a consequence we refer to the study of these cases in section 6.4.

As a partial conclusion, the dispersive nature of the perturbation wave for homogeneous equilibrium states
different from liquid and vapor has already been fully determined in the study of the linear interpolation case.
In the P3 case, since the state As is either inside or outside the isothermal ¢—spinodal region, the whole results
obtained for the linear interpolation case is relevant. In the Ps case, since the states hs are always inside the
isothermal ¢—spinodal region, only the corresponding results must be taken into account. As a consequence, in
the Ps case, dispersive perturbation waves only corresponds to large isothermal dissipation and to large wave
numbers corresponding to damped perturbations.

6.6 Conclusion on the study of the stability of homogeneous states

We have studied the linear stage of evolution of the perturbations of a one dimensional homogeneous state at
equilibrium using our quasi-compressible phase field model of the liquid-vapor flows with phase-change. First
we have motivated this study by the desire to justify the choice for a fifth order polynomial for the interpolation
function that enters the expression for the specific Gibbs free energy of the model. The study of the dynamics of
a perturbation of an homogeneous equilibrium state including a discussion on the influence of the interpolation
function on this dynamics has, to our knowledge, never been presented for the diffuse interface models with
density contrast between the phases.

We have derived the expression for the dispersion relation for the perturbation in the non-isothermal dissi-
pative case. Using the Hurwitz criterion, we have determined a necessary and sufficient condition of stability.
We have shown that this condition is related to the belonging of the state to a p—spinodal region defined as
(0%g/d¢*) < 0. We have then studied the dispersive nature of the perturbation wave for a set of relevant physi-
cal sub-cases, namely the isothermal, without density difference, non-dissipative and non heat-conducting cases.
More generally, the states inside the ¢—spinodal region are unstable for low wave number perturbations, whereas

101t is worth noting that from figure 6.2 it can be seen that 4> (k°)* remains positive when ¢™ approaches 1/2 + 1/2. This could appear
as inconsistent with the study of the stability of the liquid and vapor states in section 6.5.1. Indeed we have shown that for ¢ = 1/2+1/2,
we had Vg, (k°)* < 0. For the liquid and vapor states " =1/2 £ 1/2 we have actually g (0?Ps/0¢*) = 0. In the present case considered
we have |g| — +o0 = ¢ — 1/2 + 1/2, as it has been shown in section 3.4.1 (c¢f. figure 3.9). However ¢"* is then a function of g and
as a consequence (0% Ps/d@?)" is also a function of g. Therefore, even though we have still 5| — +co = (0>Ps/d¢?>)" — 0, we have
indeed |g| — +oco = g(d*Ps/0¢*)" — 72 which is finite and positive and actually yields to [g| = +o00 = (k¢)®> = 36 as it can be seen
on figure 6.2. Since this value is positive, the states corresponding to |g| as big as we want, even though they actually tend to the phase
field values (of the stable liquid and vapor phases) are still unstable.
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outside this region they are unconditionally stable. It has been shown that the ¢—spinodal region corresponds
indeed to a range of values for the physical parameter g*.

The choice for the interpolation function determines the different possible equilibrium states and as a conse-
quence the extend of the ¢—spinodal region. When it is chosen as Py or P, it corresponds to a finite range of g*
values, this range being a decreasing function of the artificial thickness. As a consequence undesired states (i.e.
¢ # 0 or 1) can actually become stable. Moreover the domain of existence or stability (limit of metastability) of
the liquid and vapor phase are also decreasing with the artificial thickness. As a consequence the stability of the
desired states (¢ = 0 or 1) is not controlled. When the interpolation function is chosen as Ps, all the equilibrium
homogeneous states different from the liquid and vapor are inside the p—spinodal region. As a consequence,
apart from the liquid and vapor phases which are then unconditionally stable, all the other equilibrium states are
only conditionally stable. This justifies the choice for a polynomial of degree 5 for the interpolation function.
Indeed it provides an interesting property for the model since it allows actually to recover the infinite limit of
metastability consistent with the incompressible nature of the bulk phase considered.

Let us note that the dynamics of phase separation in the solid-liquid case using the fifth order polynomial P5
for the interpolation function is illustrated using two-dimensional numerical simulations in section 8.1.5.

Moreover the number of degrees of freedom determining the interpolation function with a fifth order poly-
nomial (i.e. 6) has been shown to be sufficient to control the stability of the liquid and vapor states i.e. to impose
an empirical domain of stability of g* values for which the state is stable. The subsequent model has therefore
an interesting additional property compared to the native sharp interface model for which it provides a consis-
tent regularization: it is possible to include a limit of metastability. The consequences of such a choice for the
interpolation function on the stability of the equilibrium states different from the liquid and vapor has not been
investigated. It would be interesting to study it.
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Chapter 7

Analytical study of one-dimensional dynamics

In this chapter, we study analytically, with our phase field model, out of equilibrium one-dimensional phase
change when the transition front is a traveling wave. The goal of this analytical study is two-fold. First, this
study allows to determine an approximation of the internal structure of the diffuse interface in non-equilibrium
conditions. We derive approximate solutions for the profiles of the main variables in the bulk phases and within
the interface transition layer. We study the dependence of these solutions on the value of the non-dimensional
thickness of the interface €. Secondly, we determine the relation between this internal structure and the larger
scale phase transition process. This corresponds to the determination of the equivalent sharp interface model, or
sharp interface limit of our diffuse interface model.

In a first part, we study the sharp interface model for liquid-vapor flows with phase change (see section 7.1).
From the general writing of the Rankine-Hugoniot jump conditions, the interface entropy production must be
specified, e.g. Truskinovsky [134]. The model for the interface entropy production provides a kinetic relation
for the phase transition. It is shown that this kinetic relation actually defines a closure law for the interface
temperature and pressure, namely an out of equilibrium Clapeyron relation (or Gibbs-Thomson equation in the
uniform density case). This result is used in the following to study the sharp interface limit of our phase field
model. In a second part, we derive this limit. The technique of matched asymptotic expansions is applied for the
solving of the system of governing equations (5.59) for a steady state phase change process (see section 7.2). In
this system, the parameter &, defined as the ratio of the interface thickness to the capillary length /, is considered
as a small parameter. The solution is the sum of an outer solution (bulk phase) and an inner solution (interface
transition layer). Solutions in both the bulk phases and the interface transition layer are expanded with respect
to € and leading order terms are derived. Three canonical systems are studied. First, the density is considered
as uniform and we study the coupling between the thermal and phase field parts of the model (see section 7.3).
Second, we study the isothermal phase field model and the coupling between mechanics and phase field (see
section 7.4). Finally, we study our phase field model dedicated to liquid-vapor flows with phase change including
thermal, mechanical and phase field parts of the model (see section 7.5). All the leading order results of this study
are consistent with a particular sharp interface model known as the normal growth approximation mostly justified
for slow phase boundaries. In a third part (see section 7.6), we study how this latter result is in fact related to the
particular choice made for the scaling of the mobility « in section 5.3.4. Using another choice for this scaling,
we demonstrate the ability of the phase field model to deal with kinetic relations that are more accurate for fast
kinetics.

7.1 Sharp interface models

In this section, we study the sharp interface model for the liquid vapor phase transition. The goal is to study the
interface jump conditions in order to compare the sharp interface limit of the phase field model with the sharp
interface model. In particular, we show how the non-equilibrium relation giving the interface temperature and
pressure can be related to the interface entropy production thanks to the formalism of the kinetic relations. The
detailed derivation of the following results can be found in the appendix A.2.

For the sharp interface model, a variable Y takes specific values on each side of the interface, say + and —.
These values are denoted Y* and Y~ in the following. The Y jump and the value of Y at the interface are defined

159
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as follows

Ytr-y"
Yt+Y"

1>

[Y]
{Y}

1>

7.1.1 Rankine-Hugoniot jump conditions

General writing  Let us consider a one-dimensional traveling wave of constant speed 9. Integral of the
Navier-Stokes equations over the interface discontinuity, yields the general form of the Rankine-Hugoniot jump
conditions:

[p@-V] = 0 (7.1a)
[Pl+ [p@-V)?*] = 0 (7.1b)
2
p(D-V) |[V7+eﬂ—[[q]]—[{PV}] = 0 (7.1¢)
[Z]-p@-nls] = ® (7.1d)

where V is the velocity, g the heat flux, e the specific internal energy, s the specific entropy and R the interface
entropy production that satisfies the Clausius Duhem inequality

Ry >0

It is worth pointing out that R, needs to be specified to close the problem, its study is the subject of the following
developments.

Pressure and velocity jumps Let us introduce the constant mass transfer rate I'
D —{V}
{1/p}

where the second equality is obtained thanks to equation (7.1a) (¢f. equation (A.15)). From the jump condi-
tions (7.1), it is straightforward to show that the following jump conditions are satisfied

1>

r

=pD-V)=p,(D-V,)

[vl = -I [H‘ (7.2a)
[p] = -I° [H (7.2b)

The latter pressure jump classically called pressure recoil. It is shown in the following study that, in the sharp
limit of our phase field model, these relations are satisfied.

Kinetic relation and interface entropy production The interface entropy production R, can be rewritten as
a product of a flux by a force, where the flux is the mass transfer rate I'. To show this, we transform the LHS
of equation (7.1d). The detailed derivation is provided in the appendix A.2.2. Introducing the internal energy e
defined as

P
e=g+Ts——
P
it is straightforward to show that
P
07 = [ - T - IrTish + | ]

Therefore, using the energy jump condition (7.1c) as well as the identities (7.2), the interface entropy produc-
tion (7.1d) reads

RATY =T |[g] + [T]{s} + w) — 4l + [[%H{T}
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It yields naturally to the introduction of a driving force G defined as (c¢f. equation (A.20))

(V- Dy
g = [g]+[T]is}+ [[ 2 ]] (7.3)
such that R; reads (cf. equation (A.21))
1
R (T} =T - [T]{Z} + [4] ({T}{;}— 1) (7.4)

Two canonical sharp interface models can be considered, the process being either isothermal ([T] = 0) or
adiabatic ¢ = 0. In these two limits, we get
(T} R, =T¥ (7.5)

The kinetic relation is the closure law that gives the driving force as a function of the mass transfer rate, i.e.
¢ (I'). In the following we consider the two isothermal and adiabatic limits for the phase change process and thus
assume equation (7.5) to be satisfied.

7.1.2 Interface entropy production and non-equilibrium Clapeyron relations

Models for R, Two simple models for the interface entropy production can be considered. The first one as-
sumes that the interface is at equilibrium, i.e.
Rs=0

As a consequence, the driving force is itself zero. It is worth pointing out that, as a consequence, in the adiabatic
or isothermal limits, the following jump condition is satisfied (cf. equation (7.1d))

gl =T L

where £ = T[s] is the latent heat. This relation is classical in the sharp interface models.
The second model assumes that the interface entropy production is quadratic in I

R, o I?
as a consequence, the driving force is linear in I’
G ocT

This latter model is classically known as the normal growth theory.
In the following, we relate this latter theory to the models for the interface pressure and temperature.

Out of equilibrium Gibbs-Thomson and Clapeyron relations In sharp interface models of phase transition,
the relation between the interface pressure and the interface temperature as a function of the mass transfer rate
can be given as closure laws. These closure laws can be related to the closure law for the interface entropy
production.

Let us assume that, in the evaluation of the interface jump conditions, the compressibility of the bulk phases
can be neglected compared to the density difference between the bulk phases. Similarly, let us assume that the
sensible heat is negligible compared to the latent heat. In appendix A.2.3, we show that these assumptions yield
(cf. equation (A.26))

G = ((P) = Peg) [1/p] = (T} = Teq) [s] (7.6)

where P, and T, are arbitrary references for the pressure and temperature, (P, T.,) being located on the
saturation curve. It is clear that the latter expression at equilibrium (R; = 0 = ¢ = 0) is a Clapeyron relation.
According to the normal growth theory (¢ o« I'), it is straightforward that

(P = Peg) [1/p] = (IT} = Teg) [s] o< T

This relation is clearly non-equilibrium Clapeyron relation. Let us consider the reduction of our model in the
uniform density case. Then [1/p] = 0 and it yields

((T) = Teg) [s] o T



162 CHAPTER 7. ANALYTICAL STUDY OF ONE-DIMENSIONAL DYNAMICS

The latter relation is thus the classical Gibbs-Thomson kinetic relation. For the isothermal model, we get a
relation for the interface pressure level as

({P) = Peg) [1/p] o T

Targeted relations As a consequence of the previous developments, the sharp interface models are closed by a
model for the kinetic relation ¢(I'). It has been shown that this relation defines the interface entropy production
and is also related to a non-equilibrium relation between the interface pressure and the interface temperature.
In the following study of the sharp limit of our phase field model, we therefore target to make these relations
explicit. It is worth pointing out that with diffuse interface models we can derive rather than postulate the kinetic
relation. We then compare the obtained kinetic relation with the normal growth approximation.

7.2 Matched asymptotic expansions

Let us introduce the use of matched asymptotic expansions to study steady state one-dimensional liquid-vapor
phase transitions. Matched asymptotic expansions are classically used for the study of diffuse interface models
(e.g. [1, 5,47, 73, 49] for the phase field models dedicated to the solid-liquid phase transition and [89, 108] for
the Cahn-Hilliard model dedicated to binary fluids) and more generally in fluid mechanics, e.g. [143]. A more
detailed presentation of this formalism is provided in the appendix B.1.

Our goal is to solve the system of governing equations (5.59) for a constant speed of displacement of the
interface 9 and whose main variables are (¢, P, T, V). This system reads

2
a8 (D-V)p, = £0,v(P = T)+v (9,W - ¢.)+ 6¢V(W - %tp?x) (7.72)
V), = =P 0y D-V)g, (7.7b)
(V-D)pV, = -P, (7.7¢)
(kT,x)’x 2 pg 2
(V=D)pTy = —==(V=-D)p 1+ +(D-V) = (g.) (7.7d)

where we introduced the notation d,, f = df/d¢ for the sake of legibility. The parameter ¢ is the ratio of the inter-
face thickness to the capillary length [. The two parameters « and Pe are kinetic parameters corresponding to the
dissipative processes considered, namely the Ginzburg-Landau relaxation for a and the Fourier heat conductivity
for Pe (cf. their definition in section 5.3).

pe = — 7
VL(k/cp)
a = khp VL

Scale separation hypothesis The fields behave qualitatively differently close and far from the interface. In
the interface region they vary rapidly over distances of the order of magnitude of the interface thickness O(h)
(i.e. O(e) in non-dimensional length) while far from the interface they vary on a scale O(l) (i.e. O(1) in non-
dimensional length). We denote these zones as, respectively, the inner and outer regions and there exists a valid
scale separation between these regions as long as € <« 1. Therefore, it is relevant to consider and derive two
sub-problems, namely the inner and outer problems. We expand the corresponding solutions (i.e. the profiles of
the main variables) in powers of the small parameter €. For any variable Y, the solution therefore reads

Y(x, ) = Yo(x) + £ Y1(x) + O(£%)

The approximate solutions retained correspond to the leading order terms of these expansions. We assume the
existence of an intermediate zone where both expansions are valid and where the inner and outer solutions match.
We are thus able to define boundary conditions for both the outer and the inner problems through the assumption
of continuity of the global solution; these are the matching conditions.
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Outer problem Since the typical length scale of the outer problem is /, the system of governing equations is
given by (7.7). Indeed, the non-dimensional form (7.7) of the system of governing equations has been derived
by considering / as the relevant length scale (cf. section 5.3.4). The outer problem is valid on each side of the
interface, i.e. the bulk phase domains + and —, the transition layer being viewed as a sharp discontinuity of the
outer solutions. The sharp position of the interface x; is considered as the position where ¢(x;) = 1/2; therefore
D = dx;/dt. Let us note that another relevant definition of the interface position could be such that the
excess mass is zero. However, this latter definition cannot be used in the uniform density case. Nevertheless, the
definition of the interface position is somewhat arbitrary. Therefore, in the remainder of this study, we discuss, if
the case arises, the dependence of the results to the definition of the interface position.

For the outer problem, the interface is viewed as a sharp discontinuity and x;(¢) denotes its position. Since
the solution is a traveling wave, the value of D is constant. In each bulk phase, this position is therefore viewed
as a boundary. It is worth pointing out that the outer problem is a sharp problem. In order not to be confusing
while considering the outer fields values at the interface, the position of the interface is denoted x;” for the bulk
domain contained in [0; x;] and x;r for the one in [x;; 1]. The outer variable, say ¥ at x;r, resp. x; is denoted Y+,
resp. Y.

Inner problem The inner problem concerns the study of the interface transition layer. We consider therefore
the inner abscissa X defined as

_ X =xi(1)
X =
£
and we write
oY
Y 2—
ox

The bulk domains are considered as the external boundaries of the inner domain. The bulk phase contained in
the domain —, resp. +, is thus reached asymptotically at X = —oco, resp. X = +oo. Using this new scaling for the
abscissa, it is easy to show that the system of governing equations for the inner problem reads

"2
ae(D-V)¢ = Sde(P - T) +v (6¢W - go") + awv(W - (902) ) (7.8a)
©EV)Y = —p?dv(D-V)¢ (7.8b)
V-D)pV = -FP (7.8¢)
e(V-D)pT = (k;e/) —e(V=-D)p(1+T)d,v¢ +(D-V)* ‘5 (') (7.8d)

It is worth pointing out that the scaling in & of the different terms of the AC equation (7.8a) and of the entropy
equation (7.8d) differs from the one of system (7.7) while the scaling of the momentum balance (7.8c) and
continuity equations (7.8b) remains unchanged.

Matching conditions The matching conditions between inner f and outer /¢ solutions read

lim £ = lim f (7.92)

x—x;f X—to0

xl—igloo fo =0 (7.9b)
(7.9¢)

lim £ = lim f] (7.9d)

)c—)xii ? X—+00

lim £ = lim [fl ~ % lim fgx;] (7.9¢)

x—xt X—+oo x—xt

lim £ = 0 (7.96)

X—+00

lim f{ = 0 (7.92)

X—+o00
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7.3 Uniform density phase transition

In this section, we study the phase-field model for the liquid-solid phase transition. This model is easily obtained
from the general model presented in the previous section by assuming that the density p is constant (cf. its
presentation in section 3.3.2). It is easy to show that the corresponding system of governing equations for the
outer problem reads (cf. equations (5.60))

e Do, = e0,v(@)T - (0,W(p) - &0 ) (7.10a)
(k T,)C),x 2 E 2
DT, = —5 =+ DU+T)07@) 0.~ D~ (4.) (7.10b)

and that the corresponding inner problem reads

aeDy = £0,v(0)T - (9,W(p) - ¢") (7.11a)
kT'Y
epr = TN peas iy -0 (Y (7.11b)

It is worth noting that this model corresponds to the most widely used phase field model devoted to the study
of the liquid-solid phase transitions. The internal structure of the transition layer has been already extensively
studied, e.g. Karma and Rappel [73]. However, the entropy equation (7.11b) corresponding to our model differs
from the widely used one, since it incorporates the dissipative term associated to the Ginzburg-Landau relaxation
(-D?s(¢’)? /). We therefore determine in the following the effect of this additional term on the structure of the
interface as an internal layer as well as on the resulting equivalent sharp representation of its internal dynamics.

In the following, we first solve the leading order solutions of ¢(x, &) and T'(x,€) in & (see section 7.3.1).
We then use these results to determine the leading order kinetic relation for the equivalent sharp model (see
section 7.3.2) and show how it is associated to the Ginzburg Landau relaxation and to the model for the heat
conductivity k(¢).

7.3.1 Phase-field and temperature solutions
Outer phase field problem In the outer problem, and at leading order in &, equation (7.10a) reads
d,W(go) =0
It implies the phase field value is necessarily equal to the bulk phases values (i.e. ¢* = 0 or 1). Moreover, it can

be shown that this result is valid at any order in € (c¢f. section B.2.2). As a consequence, even in non-equilibrium
conditions, the bulk phase values are O or 1. Therefore, the jump of the phase field at the interface satisfies

le] = =1

This property is of major interest since it means that the bulk states are controlled even in out of equilibrium
situations.

Inner phase field problem At leading order in g, the AC equation (7.11a) reads
AW(po) — ¢y =0 (7.12)
This equation is the equilibrium equation for a planar two-phase equilibrium (3.41) (¢f. section B.2.3). As a

consequence, the phase-field inner profile ¢ is the equilibrium profile and the inner phase field profile at leading
order in ¢ therefore reads (cf. section B.2.3)

wo(X) = 1/2 + ([¢]/2) tanh (3 )
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Interface temperature and temperature jump The leading order entropy equation of the inner problem
reads (cf. equation (7.11b))

(k(go) T§) =0
This yields a uniform temperature gradient. According to the boundary conditions for the leading order solutions
of the inner problem (matching condition (B.7a)),
XEIJ_Poo T,=0
the gradient across the interface transition layer is thus zero and the inner temperature is therefore uniform at
leading order (cf. section B.2.4). According to the matching condition (B.7b), the outer temperature jump at the

interface is therefore zero at leading order, i.e.
[T]o=0

The AC equation at first order in € reads (cf. equation (B.21a))
Dy = o[-} + 8,2 Wigo) o1 — Tg dpvigo)|

¢, (%) is solution of the homogeneous part of this differential equation in ¢;. Using the solvability condition
(see section B.2.6 for detailed calculations), the integral over the transition layer (X € [—oo; = oo]) of the scalar
product of the AC equation at first order in & by ¢ is independent of ¢;. Since ¢ is known, it is thus possible to
deduce the interface temperature. It yields (cf. equation (B.29))

_Mﬁ (7.13)
a

Ty = To(x) ={T}y =
The sign of [¢] depends on the relative position of the solid and liquid phases in the system (i.e. the values ¢*).
Since by convention, the sign of 9 depends also on the relative position of the phases , the value of Té only
depends on the phase transformation considered: it is positive for a solidification and negative for a liquefaction.
At equilibrium (D = 0), the interface temperature is equal to the equilibrium temperature (Té = 0). At leading
order in &, the shift of the interface temperature with regard to the equilibrium temperature is associated to the
Ginzburg-Landau internal dissipative process through the parameter a. At the limit @ — +o0, which corresponds
to the thermodynamic equilibrium condition (equilibrium relation fi = 0), at leading order in &, the temperature
of the interface is the equilibrium temperature even for O # 0. This result is a classical result for the phase-field
model dedicated to the study of liquid-solid phase transitions (e.g. [1, 73]) and is associated to the ability of the
phase-field model to recover the classical Gibbs-Thomson relation.

O(¢) phase field profile Since the interface temperature Té is given by (7.13), the order O(¢) AC equation
(7.11a) reads (cf. (B.21a))

Dy = o[-} + 8,2 Wigo) o1 — T dpvigo)|
This equation can be integrated to derive ¢(x). This integration is derived in detail in section B.2.7 and yields
(cf. equation (B.35))
[¢] D

p1(%) = Y In(cosh(3 X)) (1 — tanh2(3 X)) (7.14)

This function is represented on figure 7.1. The above relation shows that the phase-field inner profile is zero for
either zero displacement (9 = 0) or infinite mobility @ = +oo . To our knowledge, this analytical expression has
not been determined in previous studies of phase-field models. As shown on figure B.2, the profile consists on a
thinning of the thickness of the interface on one side and on a thickening on the opposite side. It is of interest for
numerics to know this function since it provides the leading order in &£ deformation of the non-equilibrium phase
field profile with regard to the controlled equilibrium one .

Heat flux jump To study the heat flux jump, the order O(¢) entropy equation, that reads as follows, must be
integrated

(7.15)

2
PeD (SOE))Z

(ko) T}) = = (1+T}) D Ped,vpo) ¢f -
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1/24(In(cosh(3%))(1 — tanh(3%)?)
0.008 T T T T T
0.007 |- -
0.006 [~ -
0.005 |- -
0.004 | -
0.003 |- —
0.002 | -
0.001 | -

D (%)

Figure 7.1: function ¢ (X)

The matching conditions yield (cf. equation (B.8a))
[q0] = lim |k(o()) T{(X) — k(go(=9) T{(~%)

Using an integration of equation (7.15) between X = oo and using the expression (7.13) for T, we get (detailed
calculations can be found in section B.2.8) for the leading order outer heat flux jump (¢f. (B.40))

[q0]

—Té Pea
[¢]Pe D (7.16)

The first expression provides the interface boundary condition that, in addition to [T] = 0, allows to solve the
leading order outer thermal problem. The second writing is associated to the dimensional classical relation

[dl =D L

where £ is the latent heat. This relation corresponds to the jump condition of the classical Stefan problem and is
thus recovered at leading order in £ by our model.

To determine the leading order terms of the kinetic relation of the sharp problem in the non-equilibrium
situations where there is zero phase change but non-zero heat flux, it is required to study the equation of evolution
of the temperature up to O(g). This study is the purpose of the following.

Solutions at O(¢) Let us first derive the outer temperature jump at first order in &, [71] (the details of the
derivation is provided in section B.2.9). An integration of the entropy equation (7.15) at order O(¢) yields to the
introduction of the constant of integration @, defined as

~ ’ i PeZ)Z ¥ 72
~®y = kigo) Tj + D Pe(l+T)) v(go) + ; QRd¢ (7.17)

The matching conditions yield (cf. equation (B.7d))

lim 7¢" = lim [Tl ~ % lim Tgxf’]

x—x; X—+o00 x—x;

Using this matching condition and the expression (7.13) for T, integration of equation (7.17) then yields (cf.

equation (B.43))
1\ v\ PeD? (v — P3\*
T =-®4(-|] -P - 1
7] th(k)o eﬂ(k)o +lel a ( k )0 (718
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where (-)(e)_x are inner excess quantities that are evaluated with the leading order (i.e. equilibrium) phase field pro-
file ¢o(X), where P; is the polynomial defined by equation (3.60b) ! and where @, satisfies (cf. equation (B.41))

Dy = —k(D)TE (xi£) — V() Pe D (7.19)

@, represents therefore the energy flux across the interface. It is worth pointing out that the expression (7.18)
for the temperature jump across the interface at order O(g) has already been derived, e.g. [1, 49]. However,
these previous expressions do not include the last term of equation (7.18) associated to the Ginzburg-Landau
relaxation. In [1], this absence is explained by the absence of non-local dependence of the energy (i.e. they
consider ds/d (Vgp)2 # 0 but de/d (Vga)2 = 0, which is the contrary of our choice). In [49], both non local
dependences are non-zero, but the term de/d (V) is scaled differently from our study. Indeed, they assume
that the interface profile is inherited only from ds/9 (V(,a)2 and not de/0d (Vt,a)2 (cf. the scaling of their parameters
a, B, v and v [49],page 158). In our case where ds/d (ch)2 = 0, the scaling of ® = de/d (Vgo)2 is unambiguously
related to the interface thickness, since this the single non-local dependence that we consider (cf. section 5.3.2).
It is worth pointing out that the temperature jump [7] can be non-zero even without any mass transfer rate
(D = 0); indeed, the equality of the leading order outer heat fluxes on each side of the interface (i.e. [go] = 0 and
k* To(xi+) = k= T)(x;—) # 0) yields D = 0 (cf. equation (7.16)) but @, # 0 (c¢f. equation (7.19)). In the case
of uniform heat conductivity, (1/k);* = 0, and the @, contribution is zero. To illustrate the case of non-uniform
heat conductivity, let us consider, for the sake of simplicity, the following (natural) interpolation function k(y)

k(p) = ki +v(p) (ko — k1)

Thus, we have (k)™ = 0 but necessarily (1/k)** # 0.
As a consequence, even without any mass transfer rate, the jump in temperature at order ¢ is non zero.

Interface temperature Let us consider the interface temperature 7'1(0). Its determination is based on the
integration of equations (B.46) at O(¢?). The derivation of this integration is somewhat long and technical and
the details are given in section B.2.13. It is found that when terms of O(g) are taken into account, the value of
the interface temperature then reads (cf. equation (B.50))

—fol D Pe D?
= l¢] @y, Biji — D Pe By + [¢]

{Th Biy—pyyk + O(E%) (7.20)

a
where the coefficients 8 are excess quantities that depend on the choice for k(¢) and are zero in the case of
uniform heat conductivity.

As a conclusion of the hereinabove results, the terms of O(e) a priori affect the temperature jump as well
as the interface temperature as soon as the heat-conductivity is non-uniform. It is worth noting that Almgren
[1] studied how to choose the interpolation function v(¢) as well as the function k(y) in order to cancel these
contributions. In our study of the kinetic relation, we show how these terms are related to the interface entropy
production associated to the heat conduction dissipative process.

Interface temperature profile The inner temperature profile 71(x) asymptotically (i.e. for ¥ — =*o0) tends
to the first order outer profile, according to the matching condition (B.7c). As a consequence, 7((X) is asymp-
totically linear in X and the slope is defined by the outer interface heat flux ¢i. The inner profile is given by
equation (B.45)

Ty(x) = Ti1(0)-Dyx+ S

2 X
o] 2¢2 —DPe] fo V(o) du

Pe D?
a

Pe D?
a

—[¢l

fo P3(¢0) du — [¢] fo P3(¢0) vi(po) du

'The presence of P; in the formula is inherited from the integral of ¢, ;2, we have indeed

53 0(%)
f @0 2 dE = f V2 W dp = P3(po(%))
—00 1
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in the case of uniform heat conductivity and by equation (B.44)

2 X
L] 22 —DPe] fo v(go) du

a

0 X 1
Ti(X) = T1(0)— —2%—dy (1 - l/kl)f vi(eo) du + —
k[ 0 kl

PeD* (F
] 2 fo P3(po) du

ak;
Pe D?
a

Pe D?
ak;

+

lel fo P3(¢0) vi(po) du

- Z)Pe] (1 =1/ky) fo v(go)vi(po) du — [¢]

in the case of variable heat conductivity. It is worth noting that this profile is determined by the leading order
profile of the phase-field variable ¢y(X) and by the choice for the interpolation function k(). A graphical repre-
sentation of this profile is given on figure 8.2 of section 8.1.2 where the analytical results of matched asymptotic
expansions are compared with numerical results. On figure 8.3 the influence of the function k(¢) on the inner
temperature profile is represented.

7.3.2 Kinetic relation
In this section, using the results derived in the previous section, we derive the kinetic relation of the sharp

interface model equivalent to our phase field model in the case of uniform density.

Leading order interface entropy production Let us study the expression for the surface entropy produc-
tion (7.1d). Using non-dimensional writing? it reads

1 7] 1
Ry = —Pel[s] +{g}—— —— 7.21
= Ao rerit e (.21
Let us study the the interface entropy production at O(1) denoted Ryy. At leading order in &, the temperature
jump is zero and therefore the last term of the expression for Ry is zero. According to our result of matched
asymptotic expansion, the order O(1) contribution of [¢] reads (cf. equation (7.16))

[q0] = [¢] Pe D

Let us study the expression for [s] at leading order. In the uniform density case, the (assumed) linearity of P,(T)
is equivalent to the linearity of the latent heat £(T), i.e. L/T = cste = L,.y/Te,. Therefore, according to the
general expression (3.59) for the specific Helmholtz free energy f, and following the non-dimensional analysis
made for g (c¢f. equation (5.48)), we get

T

1
f(T, ¢, (p’)—cz) =W(p) + 5 o —evip)T —¢ (f Ssotia(T) dT + geq(Tref)
Tref

where T, is a reference temperature. And the non-dimensional entropy s = —(1/&) (0f/0T) reads

(e, T) = v(g) + ss01ia(T) (71.22)

Therefore
[[Sﬂ = [[‘10]] + IIssolid(T)]]

where [s501i4(T)] # 0 if and only if [T] # 0. Therefore, since [T], = 0 at leading order in &, the entropy jump
across the interface reads

[so] = ]

According to the hereinabove expressions for [go] and [so], the interface entropy production at leading order

reads )
P
R = L¢P (7.23)

a

2where T,.y is chosen as equal to T,,, I' by pg D and where the surface entropy production has been scaled as [R,] = [k/L]
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Let us first remark that this expression for the leading order contribution to the interface entropy production
satisfies
Rs0 =0

This result is logical: since proportionnal to 1/, the leading order dissipative terms are associated to the
Ginzburg-Landau relaxation, whose contribution is zero in the bulk phases (where fi = 0 since u(0) = u(1) =0
by construction and since ¢ , = 0) and necessarily positive across the interface (according to the Clausius-Duhem
inequality). Therefore, Ryo is an excess quantity of a zero jump quantity, and is therefore independent of the in-
terface position (c¢f. our study of the excess quantities in section A.1). It is worth pointing out that such a kinetic
relation is based on the classical Rankine-Hugoniot jump conditions for which the entropy flux g is supposed
to be equal to g/T. As a consequence, this results does not hold for the most widely used phase field models
where the entropy flux is defined differently (cf. our discussion in section 5.2). The Ginzburg-Landau relaxation
equation provides a shift of interface temperature with regard to the equilibrium temperature proportional to the
rate of interface mass transfer and as a direct consequence a Gibbs free energy jump (the equilibrium relation
[g] = 0 is not satisfied while [77] is still 0). It is worth pointing out that (since quadratic in D) this expression is
consistent with the normal growth theory or the classical Gibbs-Thomson equation (cf. equation (A.29)).

Next order for the dissipative terms, the dissipation associated with non-uniform thermal conductivity
Let us consider the next order terms of the interface entropy production, denoted Rjy;. It is worth noting that in
the case of infinite @ or when D = 0, we have Ryo = 0 (¢f. equation (7.23)) and R corresponds to the leading
order term for the interface entropy production.
According to the general expression (7.21) for Ry, and using the fact that [T)] = 0, we get
[7:1 , lad

R - - q -5 - Pe r S ;24
Let us first study [s1]. Since we have [¢;] = 0, equation (7.22) shows that

dSsolid
ar

[51] = [ssotia.1] = [7T1] (T)) (7.25)

To derive the expression for [¢1] it is necessary to consider the entropy equation (B.46b) at order O(£?) that reads

[ ’ 1 ’ ! Y
“DepTT] = o (ko) T3 + (0.kgo) 1) T7)
4 / Dz Pe ’ ’
+D (9,v(0)) + 02V(90) 91 6) + 2 =—— ¢4 ¢

[41] is then obtained by integration of this equation, i.e. on a similar way than the expression (7.16) for [go] was
obtained from equation (7.15) (see section B.2.12 for detailed calculations). It yields (cf. equation (B.47))

[q1] = cp(T}) D Pe[T1]

The contribution to Ry of [g;] is then compared to the contribution of [s;]. According to the definition of cp
and to the simplified expression (5.52) for cp (corresponding to the linearity of £(T)), we have

dsolid

. . dzgeq . .
cp(Th) = = (T5+1) —7 = (1§ +1) — (T

It is therefore straightforward that it cancels the contribution of [s;] to Ry;. Let us now study the expression for
{qo} [T1]. According to the expression (7.19) for the constant ®,;, and using the identity {v} = 1/2, we get

1
{QO} = Oy + EPeZ)

Using the expression (7.18) for [T] yields

g0} [T1] = (‘Dzh L 2D ){ebm (1) +PeD

oy [o] D (2 )gfn

(7.26)

2 k}, kJo a
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As already mentioned in the introduction of this paragraph, the term R, is dominant if and only if the term R;¢
is zero i.e. if either @ = oo or if D = 0. In the following , we consider that @ = oo, and thus Té = 0 and therefore

Rs1 = —{qo} [T1]

ie.
1\ L1\ v\ Pe? D? (v\&

R = @, (z)o + P Pe@(z (%)O +(7), ] -5 (),
The hereinabove relation implies that there exists a non-zero surface entropy production due to the non-uniformity
of the heat conductivity. This result is consistent with the definition of R as an excess quantity (cf. the discussion
on the equivalent sharp interface models in section A.2.4): when the heat conductivity is uniform, the sharp in-
terface is equivalent to a medium of same heat conductivity as the surrounding bulk phases. There is no specific
dissipation due to heat conductivity across the interface and the excess interface entropy production is zero. In
the case of non-uniform heat conductivity the dissipation across the diffuse interface layer (a given volume) is
either less or larger than the dissipation of the bulk phase extended (over the same volume) toward the sharp
interface. As a consequence, there is no reason for the excess interface entropy production to be positive. Ry
is a priori not signed since it involves the excess quantity (1/k)¢*, whose sign depends on the choice for the
function k().

When D = 0, the heat flux jump is zero [go] = 0, and {go} = ®;,. Therefore, in this particular case the
interface entropy production reads

Ro1 = (1/k)5" @2,

As a consequence, even without any mass transfer rate, the interface entropy production is non-zero. In classical
phase field models, the authors try to cancel the jump in temperature [7], so that their model is equivalent
to the classical Stefan problem. The temperature discontinuity can be interpreted as a thermal trapping effect,
e.g. Fadden et al. [49]. Using the framework of phase field models together with a consistent definition for the
entropy flux, we show that this temperature jump is related to the excess interface entropy production inside the
interface.

Thus, a non-uniform heat conductivity is the source of an interface entropy production. This interface entropy
production, as an excess quantity, is not a priori signed and its value can be controlled by choosing accurately
the function k(¢). We have related this result with the classical phase field result about the temperature jump.
This provides an interpretation of this result.

Kinetic relation at next orders in £: contribution of the Ginzburg-Landau relaxation In this paragraph,
in order to focus on the single effect of the Ginzburg-Landau relaxation, we consider the heat conductivity as
uniform?. It is worth pointing out that when the heat conductivity is uniform there is no O(g) contribution of the
Ginzburg-Landau relaxation to the interface entropy production. In the following, we show that, nevertheless,
the Ginzburg-Landau relaxation is not limited to a contribution of order O(1) to R;.

The leading order term of the interface entropy production, associated to the Ginzburg-Landau relaxation, has
been evaluated using the outer expressions for the temperature and heat flux interface values and jumps (cf. the
derivation of equation (7.23) from equation (7.21) for example). However, it is also possible to express R as the
integral across the interface of the local entropy production rate. This rate has been specified when we introduced
the Ginzburg-Landau dissipation mechanism in section 5.2. Let us consider the consequent expression of R

D?Pe | pyex
Rs: a,e(‘apz)

And therefore

Z)ZPE +00 P +oo/’ B 5 +00 ” L _ 3
Ry = Ypdx+e pop1dx+e (901 +t,00902) dx+0() (7.27)

a (o) o0 (%)

3Without this assumption, the contribution of both dissipative processes is more complex. Indeed, there exists a coupling between the
two processes as attested by the last term of the expression (7.18) of [T ] which is non-zero if (i) the heat conductivity is non-uniform
and (ii) « is finite.
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It is worth pointing out that ¢(¥) depends on D (¢;(X) is proportional to 9 as shown by equation (7.14)). As a
consequence, the expression for Ry is a priori not limited to quadratic terms in 9. However, since the leading
order phase field profile, which is the equilibrium profile, does not depend on 9, at leading order, the rate of
entropy production is quadratic in 9. Let us now draw the limit of this consistency and consider the next order
contribution to the interface rate of entropy production.

The OC(e) is the integral of ¢g : ¢ . The integration over the inner region of this contribution is zero (cf.

section B.2.12)
+00
f Yo sl xdx=0

o0
It explains the absence of any Ginzburg-Landau contribution to R, as soon as the heat conductivity is uniform
(cf. equation (7.26)).

At O(&?), two contributions, namely ¢2 z¢o x and t,o% & appear in the expression for the rate of entropy
production. The integral of (dg;/d%)* is non-zero as soon as D # 0 and & < co. It is worth noting that since ¢
is proportional to D/« (cf. equation (7.14)), the corresponding contribution to the interface entropy production
scales as £2 D*/a’.

Thus, we have shown that the Ginzburg-Landau contribution to the interface entropy production is not limited
to the leading order term and moreover includes additional terms that deviate from the normal growth theory (i.e.
not quadratic in D) as soon as the thickness of the diffuse interface remains finite.

7.3.3 Conclusion on the study of the solid-liquid one-dimensional phase change

In this section, we studied the one-dimensional phase transition process in the case of a uniform density using
matched asymptotic expansions. The leading order temperature and phase field profiles have been determined
analytically (¢f. section 7.3.1). At O(1) in &, these profiles are equivalent to equilibrium profiles (uniform
temperature, and hyperbolic tangent for the phase field). Nevertheless, the order O(1) rate of entropy production
is non-zero and its expression is consistent with the normal growth theory. However, the expression for the rate
of entropy production has been shown not to reduce to these terms. It has been shown that, as soon as the outer
heat fluxes are non-zero and the heat conductivity is non uniform, there exists a contribution to the rate of entropy
production associated with the Fourier heat conduction. As an excess quantity, this contribution is a priori not
signed, and depends on the function k(¢). Moreover, the Ginzburg-Landau relaxation generates higher order
terms than the quadratic terms in 9, and therefore reduces to the normal growth theory only at the limit € = 0.
It is worth pointing out that as a consequence the formalism of kinetic relations provided a clear interpretation of
the different leading order results.

Moreover, the outer states have been shown to correspond to the phase field values 0 and 1 even for out of
equilibrium situations. This is an interesting property to control their physical properties.

7.4 Isothermal liquid-vapor flow with phase change

In this section, we study our quasi-compressible phase-field model for the liquid-vapor phase transition in the
case where the system is supposed to be isothermal and where the viscous dissipation is neglected.

For the sake of legibility, only the main results are given and discussed in this section. The reader interested
in the detailed derivation of these results can refer to section B.3 where all the calculations corresponding to this
study are provided .

In the isothermal and inviscid case considered here, the system of governing equations for the outer problem
reads (cf. system (5.61))

2
ae® (D-V)p, = &d,vP +v (a¢w - 8290,”) + aW(W - %go?x) (7.28a)
©EV)y = —p*0v(D-V)g, (7.28b)
V-D)pV, = _P,x (7.28¢)

For the inner problem, only the AC equation has a modified scaling in £ and reads

7\2
ae (D-V) ¢ =ed,vP +v (0,W-¢")+ 8¢V(W - (9”2) ) (7.29)
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7.4.1 Leading orders phase-field profile
In the outer domains, the leading order AC equation (7.28a) reads
d,Wo =0

Therefore, as in the uniform density case we get that ¢* is equal to either O or 1 and introduce [¢] = 1. The
leading order inner AC equation (7.29) reads

" (@)’
) (G‘FW() — 900) + (%,V() Wo — > =0

where we remind that v(yp) is the specific volume and where the function v(¢) is the interpolation function used,
in particular, to interpolate the density within the interface zone. Using the fact that ¢ equals O or 1 in the
outer domains, it is a straightforward calculation to show (c¢f. the appendix section B.3.3) that this equation is
equivalent to the leading order equation in the uniform density case studied in the hereinabove section 7.3

3¢W0 - (,Dg =0

Therefore, the leading order solution for the inner phase-field profile is the equilibrium profile, i.e. a hyperbolic
tangent profile for our model that is thus independent of the density difference. At the nextorderin ¢ (i.e. O(g)),
it can be shown that the equation for the phase field profile ¢ (¥) reads

Fv(soo)so()_( r r?

10,0 W)(g0) = 10" (¢0) — v(o) ¢} = A o 7) O,0(0)

where I is the interface mass transfer rate and where
—+00
A =[] f V(o) @y dx = 1/12 (7.30)

The integration of this differential equation (cf. section B.3.5) yields the sum of two profiles, one being propor-
tional to I'/a and the second one being proportional to I' that reads

Ga d_ Gaoo d_
@1(%) = g%ff(_)zx dx+r2¢6ff(—2)x dx (7.31)
(¢5) (#6)
where the functions G, and G,  satisfy
W) Ga) = (Arn(go) = vigo) ¢f))
((@0) Gaw)’ = (1/20(¢0)" = v(0) v(¢0)")

The first contribution is associated to the Ginzburg-Landau relaxation and vanishes as soon as the non-dimensional
mobility « is infinite. The second one is associated to the pressure recoil (c¢f. the results of the next section con-
cerning the leading order pressure solution) and it is quadratic in the mass transfer rate I'.

7.4.2 Leading order pressure and velocity

Velocity field At leading order in &, the continuity equation (7.28b) reads

(p(p0)Vo) = —pj dg(g0) (D — Vo) ¢},

Its integration simply yields
Vo — D = -T v(pg) (7.32)

where I is the interface mass transfer rate.
This relation implies that the outer velocity jump reads

[Vo] = -T'[1/p] (7.33)

This condition corresponds to the sharp interface jump condition (7.2a) derived from the Rankine-Hugoniot jump
conditions.
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Pressure field At leading order in &, the momentum equation (7.28c) reads
(Vo — D) pleo)V), = P,
Using the expression (7.32) for the velocity, the pressure profile Py simply reads (cf. equation (B.59))
Py —TI = I v(¢p) (7.34)

where II is a constant of integration related to {P},. Its determination (see section B.3.5) is based on the use of
the solvability condition for the following expression for the O(g) AC equation

ror 17 D -V ’ 5
1 (9,0(00) g W(0) + 1(00) e Wip0)) — Do) @} 8y — vipo) @ = . S ¢ — Pod,u(po)

Multiplying this equation by ¢;, and integrating over R yields a quantity that is independent of ¢;(x). Using the
hereinabove derived expressions for ¢g, Pg and Vj allows then to determine the constant I1. We thus use exactly
the same method as for the determination of the interface temperature level Té in the uniform density case. It
yields (cf. equation (B.66) and equation (B.68))

r

n = 5415+r2/2 (7.35a)
r

{Po} = ﬂl(—l (7.35b)

Using the matching condition (B.51b), equation (7.34) shows that the outer pressure jump reads
[P5] = -1 [1/¢]

This condition corresponds to the classical sharp interface jump condition (cf. equation (7.2b)), which is related
to the pressure recoil effect. This effect is thus recovered by our model at leading order in €.. Thus, we showed
that at leading order in &, the jump conditions of the equivalent sharp model are the classical jump conditions (i.e.
the jump in velocity is related to the mass conservation and the pressure jump is related to the pressure recoil).
They are consistent with the jump conditions (7.2) derived from the Rankine Hugoniot jump conditions. In
addition, a shift of the interface pressure from the equilibrium pressure is due to the Ginzburg-Landau relaxation.
We study in the following the consequence of this out of equilibrium structure of the diffuse interface on the
kinetic relation of the equivalent sharp interface model.

7.4.3 Kinetic relation

In this section, we study the kinetic relation from the leading order solutions derived in the previous section.
We determine the expression for the surface entropy production Ry at leading order in € and relate it to an “out
of equilibrium Clapeyron relation”.

It is important to note that, in the isothermal case, it is not possible to use the native expression for R;
(equation (7.1d)) since no direct information is available concerning either the entropy flux g; = ¢/T or the
specific entropy s. Let us thus consider the expression for R as a function of the driving force ¢ that reads (cf.
equation (7.4))

RsTeq =TY

where the driving force ¢ reads (cf. equation (7.3))

g2+ |52

This latter quantity can thus be studied in the isothermal case studied. Moreover, since the relation

V - D)?
{1/p}[P] = —H%H
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is satisfied by the O(1) solutions of the pressure and velocity and, since the compressibility of the bulk phases is
not considered in our phase-field model, we have thus (cf. equation (A.26))

Rs Teq =T {P} [[l/p]]

And the study of the interface entropy production is therefore related to the study of the shift of the interface
pressure with regard to the equilibrium pressure {P}. It is worth pointing out that this expression, that involves
explicitly the interface pressure level {P} is an “out of equilibrium Clapeyron relation”.

Let us now derive the leading order expression for the interface entropy production. According to the leading
order solution for the pressure (cf. equation (7.35b)), the above relation yields

1—‘2
R0 Teq = - Ay (7.36)

which satisfies
7%0 >0

Since the only dissipative mechanism considered is the Ginzburg-Landau relaxation, interface entropy source
vanishes as @ — +oo. Since this dissipative mechanism only exists inside the interface zone (i.e. zero contribution
in the bulk phases), it is consistent to have a positive Ryy. Since, at leading order in &, the interface entropy source
Rs0 1s quadratic in I, its expression (7.36) is consistent with the normal growth theory.

It is worth pointing out that, like in the uniform density case, the Ginzburg-Landau relaxation implies a higher
contribution to the interface entropy production (cf. our discussion at the end of section 7.3.2). Indeed, we have
[1/p]; = 0 and at O(¢), the value of the interface entropy production reads

Teq Rsl =T {P} [[()0]]

where the expression for {P;} reads
2
{P1} = % f ®p(X) ¢} (%) dx

We have shown that ¢ (%) was made of two parts, the first one being scaled by I'/a and the second one by I'? (¢f.
equation (7.31)). It can be shown that the contribution to {P}; of ¢|¢j, scaled by 2 is zero. As a consequence
only the part of ¢} scaled by I'/a remains and we get

1—‘3
Teq Rsl =2 0_2 [[‘10]] Aa (737)

This relation shows that, at O(¢), the kinetic relation deviates from the normal growth theory as soon as the mass
transfer rate is sufficiently large. We have finally (cf. equations (7.36) and (7.37))

2 r )
TegRsy=— A1 +62 — [¢] As + O(%)
(07 [04

This study of the non-equilibrium structure of the diffuse interface in the isothermal case showed that the
classical Rankine-Hugoniot jump conditions on the pressure and velocity are recovered by the equivalent sharp
interface model. Besides, similarly to the uniform density case studied in section 7.3, we showed that the interface
entropy production is not null and that it is due to the Ginzburg-Landau relaxation.

7.5 Non-isothermal liquid-vapor flow with phase change

In this section, we study the out of equilibrium structure of the interface in the case of a non-isothermal phase
transition, which is characteristic of boiling flows. The system of governing equations corresponds to the sys-
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tem (5.59) that reads
av aw dv £
2 2 2
~V)gy = e—(P-T — — & |+ — W= = 7.38
ag” (D-V) ¢, 8d‘p( )+U(dg0 £, )+dgo( 290,) (7.38a)
ov
V) = gp L=V ex (7.38b)
(V-D)pV, = -P, (7.38¢)
(kT ), dv &

(V-D)pT, = Pe’—(v—Dnu1+n3;gwa—vP§;w»2 (7.38d)

It is worth noting that, compared to the systems studied in the previous sections (uniform density and isothermal
cases), these equations are only slightly modified by the coupling between thermal and mechanical physical
mechanisms. For example the momentum and continuity equations are exactly similar to the one studied in
section 7.4 whereas the equation of evolution of the temperature reads exactly the same than the one studied in
section 7.3. In fact only the presence of both pressure and temperature in the AC equation makes a real difference
with the previously studied equations. As a consequence, we only comment the differences for the solutions
associated with this coupling (see section 7.5.1). Then, in section 7.5.2, we study in more details the expression
for both the interface entropy production and the driving force of the equivalent sharp interface model.

7.5.1 Leading order solutions

The complete calculation of the leading order solutions takes advantage of the similarity of the equations with
the one studied in the two degenerate cases considered (cf. the appendix B.4). As a consequence, we do not
recall the detailed calculations that can be found in the previous sections.

The leading order solutions of the inner profiles as well as the outer jump conditions and interface values
have similar expressions to those obtained in the previous sections where we studied degenerated forms of our
model. They read (cf. the equations (B.80), (B.81b), (B.86), (B.87), (B.84) and (B.85))

@o(X) = 1/2+ ([¢]/2) tanh (3 %) (7.39a)
Po(X) = {Po}+{wo} T = v(po(X) I (7.39b)
Vo(%) = D —T v(go(X)) (7.39¢)
(P} = T6+F% (7.394d)
[To] = © (7.39)
{To} = T} (7.39f)
lgo] = PeT(1+7T5) [e] + 2 |A| (7.39g)

where A is given by (7.30).

Therefore, at leading order in &, equations (7.39¢) and (7.39f) show that the temperature is uniform and the
phase field profile is the equilibrium one. Equation (7.39b) shows that the pressure satisfies the classical jump
condition (pressure recoil). Equation (7.39d) shows that the pressure at the interface {Py} differs from the
saturation pressure at the interface temperature and that the shift is proportional to I'/@. It is worth noting that
whenever the outer heat flux jump [¢o] equals zero, the mass transfer rate can still be non-zero. Indeed we have
from equation (7.39g) .

¥ i
0] =0 =T = Pe A (1+75)
The corresponding mass transfer rate is actually an adiabatic phase transition process as studied in the previous
section.

Thus, the leading order solution of the non-isothermal case with density difference is such that the classical
jump conditions on velocity and pressure (7.2) are recovered by the equivalent sharp model. Moreover, the bulk
phase field values are always O or 1, which allows to clearly control the physical properties of the single-phase
states even in out of equilibrium conditions. The interface pressure is related to the temperature of the interface
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through an “out of equilibrium Clapeyron relation”. It is worth noting that this result has already been obtained
by Anderson et al. [6] with the model presented in section 2.3.3. In the following, we study the consequences
of this internal structure of the interface on the kinetic relation.

7.5.2 Kinetic relation

This section is organized as follows. First, we show that the leading order expression of the interface entropy
production is associated only to the Ginzburg-Landau dissipative process. Then, it is shown that it is possible to
derive a good approximation of the interface entropy production using an approximate expression of the interface
entropy production. The use of this approximate expression is shown to be of interest since it allows to clearly
relate the kinetic relation to an “out of equilibrium Clapeyron relation”. We then study the next order expression
of the kinetic relation and show how it is related to a non-uniform heat conductivity across the interface. Finally,
we derive the expression for the kinetic relation in terms of the driving force, which is another way to interpret
these results.

Leading order kinetic relation, the Ginzburg-Landau relaxation Let us study the kinetic relation at O(1) .
According to our study of the sharp interface problem, the general expression for the interface entropy production

R, reads (cf. (7.1d))*
Ry = — 7] ! + ! — Pel 7.40

The leading order outer temperature jump is zero (cf. equation (7.39¢)) and, as a consequence, the first term of
the above expression is zero at leading order. The value of the leading order contribution to the heat flux jump is
given by equation (7.39g). The only term that remains to be studied is the entropy jump.

The non-dimensional expression for the quasi-compressible Gibbs free energy reads (equation (5.48)) where
we have considered that P, is linear

2
g=ecuv() [P=T]+v (W + ‘% (th)z) + & eq(T)

Since s = —(0g/0T) we get

dgeq

dT

Thus at leading order, we get [so] = [¢]. Since [Ty] = 0 and using the expression (7.39g) for [go] we get for the
leading order of the interface entropy production (cf. equation (7.40))

s =v(p) -

Pe 1
Ry =T —
s0 aﬂ11+{To}

(7.41)

This expression is identical to the expression (7.36) derived in the isothermal case.

Thus, the kinetic relation of the equivalent sharp interface model at leading order is only related to the
Ginzburg-Landau relaxation. As a consequence, the corresponding interface entropy production is strictly posi-
tive. Moreover, it is quadratic in I', which makes this relation consistent with the normal growth theory. It has
been shown that a non-zero interface entropy production is at the origin of an “out of equilibrium Clapeyron
relation” satisfied by the interface pressure and interface temperature.

Kinetic relation at next order The interface entropy production at O(¢) is defined by equation (7.24). For
the sake of simplicity, in the following, we consider only the case @ = oo, knowing that in any other case, the
leading order term of the interface entropy production associated to the Ginzburg-Landau relaxation has already
been derived. [q1] is derived from an integration of the order &2 equation of evolution for the temperature (see
section B.4.5). In the case a = oo, [¢] reads (cf. equation (B.94))

[q1] = cp(T{) T Pe [T1]

4R,, resp. s, is scaled by [k/L], resp. [L/T].
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and according to the expression (7.25) for [s;], the contribution to the interface entropy production of [s]; is
canceled by the [¢;] contribution. It yields

(73)" Rer = ~laol [71]

[qo] is given by equation (7.39g). Let us analyze the expressions for [7;]. The expression for [T] is derived by
integration of the order & equation of evolution for the temperature on the same way than in the uniform density
case (cf. section B.4.3). The expression for ji and Té being different than in the uniform density case, it yields
(cf. equation (B.89))

ex

(wo)J (7.42)

[T1] = —@,h(§)0 — PeT (1+T}) (% ) p

ex &x d
1 v) o Pt (f(v Wi(go)dé)

It is worth pointing out that this expression is very similar to the one obtained in the uniform density case (cf.
equation (7.18)) as involving excess quantities related to the thermal conductivity. Moreover, when « is infinite,
the temperature jump has an expression similar to the one obtained with the van der Waals model (cf. the matched
asymptotic expansions derived in [53]). Using the expression (7.39g) for [qo], we get therefore

ex éx
Ryt = (PeT (1 +7T}) [¢] +T71A) ((D,h (%)0 + PeT (1 +1T5) (g)o )
Similarly to the case of uniform density (cf. section 7.3.2), this expression shows that R, is identically zero if the
heat conductivity is uniform. This O(eg) interface entropy production is related to an excess Fourier dissipation
across the interface and is a priori not signed. We remind that this result is valid in the case @ — oo. The
study of the O(e) interface entropy production associated to the Ginzburg-Landau relaxation is carried out in the
following paragraphs.

Thus, from order € the interface entropy production is related to the heat conduction across the interface
and is a priori not null as soon as the heat conductivity is non-uniform. The classical kinetic relation is often
presented in terms of the driving force instead of the interface entropy production. In the following paragraph,
we study the expression for the driving force as a function of the mass transfer rate.

Driving force as a function of the mass transfer rate Let us study the general expression for the leading
order kinetic relation as a relation between the driving force ¢ and the mass transfer rate I'. In the section 7.1),
we have defined the driving force ¢ such that

Ry (T + 1} =T Pe 9 — [T] {%} + 4] ({T}{%} - 1)

where ¢ has been scaled by V2. Such a driving force has been shown to be defined by (cf. equation (7.3))
¢=1 +oi-r{} ]
PP

Therefore, using the results (7.39) at leading order, we get

T
%D = —A
a

When sensible heat is neglected with regard to the latent heat in the evaluation of [g] the approximate expression
for the driving force (7.6) reads

G = (P} [1/p] —{T}[s]
Since [1/po] = [s0] = [¢], we have

{P1}[1/po] = {T1}[so] = [¢] ({P1} = {T1})
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and the leading order of the driving force reads

9 = [el ({PYo —1{T}o)
+e [[e] AP} —{T}1) —{To} [s1]]
+O(&?)

where [s1] is given by (cf. section 7.3.2)

[s:1] = [T\ ] ep(TY) (1 + T§)
where [T] is given by equation (7.42). In the appendix section B.4.4, we study the scaling of the different terms
of the AC equation (B.91) at order 2. Applying the solvability condition to this equation allows to determine the

different terms entering the expression of {P} — {7';}. Using the expressions for the leading order solution of the
inner problem (7.39) for {Po} and {7y}, we get

Ay
g = I'—Iyl

+&

2 2 Pe r
[[‘P]] ;181"2/@2 + (Dthﬂd)zh + 1 Pefpe + [31"2Pe/a + ;ﬁﬁ/a

ex

+cp(Ty) (1 +T) (@,h (%) + PeT (1+T}) (%):‘ + ] P%FﬁFPe/a)]
0
LO@E) (7.43)

where the coefficients 8 are of order unity and are excess quantities. SBr2,2 and B3, vanishes in the uniform
density case, whereas all the other coefficients vanish for a uniform heat conductivity. The driving force is made
of two different parts: the first one that depends on the mobility as 1/« is associated to the Ginzburg-Landau
relaxation, and the second one that is related to non-uniform heat conductivity is associated to the Fourier heat
conduction.

In this section, we derived approximate expressions for the interface entropy production and for the driving
force. They show that the non-uniformity of the heat conductivity as well as the existence of a Ginzburg-Landau
relaxation determine the relation between the interface pressure and the interface temperature of the equivalent
sharp interface model. At leading order, this relation is consistent with the normal growth theory (i.e. the interface
entropy production quadratic in I" or, equivalently, the driving force is linear in I'), and the kinetics are associated
to the Ginzburg-Landau relaxation as shown by the order 1 term of equation (7.43). However at next order, it is
shown to deviate from this theory as shown by the order & term of equation (7.43).

7.6 Sharp interface limit for far from equilibrium phase transition

In this section, we study a different sharp interface limit of our phase field model that is more accurate for far
from equilibrium phase transitions. Indeed, the results obtained so far are based on a particular scaling of the
mobility, i.e. of the dissipative coefficient associated to the Ginzburg-Landau relaxation. As a consequence, the
kinetic relation reads as the linearity of the driving force with the interface mass transfer rate at leading order and
that even for large mass transfer rates, e.g. equation (7.43). This linearity is consistent with the normal growth
approximation that has been related in section 7.1 to a “close to equilibrium” model for the kinetics of phase
transition. It is worth noting that an even lower level of modeling of the entropy interface production corresponds
to set it to zero that corresponds in our case to set a to infinity. To deviate from the normal growth theory,
we showed that it was necessary to consider higher order terms of the matched asymptotic expansion, i.e. the
effect of a finite thickness for the interface transition layer (the so-called thin interface limit introduced by Karma
and Rappel [72]). This characteristic of the kinetic relation of the model can be attractive, for example when a
regularization of the Stefan model where latent heat removal is the limiting stage is targeted (as it is the case of
the widely used phase field methods). Nevertheless we know that the normal growth theory is only a model for
slow phase boundaries and such a linear kinetic relation could also be viewed as a limit of the model.
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In the following, we derive the kinetic relation of the phase field model, considering a different scaling
and show how it yields to a more complex kinetic relation. This shows how one can deal with non-linear kinetic
relation as sharp interface limit as soon as the scaling of the mobility is chosen accurately. This thus demonstrates
that the phase field model are not limited to a regularization of the normal growth theory but can also generate
more realistic kinetic relations.

7.6.1 Leading order phase field equation and Kinetic relation

We now turn our attention to the case where the normalized dissipative coefficient of the Ginzburg Landau
relaxation is a fixed independent parameter, say @ = a/e. We denote the scaling @, resp. «, of the mobility
as the close, resp. far from equilibrium scalings. Following the far from equilibrium scaling, the system of
equation (5.59) then reads

ae(@D-V)py = ¢ j—; (I3 - T) +v (cjl_‘;/ - 82<p,xx) + Z—; (W - %Zcpzx) (7.44a)
V), = - g—; D-V)g, (7.44b)
V-D)pV, = -P, (7.44c)
v-nypr. = & IT;;“)’X ~(V-D)p(1+T) Z—; put D=V E (o) (7.44d)

In order to focus on kinetics we consider a purely phase field model and thus ignore the coupling with pressure
and temperature. The system of governing equations reduces therefore to the single AC equation (7.44a) and the
single dissipative mechanism considered is thus the Ginzburg-Landau relaxation. The inner leading order AC
equation (7.44a) is an ODE in ¢y(X) that reads

Dy = (—) - ¢y (7.45)
0

where we introduced the normalized velocity of the phase transition front O

pe?

a

Equation (7.45) has already been studied by Truskinovsky [137], see also [139] in the context of kinetic relations.

Let us first analyze the out of equilibrium ODE (7.45), and reproduce the analogy used in the study of the
spherical equilibrium case (cf. section 4.3.1). We thus consider the motion of a particle in a one dimensional
system of coordinates ¢, the time being associated to the abscissa X. The LHS of equation (7.45) is then a
viscous dissipation for the particle motion. It is worth pointing out that using the “close to equilibrium scaling*
the leading order out of equilibrium ODE governing the phase field profile was non-viscous, e.g. equation (7.12)
(zero LHS in equation (7.45)) and thus ¢g(X) was the planar equilibrium profile. In the present case, we recover
the equilibrium profile only in the limit of small O where the LHS term of equation (7.45) can be neglected.

Let us now consider the kinetic relation of this model. In this case, entropy and density jumps are zero and
the driving force simply reads (cf. its definition (7.3)).

9 =41

and is thus equal to the specific Gibbs free energy jump across the interface transition layer. It is a straightforward
calculation (multiplying by ¢’ and integrating over R) to show from equation (7.45) that

[9] =D I ) 2D d % (7.46)

This relation is the kinetic relation of the phase field model considered. It shows that at and only at equilibrium
both D and [g] are zero. Let us now consider the integral term. It is worth pointing out that for the “close to
equilibrium” scaling of the mobility, ¢o(X) was the planar equilibrium profile. As a consequence the integral was
independent of the out of equilibrium parameter ([g] or D), and thus at leading order the driving force was linear
in D. This obviously no more the case with the “far from equilibrium” scaling as illustrated in the following.
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7.6.2 Illustrative example of non-linear leading order kinetic relation

As an illustrative example, let us consider a simple model for the potential u(¢g) using piecewise quadratic ap-
proximation for the specific Gibbs free energy as represented on figure 7.2. Since we consider out of equilibrium
process, we have [g], # 0. At infinity, homogeneous single phase states are reached. According to the properties
of our model, these single phase states correspond to the phase field values 0 and 1 as shown in chapter 6. To
propose a simple model consistent with the main features of our phase field model, we set

Il
(e)

dg
%(0) = n(0)

Il
(e}

dg ..
%(1) = u(1)

The piecewise potential then simply reads

(o) =17 i
2(1+4g) (-1, ¢>

IA
D= D=

’ (7.47)

and is thus discontinous at ¢ = 1/2. The potential i as well as the specific Gibbs free energy g are represented
on figure 7.2. To solve the ODE (7.45) we now need to solve two linear second order differential equations for
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Figure 7.2: Piece wise thermodynamic potential

each domain ¢o(X) € [0 : 1/2] and ¢o(¥) € [1/2 : 1]. We set gg(—o0) = 0, @o(+00) = 1 and ¢(0) = 1/2. As a
consequence the out of equilibrium ODE (7.45) has the solution

% ed* x<0
o) — o = 7.48
@o(X) [—le=as 30, (7.48)
where the positive coefficients ag and a; read
D+ VD2 +4
aq = ————
2
D+ D +8 (1+4 [g])
a) =
2

We can thus evaluate the integral entering the kinetic relation (7.46), it yields

reo 0 a2 ~ +00 aZ )
f SDOZ(X)d)_C f _Oe2aoxdx+f _le—2a1de
—c0 e 4 0 4

ap A

8 8

and thus

lg] 211—61_)[VZ_)2+4+ \/1_)2+8(1+4[[g]])}
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that is obviously a non-linear relation between D and the driving force. As a consequence, the Kinetic relation
inherited from the “far from equilibrium” scaling for the mobility deviates from the normal growth theory for
large interface mass transfer rates.

The non-linearity of the kinetic relation between the driving force and the interface mass transfer is more
physically realistic than the linearity inherited from the “close to equilibrium” scaling of the mobility that is then
at leading order restricted to the normal growth approximation. Nevertheless as long as a single regularization
of the Stefan problem at low mass transfer rates is targeted, the “close to equilibrium” scaling is mathematically
satisfying. It would be of interest to further investigate the consequences of the “far from equilibrium” scaling of
the phase field equations for the model including pressure and temperature dependences.
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7.7 Conclusion

In this chapter, we studied the non-equilibrium internal structure of the interface using approximate solutions
(matched asymptotic expansions) of the governing equations for a steady-state one-dimensional phase change
problem. The leading order profiles of the main variables have been derived. It has been shown that the equivalent
sharp interface representation of our model satisfies the classical jump conditions (mass, momentum, energy).
Moreover, in the outer bulk phases, the phase field value is always 0 or 1, which allows to easily control their
physical properties. In addition, we have derived the kinetic relation of our model. At leading order, the interface
entropy production is consistent with the normal growth theory, i.e. the interface entropy production is quadratic
in the mass transfer rate. As a consequence, the classical Gibbs-Thomson equation is recovered for low mass
transfer rates in the case of uniform density. When density difference is taken into account, a non-equilibrium
Clapeyron relation has been derived. = However, the kinetic relation has been shown not to reduce to the
normal growth theory. Indeed, when higher order terms are taken into account, the interface entropy production
is no longer quadratic in the mass transfer rate. The entropy production has been clearly shown to be made
of two contributions corresponding to the two dissipative processes considered in this study. The first one is
related to the Ginzburg-Landau relaxation and is non-zero as soon as the mobility is finite. Since this dissipative
process only takes place inside the interface, the associated interface entropy production is positive. The second
contribution is associated to heat conduction. This dissipation is non-zero both in the bulk phases and across the
interface. It has been shown that the associated interface entropy production is an excess quantity that is non-zero
only if the heat conductivity is non-uniform. If it is non-uniform, the sign of the interface entropy production of
the equivalent sharp interface model depends on the choice for the function k(). This is consistent with the fact
it is an excess quantity since the dissipation associated to heat conduction that takes place across the interface
can be either smaller or larger than the sum of its equivalent representation by two separated bulk domains and
a sharp interface.

We note that the consistency of the leading order solutions with the normal growth approximation limits the
use of the model for fast kinetics where the phase transition occurs far from equilibrium. By introducing another
scaling for the mobility coefficient, we derived another sharp interface limit for a purely phase field model. With
this scaling, the kinetic relations deviates from the normal growth approximation as soon as the mass transfer rate
is sufficiently large and that even in a sharp interface limit (i.e. without considering secondary order terms in the
expansion). This deviation at large mass transfer rate is more physically realistic and we therefore draw a path
allowing to consider other kinetic relations for our phase field model devoted to the study of boiling process.

Let us note that we know that for boiling phase transition, in addition to heat conductivity and Ginzburg-
Landau relaxation, the viscosity, as a third dissipative mechanism has to be taken into account. Due to the
density difference between the single phase states, the associated interface entropy production is non-zero and
visco-elasticity can actually also control the kinetics of the phase transition. It would be of interest to study this
interface dissipation for our phase field model.

Nevertheless, it is worth pointing out that there is a lack of knowledge and of understanding of the kinetic
relation in the case of liquid-vapor interfaces. If several models exist for the case of high mass transfer rates
associated to vaporization (e.g. the interface resistance, cf. the Knudsen layer model [28]), none is consistent
with the classical jump condition for the pressure recoil. As mentioned by Anderson et al. [2] it remains to have
a sound target for the kinetic relation.

As a final conclusion let us remark that, to our knowledge and even though matched asymptotic expansions
are widely used to study phase field models, the use of the formalism of kinetic relation has never been presented,
although it allows, to our point of view, to derive a clear analysis of the properties of these models. Indeed, we
showed how the relation between interface pressure and temperature (“non-equilibrium Clapeyron relation”) is
related to the interface entropy production.



Chapter 8

Numerical resolution of the system of
governing equations

In this chapter, we solve numerically the system of governing equations corresponding to the quasi-compressible
phase field model dedicated to liquid-vapor flows with phase change derived in chapter 3. The goal is to develop
an algorithm for the solving of the governing equations and to study the consistency of the numerical results with
the analytical developments made in the previous chapters . In particular we study the ability of the model

* to control the stability of the liquid and vapor homogeneous states (cf. the corresponding analytical study
of the stability of homogeneous states in chapter 6)

* to reproduce a given kinetic relation and to recover the classical out of equilibrium jump conditions (cf.
the corresponding analytical study of the one-dimensional phase transition dynamics in chapter 7)

* to deal with capillarity and curvature (cf. the corresponding analytical and numerical study of the spherical
symmetry equilibrium in chapter 4)

We propose to consider three different canonical systems of governing equations. We follow the approach
used to derive the analytical results of one-dimensional phase transition. We first focus on the purely thermal
part of the phase transition by studying the phase transition with uniform density and, as a consequence, without
mechanics (c¢f. section 8.1). Then, we study the coupling between phase change and fluid mechanics by consid-
ering the isothermal model (c¢f. section 8.2). Finally, we study the fully non-isothermal dissipative model (cf.
section 8.3). Let us note that, the main numerical schemes and notations used in the following numerical study
are introduced in the appendix C.

8.1 Liquid-solid phase transition without mechanics

In this section, we present the numerical simulation of the phase transition in the case of uniform density for
one- and two-dimensional systems. The goal is to study the coupling between the energy balance equation and
the Allen-Cahn equation. The resolution of this coupling allows to take into account a major ingredient of
the boiling flows: the unsteady phase transition associated to thermal effects. Indeed, the classical models of the
bubble growth in nucleate boiling flows assume that the last stage of the process is governed by a thermal effects,
e.g. Mikic et al. [93]. Moreover, the results of this section allow to illustrate some of the key ingredients of our
model, namely

* the modeling of the interfaces as transition zones of characteristic thickness &

* the separation of the domain in single phase domains characterized by constant values of the phase-field
(¢=0andp=1)

* the ability of the model to deal with capillarity, curvature and topological changes

* the dynamics of phase transition

183
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* the kinetic relation associated to the Ginzburg-Landau and thermal conductivity dissipation mechanisms
(cf. chapter 7)

It is worth noting that, since the density is assumed to be uniform, the model corresponds to a solid-liquid
phase transition. It is worth pointing out that the goal of this numerical study is to define an algorithm for the
coupling between thermal and phase field parts of the model before to adress the coupling with mechanics. As
a consequence we limit our study to a rather more qualitative than quantitative analysis of the results obtained.
The satisfaction criteria will be based on the consistency of the results with the analytical results derived in the
previous chapters. We therefore won’t provide a detailed study of the phase transition without density difference
such as it is done with phase field models devoted to this study.

This section is organized as follows. First, in section 8.1.1, we analyze the system and discuss the approx-
imations introduced to develop an efficient and accurate algorithm to solve it. Then in section 8.1.2, we study
one-dimensional steady-state phase change problem. We justify the main approximations used in the algorithm
by a comparison with both analytical results and more accurate computations. We study the temperature and
phase field profiles and compare them with the corresponding analytical results obtained in chapter 7. In sec-
tion 8.1.3, we illustrate the ability of our model to deal with unsteady phase change problems. The influence of
the Ginzburg-Landau relaxation on this result as well as the corresponding kinetic relation are analyzed. Two-
dimensional computations are then proposed. In section 8.1.4 we first solve an unsteady phase change problem
in spherical symmetry. Then in section 8.1.5, we illustrate the dynamic of phase separation and interface recon-
nection with our phase field model studied in chapter 6. We then study in section 8.1.6 the unsteady phase change
process in a two-dimensional system that illustrates the effect of capillarity on the process.

8.1.1 Time discretization scheme

In this section, we identify the terms of the governing equations that need to be treated as implicit in time and
those that can remain explicit. This identification is based on the physical anlysis of the couplings of these
equations that have to be accounted for. Once these couplings are identified, a linear approximation of the
terms involved is proposed as a valuable approximation. This approximation will be justified through numerical
computations presented in the next section.

The system of equations The expression considered for the Helmholtz free energy corresponds to the re-
duction of our quasi-compressible model in the case where the bulk phase densities are equal; this expression
corresponds to the classical phase-field model for solidification (cf. section 3.3.2). No dynamics is consid-
ered, i.e. itis assumed that V is uniformly null. Moreover, following the set of simplifications considered in
section 5.3.3, the bulk heat capacities are assumed to be equal, and the latent heat is assumed to be a linear
function of the temperature. The set of governing equations therefore reduce to the system of equations (5.57)
that reads

d d dw

o L (P (8.1a)
dt de Sty0 dy

df _ V-&VT) p(+T/0)dvde 1y (dg 2 &.15)
dr Pe St dodt ex\dt ‘

Implicit treatment of the diffusive terms We consider that the main variable of the AC equation 8.1a, resp.
equation of evolution of the temperature 8.1b, is the phase-field variable ¢, resp. the temperature 7. Both
equations have a purely diffusive term, namely the non-local term of the expression of ji in the AC equation, and
the heat conduction term in the equation of evolution of the temperature. According to the numerical stability
criteria for the solving of diffusive equations using Euler time stepping, it is required that the diffusive terms are
made implicit for the scheme to be unconditionally stable. In the following, the diffusive terms are considered as
implicit.

Implicit coupling and linear approximation = The system of equations 8.1 contains highly non-linear terms
in ¢, namely dW/dy and dv/dy in the AC equation and the term (dv/dy)(de/dt) in the equation of evolution of
the temperature. The implicit computation of this terms is computationally expensive, even though we observed
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that it is required to preserve the accuracy of the solution. Some phase field methods use simplified expressions
for the latent heat source term (dv/de)(dy/dt), the expression of the function v(¢) being modified only for
this term, e.g. [73]. This simplification allows a significant gain in numerical resolution even though the set
of governing equations is thus no longer thermodynamically consistent. In this study, we choose to keep the
thermodynamic consistency of our model. We thus use a simplified numerical scheme that allows to keep the
expression for the interpolation function v(¢) in the latent heat source term. Indeed, numerical tests showed that
it is sufficient to at least partially consider the term (dv/dy)(dp/dt) as implicit. Similarly, we observed that it
is possible to make the non-linear functions dW/dy and dv/dy appearing in the AC equation partially implicit
using Taylor expansions . The final writing of the system of equations solved reads

n+l _ n dv" dW" d2 n d2w”
LA —x _avs € o+l ((pn+1 _ n) _av ¢ " 4+ — 2Ag" {8 2a)
Dt do Sty6 dy dg? Sty6 dg?
e L A (e B P A I T P
m-r - A S SFRLYD) (8.2b)
Dt Pe St do Dt £

It is worth pointing out that the above system of equations is linear in (go””, T””). Efficient linear solvers
can thus be used to solve it. The accuracy of the solution can be assessed by comparing it to the fully non-
linear, fully implicit solution; the results reported in section 8.1.2 show good agreement between the two
solutions. Numerical tests show that further simplifications ( where some terms are made explicit instead of
implicit) modify significantly the solution and are therefore not envisaged. When a density difference is taken
into account, the expression for fi is more complex (cf. equation (5.47¢c)) but the terms are linearized similarly.

Numerical values of the non-dimensional parameters Since numerical simulations of nucleate boiling
flows under nuclear power plant conditions are targeted, the values of the parameters are evaluated using the
physical properties of pure water at the saturation pressure of 150 bar. Without taking into account any density
difference, the At, We, Re and Fr numbers are irrelevant. As a consequence, the remaining non-dimensional
parameters are the following

Non-dimensional number | Pe 0% St 0

Value 1€ | 3¢70 | 7e72 | 6¢2

The non-dimensional numbers « and € are not specified, since, in the following, we make them vary to study
their influence on the solution.

It is worth noting that the space discretization scheme is a standard MAC scheme where the discretization of
the space derivative operators is such that the identity

V-(ag):Va-E+aV-5

is satisfied at the discrete level for any scalar a and vector b (cf. the presentation of the scheme in appendix C.2).

8.1.2 A first-test case : steady-state one-dimensional phase change

The time discretization scheme presented in the previous section is assessed on a steady-state one-dimensional
phase transition problem. This problem corresponds to the analytical study performed in section 7.3 and we
therefore compare the numerical results with the approximate analytical solutions derived in this study.

The numerical setting of the problem is the following. The computed domain is of non-dimensional size 1
and the value of the parameter €, which is a measure of the interface thickness at equilibrium, is first set to 0.05.
The boundary conditions is a zero heat flux at the LHS of the domain and a non-zero constant heat flux at the
RHS. We impose a Neumann boundary condition for the phase-field: d¢/dz = 0. The phase field has initially an
equilibrium profile at the center of the domain. The temperature is initially a piecewise linear profile satisfying
the boundary conditions and having its slope break at the center of the phase field profile. The system is first
solved using the fully non-linear and fully implicit system of equations and without any variation of the thermal
conductivity. This solution is then compared to the solution obtained with the linearized system (8.2).
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Out of equilibrium profiles Let us consider the temperature and phase field profiles after a few iterations, such
that they have converged to their steady-state shape. The phase field profile is represented on figure 8.1 together
with the analytical solution for the equilibrium profile (which has been shown in section 7.3 to correspond to
the out of equilibrium profile at leading order in g). It is clear that both agree. Let us remark that only a few
mesh points are necessary to capture the profile (about 5). Let us now consider the temperature profile that is

1/2 + 1/2 tanh(3%)
e(x;) —

| | | |
-0.08 -0.06 -0.04 -0.02 0 0.02

X

Figure 8.1: Phase field profile: numerical vs analytical solution (solid curve), & = 0.05

represented on figure 8.2. The numerical profile is compared with the analytical solution at leading order in &
that has been derived using matched asymptotic expansions (cf. equation (B.45)). It is worth noting that both
profiles agree.

Figure 8.2: Temperature profile: numerical vs analytical solution (solid curve), € = 0.05

Mass transfer rate | Interface temperature | Thickness of the interface
k=1 -0.00141516 2.9165e-05 0.0436395
k =107 -0.00141766 2.85051e-05 0.0434851
k=10% -0.00141782 2.84983e-05 0.0434809
k= 10° -0.00141782 2.84982¢-05 0.0434809
k=108 -0.00141782 2.84982e-05 0.0434809

Table 8.1: Numerical results for the one-dimensional steady-state phase transition

The numerical value of the mass transfer rate has been evaluated using the following procedure. The location
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of the center of the interface x;(nDt¢) at the iteration n is defined as the position where ¢ = 1/2. The mass
transfer rate I, i.e. in this uniform density case the speed of displacement of the interface 9 = I, is then the
mean slope of the curve formed by the points x;(nDf). The corresponding values are given on table 8.1. The
theoretical value of the mass transfer rate I';.,, has been evaluated from the external boundary conditions on the
heat flux g using equation (7.16)

Stlq _
Tiheor = [¢] P[[eﬂ =-14107°

that has been shown to be valid for low mass transfer rates (cf. section 7.3). From the results of table 8.1, the
numerical value of the mass transfer rate agrees with the theoretical one to a precision of about 1.2%

The numerical value of the interface temperature 7" is evaluated at the interface location using linear inter-
polation. It can be seen from the results of table 8.1 that its value is very close to the equilibrium temperature O
(with regard to the order of magnitude of 1 of the temperature variations across the domain). Its value vary with
regard to the mobility x only when the mobility approaches 0. This result is characteristic of low mass transfer
rates where the kinetic relation (7.13)

,. roSty TSty
T' = ~[¢] = —[¢]

a &2k

(8.3)

derived in section 7.3 has a negligible effect on the temperature field with regard to the conductive profile.

The thickness of the interface is evaluated using the tangent of the phase field profile at ¢ = 1/2. The
numerical value of the interface thickness must be compared with the value 0.05 of the parameter € used in these
calculations. The results reported in table 8.1 show that the interface thickness remains close to its equilibrium
value for all the values of « investigated.

Linearized solving The previous results have been obtained using a fully implicit non-linear solving of the
system of equations. We show in the following that such a complex formulation is not required to get an
accurate numerical solution. With the linearized system of equations (8.2) , we get the following results

Mass transfer rate | Interface temperature | Thickness of the interface
k=108 -0.001406 2.839e-05 0.0436

The results obtained are thus in good agreement with those obtained with the fully implicit scheme (cf. ta-
ble 8.1). Moreover the use of the linear system of equations, and the consequent ability to use efficient solvers,
allows a noticeable gain in computational costs, of the order of at least ten, even in this simple one-dimensional
calculation. It thus justifies the use the linearized approximation for the non-linear implicit terms in the compu-
tation of a phase-change problem.

These results show that the most important coupling have been identified and are accurately taken into
account if they are linearized in time. In the following, we solve the linearized system (8.2) instead of the fully
implicit one.

Variable heat conductivity Let us consider a contrast between the bulk values of the thermal diffusivity k(¢).
The phase field profiles and mass transfer rates presented in the previous paragraphs are still valid but the
temperature profile is modified as it will be shown in the following. It has been shown in section 7.3 that the
choice for the interpolation function k(¢) has an influence on the value of the jump of the outer temperature
profile at the interface (which is zero in the previous case of uniform thermal conductivity, ¢f. equation (7.18)).
To emphasize the influence of the interpolation of the thermal conductivity between the bulk phases on the
resulting temperature profile, we propose to consider various types of functions k(¢) that are reproduced on the
top graph of figure 8.3. For the P3 case the thermal conductivity is interpolated by a monotonic polynomial. In
the P7 and in the P a non-monotonic variation is added as

k(p) = PE = (1 = 6k) + 6k P3(¢) = knon monor > (3 = 29)

In the PJ case for example, for phase field values right below the liquid value (1), the heat conductivity first
sharply decreases. Various amplitudes of the non-monotonicity have been considered that yield to the temper-
ature profiles represented on the bottom graph of figure 8.3. It is worth noting that the situation differs mainly
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Figure 8.3: Variable thermal diffusivity and interface jump in temperature. For the three P73 cases, the amplitude
Knon monot Of the non-monotonic variation is varied from first low to high.

between the different interpolation functions considered and that even though the interface position is always
identical the outer profile are actually affected by the internal thermal dissipation. For the PJ case for example,
the heat conductivity increases more when ¢ becomes inferior to 1 in the P3 cases than in the monotonic P case,
and that all the more that the amplitude of the non-monotonic function is increased. As a consequence, on the
RHS of the interface location where the heat flux can be considered as quasi-constant, the temperature gradient
decreases rapidly. This can be clearly seen on figure 8.3. It is worth pointing out that as a consequence the jump
in temperature at the interface location is non-zero: it can be seen on figure 8.3 if one considers the location of
the sharp interface at x ~ —0.07 and extend the linear temperature profiles in the bulk phase to this location, the
jump in temperature being then null for the P3 case, positive for the PJ case and negative for the P cases. Let
us recall the result derived in our analytical study (cf. equation (7.18))

[71] = —®u (%):‘ - Pe@(%)zx +[¢]

Pe D? (v — P; )‘f_x
0

10 k

that relates the temperature jump to the heat conductivity profile (¢o(¥) being the equilibrium profile for the
phase field) and where in our case @y, = 0 (¢f. equation (7.19)). It is worth ponting out that for the P3 case,
the excess quantities are identically zero, that is no more the case for the P5 cases. The existence of a non-
zero temperature jump in the corresponding computations is therefore qualitatively consistent with the analytical
results: the choice for the interpolation function k(¢) induces a particular thermal dissipation inside the transition
layer that has consequences on the jump of the outer temperature at the interface.
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8.1.3 Unsteady phase-transition

Setting of the problem The test case considered corresponds to a uniformly superheated liquid phase put into
contact with a solid phase at saturation. The analytical solution of the sharp interface problem corresponding
to this situation is known, e.g. Lemonnier et al. [85], and will be compared to our numerical results. The phase
field profile is initialized with an equilibrium profile. The temperature is initially a discontinuous profile at the
center of the interface (¢ = 1/2).
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Figure 8.4: Unsteady temperature profiles at various times: numerical vs analytical solution (solid curves), the
parameter € equals 0.05

Comparison between numerical and analytical temperature profiles The numerical and analytical temper-
ature profiles are represented on figure 8.4 at different times and show good agreement. However, it is important
to note that such a good agreement is obtained thanks to a fine discretization of the interface layer: the inter-
face is discretized by about 16 mesh cells. In the following, we analyze the results as a function of the spatial
discretization.

Accuracy of the mass transfer rate as a function of the spatial discretization Let us consider the instan-
taneous mass transfer rate corresponding to this problem. The analytical expression for the time evolution of
the mass transfer rate is known, e.g. Lemonnier et al. [85]. On figure 8.5 is represented the time evolution of
both the analytical and numerical mass transfer rates for different spatial discretizations. The typical number of
discretization nodes used to capture the diffuse interface varies from about 1 to about 16. The numerical mass
transfer rate agrees well with the theoretical value. However it oscillates around the theoretical value for the
coarser mesh (Ax = 0.03333) and that it converges toward the theoretical value when the spatial discretization is
refined. More quantitative results are presented on figure 8.6 where the time evolution of the difference between
the theoretical and the numerical mass transfer rates is represented. This figure shows that the numerical mass
transfer rate converges to acommon value as the spatial discretization is refined. The oscillations in time vanishe
for Ax < 0.002, i.e. when the interface layer is discretized with about 8 mesh cells. However, at convergence (i.e.
when Ax < 0.002), the error does not vanish. This is because, in the present computation, we use a finite value
of k, which implies that the interface temperature is not at equilibrium (cf. section 7.3). Now, in the theoretical
model, the interface is assumed to be at saturation conditions. = However, the effect of the Ginzburg-Landau
relaxation is weak since it only affects the results by about 5%

Interface temperature and kinetic relation According to our study of the one-dimensional steady-state phase
transition, the value of the interface temperature is a function of the mass transfer rate and differs from the
equilibrium value 0. This result is also valid for the unsteady phase transition, as shown on figure 8.7 where
the time evolution of the interface temperature is represented . This figure shows that the interface temperature
converges to a monotonic function of time as the convergence in spatial discretization is reached (Ax = 0.001 for
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Figure 8.5: Unsteady mass transfer rate as a function of time for various spatial discretizations: numerical vs
analytical solution (solid curve)
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Figure 8.6: Difference between the theoretical and the numerical unsteady mass transfer rates as a function of
time and for various spatial discretization
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Figure 8.7: Interface temperature as a function of time for an unsteady phase transition: numerical results for
various spatial discretization
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example). The correlation between the intantaneous interface temperature and mass transfer rate is represented
on figure 8.8 for the three finest grids. For the two finest grids (Ax = 0.001 and Ax = 0.002) the results are
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Figure 8.8: Correlation between interface temperature and mass transfer rate for unsteady phase change process
and for various spatial discretization

identical even for large mass transfer rates and we consider that they actually correspond to a converged result.
In the region of low mass transfer rates, the interface temperature 7' varies linearly with the mass transfer rate I".
This is fully consistent with the leading order solution for the interface temperature derived in section 7.3.1 (cf.
equation (8.3)). This approximation has been shown to be consistent with the normal growth theory. However,
for larger mass transfer rates, the results diverge from this linear law. This confirms that the leading order results
is valid for low mass transfer rates for which the phase field profile is close to the equilibrium one.

Influence of the mobility In section 7.3, we showed that the relation between the interface temperature and
the mass transfer rate studied in the previous paragraph reads (cf. equation (7.13))
Ty = re
K

and is thus scaled by the inverse of the mobility x. Therefore, such a dependence should be captured numeri-
cally. The time evolution of the unsteady mass transfer rate for various values of the mobility is represented on
figure 8.9. This figure shows that when the mobility « tends to infinity, the phase transition process converges
where the only dissipation is due to heat conduction. However, for low values of the mobility, the effect of the
Ginzburg-Landau relaxation on the intensity of the mass transfer rate is non-negligible.

45k ] ] ] ]
0 0.0002 0.0004 0.0006 0.0008  0.001

t

Figure 8.9: Effect of the value of the mobility on the mass transfer rate
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8.1.4 Spherical symmetry

In this paragraph, we study a phase-transition process for a spherically symmetric system. The heat flux at the
outer boundary is imposed constant. The equations of evolution of ¢ and T are solved simultaneously using an
implicit scheme where the main couplings have been linearized as presented in section 8.1.1.

The profiles at the end of the simulation are shown in figure 8.10. It is worth noting that the interface is
discretized by a relatively small number of mesh points i.e. about 5.
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Figure 8.10: Profiles at the end of the simulation.

The time evolution of the interface position, velocity, temperature and interface thickness are shown in fig-
ure 8.11. This figure shows that the interface motion is not regular (which is clearly shown by the interface
velocity). This is due to the discretization in space. However, the results get smoother as the grid is refined.
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Figure 8.11: Time evolution of the interface position, velocity, temperature and thickness.

Moreover the interface temperature as well as the interface thickness converge to a fixed value as the
interface is better discretized.

As a partial conclusion, the phase transition process in spherical symmetric system is qualitatitevely well
predicted by the model.
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8.1.5 Two-dimensional phase separation

In this section, we illustrate the phase separation process as well as the reconnection dynamics associated to our
phase field model. Both phase field and temperature are initially randomly perturbed around a constant value.
The values of the phase field are arbitrarily in the interval [—-1/2 : 1/2] (the equilibrium phase field values have
been shifted of —1/2 from the values 0 and 1 without any consequences on the model) and the temperature field
in the interval [-0.01;0.01]. Zero fluxes are imposed on the external boundaries. The domain is discretized by
a regular 50 x 50 mesh. Snapshots of the spatial phase field are represented on figure 8.12. The color scale
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Figure 8.12: Dynamics of phase separation

varies linearly from ¢ = —0.5 to ¢ = 0.5. The black lines correspond to the iso-values —0.49, 0 and 0.49 of
the phase field. This figure shows that the phase field value always remains in the interval [-0.5 : 0;5]. The
boundary condition V¢ = 0 corresponds to a contact angle of x/2, which is indeed observed on the figures.
The separation of the physical domain into sub-domains characterized by ¢ = +1/2 separated by a diffuse
interface of controlled thickness can be clearly observed as time increases. Moreover the effect of capillarity on
the process can be identified since high interface curvatures region tend to disappear with time.

This simulation shows the ability of the model to deal with nucleation processes even though we here con-
sidered a very large amplitude perturbation.

8.1.6 Two-dimensional solid-liquid phase transition

The following two-dimensional test cases illustrate the ability of the model to deal with two-dimensional out
of equilibrium situations. The initial shape of the solid grain is deliberately considered as non-spherical to
emphasize the influence of local curvature on the phase transition process.
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Isolated system We consider a two-dimensional square domain. Because of symmetry, we compute only
the top right quarter of the domain, symmetric conditions being imposed on the bottom and left boundaries of
the computationnal domain. In this computation the heat flux is imposed null on the top and right external
boundaries. A solid grain is set at the center of the domain. The solid grain is initially at the equilibrium
temperature whereas the surrounding liquid is sub-cooled. The temperature varies smoothly between these two
domains across the interface. The domain is discretized by a regular 100 X 100 mesh. Snapshots of the phase
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Figure 8.13: Growth of a solid grain in a sub-cooled liquid, the heat flux is imposed to be zero at the external
boundary

transition process are reproduced on figure 8.13. The color field is the temperature field and the scale varies
linearly between a value right above the equilibrium temperature 0.004 and the sub-cooled temperature —1,
except for the last picture where the temperature scale is between 0.004 and —0.004. Black lines correspond to
the iso-values 0.45, 0.5 and 0.55 of the phase field. As time increases, the temperature in both the liquid and the
solid phases tends to be uniform and, as a consequence, the grain growth slows down. A change of scale of
temperature on the last picture shows that the dependance of the interface temperature with the local curvature
of the interface: regions of positive, resp. negative curvature, have a temperature above, resp. below the mean
temperature.

This computation demonstrates the ability of the model to deal with multi-dimensional unsteady phase
transitions .

Sub-cooled external temperature In this study, the temperature at the external (top and right) boundaries is
imposed constant at a value lower than the equilibrium temperature. All the other parameters of the computations
are identical to the previous one. Due to the square shape of the domain, the heat flux toward the interface is
lower along the diagonal than along the vertical or horizontal directions. As a consequence, the grain grows
faster along the axes of symmetry (bottom and left boundaries). Snapshots of the phase transition process are
reproduced on figure 8.14. The color field is the temperature field and the scale varies linearly between a value
right above the equilibrium temperature 0.004 and the sub-cooled temperature —1. The lines corresponds to the
iso-values 0.45, 0.5 and 0.55 of the phase field. As time increases the points of the interface closest to the
external boundary grow faster and faster as it approaches the external boundary . On the contrary, the point of
the interface located the farthest from the boundary is quasi-immobile. It is worth noting that dendritic shapes
are generated in this computation. They can be associated to the Mullins-Sekerka instability: as soon as the
curvature is locally non-constant the interface temperature is non-uniform along the interface. This local variation
of the interface temperature tends to emphasize the growth of regions corresponding to positive curvatures (such
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Figure 8.14: Growth of a solid grain, the temperature at the external boundary is imposed as being less than the
two-phase equilibrium temperature

as the tip of the dendrites) compared to the regions of negative curvature (such as the the point of the interface
located in the diagonal direction of the domain). Let us note that this tendency is deliberately emphasized by
the initial shape of the grain. When the solid phase reaches the external boundary, it grows very fast along the
direction tangent to this boundary, and finally reconnects at the top right angle. As a consequence, a liquid drop
is trapped at the center of the domain that then progressively disappears.

This calculation demonstrates the ability of the model to deal with multi-dimensional unsteady phase transi-
tions with reconnection.
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8.1.7 Conclusions

We have numerically solved the set of governing equations of our model when the density is assumed to be
uniform. It has been shown that a necessary coupling between the AC equation and the equation of evolution of
the temperature must be taken into account in order to accurately compute the phase change process. However
this coupling can be linearized, which makes the computation more efficient.

It has been shown that the analytical results derived in chapter 7 were actually recovered. As a consequence,
the model is able to take into account a kinetic relation of Gibbs-Thomson type at leading order in the interface
thickness &. Moreover, the choice for the heat conductivity k(¢) has been shown to be related to the jump in
temperature at the interface, which is zero when k(¢) is constant, which is consistent with the analytical results
derived in section 7.3. In two dimensions, simulations of the phase separation process attest the results derived
in chapter 6: the single-phase states domain correspond to the phase field values 0 and 1 separated by a diffuse
interface of thickness &. The simulation of the growth of a solid grain has shown the ability of the model to deal
with curvature, reconnection and capillarity; the interface temperature has been shown to be correctly curvature
dependent.

The numerical results presented in this section show the ability of the model to take into account the coupling
between the bulk phase thermal problem and the diffuse interface dynamics. The numerical algorithm used is
efficient due to the linearized terms. We did not pursue further the analysis of the uniform density case since for
the targeted study it is necessary to include dynamics. In the next section we study the ability of the model to
take into account the coupling between interface dynamics and two-phase fluid dynamics.

8.2 Isothermal phase change

In this section, we study isothermal liquid-vapor flows with phase change with the help of our quasi-compressible
phase-field model (cf. its presentation in section 3.3, and the system of governing equations (5.58)). The goal is
to develop a numerical method allowing to couple the phase change process with the fluid mechanics.

This section is organized as follows. We first introduce the algorithm for the solving of the coupling between
the mechanics and phase field parts of the model (see section 8.2.1). In section 8.2.2, we solve a one-dimensional
steady-state athermal phase transition which has been studied analytically in section 7.4. Then in section 8.2.3, a
numerical simulation of the isothermal motion of a bubble in a closed two-dimensional system is investigated .

8.2.1 Resolution algorithm

The algorithm is based on the projection method.

Projection method The projection method is a widely used method for solving the coupling between continuity
equation and momentum balance equations for incompressible flows. As a result of this method, a single Poisson
equation on the pressure has to be solved in order to compute both the pressure and the velocity (or momentum)
fields. The original method is based on the fact that the incompressibility constrains the velocity field to be
divergence free. In our case of liquid-vapor flows with phase change, the divergence of the velocity fluid is non
zero due to the phase transformation even though the single phase states are incompressible. Nevertheless, since
the bulk phases are incompressible, the only way the density can evolve along a current line is through phase
change. Phase change rate is (dy/dt) and since p is only a function of ¢, it is directly linked to the field (dp/d¥).
As a consequence, if we assume ¢"*! to be given, we get (cf. the continuity equation (5.56b))
S nl dpn¢n+1 _(,0"

V.-pV = — 8.4
P do D (8.4)

The momentum balance equation reads (cf. equation (5.56¢) where for the sake of simplicity we set Fr = co and
Re = o0)

P (42" - &a¢")

pE s P 4V V) = Vg 4 dy e ¢ (8.5)
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where G = = P + (W + % (ch)z) /(e We). Let us now take the divergence of the momentum balance equa-
tion (8.5), it yields

awn 2 A N
V- V) -V (pV)" T €Ay
V) ©V) +V-(pV-V)'=-AG" + V. —( do ) V" (8.6)
Dt eWe
Using equation (8.4), equation (8.6) reads thus
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This is a Poisson equation in G"*! that can thus be solved using linear solvers.

Main algorithm The main algorithm consists thus in the solving of the linear system in (¢"*!, G"*!) made of
the AC equation

ntl _ n . dv" d2 "
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and of the Poisson equation (8.7).

It is worth pointing out that for a closed domain, since no pressure level is imposed on the boundaries , the
Poisson equation in pressure used in the projection method is ill posed. Nevertheless the system made of the
equations (8.8) and (8.7) is well-posed. Indeed the presence of the pressure in the AC equation, that fixes its level
at the interface. This point is illustrated in section 8.2.3.

In the case of open systems, an interesting simplification of the algorihtm can be introduced. Let us introduce
the approximate value for the phase field ¢* that satisfies the AC equation (8.8) with G"*! = G". As a conse-
quence, equation (8.8) is a linear equation in the single variable ¢*. In the case of open systems, we assume that

¢! = ¢* and we solve thus the two steps algorithm:

1. calculation of the new phase field by solving the linear equation (8.8)
2. calculation of the new modified pressure G"*! by solving the linear Poisson equation (8.7)

The momentum field is then simply computed using the momentum balance equation (8.5) and is ensured to
satisfy the continuity equation (8.4).

It is worth noting that this numerical scheme, here used for the solving of phase-field equations, is very similar
to the one used in sharp methods for incompressible bulk phases (e.g. Juric and Tryggvason [69]). Contrarily to
these methods, it is not required to smooth out the source terms associated with neither the mass transfer rate nor
the surface tension.

8.2.2 One-dimensional isothermal steady state phase change

Presentation of the test case The domain is a one-dimensional system of length 1 . [Initially, vapor fills the
half-domain (x € [—0.25 : 0.25]) and the system is supposed to be symmetric with regard to its midpoint x = 0.
The velocity is imposed constant on the left boundary and the pressure is imposed constant on the right boundary.
The pressure level inside the system (and therefore the level imposed at the right boundary) is computed such
that the total mass variation of the system is twice that which corresponds to the mass variation induced by the
velocity imposed on the left boundary. This condition ensures that the computed velocity on the right boundary
is exactly opposite to that imposed on the left boundary, which thus ensures the symmetry of the system. This
“trick” is used to impose a value of the pressure on one of the boundaries, which is necessary for the problem to
be numerically well-posed. The numerical results of this test case are presented in the following.
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Phase field and density profiles On figure 8.15 is represented the phase field profiles at various times. It
shows that the phase field values are actually O near the external boundaries (liquid phase) and 1 at the center of
the system (vapor phase). As times increases, the vapor phase disappears at the benefit of the liquid phase. The
system remains symmetric about its center, which shows the validity of the algorithm to conserve mass through
the particular pressure boundary condition computed. It is worth pointing out that the thickness of the diffuse
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Figure 8.15: Numerical phase field profiles at various iterations n

interface remains approximatively constant throughout the computation. When the size of the vapor domain gets
about the size of the interface thickness, the phase field value at the center of the domain deviates from the vapor
value (¢ = 1) and tends to the liquid value (¢ = 0). This shows the ability of the model to deal with vanishing
phases. The computation is stopped when the phase field at the center of the system approaches 0. Indeed when
vapor has disappeared, and because of to the incompressibility of the liquid phase, the system cannot sustain
the constant mass flux imposed; the system reaches the limitations of the basic formulation of our model . On
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Figure 8.16: Numerical density profiles at various iterations n

figure 8.16 is represented the density field. It is worth noting that the typical thickness of the density profile
across the interface is sharper than the corresponding phase field profile. This is due to the choice v(¢) = Ps(p)
for the interpolation function for the specific volume.

Pressure and velocity profiles  The main variable of the system solved is chosen to be the modified pressure
P = P+ (¢*/We) (Vg)? that is uniform at planar equilibrium. In the presence of constant mass transfer rate, it
has been shown (cf. section 7.4.2 that the pressure jump is associated to the recoil force, i.e.

[P] =T[1/p]
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The theoretical value of this jump as well as the pressure profiles at different times are plotted on figure 8.17.
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Figure 8.17: Numerical pressure profiles at various iterations n

The time dependent pressure level at the right boundary has been substracted to the pressure field for the sake of
legibility. The pressure level is initially uniform. After a few thousand iterations, the jump in pressure converges
to the theoretical value. When the vapor phase begins to disappear, the pressure level once again diverges from
this theoretical value. The pressure profile inside the bulk phase domains is symmetric and uniform. Moreover
the typical thickness of the pressure profile is of the order of magnitude of the one of the density profile, which
is consistent with the approximate expression (7.34) for the pressure profile.
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Figure 8.18: Numerical momentum profiles at various iterations n

The momentum profiles are represented on figure 8.18. It is worth noting that they are anti-symmetric.
Indeed, the value at the right boundary ( computed) is opposite to the value at the left boundary (imposed)
and the momentum at the center of the domain (vapor phase) is zero, which is consistent with the symmetry
condition. The jump in momentum as well as the momentum profiles are consistent with the corresponding
analytical results (cf. equations (7.32) and (7.33)) i.e.

_r
plp)

that yields
[Vl = -T'1/p]
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Isothermal kinetic relation In section 7.4.3, we showed that the interface pressure is linear in I'/a = I'/(x £2).
To study this relation and in particular its dependence in x, we computed the previously steady-state isothermal
phase change process for various values of the mobility, other parameters being fixed. The interface pressure P;
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Figure 8.19: Interface pressure for a given mass transfer rate as a function of the mobility «

is defined as
P; = P(x;)

where x; is a sharp interface location such that ¢(x;) = 1/2. P; as a function of the mobility is represented on
figure 8.19. This figure shows that the approximate relation (cf. equation (7.35b))

~ T
PiOC—
K

is satisfied for sufficiently large values of the mobility « but deviates from this approximate relation for lower
values of the mobility. The numerical result is consistent with the analytical results derived in section 7.4.2.

Conclusion Using numerical simulations, we showed that the solution of a one-dimensional isothermal steady
state phase change process using our phase field model is consistent with the analytical results derived in sec-
tion 7.4. As a consequence, the diffuse profiles are of controlled thickness (which is of the order of the parameter
€) and the bulk phases correspond to the targeted phase field values O and 1. Moreover the equivalent sharp
interface representation satisfies the classical jump conditions on mass and momentum. The kinetic relation is
consistent with the normal growth theory as long as the ratio I'/« is sufficiently small, which is the actual limit of
validity of the normal growth theory. It means that the algorithm developed is actually satisfying for the study of
one dimensional isothermal phase change process. As a consequence, we retain it in the remainder of this study
to solve the coupling between phase field and mechanics.

8.2.3 Two-dimensional numerical simulation

Bubble detachment and rise To study the ability of the model to deal with two-phase flows, we study numer-
ically the motion of a bubble inside a closed box under the action of both capillarity and buoyancy. Since the box
is closed, the total mass transfer rate is zero, even though local interface mass transfer rate can occur.

Initially, a hemispherical bubble is set at the bottom of the box in contact with the bottom surface. The
velocity is imposed constant and zero on all the boundaries. The phase field boundary condition corresponds to
a contact angle of /2. The numerical discretization is a two-dimensional regular Eulerian grid of 60 x 60 nodes.

On figure 8.20, snapshots of the numerical simulation are represented. The color field corresponds to the
phase field, light color around ¢ = 1 (vapor) and dark around ¢ = O (liquid). The iso-value ¢ = 0.5 (interface)
is represented by the black line. The black arrows correspond to the momentum vector field. From top left to
bottom right the following sequence of events can be seen. Due to the action of buoyancy, the center of gravity
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Figure 8.20: Isothermal bubble rise inside a closed box



202 CHAPTER 8. NUMERICAL RESOLUTION OF THE SYSTEM OF GOVERNING EQUATIONS

of the bubble begins to rise. Due to the density difference between vapor and liquid, along a current line, the
momentum is larger in the liquid phase than in the vapor phase, which attests the fact that the local mass transfer
rate, if any, is negligible with respect to the local dynamics. As the center of gravity of the bubble rises up, the
summit of the bubble keeps a quasi spherical shape under the action of the capillarity; however, at the foot of
the bubble, the interface is perpendicular to the wall according to the /2 contact angle. The surface of contact
between vapor and the bottom wall continuously decreases till it vanishes (4th snapshot): at this instant the
bubble departs from the wall. Under the action of capillarity, the foot part of the bubble made of a high curvature
region rapidly disappears and the bubble shape gets closer to a spherical cap. As the bubble reaches the top wall,
it spreads into a film whose interface progressively becomes planar, that corresponds to the final equilibrium
state.

This simulation shows that the model correctly describes the dynamics of bubble departure from a wall under
the action of both capillarity and buoyancy. Even though these results are only qualitative, they are important
towards the study of the bubble growth dynamics (cf. chapter 1). It indeeds validate the use of the algorithm
proposed in section 8.2.1. This algorithm has the advantage to reduce to the solving of a linear system of
equations and to be well-posed in the case of closed domains.

8.3 Non-isothermal dissipative liquid-vapor flows with phase change

In this section, we solve numerically the complete set of governing equations (5.56). The goal is to study
the coupling between the thermal and mechanical parts of the model , both having been studied and validated
independently in the previous sections.

8.3.1 Saturation curve

Presentation of the test case = The system studied is a heated and closed one-dimensional two-phase system.
The goal is to study the ability of the model and of the numerical algorithm to take into account the saturation
curvei.e. an increase of the mean pressure of a system with its mean temperature. To illustrate this point, we
first consider a weak coupling between the thermal and mechanical problems . Indeed, we simplify the thermal
problem by considering that the temperature is uniform is space uniform but that its value is time dependent. The
remaining equations to solve are thus the AC, momentum balance and continuity equations. As a consequence,
the system studied can be solved using an algorithm similar to that used in the isothermal case presented in the
previous section: only the level of temperature is added as an additional parameter. To study the coupling with
the phase change process, we consider a non-zero coefficient of thermal expansion @ p for the vapor phase. As a
consequence, when the temperature of the system increases, the interface pressure follows the saturation curve,
and due to mass conservation inside the closed domain (of fixed volume), the interface moves to take into account
the variation of the vapor density. It is worth noting that the problem studied reproduces the physical situation of
a pressure cooker.

Numerical results The time dependent interface pressure is represented on figure 8.21 together with the satu-
ration pressure at the interface temperature. It shows that the pressure consistently follows the saturation curve.
It has been shown that the quasi-compressible model allows to introduce the notion of saturation curve, this test
case shows the ability of the algorithm proposed to take it into account in the computations.

Due to the non-zero coefficient of thermal expansion of the vapor phase, the volume ratio of the liquid and
vapor phases inside the closed domain evolves in time. Since the temperature of the system is imposed, the time
dependent position of the interface can be derived analytically. On figure 8.22 the computed interface position is
compared to this analytical prediction. It shows good agreement , attesting the ability of the model to take into
account a non-zero coeflicient of thermal expansion.

8.3.2 Dynamic phase change in an open system

The algorithm The algorithm for the computation of the coupling between thermal, mechanical and phase field
parts of the model is inspired by the algorithms developed for the studies of the uniform density and isothermal
cases. It is thus based on the use of the projection method as presented in section 8.2.1. For open systems the
algorithm is made of two main steps
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Figure 8.21: Time dependent evolution of the interface pressure versus the saturation curve P.(T')

0.12 T T T T T T |
Analytical evaluation +
0.1 Numerical result —----/7]
/
0.08 - /4_ |
0.06 - 4/4_ |
5 -
0.04 - ,_,:"‘F |
/"‘F
0.02 - +‘—+——+"+/+ |
o+-+"1" |
-0.02 . L L l 1 | I

0 02 04 06 038 1 12 14 1.6
t

Figure 8.22: Interface position as a function of time

1. Computation of the coupling between the thermal and phase field parts, i.e. the AC equation and the
equation of evolution of the temperature. In this system of equations the pressure and velocity fields are
thus considered as explicit. The system is linear in (¢"*!, T"*!) as introduced in section 8.1.1

2. Computation of the mechanical part: The phase field being known, it thus possible to solve the Poisson
equation in G"*! and then using the momentum balance equation to compute the new momentum field.

As a consequence the whole steps of the algorithm is made of solving of linear equations and the algorithm easily
degenerates to the uniform density or isothermal cases.

Presentation of the test case In this section we study a one-dimensional phase transition problem in a system
that is opened on one of its boundaries. The system of governing equations is the system (5.56) where the gravity
has been neglected. On the right boundary of the domain, a zero velocity and a non-zero constant heat flux are
imposed. On the left boundary of the domain, the pressure and a zero heat flux are imposed. The domain is
initially made of two separated bulk phases of same extent, the liquid being on the left and the vapor on the left.

Numerical results On figure 8.23 are represented the temperature profiles at various times. They clearly satisfy
the boundary conditions. They are linear in each bulk phase and the derivative is discontinuous at the interface.
The temperature profile is continuous across the interface, which is consistent with the hypothesis of uniform heat
conductivity. On figure 8.24 are represented the phase field profiles at various times. They show that the position
of the interface moves at quasi-constant velocity, which is consistent with the constant heat flux imposed at the
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Figure 8.23: Temperature profiles at various instants

right boundary. The interface thickness is approximatively constant throughout the simulation. On figure 8.25
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Figure 8.24: Phase field profiles at various instants

are represented the momentum profiles at various times. Initially the momentum is set to zero. The momentum is
zero inside the liquid domain, which is consistent with the right boundary condition. The momentum is uniform
and positive on the vapor side, which is consistent with the fact that the liquid condensates (vapor enters into
the domain). However, its value is not constant in time. Indeed, as it will be seen on the pressure profile, the
interface pressure varies with time whereas the interface temperature is quasi constant. The variation of the
interface pressure is associated to the fact that the pressure imposed on the right boundary does not correspond to
that of a steady state phase transition process. As a consequence, the mass transfer rate is not exactly constant and
actually slightly decreases with time (as the boundary condition of imposed pressure gets closer to the interface).

On figure 8.26 are represented the pressure profiles at various times. The pressure jump across the interface
is quasi-constant, which is consistent with the quasi-constant mass transfer rate (recoil force). The pressure is
uniform in the liquid phase, which is consistent with the boundary condition imposed on the right boundary.
At the left boundary, the boundary condition of constant pressure is satisfied. In the vapor phase there exists
a non-zero uniform pressure gradient. This is consistent with the previously described momentum profile, the
value of the pressure gradient being related to the time derivative of the momentum (c¢f. the momentum balance
equation).
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Figure 8.25: Momentum profiles at various instants
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Figure 8.26: Profiles of the modified pressure G at various instants

Conclusion As a partial conclusion, the numerical profiles are consistent with the analytical results derived in
section 7.5. Moreover these results show that the algorithm is able to taken into account the coupling between all
the parts of the model.

8.3.3 Attempts to solve two-dimensional phase change problems

The one- and two-dimensional studies presented in the previous sections aimed at studying the different cou-
plings of the equations and to validate the algorithm developped to account for these couplings. In particular, in
section 8.2.3, we showed that the numerical method develop to account for the coupling between the AC equation
and the momemtum and mass balance equations gives good qualitative results in fully multi-dimensional sim-
ulations. In section 8.3.2, we showed that the algorithm developped to solve the complete system of equations
gives good both qualitative and quantitative results in one-dimension. Therefore, it is reasonnable to think that
this algorithm would give good results in two dimensions as well. It turns out that we faced severe numerical
difficulties in two dimensions. These difficulties are believed to be related to fundamental numerical issues and
are thus reported and analyzed in this section.

To illustrate these difficulties, we analyze the numerical resolution of the one-dimensional problem of phase
transition one studied in section 8.3.2. In this section, this one-dimensional system is studied using a two-
dimensional system, with only a few mesh cells in the direction tangential to the interface. All the initial
profiles are one-dimensional in the direction normal to the interface and the problem should therefore remain
one-dimensional in this direction. However, as shown in the following, the system develops numerical instabili-
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ties in the direction tangential to the interface. We describe several attempts to overcome these difficulties that,
even though unfruitful, have nevertheless allowed to clearly identify the origin of the numerical difficulties of the
numerical method.

Instable growth of parasitic currents The problem we have to solve is purely one-dimensional. However,
by considering a two-dimensional mesh, we add degrees of freedom in the system. The corresponding setting is
represented on the top graph of figure 8.27. The colored field is the phase field, or equivalently the density field.
The small lines indicate the faces of the mesh elements. Vertical black lines correspond to iso-values 0.01, 0.5
and 0.99 of the phase field. Black arrows correspond to the velocity field, which is initially set to zero but rapidly
converges to a mainly horizontally oriented field.

Let us now consider the two-dimensional velocity field. Since the velocity field is initially one-dimensional,
we represent on figure 8.27 a modified velocity field for the sake of legibility. This velocity field is obtained
by subtracting to the original velocity field the normal component of the velocity at the bottom of the domain.
The corresponding snapshots correspond to the second (from top) and following (to bottom) pictures. The scale
separation at the beginning of the computation between the original and modified velocity fields is huge: as it
can be seen on the pictures, the norm (max) of the original momentum is 10!" times larger than the norm of
the modified field. The tangential component of the velocity field is therefore negligible and can be attributed
to numerical truncation errors. The snapshots show that the modified velocity field is made of rotating currents
located in the vicinity of the interface. As a consequence, the modified velocity field, that should be zero, is not
only made of numerical truncature errors, but is rather organized (even though the structure of the “flow” evolves
in time as shown on figure 8.27). Since, contrarily to the physical velocity field that should be purely normal, the
computed velocity field is two-dimensional, we characterize in the following this difference by considering the
norm of the computed tangential component of the velocity field.

Unstable evolution of the velocity field Even though, as it has been shown in the previous paragraph, the initial
tangential component of the velocity is of many orders of magnitude less than its normal component, its temporal
evolution is unstable. On figure 8.28 are represented the kinetic energy contribution of both the tangential and
normal components of the velocity to the total kinetic energy of the fluid as a function of the numerical iterations.
This figure shows that the kinetic energy associated to the normal component of the velocity rapidly converges
to a value of the order of unity. This value actually corresponds to the value of the kinetic energy of the previous
one-dimensional computation. As a consequence, the normal velocity component actually converges toward the
physical solution. Let us now consider the tangential component. On figure 8.28, several different numerical
results are represented. They correspond to several different numerical algorithms that are discussed in the
following. The computation n°4 corresponds to the simplest algorithm. It can clearly be seen that, in this case,
the norm of the tangential component of the velocity has an exponential growth with time, which is characteristic
of a numerical instability. As a consequence, the initial scale separation between the normal and tangential
components of the velocity is no longer valid at a finite time (iteration 500 on the figure). Beyond this time, the
computation rapidly diverges and is no longer physically meaningful. It is worth emphasizing that at this time,
the interface has not moved from more than one node. As a consequence, when this instability arises, there is no
way to compute any phase change process.

Attempts to stabilize the scheme In order to solve this test case problem numerically and to understand the
origin of the numerical instability described above, we designed and used several different schemes. In the
present study, we only propose to summarize the different learnings from these numerical tests about the origin
of the instability. It is worth pointing out that capillarity should not play any physical role in this one-dimensional
problem. However, it turns out that the computation of the test case in the two dimensional system is stable if
one cancels the capillary part of the stress tensor. As a consequence, the observed instability is clearly related
to the capillary stress tensor. Nevertheless, for a one-dimensional phase field, the capillary stress tensor should
not yield to a non-zero tangential component of the velocity. It turns out that numerical truncation errors arising
from the computation of the phase field is sufficient to trigger the instability. In the following we analyze the
algorithm to understand the way capillary stress tensor can induce this instability.

In the original algorithm, the first step that is used to compute (¢, T') takes into acccount the velocity on an
explicit way. As a consequence it does not takes into account the capillary stress tensor on an implicit way.
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Figure 8.27: Illustration of the parasitic currents, on the top figure, the whole velocity field is represented,
whereas on the other figures, the (U) component normal to the interface of the velocity field at the bottom mesh
line of the domain has been substracted to the velocity field, that allows to illustrate the parasitic currents. In
absence of these currents, the velocity field should not have any tangential component.
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Figure 8.28: Total kinetic energy contribution of the normal U and tangent V velocity components

However this stress tensor is defined by the computed phase field. Since the instability originates from this
tensor, we try in the following to develop an algorithm using different coupling between the stress tensor and the
computation of the phase field ¢. The first test was to more highly couple the solving of the governing equations
using a loop in the algorithm: after an iteration of the algorithm, the new velocity and pressure are used in the
system (¢, T') to better evaluate the explicit terms V" and G" and that till convergence. It turns out that this loop
hardly converges and moreover does not significantly modify the instable growth of the parasitic currents. As a
consequence, we tried to focus on the terms that are at the origin of the currents.

Origin of the instability In an attempt to understand the origin of the parasitic currents we analyzed the
algorithm as follows. Let us introduce the source term C of the momentum balance equation (8.5)

C=(sWe)! (G_W -
Op

szAgo) Vo

It is worth pointing out that when C is set to zero, the computation is stable. In fact C=0 corresponds to
the neglect of the capillary part of the stress tensor in the momentum balance equation (We = o0). In the
following we only focus on this term C and won’t explicitly consider the other contributions of the momentum
balance equation. Moreover we showed using numerical tests that the value of the mobility x had no influence
on the numerical instability, we thus assume infinite mobility (k = o0) such that the AC equation reduces to the
thermodynamic equilibrium condition f = 0. Let us now study how the source term C induces parasitic currents.
Let us introduce a decomposition of C as the sum of a gradient and a curl part as

C=VY+VxZ

The Poisson equation can be schematically written as
—‘>/n+1 —‘>/n
N vcv[f#]

and thus

AG™! =AY + V.- (8.9)

1
—_— +...
Dt

When G"*! has been computed, the momentum field is then set to (cf. the momentum balance equation (8.5))

- n+l

oV = pV" +Dt(—V§’“rl +5+...)

and thus, according to the Poisson equation (8.9)

- n+l >n
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As a consequence, it appears clearly that only the component V x Z of the capillary term C contributes to the
velocity field and can induce parasitic currents.

A way to stabilize the parasitic currents The basic idea is then to work on the coupling between V X Z and
the computation of the phase field. To do we introduce an estimation of the velocity field V*. We ignore the other
contributions than V x Z in the momentum balance equation to compute V* and define

11>

V' 2 V' - DtV x Z(¢")

This velocity is used to compute (¢, T') in the first step of the algorithm instead of V. An iterative procedure is
introduced where (i) the phase field and temperature are first computed, (ii) the velocity V* is deduced from ®,
this velocity being used to improve the calculation of (¢, T') (back to step (i)) and so on till convergence. It is
a straightforward computation to deduce V x 7 from the knowledge of ¢ and thus of C. However it remains a
Poisson equation to solve, and as a consequence this step is numerically costly. Using numerical tests it has been
shown that it was necessary and sufficient for the resolution to be stable to use v only in the phase change term
of the equation of evolution of the temperature such that the step (i) is the solving of

ow" ov"
V= — &AM |+ i (AteWe) G" — & qn+l
op op Sty
aPw"  92" £
+ n+tl _ n n + — [(AteW no_ " = 0
-l gn g (wewos - gom)
T+l _ o . V- (kVT""’l) p 1+ Tn/g) dv ‘pn+1 _ (pn .
M e——— 4 V. VT - + = +V Ve = 0
P ( Dt ) Pe St dgo( Dt 4 )

At convergence of the loop, the fields ¢"*! and 7! are known. The projection method is then used to compute

the fields G"*! and p_Vn+l. It is worth pointing out that this algorithm, if complex, is the only way we found
among numerous other attempts to stabilize the resolution. The resulting time evolution of the kinetic energy is
represented on figure 8.28 calculations n°2 — 4. It shows that the order of magnitude of the tangential kinetic
energy, even though non-zero stays very low and as a consequence, it does not interact with the physical solution.
We thus managed to get rid of the instability. But the computation remains very sensitive to numerical accuracy.
Moreover the first step is considerably costly and computations of larger systems, such that the one presented
in section 8.2.3 were out of reach. Nevertheless, this shows that we clearly identified the origin of the parasitic
currents. Since it is attributed to a non-trivial coupling (implicitation of the capillary stress tensor in the phase
change term of the equation of evolution of the temperature) we face a severe numerical problem. The basic idea
of the original algorithm was mainly based on the use of the projection method. Since it has been shown that
the use of this method does not allow to control easily the capillary part C of the stress tensor, we propose to
investigate the use of other methods to compute the momentum balance equation, such that curl-decomposition
methods.

8.4 Conclusions and perspectives

In this chapter, we studied numerically the system of governing equations of our phase field model for the
liquid-vapor flows with phase change. By studying one dimensional phase change problems, we showed that
the numerical results are actually consistent with the analytical results derived in chapter 7. We also showed
that the model was able to take into account capillarity in two-dimensional systems in the uniform density and
isothermal cases. Numerical computations of bubble departure from a wall isothermal dynamics showed the
model qualitatively reproduce the main physical mechanisms (capillarity and buoyancy). As a consequence the
algorithm developped is able to take into account the major coupling of the models. Nevertheless, we have not
been able to compute multi-dimensional non-isothermal phase transition problems with density difference. The
limitation of the numerical method for such a computation has been shown to be associated to the capillary
stress tensor. The use of the projection method for the solving of the momentum balance equation is potentially
responsible of a numerical instability that we have not been able to avoid unless by using a costly and complex
algorithm. As a consequence, we believe that another numerical method for the computation of the momentum



210 CHAPTER 8. NUMERICAL RESOLUTION OF THE SYSTEM OF GOVERNING EQUATIONS

balance equation in the non-isothermal case should be used. In particular, we believe that the use of a method
based on a curl- decomposition of the velocity field should be investigated.



Conclusion and perspectives

The study of the basic physical mechanisms occuring in boiling flows and more especially at the boiling crisis
is still challenging. Indeed, despite more than 70 years of valuable scientific studies, the physical mechanisms
at the origin of the boiling crisis have not been clearly identified yet. To analyze the current understanding of
the boiling crisis, we proposed in chapter 1 to classify the mechanisms potentially involved in the phenomenon
according to three different levels of description of the nucleate boiling regime. The first level deals with the most
idealized level of description of the bubbly flow, the bubbles are modeled with the help of a mean volumetric
vapor fraction. The bubbles are therefore not considered as individual entities. At the second level of description
the bubbles are modeled as a set of growing spheres, they are rigid in shape but not in size. At the finest and
third level of description the bubble geometry is time and space dependent. According to this classification,
we studied the different existing theories for the boiling crisis. This analysis revealed the need, at each level
of description, for both experimental investigation and modeling efforts to improve the understanding of the
physical features of high heat flux nucleate boiling . Nevertheless, among all the mechanisms that remain to be
clarified, we clearly identified one mechanism potentially related to the boiling crisis: the “irregular” bubble
growth event. Indeed, at high wall heat flux, a bubble pinned to the wall can spread over the wall instead of
departing from it. This mechanism refers to the finest level of description of the nucleate boiling regime. It has
been shown, by an analysis of experimental observations as well as of the successful Zuber correlation for the
prediction of the boiling crisis, that “irregular” bubble growth can indeed be at the origin of the drying transition
of the hot wall that leads to the transition of the boiling regime. The bubble growth and departure from the
wall processes are governed by local curvature of the bubble shape as well as local heat and mass transfer. As a
consequence, the numerical simulation is the most relevant tool to study the “irregular” bubble growth dynamics.
The compressibility of the liquid and vapor phases are not considered as leading physical mechanisms for this
dynamics. As a consequence, the bulk phases can be modeled as incompressible. Since this assumption induces
a computational simplification, the numerical method can thus take benefit of it.

In chapter 2, we analyzed the numerical methods that could be used for the computation of boiling flows
and turned our attention toward diffuse interface methods. These methods are based on models that consider
the interface as a volumetric transition layer across which all the physical variables have continuous variations.
The set of governing equations includes, in a thermodynamically consistent way, the model for the interface
dynamics. As a consequence, and contrarily to the numerical methods based on sharp interface models, there
is no need to develop a specific computational treatment devoted to the interface dynamics. This constitutes an
advantage from the computational point of view. Nevertheless, the physical thickness of the interface transition
layer is of many orders of magnitude smaller than the typical bubble size. In order that these models can be
used for the bubble scale simulation targeted, it is required to control the typical thickness of the transition layer.
Indeed, the interface layer must be captured by a few mesh cells and the size of the interface must therefore be
a free parameter of the model, whose typical size is that of a mesh cell. The van der Waals model is the most
natural diffuse interface model for the liquid-vapor phase transition. However, it has been shown that it is not
possible to increase the interface thickness from a modification of the van der Waals model without altering the
description of the liquid-vapor states. For the study of the solid-liquid phase transition with a diffuse interface
model, the phase field models are commonly used. These models are based on the introduction of an abstract
internal parameter, called phase field, in the thermodynamic description of the system. It allows to deal with
a smearing of the interface of arbitrary thickness together with a degree of freedom for the description of the
physical parameters of the phase transition. This advantage was lacking when dealing with a modification of the
van der Waals model and we thus choose to adapt this approach for the study of liquid-vapor flows with phase
change. We first defined the properties that such a model should be endowed with to study the bubble growth
dynamics. In particular, the introduction of the phase field in the thermodynamic description of the fluid should
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be only devoted to the modeling of the internal structure of the interface layer. As a consequence, the phase field
part of the model must have minimal interference with the description of the single phase states. The latter must
be described by the classical thermodynamic variables, namely the pressure and the temperature. Moreover, the
single phase states should be incompressible. We showed that the existing phase field models are not well suited
for our applications since they do not fulfill all the required properties. We need therefore to adapt these models
to our own requirements. In the remainder of the study the goal is thus to develop and study a phase field model
for liquid-vapor flows with phase change.

In chapter 3, we developped the thermodynamic part of our phase-field model. We first showed that it is pos-
sible to deal with a density difference between incompressible single phase states using the quasi-compressible
hypothesis as first introduced by Lowengrub and Truskinovsky [89]. We then studied the introduction of the
phase field ¢ as a thermodynamic variable. We specified its role: the phase field variable has no signification out-
side the transition layer and it is therefore assumed (i) to take arbitrary fixed values in the bulk phases (ii) to vary
smoothly between these two values across the interface transition layer. The typical thickness of this variation
must be controlled for computational motivations. We then derived the equilibrium conditions to express analyt-
ically these two constraints. In comparison with the classical equilibrium relations, the nullity of the variational
derivative of the specific Gibbs free energy with respect to the phase field is an additional equilibrium condition.
We then considered the constitutive form of the thermodynamic potential that allows to fulfill these constraints.
The expression for the phase field specific Gibbs free energy is based on the interpolation of the specific Gibbs
free energies of the single phase states by a non-linear function of the phase field ¢ (cf. equation (3.53)). This
interpolation is at the basis of the phase field model. The specific volume as well as the entropy are interpo-
lated by the same non-linear function. In addition, the expression for the thermodynamic potential is made of
the product of the specific volume by both a volumetric double well function of ¢ and a dependence in (V).
The double well function is, together with the non-local dependence in (V)?, devoted to the description of the
interface structure at planar equilibrium. The constitutive form of our phase field model yields the following
property: the phase field profile of across a plnar interface equilibrium is governed by a differential equation that
is independent of the physical parameters of the phase transition (saturation curve i.e. equilibrium conditions ,
density difference, specific heat capacities of the bulk phase or surface tension coefficient). Moreover, it is inde-
pendent of the interpolation function. As a consequence, the thickness of the interface transition layer is easily
controlled. The surface tension coefficient is simply related to the scaling of both the double well function and
of the dependence in (V¢)>. We clearly related the choice of a non-linear interpolation function to the ability
of the model to control the physical properties of the single phase states. Indeed we studied in chapter 6 the
stability of homogeneous equilibrium states and it has been shown that using at least a polynomial of degree 5
for this interpolation function allows to have fixed phase field values associated with the liquid and vapor phases.
In particular we showed that these values correspond to unconditionally stable single phase states whereas all
the other phase field values either do not correspond to equilibrium states or correspond to unstable equilibrium
states. This property cannot be satisfied with lower degree polynomials as interpolation functions. Moreover we
showed that using polynomial of degree 5, it is possible to reproduce phenomenologically a metastability limit
for the bulk phases. This study of the thermodynamic phase field model has thus allowed to clearly establish the
meaning as well as the optimal expression for the phase field dependence of the thermodynamic potentials.

We then studied spherical inclusions at equilibrium in chapter 4. With our model, the equilibrium equation
in the spherical symmetric case is simple enough to derive approximate analytical solutions. It is worth noting
that both the double well and the interpolation function enter this equilibrium equation. As a consequence the
interpolation function plays a role in the description of spherical inclusions. We have defined the equivalent
sharp interface model of our diffuse model. We showed that this sharp model is consistent with the Laplace
theory as soon as the radius of the spherical inclusion is a few times larger than the typical interface thickness.
This result is satisfying for the studies targeted and it shows the ability of the phase field models to provide a
thermodynamically consistent regularization of the sharp interface model. As the radii of the spherical inclusion
decreases below the order of magnitude of the interface thickness the effective surface tension as well as the
pressure jump decrease. This decrease of the pressure jump allows to model vanishing spherical inclusions that
is not possible with the sharp interface model. It is worth noting that the results concerning the small radii have
been shown to be sensistive to the choice for the interpolation function.

In chapter 5, we derived the dynamic system of equations corresponding to our thermodynamic model. The
derivation of the governing equations has been made in two steps. First we introduced a formal compressible
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isothermal phase field model. Using the fundamental d’ Alembert-Lagrange principle, we derived the conserva-
tive set of governing equations. We identified the capillary part of the stress tensor and derived a constitutive
expression for the rate of work. Then, using the thermodynamic first principles together with the previously
suggested expression for the rate of work, the dissipative governing equations have been derived for our quasi-
compressible non-isothermal model. In addition to the classical Fourier heat conduction and Newton viscosity
dissipative mechanisms, we introduced a Ginzburg-Landau relaxation toward the additional phase field equi-
librium condition. This introduces a phase field kinetic part in the model. As a consequence, in addition to the
mass, momentum and entropy balance equations, the set of governing equations includes an Allen-Cahn equation
(cf. the system of equations (5.42)). Using the Pi theorem, the non-dimensional form of the governing equations
has been derived for the study of a boundary condition problem. We then proposed a simplification of the tem-
perature dependence of the model: the saturation pressure is linear in temperature and the coefficient of thermal
expansion is neglected. As a consequence, no difference between the heat capacities of the liquid and vapor is
considered. It is worth emphasizing that this assumption is not a fundamental limitation of our model. However,
it allows to simplify both the analytical and numerical studies of the governing equations and the latent heat is
still non-zero. Finally, the set of governing equations contains a reduced number of non-linearities and takes into
account the physical mechanisms governing the bubble growth dynamics.

We then studied our model in non-equilibrium cases in chapter 7. We first introduced the formalism of
kinetic relations for the equivalent sharp interface model. We showed that the non-equilibrium Gibbs Thomson
and Clapeyron relations are related to the “normal growth” theory for the interface entropy production. We then
derived approximate non-equilibrium solutions for a one-dimensional phase transition when the transition front
is a traveling wave. We assumed that the phase field varies mostly over a narrow transition zone (inner region) of
the order of the thickness of the interface at planar equilibrium whereas in the bulk phases, the physical variables
vary over larger distances (outer domains) that contain less significant variations of the phase field. Matched
asymptotic expansions are then used to solve the coupled set of governing equations in both the inner and outer
zones. The solutions are expanded with respect to a small parameter defined as the ratio of the typical inner length
scale to the typical outer length scale. We then derived the inner profiles of the variable at the first and second
leading orders. The following conclusions can be drawn from this study. At leading order, the phase transition is
isothermal and the phase field profile is the equilibrium one, these results being classical with phase field models.
We have derived the corresponding kinetic relation that provides a clear interpretation of these results. It has been
shown that at leading order the interface entropy production is quadratic in the mass transfer rate and the driving
force linear in the mass transfer rate. These results are thus consistent with the “normal growth” theory. The
Ginzburg-Landau relaxation is the dissipation mechanism that governs the leading order kinetics. At next order,
it has been shown that the interface temperature jump is non zero. This is commonly associated to a thermal
trapping effect. We showed that it is related to an excess interface entropy production inherited from the phase
field interpolation of the heat conductivity coefficient. Moreover, we showed that the leading order solutions
are consistent with the classical sharp interface pressure and velocity jump conditions. We also showed that the
consistency of the leading order kinetic relation with the normal growth approximation is directly related to a
particular choice for the scaling of the Ginzburg Landau dissipative coefficient. By considering another scaling
for this coeflicient, we derived a leading order kinetic relation for a purely phase field model that deviates from
the normal growth approximation at high mass transfer rates which is more physically consistent when study of
fast phase boundaries is targeted.

The chapter 8 was devoted to the numerical resolution of the system of governing equations. The goal was to
develop an algorithm to take into account the coupling between the thermal, mechanical, and phase field parts of
the model. Successful algorithms developed to solve the coupling have been presented in two simplified cases:
(1) uniform density and (ii) isothermal. The algorithms use a linear approximation of the terms that induces
an improved efficiency of the solvers. The results are consistent with the analytical developments and two-
dimensional computations are qualitatively satisfying. They attest the ability of the model to be at the basis of a
numerical method. Based on these results, we defined an algorithm for the resolution of the complete coupling.
This algorithm allows to study phase change process as attested by one-dimensional computations. However,
numerical instabilities occur for two-dimensional computations. An analysis of the algorithm allowed to identify
the origin of the instability as a numerical issue. Currently, we have not found a way to avoid the instability.

This study can be considered as an attempt to use phase field models for the study of boiling flows. It first
provided a justification for the use of numerical simulation to improve the understanding of the boiling process,
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and more particularly the boiling crisis. Secondly, we have been able to develop a diffuse interface model with a
clear set of parameters and functions that allows to deal (i) with the main features of boiling flows and (ii) with
controlled characteristics of the interface transition layer. In this study, we took special care of the consequences
of the introduction of the phase field variable on the description of the liquid-vapor phase transition. We also
provided a precise analysis of the equivalent sharp interface model and showed that our phase field model is a
thermodynamically consistent regularization of the classical sharp model with incompressible bulk phases. Our
numerical study, if finally unsuccessful, has drawn the first steps toward the solving of the complete model and
thus the study of nucleate wall boiling.

Our study revealed that the study of the very near wall boiling processes is of primary interest for the under-
standing of the basic mechanisms of the boiling crisis. Experimental observation of the near wall layer (where
nucleation and bubble growth take place) at near boiling crisis conditions should provide lacking information
on the origin of the precursor drying events observed in [130]. This suggests the use of an experimental set-up
allowing to simultaneously observe the nature of the wall-fluid contact (using for example infrared camera) and
the bubble growth dynamics (using lateral visualization).

We have distinguished two categories of methods for the computation of boiling flows using an implicit
tracking of the interface: the level set method that is based on a sharp interface model and the diffuse interface
models. The phase field variable is formally very close to the indicator or color function used in level set
methods. It allows to introduce a first formal link between the two classes of methods. It is worth pointing out
that the relaxation of the distance function used in the level set methods to keep the level set function equal to a
signed distance function has close similarities with our AC equation. In a study of the numerical computation of
diffuse interface models, Glasner [57] proposed to work on a “distance” function rather than directly on the phase
field variable. This change of variable makes the phase field formulation very close to the level set formulation.
It would benefit to both methods to investigate more deeply the formal link between them.

The phase field model developed in this study has been deliberately devoted to the description of incompress-
ible bulk phases. It would be of interest to derive a more generic phase field formulation for compressible bulk
phases. Our quasi-compressible model should then reduce to a natural outcome of this compressible formulation.
We believe that the basis of this compressible formulation should read, as our model does, as the interpolation of
the bulk phase equation of states. As soon as the bulk phases are compressible, the dependence of the Gibbs free
energy with respect to the pressure is non-linear. The consequences of this non-linearity on the ability to easily
control the interface thickness should be investigated. It is worth pointing out that the quasi-compressible model,
since taking into account a non-zero density difference between the bulk phases, can be applied to the study of
the solid-liquid with convection. More generally, it would be of interest to study how the structure we proposed
for the phase field model can be used for different models of multi-phase and/or multi-component systems of
arbitrary equations of state. In particular, in the case of immiscible fluids, it would be also of interest to study a
similar model that would have interest on the mass diffusion equation instead of our entropy equation.

The kinetic relation of our model has been derived using matched asymptotic expansions. This methods
allows to get approximate solutions for the one-dimensional phase transition. It would be of interest to study the
kinetic relation, i.e. the driving force as a function of the mass transfer rate, more accurately using numerical
simulations.

It is worth noting that the choice for the interpolation function plays a particular role on the features of small
inclusions: when it is not a polynomial of degree 5, the sharp interface equivalent radius diverges as the mass of
the spherical inclusion vanishes (cf. section 4.3.3). As a consequence, this feature is not associated to a diffuse
interface formulation. A better understanding of the origin of this latter phenomenon could lie on the study of
the influence of the interpolation function on the spherical symmetric equilibrium equation. Moreover, still about
the interpolation function, we defined a way to impose a phenomenological metastability limit even in the case
of incompressible bulk phases (cf. section 6.5.1). We showed that it was sufficient to use a polynomial of degree
5 whose coefficients depends on the thickness of the interface layer to get this property. It yields an additional
feature of the phase field model with regard to the sharp interface formulation. It would be of interest to study
the consequences of this choice on the other properties of the model.

The projection method is currently used in the numerical methods for the study of two-phase flows even in
presence of phase change. Nevertheless our numerical study has shown that the use of the projection method for
the study of two-dimensional phase change problems with capillarity can induce severe numerical difficulties.
As a consequence, it would be of interest to develop algorithms based on another resolution method for the
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momentum balance equation such as the curl decomposition. Another perspective of work could be to deal with
a more simplified writing of the equation, that even though it would fail to be thermodynamically consistent,
would take benefit of simplifications from the point of view of computational efficiency. This pragmatic approach
is commonly used with phase field methods.
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Appendix A

Sharp model for the liquid-vapor flows with
phase change

In this appendix we study the sharp interface models for the liquid-vapor phase transition. The goal is to study the
formalism allowing to compare our phase field model with more classical models for the liquid-vapor flows with
phase change. This study allows therefore to analyze the results of our phase field model as a thermodynamically
consistent regularization of the sharp interface model.

First we study the model of the variables at the interface in sharp interface models and more particularly the
relation between the definition of the interface location, as a moving free boundary, and the value of the jump
of the variables and of excess quantities at this discontinuity (see section A.1). Then we study the Rankine-
Hugoniot jump conditions that apply at the interface. We study the relation between closure laws at the interface
(such that “out of equilibrium” Clapeyron relation) and the value of the interface entropy production. This study
allows thus to relate the sharp closure laws to the definition of the interface dissipative processes that is made in
diffuse interface models (see section A.2).

A.1 Equivalent sharp interface

A.1.1 Interface values

Equilibrium case For the sake of simplicity, let us consider a one-dimensional two phase system along an
arbitrary x—axis. Let us specify with the superscripts * and ~ the phases reached at large distance from the
transition layer, say respectively +oo and —co.

In the diffuse interface theory, all the variables are continuous in particular along the direction normal to the
interface, say the x-axis. In the Gibbs theory of sharp interfaces, an equivalent surface (in the planar case, an
abscissa x;) models the volumetric continuous transition layer between the phases. Let us consider a variable
g that is uniform in the bulk phase states + and —. The variable g varies continuously between the bulk phase
values g~ and ¢*. In the sharp interface model, the boundary condition applying at the sharp interface location

h

-

\J
\J

Xi X;

Figure A.1: Interface value and jump
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x; to the variable g can be defined thanks to a jump [¢] and an interface value {g} defined as follows
lal =2 ¢"-q (A.1a)

{q} % (A.1b)

These quantities are represented on figure A.1. For a zero jump we have g™ = ¢~ = {q} = ¢;. Let us introduce
the relation
la1 2] = {q1} [a2] + {q2)q1] (A.2)

which is valid for any arbitrary quantities g; and g, and which is often used in the following.

It is clear from figure A.1, that in the case where ¢g* and ¢~ can be clearly defined, [¢] and {g} are defined
unambiguously and are independent from the definition of the interface location x;. However, we see in the
following that this is not the general case.

Out of equilibrium case All the previous definition are unambiguous and independent of the interface location
x; as long as the variable g takes specific values in the bulk phase domains. Let us now consider an out of
equilibrium situation where the variable g, say the temperature for example, varies spatially in the direction
normal to the interface over distance ¢ larger than the interface thickness #, say a thermal boundary layer on one
side of the interface. This typical situation is represented on figure A.2 where the variable ¢ is non-uniform on
the LHS of the interface (domain —). On a scale of the thickness of the interface (zoom on the figure), and since
0 > h, the variation of the variable g is assumed as linear with respect to x on the LHS. This corresponds to
a constant heat flux in the thermal case. On the RHS ¢ is uniform (zero heat flux). In this case the jump and
interface value of the variable g depends on the interface location. On figure A.2, three different locations are
represented, for each location the jump in heat flux is the same, but it is clear that the jump and interface value
differ. As a consequence, it appears that it is not sufficient to describe the physical situation in all cases with the

q

Figure A.2: Case of a non-uniform variable on one side of the interface

help of the single specification of the jump and the interface value without studying their relation to the interface
location.
A.1.2 Excess quantities and interface location

Definition of excess quantities When modeling the volumetric transition layer as a surface of discontinuity,
the fine description of the internal variations is neglected. However the sharp interface can bear some physical
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information with the help of surface quantities also called Gibbs excesses. These surface quantities are the reflect
of the internal physics of the diffuse transition layer. The reader interested to this formalism can refer to Edwards
et al. [46]. Let us take the example of a volumetric physical quantity, say g, taking some specific values in the
phases, say ¢* and ¢~, and undergoing spatial variations inside the interface. The excess of a given volumetric
quantity measures the difference between the sharp profile and the continuous one. For a given position x; of the
sharp interface, the excess quantity g** of the volumetric physical quantity ¢ is defined as

+00 Xi
g~ = f (q(x) —g")dx + f (q(x) —q7)dx (A3)
Xi —00
the table A.1 provides an illustrative representation of the jump and excess quantities.

Relation between interface location and excess quantities The position itself of the sharp interface must
be defined through an equivalence principle whose choice is arbitrary. This can be done, as classically, by
considering that the location of the sharp interface x; is such that a given excess quantity is null. In the following
we denote such a specified location x,. The associated excess value and the location of the interface are thus
interdependent. Let us consider a shift of the interface location from x; to x;. It is straightforward that the new
excess quantity g becomes

¢ = ¢+ f (q"—q)dx =g+ [q] (xi — x) (A4)

If the jump is zero, the volumetric quantity ¢ has a specific interface value that is well defined (i.e. independent
of the choice for the interface location x;), {g} = ¢* = ¢, and it is obvious from (A.4), that the excess quantity
does not depend on the interface location. The value of an excess quantity undergoing a non-zero jump depends
of the arbitrary definition of the sharp interface location x;. Let us consider that the interface location is defined
such as the excess density is zero, i.e. x; = x,. This definition is classical in sharp interface models, it leads
to an interface that does not bear any mass and is a non-material surface. Let us denote by the subscript p the
corresponding value for the excess quantities

g = f (¢(x) - g")dx + f "4 - g )dx

0

then, since by definition qu = 0, and using the relation (A.4) we have

gy = lal (xg = xp) (A.5)

Let us note, that as soon as the quantity undergoes a jump across the interface, it is possible to define a location
such that its excess quantity is zero, which is impossible as soon as the jump is zero.

Intrinsic excess quantities However, while considering a volumetric variable undergoing a jump across the
interface, it is possible to define a physically homogeneous variable whose excess quantity is independent of the
interface location, i.e. whose jump is zero. This excess quantity is therefore more intrinsic to the interface layer.
As an example, let us consider two volumetric quantities g and Q of non-zero jump across the interface, [¢] and
[Q], the quantity Q defined as

la,
[4]

is such that [[Q]] = 0. In the following we illustrate this point with the help of the definition of the surface tension

coefficient for a planar interface, of interest for our applications.

0= (A.6)

A.1.3 Surface tension coefficient

The most typical excess quantity of concern for liquid-vapor phase transition is the surface tension coeflicient o
In the following we study how it is related to an excess quantity.
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q0

[90] = a5 — a5

95 =0

The jump is non zero but the
excess quantity is zero

q1

Xi

[a1] = af — a7

97" #0

The jump and the excess
quantity are non zero

q2

q2(x) = qo(x + (x; — x7)),

the interface location is shifted
from x; to x;

[42] = [q0]

but
qu ¢ qu

q3

\J

[g3] =0

95 #0

The jump is equal to zero but the
excess quantity is non zero

q4

\J

Xi

qa(x) = g3(x + (x; — x7)),
the interface location is shifted
from x; to x;
[g4] = [g3] =0
and
qex — qex
4 3
the excess quantities are still
equal

Table A.1: Excess quantities as a function of interface location
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Surface tension as an excess volumetric free energy independent from the interface location Let us con-
sider the volumetric quantity Helmholtz free energy in the isothermal van der Waals model as presented in 2.2.2.
The planar two-phase equilibrium condition implies the existence of a common tangent to the Helmholtz free
energy F(p)' at the two bulk densities p* and p~ Therefore
dF cl+ dF el
R
dp dp
chl+ _ chl_
do  dp
where g, is the specific Gibbs free energy value at equilibrium. The first equality is a pressure equality P* = P~
since

p —F,
(A7)

A

Zgeq

P= d;;‘l p-F
The jump in Helmholtz free energy [F] reads
[FI = 9eqlel (A.8)
Setting ¢ = F and Q = p, we can define the quantity £ homogeneous to the volumetric excess free energy F as
F2F —gop (A.9)

and an intrinsic measure of the excess free energy, i.e. the surface tension coefficient o, is
ex ex
o=F"~geyp (A.10)

Fouillet [53] stated that this definition is independent of the interface location x;. This definition of o is classically
used [90].

Surface tension as an excess pressure Let us note that the pressure P has a zero jump for the planar interface
case. The excess pressure can be related to the surface tension as

op 2 — P (A.11)

This definition of the free excess energy is related to the equivalent representation of the surface tension as a
force (cf. [68]) and is also therefore classically used.

Equivalence between the two definitions in the two-phase equilibrium planar case Definition (A.11) of the
surface tension is different from the definition (A.10) but is actually equivalent in the case of a planar interface.
Let us state how both definitions of o are related. Let us specify the location of the interface as the abscissa x; by

pex:f (p(X)—p+)dX+f (p(x) =p7)dx=0 (A.12)

Since F = pg — P, the excess Helmholtz free energy F¢* across a planar interface is given by

F&* = f (o(g — Pv) —p*(g" — P vh))dx + f (o(g—Pv)—p (g~ —P v ))dx

Since, as stated by (3.28b), the specific Gibbs free energy g is uniform at equilibrium, we get g = g* = g~ = geq
and F** reads .
—+00 X1
Fe* = f (Pt = P)dx+ f (P™ = P)dx + gegp®*
xi —00

Using the definition of the interface location x; (A.12), we get

F;X — _pe¥
And therefore
—_PX = Fex
and we get thus
g =0p

The two definitions (A.9) (A.11) of the surface tension coeflicient have thus been shown to be equivalent.

!Since (Vp)? = 0 in the bulk phases, this is indeed a common tangent to F,
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A.2 Rankine Hugoniot and Kinetic relations

The goal of this section is to present the classical sharp formulation for the out of equilibrium description of a
liquid-vapor interface. We establish from very general relations the nature of the closure relations that need to
be specified in order to determine the evolution of a sharp solution. We study the relation between the surface
internal dissipation rate and the kinetic relation in form of an out of equilibrium Clapeyron relation. and consider
the influence of considering incompressible bulk phases.

A.2.1 Liquid-vapor interface jump conditions

The dynamics of the two bulk phases are coupled through the mass (A.13a), momentum (A.13b-A.13c), energy
(A.13d) and entropy (A.13e) jump conditions applying at the interface location. These relations are the so-called
Rankine-Hugoniot jump conditions and read

[e@-Vv)l = 0 (A.13a)
[Pl+ [p@-V)] = 0 (A.13b)
pO-V)[V] = 0 (A.13¢)
2
Liquid-vapor interface p(D=Vy) |[V7 + eﬂ gl -TPV.] = O (A.13d)
2] -p@-valsl = (A.130)

where D is the local speed of displacement of the free interface, V,,, resp. V-, the component of the velocity along
the local normal 7, resp. tangent, to the interface profile, ¢ the projection of the local heat flux along #, e the
specific internal energy, s the specific entropy, and R; the surface entropy production associated with the interface
internal dissipative effects. The tangential momentum jump condition (A.13c) is a non-slip condition implying
the equality of the tangent component of the velocity field on each side of the interface, therefore V; = V;,. In
the following we consider that {V;} = 0 and therefore V = V,.. Zeroes on the RHS of (A.13a,A.13d) imply that
we do not consider any surface supply of mass, momentum and energy. As a consequence, the single non-zero
RHS term of the jump conditions concerns the interface entropy production that remains finite even for sharp
representation (vanishing thickness of the interface layer) and is related to the kinetic relation in the following.
It is worth noting that it is also possible to consider the momentum supply associated with surface tension as
follows
[P]+ [p(© - V)] =k (A.14)

where K is the local curvature, and o is the surface tension coefficient,

General relations from the Rankine-Hugoniot jump conditions Since the two-phase considered are the
liquid and vapor one, we also denote the phases + and — by / and v for the relations that are not function of their
relative position. According to the first jump condition (A.13a), let us define the mass transfer rate I by

D-{V}
{1/p}
the different equalities being obtained using the mass jump condition (A.13a). According to this convention, I" is

therefore positive for evaporation. The normal component of the velocity at the interface location in the phase +
therefore reads

1>

r

=p1(D=V)=p,(D-W) (A.15)

r
VE=D - — (A.16)
e

The jump in the normal component of the velocity field [V] appearing on the LHS of the momentum jump

condition (A.13b) reads using (A.16)

V] = - |H] r (A.17)

Ie)
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Let us study the expression for the jump in pressure. We deduce from the momentum jump condition (A.13b)
the expression for the jump in pressure

[Pl =[p @D -V {V}+{p®D-WV)}[V]

Using the mass jump condition (A.13a) and the expression for the velocity jump (A.17), yields the expression
for the pressure jump undergoing mass transfer

[P] = -1? H] (A.18)

where the RHS term is classically called vapor recoil. When curvature is negligible, the bulk value of the pressure
is therefore always larger in the liquid than in the vapor.
When surface tension is taken into account, the pressure jump reads

[P] = -I? [H +oK (A.19)

where the second term on the RHS concerns the Laplace relation.

A.2.2 Interface entropy production

In this section we more specifically study the interface entropy production R;. We derive some general relations
between R and the jump of thermodynamic quantities and introduce a driving force for the liquid vapor phase
transition. We then briefly comment some basic closure laws for R;.

Definition of the driving force The surface entropy production R, is defined by the entropy jump condi-
tion (A.13e) but needs to be specified in order to close the problem. In the case of our diffuse interface model,
since the internal structure of the interface is described, we can derive an expression for R;. In order to compare
it with classical kinetic relations, let us first write the surface entropy production R; as the product of a force by
the flux I'. This force is denoted the driving force ¢ in the following.

To derive the expression for ¢, let us rewrite (A.13e) as

RT) = T[T} + | £] (1)

Using the identity (A.2), we have
[sI{T} = [7's] - [TT{s)

Therefore using the fact that

P

e=g+Ts——

P

we have »
[T = [e] - [l - 7101+ | £

Using the latter expression and the energy jump condition (A.13d) for the expression of [e], we get thus

T

thermal

R =r Qo] + [rhsp+ 1 [ 2] - 1pv1 -1 [2] -tat + [£]m

mechanical

Let us now consider the “mechanical” group of terms of the above expression and relate it to a kinetic energy
relative to the interface displacement. We thus use the two different identities

[PV] [P (Vv-D)]+[P]D

[[f—:p(v—@)ﬂ +[P]D

r H‘ +[P]D

- rfra-[2)
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where we have used the expression (A.18) for the pressure jump and

[v]

2

-Vio = VI{v-D

[V-D] (v -D)

As a consequence, the interface entropy production reads

W2
ﬂuﬂ=rﬁﬂ+mm“+ﬁzfgl)ﬁﬂ+H%W”

thermal

We now introduce another writing for the “thermal” part of this expression using the identity

)= {7} - )

The interface entropy production now reads

Rar}zr[@ﬂ+mwu»+ﬂz{fﬁﬂJZ—mm{§}+MuQn{;}—l)

thermal

and let us note that since [T] = 0 = {1/T} — 1/{T} = 0, the “thermal” part cancels as soon as the temperature is
continuous across the interface, i.e. [T] = 0.
We now define the driving force ¢ as

vV -0y
9 =2 MW+MMﬂ+E—7;—J (A.20)
such that the surface entropy production now reads
_ q !
Rsﬂ1—F%—ﬂﬂ{7}+MﬂGﬂ{f}—l) (A21)

This driving force is therefore composed of a thermodynamic part [g] + [7] {s} and a kinetic energy contribution.
It refers thus to a total energy formulation.
Another writing of the driving force reads

g = ﬂgﬂ+HTMs}+F2{£}ﬂ%ﬂ

where we have used the interface mass balance (A.16) such that

[v - D7]

. [V - DIV - D)

-T'[V - D]{1/p}
2 [1/p]{1/p}

As a consequence of this second writing, for phase transitions without density contrast the kinetic contribution is
zero (since [1/p] = 0).

Closure relation for the interface entorpy production or for the driving force The interface entropy pro-
duction satisfies the Clausius Duhem inequality
Ry =0

due to dissipative processes, and the expression (A.21) allows thus to relate this dissipation to the jump of the
different thermodynamic variables across the interface. It is worth noting that the solution of the phase transition



A.2. RANKINE HUGONIOT AND KINETIC RELATIONS 225

moving free boundary problem is not unique unless R; is not specified. A constitutive relation for the surface
entropy production provides an additional jump condition which does not follows from the system of general
jump conditions (A.13) and uniquely specifies a solution for the moving free boundary problem. A “natural”
assumption for the constitutive relation is that the surface entropy production R depends on the mass flux T,
Rs().

Let us first ignore the part of equation (A.21) related to the curvature and assume, as it is generally done that
[T] = 0. Thus equation (A.21) reads

{TYR; =T ¥

It is straightforward that in this case, the interface entropy production is zero when the mass transfer rate is zero.
We show in the study of the kinetic relation that it is not the general case: in fact, when the interface is crossed
by a heat flux, it is possible to have I = 0 but R # 0, and it is thus obvious from (A.21) that the dissipation leads
to a non-zero temperature jump.

Let us now consider the simplest kinetic relation that ignores any interface entropy production, i.e. R; = 0.
In this case, it is clear from the kinetic relation that we have also ¢ = 0 for any mass transfer rate I'. As a

consequence, we get
(1
pl\pP

The equilibrium relation [g] = 0 is therefore recovered when I' = 0 but also for phase transition without density
contrast. It is worth pointing out that R; = 0 also leads to

¢l =T L

where £ is the latent heat £ = {T'}[s]. This latter relation is classicaly used in sharp interface models.
Let us now consider the normal growth theory that models the interface entropy production as quadratic in I'
(such that the Clausius Duhem inequality is satisfied), i.e.

Rsocrz

Then the driving force is obviously linear in the mass transfer rate. In the following we establish the link between
the normal growth theory and the commonly used out of equilibrium kinetic relations on the form of out of
equilibrium Gibbs-Thomson and Clapeyron relations.

A.2.3 Kinetic relations and laws for the interface temperature and pressure

Isothermal model Let us consider a simple isothermal model ([7] = 0,{T} = T,,) for g in the bulk phases

P
f (1/pp) dP
P

f (1/p,) dP

For the sake of simplicity and without any loss of generality, let us consider that the reference pressure is the
equilibrium value for the pressure at planar equilibrium P, (i.e. that g., = 0 where g, is such that g, =
g1(Peg) = go(Pey)). For sufficiently low values for {P - Peq} and [P], we have

gi

9v

£, P*=P,,
) +O(P* = Py)*

+/pt + 0
P (P*) = 1p(Peg) + (P* = Pog) |
oP
Let us introduce a certain interpretation for the neglect of the compressibility (i.e. of the dependence of the
specific volume 1/p;or, With respect to the pressure P) of the bulk phases in the context of the study of the
liquid-vapor phase transition, that reads

0
(onw - Peq) &» < Prors(Peg) (A22)
opP lorv, P=P,,
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Following this approximation, we get
[9] = (P1 = Peg)(1/p1) = (Pu = Peg)(1/ps) = [(P = Peg) 1/p]

and thus we get
[9] = ({P} = Peg) [1/] + [PD{1/p} (A.23)

Since [P] is given by equation (A.18), we get
[9] = (1P} = Peg) [1/p] = T*[1/p]1/p}

and therefore, from the definition of ¢ by equation (A.20)

G = ({P} = Peg) [1/p]

As a partial conclusion, if compressibility can be neglected (in the sense of (A.22)), the driving force is propor-
tional to the shift of the middle value of the bulk pressures with regard to the equilibrium value. Pursuing our
hypothesis on the neglect of the compressibility of the bulk phases, [1/p] is considered as independent of the
mass flux I'. It yields for the expression of the surface entropy production R;

Ry =T ((P} = Peg) [1/6] (A24)
In this context, the normal growth theorie suggests therefore that
{P} =P,y ocT

The hypothesis of the neglect of compressible effects (A.22) in [g] is thus consistent with the normal growth
theory, that is valid for low values of the mass flux I'. Therefore in the scope of the normal growth theory, the
shift of the middle value of the bulk pressures with regard to its equilibrium value, as well as the driving force
are linear in I

It is worth pointing out that this approximation is exact for incompressible bulk phases. As a conclusion,
when the compressibility of the bulk phases is neglected, the normal growth theory (interface entropy production
quadratic in the mass transfer rate) is equivalent to the linearity in I" of {P} — P,,.

Absolute values of the bulk pressures It is possible to deduce some very general relations about the absolute
value of the bulk pressure according to the approximation (A.22). It is straightforward that

PE =P, + @ +((P} = Peg)

From (A.23), we get the general relation

P* = P,y + [P] (il {1/"})+M

2 Tpl) " Tel

It is worth noting that at mechanical equilibrium ([g] = 0)

(1/p)*
[1/p]

the shift of the bulk pressures with regard to the planar equilibrium value have both the same sign. As a conse-
quence, the pressure in the vapor is always closer to the planar equilibrium value than the one of the liquid. It
yields to classical results (e.g. Stephan [129]) for a spherical inclusion at equilibrium: let us consider the pressure
jump to be given by the Laplace relation (cf. equation (A.14) with I' = 0), and set =+ to the liquid and vapor values
then we get

P* = Py — [P]

(A.25)

Pl

Pl = Po
Pu

P1— Po

P Py +0K

1

P’ = Py+o0K
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Out of equilibrium situations when the driving force equals zero G = 0 (absence of dissipative process), we have
{P} = P, and the bulk pressure are equally shifted from the equilibrium value, i.e.

Ll
2

This situation corresponds classicaly to a good model for the partition of the effect of recoil pressure on the
absoulte values of the bulk pressures.

P* > P, +

The non-isothermal case Let us now consider the non-isothermal case. We make the approximation

0s
ﬁi (Ti — Teq) <S4
that is equivalent to the neglect of the sensible heat (i.e. the heat capacity (cp = T(0s/0T)) with regard to the

latent heat (associated to [s])) in the expression for [g]. We get

G = (P} = Peg) [1/p] - (IT} = Teg) [5] (A.26)

and therefore

1
RAT) =T (((P) = Peg) [1/p] = (T} = Teq) [s1) - [71{ £} + Ia] ({T} {;} - 1) (A27)
This approximation is exact for zero bulk compressibility and specific heat capacity at constant pressure. At
equilibrium ¢ = 0 and [T] = 0 and the kinetic relation (A.27) yields the following approximation for the
Clapeyron relation

(1P = Peg) [1/p] = (IT} = Teg) [s]

ie.
AP L

AT~ T (1/p, = 1/p1)
In the context of the normal growth theory where the jump in temperature is neglected [T] = 0, equation (A.27)
provides a generalization of the Clapeyron relation for out of equilibrium cases

(1P} = Peg) [1/0] = (1T} = Teg) [s] o T

It is worth noting that if the case is isothermal (or iso-bar), the value for P, (or T,,) unambiguously refer to the
value of pressure (or temperature) at planar two-phase equilibrium. For the most complete case, they refer to the
reference pressure and temperature related together by the saturation curve, i.e. Poy = Pyu(Teq).

Let us assume mechanical equilibrium ([P] = 0) or (equivalent) consider phase transition without density
difference between the bulk phases (iso-bar approximation)?. In this case the kinetic relation (A.21) reads

Ry (T} = =T (T} = Teg) [s] - [T] {%} + L4 ({T} {%} - 1) (A.28)
For a non-zero surface entropy production, the sharp interface temperature is characterized by both a non zero
jump and a shift of the middle value with respect to the equilibrium value. These two features depend on the
dissipative mechanism considered and are both modeled with our phase-field model. In the classical models both
can be modeled. For example Delhaye [42] derived the interface jump conditions by assuming the temperature
to be continuous across the interface. The reader interested by the problematic of dealing with discontinuous
temperature across the interface can refer to the theoretical work of Danescu [41].

In the context of the normal growth theory and when the contribution of the jump in temperature is neglected,
this relation is consistent with the classical generalization of the Gibbs-Thomson relation for out of equilibrium
situations

Ti—TegocT (A.29)

Zeven though this case deals with a somewhat far different situation from our liquid-vapor flow with phase change problem, this corre-
sponds to one of the possible reduction of our model and is the one of our subject of our study of the model, cf. the section 7.3 dedicated
to the solving of stationary one-dimensional problem using matched asymptotic expansions or section 8.1 for numerical simulations
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It is worth noting that from the definition for R; the approximated kinetic relation (A.28) implies in the context
of neglect of [T] contributions

P = (1= 1) 11 = Tl =TTl

which is a simplified kinetic relation commonly used in sharp models of phase transition.

A.2.4 Sharp interface model inherited from the outer problem of matched asymptotic expan-
sions

In the classical derivation of the Rankine-Hugoniot jump conditions, the interface layer is presumed to be
bounded by two surfaces which are parallel to the interface but are located in the corresponding bulk phases,
e.g. [28]. The interface entropy production R; refers to the one inside the transition layer. However in the sharp
interface production, the finite thickness, say ¢ of the transition layer is set to zero. As a consequence, the zone
of thickness ¢ around the interface is replaced by a surface and the extension of the two bulk domains toward this
surface. As a consequence, the notion itself of the layer of thickness ¢ disappears. The formalism derived in the
previous sections can still be used since at the surface of discontinuity as well as on each side of the transition
layer of thickness ¢ it is possible to define jump and interface values for a given variable. However the RHS of the
jump conditions written as Rankine-Hugoniot jump conditions (A.13) now refers to excess quantities. Indeed,
inside the bulk extensions, there exists an interface entropy production associated to the bulk phases dissipa-
tion processes. As a consequence, the surface entropy production beared by the interface is the excess quantity
corresponding to the difference between the interface entropy production over the transition layer of thickness
¢ and the bulk entropy production over this same thickness 6. Even though both entropy production satisfy the
Clausius-Duhem inequality, their difference does not.

In matched asymptotic expansions, cf. their presentation in appendix B, the diffuse profiles are formally
separated in two parts. The first one, say the inner problem corresponds to the study of the transition layer of
thickness 6. The second one, say the outer problem, corresponds to a sharp two-phase problem. Inner and outer
problems are matched at the interface location and the whole solution is the sum of both sub-problems. As a
consequence, the surface entropy production that can be defined with the help of the discontinuous outer fields
corresponds to an excess quantity and as a consequence the Clausius-Duhem inequality does not apply to it.

A.2.5 Conclusion

In this appendix we have studied the sharp interface model and shown how the interface entropy production is
related to closure laws for the interface pressure and temperature. In the analytical study of one dimensional
phase transition (see chapter 7), these results are used to analyze the interface structure obtained with the phase
field model proposed.



Appendix B

Matched asymptotic expansions

Introduction

In this appendix, we study analytically using matched asymptotic expansions the solutions for the one-dimensional
liquid-vapor phase change problem with the help of the phase field model derived in chapters 3 and 5. In the
following sections we present detailed calculations of this analytical study, the main results being summarized
and discussed in chapter 7. The goal is to derive the leading orders solutions and to study their dependence with
respect to the parameters specific of our model, i.e. the non dimensional number & and the set of functions of the
phase-field variable (namely v and W for the conservative part of the model and k(¢), and « for the dissipative
processes considered).

This appendix is organized as follows. In section B.1 we present the main principles of the matched asymp-
totic expansions. The notations are introduced as well as the identities and relations used in the following. In
section B.2, we study the uniform density case and derive the phase field and temperature solutions. In sec-
tion B.3 we study the phase field, velocity and pressure solutions in the quasi-compressible isothermal case. In
section B.4 we then use these different results to derive the solution in the non-isothermal quasi-compressible
case.

B.1 The method of matched asymptotic expansions

B.1.1 Principle

The principle of the matched asymptotic expansions can be found in van Dyke [143]. This method applies for
the solving of differential equations including a small parameter. The solving domain, as a spatial domain, is
separated between different regions or layers where the main variables of the system vary either rapidly or more
smoothly.

The fields behave qualitatively differently close and far from the volumetric transition layer, namely the
diffuse interface. In the region close to the interface they vary rapidly over distances O(g L) while far from the
interface they vary on a scale O(L), where L is the length-scale characteristic of the bulk phases and e=h/L,
where A is the interface thickness. The parameter & appears therefore naturally as a small parameter. We refer to
these zones as respectively the inner and outer regions. We consider a one-dimensional problem. The inner and
outer problems correspond to the system of governing equations obtained when abscissa is scaled either by & or
L. The associated solutions are expanded in powers of the small parameter € in order to study the influence of the
artificial thickness / on the solutions. We assume the existence of an intermediate zone (as a function of the small
parameter value) where both expansions are valid and where the inner and outer solutions match. We are then
able to define boundary conditions for both the outer and inner problems through the assumption of continuity of
the global solution.

229
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\ Interface

Outer zone — \@ ouerzones

X X; Xo+L
x0=0 X =X )?:1 X

Figure B.1: system of coordinates

B.1.2 Inner and outer solutions, expansions, and matching

System of coordinates Let us consider a one-dimensional system and denote X the dimensional space variable.
We introduce two non-dimensional variables x and X as

. X—-Xo
X =
L
. o X=X x—x()
X = =
h g

as represented on figure B.1

Expansion of the variables Let f be a variable of the system, ¢ denotes the variable in the outer zone. In
the inner zone, the variable f = f(X) varies more smoothly than f¢*. The differential equations of the phase field
liquid- vapor system are solved in each zone separately using Taylor expansion in the small parameter &, i.e.

fexl‘ ( X, 8)
f(& €)

FE(x) + & f(x) + O(e?)
FEUE) + & fi®) + Oe?)

Matching conditions The two different solutions have boundary conditions insuring the continuity of the so-
lution f, these boundary (or matching) conditions applying at the interface location x; such that

lim f* = lim f 2 fF

x—>xt.+ X—+00
lim f* = Lim f 2 f~
X=X X——00

For the outer zone, the interface located in x; is a discontinuity located either at x;r or x;— whereas in the inner
zoner, the outer zones are assumed to be reached asymptotically at X = +co. f* denotes the value of the variable
f at the interface. Since we compare our results with classical sharp interface conditions, we introduce

1 = -1
L AR
U= =
Let us denote the spatial derivatives as
oxt N afext
S dx
-

0x
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Using the Taylor expansions of the outer and inner expression of the f, we get the following set of matching
conditions at leading orders in the small parameter £

lim f5* = lim fy (B.1a)
x_>x— X—+o0
xgriloo fé =0 (B.1b)
(B.1¢)
lim f* = lim f] (B.1d)
x%x X—+00
lim ff* = lim [fl - X 11m fex’] (B.le)
xex X—+00
Jm = 0 @0
lim f{ = 0 (B.1g)
X—+o00

Steady state mass transfer rate In this study, we consider steady-state mass transfer process. As a conse-
quence the location x; of the interface is such that

dxi

— =D =cste

dt
where D is the dimensionless constant speed of displacement of the interface. As a consequence the Lagrangian
time derivative of the variable f in the inner referential reads

0 D
of _ D,

ot g
Function of the variable Let us consider a function # of a variable, say ¢ (such that the interpolation function

F = v(¢) entering the expression of the thermodynamic potential of our model). The expansion of the function
with respect to the small parameter € reads

Z (o — o) dkﬁf (
l

Fp) = 0) (B.2)

Since N

e-¢0=) ¢ (B.3)

n=1

we get

(0 — o) = O (B.4)
So we can write

Fp) = F(po)
+& (10,7 (90))

o
+&° ((,02(%9’ (¢o) + 71('3

+0(&%)

2 F (900))

Let us introduce the identity valid for a given function ¥ and a given profile ¢o(X) which is used in the following
calculations

(o) = duf (¢0) ¢ (B.5)

Now that the main notations and relations have been introduced, let us consider the solving of the differential
equations of our phase field model for the liquid-vapor phase flows with phase change. Let us note that in this
study, we consider the interpolation function v(¢) to be given by polynomials.
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B.2 First system of equations, uniform density case

We first solve the traveling wave problem obtained by assuming that the fluid density is constant and uniform (cf.
the system of equations (5.60))

a & Dy, = €0,vT - (6¢W - szgo,xx) (B.6a)
kT ) . D?
DT, = —( Pe)’ —-DA+T)0yve,— 87 ((,o,x)2 (B.6b)

The system of governing equations for the inner problem reads

Dey' = a [(9¢W(<p) -¢" —€T dpv(go)]

D_, 1 N~ D , D
—;T Po o (kT") +;8¢V(QD)QD +

— ()

According to the general expression for the matching conditions (B.1), the matching conditions for the thermal
problem at leading orders read

Jim 75 = 0 (B.7a)
lim 78" = lim T (B.7b)
x—xt X—%00

lim 7¢ = lim T} (B.7c)
x—)xl_i X—+00

lim 7¢" = lim [Tl ~ % lim T(‘)”“/} (B.7d)
x—oxt X—+c0 x—xt

Concerning the jump in outer heat flux, of interest for our study of the kinetic relations, we have

ool = lim [ko() 710 = Keo(=D) T{(=)] (B.8a)

[an] = lim [(ko T{™ +Bpko 07" T6™ ) (o) = (ko T§™ + ko @™ T5™) ()]

= lim [kpo(®) T5() + Dpk(eo(0)) ¢1(2) T} (X)

—k(po(=x)) T5(=x) = Bpk(po(=x)) @1(=x) T{(—'X)]

— lim | % lim (75" (x+) - 75" (x-)) (B.8b)
X—o00 X—X;
For the phase-field solution we have the following set of matching conditions
XEI:I_Floo ¢, = 0 (B.9a)
lim ¢f" = lim ¢ (B.9b)
x_>xii X—+00
lim & = lim ¢} (B.9¢)
x—x; X—+o0
lim ¢ = lim ¢ — % lim & (B.9d)
x—xF X—+o0 x—xF

B.2.1 Solutions of the outer problem at order O(1)

We have to solve two outer problems, one on [0; x;(#)] and the other on [x;(¢); 1]. The first order outer problem
reads

0y W(gog’“ 0
arg®_ (MeEITEY), deg”

= = — 9 v(pg" o

dt Pe
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Solving the order parameter equation leads to a constant function @™ in the two bulk regions since d,W is only

locally null. These solutions are consistent with the outer boundary condition ¢’ = 0. From the defintion (3.42) of
the double-well function W, ¢§* could only be 0, 0.5 or 1. According to our study of the stability of homogeneous
bulk phases in section 6, only the value 0 and 1 correspond to thermodynamically stable phases. We therefore

only consider 0 and 1 as the possible values for ¢f* and introduce the phase field jump [¢]

le] = +1

When v(yp) is either P3 or Ps, we have
Av(gg™) = W(pg™) =0 (B.10)

According to the above identity, the outer balance of entropy reads
aret (KegTEY) |

= 2 B.11
dt Pe ( )

We therefore have to solve two coupled problems of conduction with the boundary conditions to be specified at
x = 0and x = 1 and matching conditions (B.7) at x = x; and x = x;. According to the expression of these
matching conditions, it is required to solve the inner problem at order O(1) and O(¢) has to be known.

B.2.2 Outer problem at order O(¢)

The system of equation reads

02 W(pgMe!™ = TgYav(eg” (B.12a)
dre
T = oo (kG T+ g 0k(eE TEY)
d(pflfxt d(p?x[
- (8¢V(908”) 7 + 8¢zv(cp8”) o ) (B.12b)
Since d,2 W(pg™) # 0 and 9,v(¢5") = 0
¢ =0 (B.13)

Thus equation (B.12b) reads

aret (Keg 1)
dr Pe ®.19)

In the following of this study, we derive the expressions for {7} (cf: section B.2.13), [T;] (cf. section B.2.9) and
[q1] (cf. section B.2.12) as a function of the solution at order O(1) that are necessary and sufficient in order to
solve this equation.

B.2.3 Order parameter profile at order O(1)

For the order parameter we get the following second order nonlinear differential equation in ¢g.

9, Wigo) = ¢ (B.15)

It is worth noting that this equation is satisfied at two-phase planar equilibrium. Multiplying equation (B.15) by
¢;, and integrating over the domain leads to

(vt)’
fam% di = % (B.16)

Finally we get

2 (W(go(®) - Wego(eo) = (¢h)” = (¢h())’
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As soon as the function W satisfies the set of properties (3.40), we have W(po(4+0)) = W(pg(—o0)) = 0. Using
the matching condition (B.9a) yields

N2
2 W(go(®) = () (B.17)
If the function W is given by (3.42), a classical integration yields

_ 1 +[¢] tanh (3 %)
- 2

%0 (B.18)

where [¢] denotes for the outer phase field jump.

It is worth pointing out that the leading order profile for the phase field is exactly the profile at two-phase
planar equilibrium. This property is numerically attractive since it allows to control the out of equilibrium phase
field profile by letting € tends to zero.

B.2.4 Temperature profile at order O(1)
At leading order, the equation of temperature reads

(k(po)Tg) =0 (B.19)

It yields the uniformity of k(gpo)T(’). Using the matching condition (B.7a), To(X) is therefore uniform and its
value remains to be specified through the analysis of higher order. This uniform temperature is denoted 7 in the
following. This result supposes that in view of the external problem, temperature is continuous. It means that
using (B.7b) we get

lim 76 = lim T§" = {To} = To(%) = T, (B.20a)
X—UCI. x—»xi
[To] = 0 (B.20b)

Equation (B.20b) specifies a part of the jump condition for the thermal outer problem at leading order. However,
this is not sufficient in order to solve this problem since no information is available neither on heat flux jump
nor on the value for Té. Informations on these quantities can only be inherited from the study of next orders
equations for the inner problem which is the subject of study of the following sections.

The main result of the resolution of the leading order inner balance of entropy is that temperature can be
viewed as continuous for the equivalent sharp interface model. This result is consistent with some classical kinetic
relations as studied in section 7 and has therefore important consequences on the property of the equivalent sharp
interface model.

B.2.5 System of equations for the inner problem at order O(¢)

The corresponding system of equations read

Dyl = af-¢ +0,:2W(eo) g1 — Ty dpv(go)| (B.21a)
ko)T}) | :
% = —(1+T§) Dayvigo) 0 - % (¢0)’ (B.21b)

where we have used that according to (B.20a), T; = 0. The value of the interface temperature at leading order
T, that is still undetermined, appears in equation (B.21a). This property is used in the following section in order
to determine its value. Then we study in section B.2.7 the equation (B.21a) in order to determine ¢; and thus the
leading order deformation of the phase field solution with respect to the planar equilibrium solution that equals ¢
as shown in section B.2.3. In order to be able to solve the thermal outer problem at leading order, it is necessary
to determine the value for [go], which according to the matching condition (B.8a) is related to the knowledge
of T. Therefore we study in section B.2.8 the equation (B.21b) in order to determine [¢o]. The leading order
spatial variation of the temperature across the interface are associated to 7 (X) since 7|, = 0. In the case of infinite
@, it is shown in section 7 that the leading order interface entropy production is related to the value of [T] and
{T}. Therefore we study in section B.2.9 the equation (B.21b) in order to determine [7]. In section B.2.10 we
study the leading order inner temperature profile 7' (X).
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B.2.6 Interface temperature 7

In order to determine Té independently from the knowledge of ¢, we use some properties of equation (B.21a)!.
Equation (B.21a) is a second order ordinary linear differential equation for ¢. The solution of such an equation
is the sum of a particular solution and a linear combination of two independent solutions of its homogeneous
part. Since ¢ satisfies (B.15), by differentiating this equation with respect to X, we get

¢ = 8,2 W(go) @) (B.22)

This relation shows that ¢ is solution of the homogeneous part of equation (B.21a).
Let us define the linear operator L on the set of functions f : R — R as follows

L() = 8, W(po) £ — 1" (B.23)

Equation (B.22) implies that ¢, is in the kernel of L. Let us define a scalar product on the domain of definition

of L by
+00
f f1 - fodx

For any function f; in the kernel of L and for any function f; in the domain of definition of L, the following

relation is satisfied
+00 +00
f; - L(fp) dx L) -, dx
j:oo 1 - L(f) j:oo (f1) - (B.24)

=0

Thus using relation (B.24) with f; = go(’) and f; = ¢ it is possible to determine the value of Té. Indeed, let us
multiply equation (B.21a) by ¢, and integrate between minus and plus infinity. Accounting for the relation (B.24),
yields

+00 +00
f Dy dx = - f a Ty 0,v(¢o) @y dX (B.25)

Let us introduce the constant A defined by

—+00

A= - +00 — ;-
f_oo agov(SDO) Yo dx

<p(’)2 dx

Equation (B.25) reads therefore

Ti="""
0 o
Let us now study the value of A. Using the notation introduced while determining ¢((¥) in section B.2.3, we
write

f 8,v(0) ¢ % = [

Let us study the value of f_ J:O go(’)zd)"c. We introduce the change of variable valid according to the expression (B.18)
for ¢o(X)
X e 9

pdxX < deo (B.26)

I'This analytical handling of differential equations is currently known as the solvability theory
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According to equation (B.17), we have

I-HX’ ‘PE)Zd)_C = £+Oo 906 (gﬁéd)_C)
= [¢] f "~ W (phez)

0(+00)
= [¢] V2 W(p)dy
®o(—o0)
1
= f V2 Wdy
0
While W satisfies (3.40), we get
+00
f gpdx =1 (B.27)
Thus
Az —[¢] (B.28)
: D
Ty = —m (B.29)
a

For a given transformation (say solidification or liquefaction), the sign of 9 depends on the relative position
of the phases too. This finally gives a result for Té dependent only of the transformation. For a solidification, Té
is positive and for a liquefaction it is negative. The relation (B.29) between T ; and D is not sufficient to solve the
outer problem, since D is still undetermined. Solving the outer problem at leading order in temperature supposes
to determine the jump in the first spatial derivative at the location of the interface.

B.2.7 Phase-field inner profile at order O(¢), ¢(X)

The determination of the first order phase-field profile gives an estimation of the out of equilibrium deformation
of the interface and its dependence with @. In this section, we solve the differential equation (B.21a) using the
variation of parameters.

Using the expression (B.29) for T 6 yields for equation (B.21a)

’ 17 D[[‘)Dﬂa V(Qﬁ())
Dyl =a|—¢) + 0, W) p) - ——————

Let us take benefit of some properties of the equation already derived in the previous section while studying the
value of Té. Since we know that ¢ is a solution of the homogeneous part of equation (B.21a), we introduce Yy

Yo 2 9’;} (B.30)
%o
Thus the equation (B.15) in ¢ is equivalent to the following equation in Y
117 " ! ’ 44 ’ ‘Z) 7
—%o Yo—-2 ") Yo — % Yo + a¢2 Wi(go) (") Yo = ; [‘Po - [[‘P]] aan (900)]
where the expression (B.29) has been used to express Té. Finally using (B.22)
’’ ! ’ 4 'D ’

—2¢0 Yo—#o Yo = — |6 = [l dpv(e0) (B.31)

Equation (B.31) is a linear ordinary differential equation in Y. Since the following identity holds

’

244

(e0)
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a solution of its homogeneous part is
1

2
(¢)
As a consequence, the function ¢ f dx/ (906)2 is a solution of the homogeneous part of equation (B.21a). There-

fore, in order to determine a solution Yy of equation (B.31) let us take benefit of this result and introduce Y|
defined as

Y

Y
Y) = — (B.32)

And the equation (B.31) reads with the unknown Y}
Y! D
1 ’
— == — |@o — [l 9pv(p0)
= 2lgy- It

It is then possible to integrate this differential equation. Let us now denote Y; as this solution. The corresponding
solution of the equation (B.31) in Yy, Y, reads

. Yoo
Yo = f dx
(o)

0

and @; given by
D) =Yy

is a solution of equation (B.21a) that could be rewritten as

2 _ ’ dx
o2y (¢ - [e] V(o)) dx o ®33)

a ’ 2
(#)
Since (i) @ is a particular solution of equation (B.21a), and (ii) ¢ and ¢ f dx/ (906)2 are two independent?
solutions of its homogeneous part , the solution for ¢ is necessarily

dx

2
(¢0)
/l{ and /l% are two reals whose values which are to be determined.
Let us determine these two constants Let us show that the function ¢,

@1 =@+, ¢+ A3 ‘Pf)f (B.34)

dx
] ()’
condition for ¢ in +co. Let us find an equivalent of ¢, ([{;5)2 . We make the change of variable defined by (B.26).

%o
Thus

f@ﬁ:fwﬁ

@) < W(epo)

does not verify the boundary

Since according to equation (B.17)

let us define n as

+0oo n
W~ le-e”)
Thus
dx oo\ —3n/2+1
I
(o)
and

’ dx +o0\177/2
<p0f AVl ((p—goa )
(9"0)

%it can be shown easily by considering the integral over R of their product that it is nonzero
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So for n = 2 or superior (which is the minimum required to ensure that W satisfies (3.40) i.e. W(goe’“ =

A, W(g™) = 0), ¢ f dx/ (g06)2 has a non-zero limit in +co. Let us remark that in the case where the expression
for W is given by (3.42) n = 2. According to our study of the order O(g) AC equation (B.12a) of the outer
problem in section B.2.2, ¢{* = 0. Moreover, since o5 = 1/2 + 1/2, we have lim,_, * ¢y = 0. Therefore
according to the matching condition (B.9d), ¢; must satisfy limz_.+c 01 = 0. It is shown in the following that

2
limsg 100 D1 + /11 ¢;, = 0. The function ¢, f dx/ (906) does not have a zero limit in X = +oo since 7 is obviously

superior or equal to 2. This implies that /l% =0.
Let us study the constant /l}. Since

3
¢) = ¢l (1 -tanh’3 1)

this function does not satisfy the constraint concerning the interface location, ¢(x = 0) = po(x = 0) = 1/2. It is
shown in the following that ®(0) = 0, therefore /l{ = 0. The two constants /l} and /l% are thus determined.

The next step consists in obtaining an analytical formulation for the function @ appearing on the right hand
side of the general expression (B.34) for ¢;(X). In the case where the expression for v(p) is given by Ps (3.60c)it
satisfies

dv
do - W(p)
and solving the differential equation (B.33) leads to
[[90]] 2
D(x) = ln(cosh(3 X)) (1 — tanh“(3 %)) (B.35)

The even function —a @1 /D(X) is represented on figure B.2. @ corresponds to a thinning of the order parameter
profile on the side of created phase and a thickening on the opposite side. In the case where the expression for

1/24(In(cosh(3%))(1 — tanh(3%)?)
0.008 T T T T T
0.007 - -
0.006 -
0.005 -
0.004 -
0.003 -
0.002 -
0.001 -

D (%)

Figure B.2: function @,
V() is given by the polynomial P3 (3.60b) the following identity is satisfied
2
(—) =2W (B.36)

and therefore using (B.17) and the identity (B.5)

— [l Pi(eo) = ¢ () — [€] 9.P3(¢0)) = [e] & (V2 Wigo) — 8,P3(gp)) = 0

So equation (B.21a) becomes homogeneous and it implies that the function ®; = 0
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Introduction to the study of the order O(e) balance of entropy (equation (B.21b)) of the inner
problem

In this section we study the order O(¢g) entropy equation (B.21b) of the inner problem in order to get an expression
for [go] which is necessary to solve the order O(1) outer thermal problem, [7] and T (%) which are the leading
order solutions for the inner problem as soon as 9 = 0 or in the case of infinite @. The value of {T} is, as well
as we determined {7}, related to the study of next order (i.e. 0(g?)) AC equation and is done in another section.

B.2.8 The leading order term for the jump in heat flux, [¢]

According to the matching condition (B.7c), the gradient of outer temperature at order O(1) Tg’“' is related to
the value of the gradient of inner temperature at order O(g) T|. Therefore it is necessary to study the order O(¢)
equation for the inner temperature (B.21b) in order to determine the leading order jump in heat flux [go]. This
equation reads

2
(ko) T}) = = (1+T}) D Ped,vipo) ¢f - PeD (906)2

a

Let us introduce the constant of integration @, defined as (c¢f. the integration of equation (B.21b))

1>

’ i Pe Dz ¥ 72
—®y, k(go) T{ + D Pe (1 + T) v(wo) + QP dé (B.37)

, Pe D? PeD? (%,
ko) T, +(1)Pe—ﬂsoﬂ - )V(¢0)+ - f ey dé

the second expression (where D is used instead of T}, cf. equation (B.29)) is used when results concerning the
kinetic relation are targeted in the section 7.
Using the equality of the first expression for @, in X = +oo yields

Pe D?
a

ki T}(+00) = k_T{(=00) = = [¢] (1 + T}) Pe D -

where we have used the matching condition (B.9b) and the identity (B.5) and equation (B.27). Using the matching
condition (B.7c¢), it yields

’ ’ . P 2
ki TS () — k= TS (x7) = =[] (1 + T(’)) Pe D - eaﬂ (B.38)
Therefore
: Pe D?
[qo] = [¢] (1+ 7)) PeD+— (B.39)

that is used to evaluate the expression for the interface entropy production (kinetic relation) in section 7.3. This
relation is also used to provide an enclosed system of equation (i.e. to provide the interface boundary condition
in addition to [[Tg’“]] = () for the outer thermal problem at leading order. By using the equation (B.29) the
undetermined constant O disappears, we obtain

[q0] = ~T} Pea (B.40)

The hereinabove relation yields
[q0] = [¢]D Pe

which is the non-dimensional equivalent to the classical relation
[q) =T L

We are now in position to determine the spatial variations of 7' (%) and therefore the value for [7].
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B.2.9 Determination of [7]

Let us study the expression for T'1(x). Equation (B.37) provides an expression for 77{(X). Using the change of
variable (B.26), and equations (B.17) and (B.36), we have

X ” 0(X) , 0(%)
f ¢ dé = f pody = fﬁ [¢] V2Wdyp = [¢] P3(¢0)
Let us express the constant @, using (B.37) in ¥ = +co and the fact that P3+ = v+
Dy, = —k(£)TE™ (xi£) — V() Pe D (B.41)

This equation is a balance of energy at the interface location, ®,, represents therefore the energy flux at the
interface. By integration of (B.37) between x and 0 we get

- _ ¥ Dy
T1(X) - T1(0) = fo —

Let us note that this expression for 7' (X) is used in the following for the study of the 7’| profile. In order to study
the jump 7] we use the following equation to get

Pe D? fx (v—P3)
0

du—Z)Pej(; ‘—]:(goo)du+[[go]] - Z

(¢o0) du (B.42)

X (Dt
ne-rien = - [ g

PeD* (Y (v-P
= [ 0

Using the two expressions for @, (cf. equation (B.41)), we add to the RHS of the above equation

D , +
if ( th -5 (xii)—Z)Pe(z) )duzo
0 k* k

du—Z)Pef %(Lpo)du

X

it yields

Ty(D) + X T (xi+) — T1(=5) — X TE (x;-)

S| 1 0/ 1
-® -—d -—1d
hUo (k(cpo) k+) ”*L (k(soo) k_) ”}
x 4 4 0 4 4
o] [ (-1 ) e [ (-3 )

Pe D? Y (v=P O (y—pP
+[¢] ea [fo S 3 3)(900) du + ﬁ 4 . 3)(',00) du]

Taking the limit of the hereinabove equation when X — +oco and using the matching condition (B.7d) and the fact
that v(+o00) = P3(00), gives
1 éex v éx
7] =-0u(—| -DP (- ) N
[71] th (k(¢0)) e (%o) [¢]

where -“* denotes for inner excess quantities

PeZ)Z(V—P3

X (<P0)) (B.43)

a

+00 Xi
g5 2 f (q(® - ¢*"(xi+)) dx + f (4(® - ¢ (xi-)) d=
X —00
where %; = 0 in the present case. It is worth noting that the expression for [7] is indeed dependent on the choice
for x;. It has been shown that while the bulk phase values are well determined, the jump of a given quantity, such
as 906’” , 1s well defined. However, for a field which is non-uniform in the bulk domains, this is no more the case.
The non-uniformity of 7§ (x) is associated with the jump in 7' as revealed by the matching conditions (B.7).

This point is the subject of study of the last paragraph of section A.1.
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Figure B.3: Different functions entering the expression of 7' (X) for different choices for v and vy

B.2.10 Study of the profile of 7', (x)

According to the matching conditions, it is straightforward that asymptotically (X — +o0), T is linear in X. We
now illustrate the influence of the choice for k() on 7'1(x). Let us consider the expression (B.42) for T'(X). For
the sake of simplicity, we consider the function 1/k(¢p) to be interpolated by a function v, i.e.

k;
L+ (k= 1) vi(o)

k(p) =
and consider that it can be chosen either as P3 or Ps (cf. equations (3.60)). Then 7’| (X) reads (cf. equation (B.42))

) < 1
Ti(X) = Ti(0)— —2%— @y (1 —1/k1)f vi(po) du + —
k[ 0 kl

Pe D? x
- P d
l¢] ok j(; 3(¢o) du

Pe D?
a

2 X
o] 2¢2 —@Pe] f V(o) du
@ 0

Pe D?
a/kl

+

- DP@] (I =1/kp) fo v(@o)vi(wo) du — [¢] j; P3(po) vi(po) duB.44)

[¢]

The different functions appearing in the previous equation are represented on figure B.3 where v, as well as
v have been assumed to equal either P3zor Ps. It is worth noting that this expression is simplified when the
conductivity is considered as uniform (k; = 1), it yields

Ti(x) = Ti(0)—Dyx+

2 X
o] 262 —@Pe] f V(o) du
a 0

Pe D?
a

Pe D?
a

~[¢l

fo P3(¢0) du — [¢] L P3(¢o) vi(po) du (B.45)

These analytical results are compared with numerical results in section 8.1.2.



242 APPENDIX B. MATCHED ASYMPTOTIC EXPANSIONS

B.2.11 System of inner equations at order O(¢)?

In order to determine 71 (0), we use the next order equations. These are given by

Dy}

2
@ 77 i
@ [71%3 W(go) + 920, W(po) — 5 — Top10,2v(po) — T10,v(¢0) (B.46a)

DepTPT] = o (e T3 + (dukigo) 1) T7)
2

’ ’ D Pe ’ ’
+D (9,v(0)) + 02(90) 91 6) +2 ——— ¢y ¢} (B.46b)

B.2.12 Determination of [¢;]

Let us consider the integration of equation (B.46b) between X = +oco and X = —co. Using the fact that
lim ¢ = lim ¢{" =0
X==00 X=x;*

we get,

k(go) T5(+00) = k(o) Ty(=00) = cp(Ty) D Pe [T1]5%

+00
—PeD f (0p(0) @] + D2v(w0) ¢ o1 ) d

1)2 Pe +00 L,
-2 > f ¢y ¢ dx

(o)

According to the equation (B.11) where we have taken the limit at x — x;+,
—D ep(Ty) T (xix) = Pek(pg™) Tg™ (xi)

Taking into account the matching condition (B.7d) for 7' (+oo) and the expression (B.8b) for [¢;] yields therefore

[ e ’ ’ - Dz Pe e ’ ’ -
lg1] = cp(Ty) D Pe[Ti] — PeD f (3¢V(¢0) @)+ 0,2v(¢0) @) (,01) dx -2 " f @ ¢ dx

o0

According to our study of the even or odd property of functions ¢ (cf. table B.1), ¢; and combinations, it can be
shown that the two integrals appearing on the RHS of the above expression for [¢], are identically zero, therefore

[q1] = cp(T}) D Pe [Ti] (B.47)

B.2.13 Determination of 7',(0) and of {7}
We first determine the relation between {7} and T(0) by solving the entropy equation at order O(¢) (B.42) and
then determine the value of 7(0) by integration of the order O(e?) AC equation (B.46a).

The mean value {7} By definition, the middle value of 7¢*, namely {7} reads

T (x+) + T (x;—)
(T} = —— > L

Therefore using matching condition (B.7d), it reads

. T\ (%) + Ti(=%) = 2 (T (xi4) + TS (xi+))

X—00 2

Using equation (B.42), we therefore have

Al A J LI
{1} = T(0) ) [L (k(%) k+) du+fo (k(gao) k_) du]
PeD Ty 4 (Y Y

2 Uo (-1 ) | (fen-1 ) d”}

2 +oo > (v -
P;D f (v Ps) (¢o) du + f dnlic) (¢0) du} (B.48)
@ 0 k 0 k

+[¢l
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function | odd | even function odd | even function odd | even
@1 =Dy v s Wigo) | v ¢ v

o7 Vo et 0sWieo) | @10, W(o)ey | v
dpv(0) v d,2v(0) v P10.2v(p0)p, | v

%, v 10,2v(p0) | V dyv(p0) ¥, 4

Table B.1: Table of even and odd properties of inner profiles

where we have used the fact that v+ = P3+.
The constant of integration 7' (0) has to be determined

Determination of 7, (0) In order to determine 7'(0), it is necessary to study the order O(e?) AC equation (B.46a).
This is done in the following, where we used somewhat exactly the same method that provide us a relation be-
tween T and D.

Let us first remark that AC equations of order O(&?) (B.46a) and O(¢) (B.21a) have the same homogeneous
part and therefore the same homogeneous solution ¢;,. So using relation (B.24) with f = ¢, yields

i ’ 902 i ’ 3=
f_‘ (Dtp] -a [?18903 W(po) — Top10,2v(¢0) — T10,v(p0) | [podx = 0 (B.49)

(o)

We use the following properties of the different functions present in equation (B.49) and the fact that the integral
of an odd function between +co and —co is zero. Equation (B.49) reads

+00
f T2 (0,0 dE = 0

(%)

Thus using the expression (B.42) for T1(x) — T1(0) yields (It is worth noting that since T is asymptotically
equivalent to X, the function d,v(¢0)T1(X) is equivalent to an integrable function and 71 (0) is finite.)

[ (@ - T1(0) 0,7 (po)fd

T7:00) = —
O [ a,v(po)pydx X
R T, PeD? (v-P , _
= —[¢] j:oo [—f(; (k(902) - D Pe £(¢o)+ ] ea e X 3)(S0o)) du]v (po) dx

The important result is that the expression for 7';(0) a linear combination of ®;,, D and D?, the coefficient being
related to the choices for W, v and k. The expression (B.48) for {T|} reads therefore

Pe D?

{T1} = Oy, Bijx — D Pe By + [¢] p

B—pry)/k (B.50)

where the coefficients B depends on the choice for k£ and of the interface location. The expression for the interface
temperature 7'1(0) has the same structure.

B.3 Isothermal approximation

In this section we study the system of equation obtained by studying the isothermal phase field model (5.61))
that reads for the outer problem

dv . dw dv &2
2 2 2
D-V = e—P+v|—- +—(w-=
ae” ( ) O.x € o v ( o € 90,xx) d¢( > m)
v
V), = —p° 72 (D= Ve
¢

(V_D)pv,x = _P,x
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and that reads for the inner problem

’ dV 1D dW ’7 dV (SDI)Z
_ = g—Pp - _ = _
ae(D-V)yp o +U(d<p tp)+d¢(W 3 )
, av
VY = -p° 39 2~ V)¢
V-D)pV = —13’

The following matching conditions determines the values for V§* and ng; as a function of inner solutions.

lim V¥ = lim Vo (B.51a)
x—)x;! X—+00
lim P& = lim Py (B.51b)
x—xt X—+o0
lim P& = lim P, (B.51c)
x_mii » X—+00

The matching conditions concerning the phase field are exactly similar to the one obtained in our previous study
(cf. the set of matching conditions (B.9)).

B.3.1 Outer problem

The system of governing equations for the outer problem at leading order reads

W)™ = 0 (B.52a)
dvgx, ext t
7 = —u(y, )P” (B.52b)
dl)( ext
Z = o) Ve (B.52¢)

Leading order of the outer AC equation (B.52a) implies that ¢§™ is a uniform field on each side of the interface.
For the stationary solutions under study, the leading order outer continuity equation (B.52c) yields

V=0 (B.53)

This solenoidal condition is due to the choice of the incompressibility of the phases. V* is therefore uniform
in each bulk phase domain. From the steady-state hypothesis, we get from the leading order momentum equa-
tion (B.52b) that P”’ = 0 and therefore that P“" has a uniform value in each bulk domain. According to the set
of matching condltlons (B.51), the whole determlnatlon of the solutions lies on the solving of the inner problem.

B.3.2 Leading order system of governing equations of the inner problem

At order O(1), we obtain the following system of governing equations for the solution of the inner problem

2
‘pl
0 = v(¢0) |0, W(go) - ¢ | + (o) | W(wo) - ( 20) ‘ (B.54a)
Vo-D)Vy = —u(go)P) (B.54b)
(Vo —D)ugo) = vleo)V (B.54¢)

The Allen-Cahn equation (B.54a) is decoupled from the mass and momentum equations (B.54b) and (B.54c)
since ¢ is the only unknown appearing in this equation. Therefore, the profile ¢((X) is the solution of a non-linear
ordinary differential equation in ¢g of order two that is solved in section B.3.3. The momentum equation (B.54b)
shows that it is necessary to know the velocity field at leading order V (determined in section B.3.4) in order to
determine the pressure profile at leading order Py (cf. section B.3.5).
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The system of equations of the inner problem verified at order O(¢) reads

(D -Vy) ¢ -
o1 [ACo + 3,0 W)(@0)| - @10/ (60) — vlg0) ¢ = ———22 — Podul0) (B.55)
[(Vo-D)Vil = —u(eo) P} — ¢1 0p0(p0) P, (B.55b)
Vivlgo) + (Vo — D) (90'1 J,0(00) + @1 5¢U(900)') = 10,0 (o) V) + vigo) V| (B.55¢)

where AC( reads
" 1 ’ 2
AC = d,0(p0) [0, W (o) — @}y | + B,20(00) [W(SDO) -5 («0) ]
and will be shown to be zero while ¢ satisfies the leading order AC equation for the inner problem (B.54a).

B.3.3 Order parameter inner profile at order O(1)

To solve equation (B.54a), let us multiply this equation by ¢, assuming it is never null; we get

)

0 = @ v(0) [, W (o) — | + V' (¢0) | W(0) - 5 ‘ (B.56)
Since ¢ satisfies (B.54a) the following identity holds
’ 2 !
(900) / ’’
Wigo) = =5 | = ¢5|9,Wigo) -
and therefore equation (B.56) reads
1 7\2 '
o) | W(eo) = 5 (g |1 =0
Therefore, ¢q is a solution of equation (B.54a) if
1, ,\2
v(po) |W(go) — 5 (900) = cste (B.57)

2
According to the equation (B.10) and to the matching condition (B.9a), v(¢q) [W(gao) -1/2 (906) ] is zero at

+oo. Therefore, using equation (B.57) it is zero everywhere. Since the specific volume is strictly positive,
equation (B.54a) is equivalent to equation (B.15) already solved in the solidification case. Thus ¢q is given
by (B.18) if W is defined by (3.42) and the assumption on the non nullity of ¢ is verified a posteriori. Let us
note that there is no influence of the curvature on this solution. The leading order inner profile of the phase field
is therefore the equilibrium solution.

B.3.4 Velocity inner profile at leading order

The continuity equation (B.54c) can be integrated to give
Vo — D o« v(¢o)
Let us introduce the constant mass transfer rate I" and rewrite
Vo — D = -T v(pp) (B.58)

It is worth noting that this equation is fully consistent with the jump condition (A.17) inherited from classical RH
jump conditions. Equation (B.58) provides a boundary condition for the resolution of the outer problem using
the matching condition (B.51a). The determination of 9 or I' is still not achieved and is related to the solving of
the leading order outer problem.
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B.3.5 Pressure inner profile at leading order

The momentum equation (B.54b) reads using the leading order velocity profile (B.58)

v(po)Py’ = —T2 v(go) v(go)’

This yields
Py —TI = —T"? v(¢) (B.59)

where I is a constant of integration that has to be determined as well as I'. This result provides a first boundary
condition for the resolution of the outer problem using the matching condition (B.51b)

P(e)}H— _ Pg}t— =2 (U( gpgxt— —u( ‘,DSXH )

The specific volume reads
v(p) =1+ v(p) (B.60)

Therefore
[Po] = -T2 [¢]

This relation shows that at leading order, the model recovers the vapor recoil effect (¢f. equation (A.18) of our
study of the sharp interface models). Let us solve the next order equations.

The AC equation at order O(¢)

In order to study the phase-field inner profile of order O(e), i.e. to determine the function ¢, and to be able to
determine the relation between the two constants IT and I', we follow the same formalism than in our previous
study of the solid-liquid phase transition while we determined ¢ and a relation between Té and D, i.e. we study
the AC equation (B.55a) at order O(¢). The only order O(g) terms appearing in this equation are effectively
related to ¢, other terms of order O(1) being already studied and related to the constants IT and I'. In this section,
we establish the equivalence between the homogeneous part of the differential equation (B.55a) under study with
the AC equation at order O(g) (B.21a) obtained in the study of the solid-liquid system.

Since ¢y is solution of equation (B.15), the first part of equation (B.55a) (the first term ¢; [ACp]) is null and
the equation (B.55a) reads

@1 (940(¢0) B, W) + 1(0) 8,2 W(p0))

’r 7 D -V, ’ 5
~ B,ulg0) @1 @y~ op0) @] = =}~ Podulpo) (B.61)
or using the linear differential operator L defined by (B.23)
o D - Vo ’ 5
0(p0) L(p1) + By0(00) (91 0, W(0) — ¢} ¢) = @ = Pod,u(eo) (B.62)

This equation is decoupled from the mass and momentum balance equations at same order since only ¢ appears
as being of order O(g). Equation (B.62) is a second order differential equation in ¢;. Let us show that the
homogeneous part of equation (B.62) is equivalent to the homogeneous part of the equation (B.21a) in ¢; for
which we already know the solutions. Let us define the linear operator A

A(f) = —go ' + 0, W(go) £
so that the homogeneous part of differential equation (B.62) reads

v(po) L(p1) + dpv(po) Alpr) =0

Let us show that L is the result of the application of the linear operator ’ to the linear operator A divided by ¢y,
If we apply the linear operator ’ to the linear operator A, we get

AEY =~y ' = gp 7 + 0, W(po) £ + 0, W(go) f (B.63)
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Using the identity (B.5), we have
0,W(po) = 0,2 W(go) ¢,

Therefore, equation (B.63) reads using equation (B.15)
A(D) = ¢y L(f)
The kernel of the operator A is thus included in the kernel of operator L.
ker(A) c ker(L) (B.64)

Thus since
ker(v(¢o) L + 0,0(¢0) A) = ker(A) @ ker(L)

we get, using (B.64)
ker(v(¢o) L + d,0(¢0) A) = ker(L)

The solutions of the homogeneous part of equation (B.55a) are in the kernel of the operator v(¢o) L + d,v(¢0) A,
they are therefore in the kernel of the operator L and thus the same than those of the homogeneous part of
equation (B.21a). Using the results obtained while solving equation (B.21a) in section B.2.7, the function ¢,
reads

dx
2
(o)
where @ is a particular solution of equation (B.55a) that still needs to be determined (cf. section B.3.5 where
the method of variation of parameters is used) and /1} and /l% are two reals whose values are zero for the same
reasons as in section B.2.7.
Once the nature of equation (B.55a) has shown some important similarities with equation (B.21a), we de-

termine a relation between the constant of integration II and the mass transfer rate following a similar approach
than the one used to determine the relation between 7|y and D in section B.2.6.

o1 :cblm}%mf%f

Determination of the constant of integration I1

In order to determine a relation between I1 and the mass transfer rate I', the same calculation as for the determi-
nation of Té (cf. section B.2.6) is done. Using the results obtained in section B.3.5, we know that ¢ is a solution
of the homogeneous part of equation (B.55a). Thus by multiplying this equation by ¢, and integrate between
+00 and —oco we get using relation (B.24)

+00 D_V() , _ +00 5 , _
—— ¢ dx = f Py u(go) dx

—oo a

Using the expression (B.58) for Vj and (B.59) for and P yields

r +00 +00 +00
— f o0) ¢ dE+ T2 f o) ooy d = T1 f ooy d

o0 —00 —00

o0

Let us introduce the following two integral quantities A and A,

+ 00
[ vwo) o dx
‘?{1 +00 _
[ v(goy dx
+00 _
[ veo) v(eo)’ dx
ﬂz = —+00 _
[ (o) dx

According to the definition (B.60) of v(¢), we have

[ " o) = o] = 4]

(o)
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+00 2
f v(go) v(o)’ di = ﬂ%ﬂ = {v} [v]

o0

So
A = {v}

Let us study A;. Since v(¢o) go(’)z is a strictly positive function, A; has the sign of [¢]. Using equation (B.60),
A reads

A =[] f V(p0) ¢

According to the fact that ¢ satisfies equation (B.17), we have
+00 ) 00 (+00) 1
[ et az=lgl V) VEWGg dg = [ v() VT WG de
—00 wo(—00) 0

Therefore
1
A = [¢] fo v(p) V2 W(p)dy (B.65)

Let us consider that W is given by equation (3.42). If v = P3(p), we get A; = [¢] /2 If v = Ps(p), we get
Ay = [¢] /12.

Let us recall that the sign of I" as well as the sign of [¢] depend on the relative position of the bulk phases.
Therefore the sign of I1 depends only on the nature of the phase transformation (evaporation or condensation).

r r2
M=A —+— (B.66)
a 2

It yields for the bulk values of the pressure, using the inner solution for the pressure (B.59) and the matching
condition (B.51b)

r
PE™ = A, —+ I (vs — {v}) (B.67)

and therefore, using the fact that {v} = (v +v7)/2
r r 1
(Po} = A1 = = [¢] = |[v V2 W], (B.68)
a a

The sign of {Py} actually depends on the sign of the phase-change: it is positive for condensation and negative
for evaporation. It is worth noting that in classical sharp interface models where an interface is supposed to be at
local thermodynamic equilibrium {P} = 0. The fact that this term is inversely proportional to « is consistent with
this approximation.

Y

vapor

X
evaporation

e i a — 0
' condensation

Figure B.4: Pressure profile across an interface during a steady-state phase-change.
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Phase-field inner profile of order O(s), determination of ¢ (%)

The simplification of equation (B.61) in order to find a particular solution follows exactly the one done in section
B.2.7. We introduce the function F' defined by (B.30) and equation (B.61) becomes

—0(¢p) (F” 0o +2F go;;) = Jypv(¢0) (906)2 F' =

Then we introduce G defined by (B.32) and equation (B.61) reads

D-Vo , =
o 0 ¢y — Podyu(eo) (B.69)

’

G
—0(¢0) — — Opu(p0) G =
%o

- Vo

906 - 150 5¢U(900)

In order to integrate the equation to determine G, the equation is multiplied by ¢, and using the relation (B.5))
applied to v(¢p) it becomes

’ Vo-D ’ 5 ’
(olg0) G)' = —=—= g7 + Pyulg)
Using the solution for Py (B.59) and for Vj (B.58), we get
’ ’ I 72 2 ’
(W(go) G)" = I u(go)” — —vlgo) ¢y — I vlgo) vlgo)
Thus using the expression (B.66) for I1, we get
’ I ’ 2 2 ’ ’
(o(p0) GY = — (Aro(po) = o(0) ¢7) + T2 (1/20(p0)’ = 0(0) v()')
Let us denote G oo the solution of

(0(@0) Gawo) = (1/20(¢0)" = v(e0) v(0)")

and by G, the solution of
(0(90) Go)' = (Arvleo) — vigo) ¢f?)

Thus the particular solution @; reads

D =Dyq, +Dre (B.70)
with
2, [ (Gaw)dx
Do =T 9"6f—2 d (B.71)
(¢)
r (Go) dx
D), = —¢6ff—2 dx (B.72)
o ’
(‘po)
For @ 4c0,
1
Gooo = (1/2 — ~u(po) + i) (B.73)
2 (o)

where Cp is a constant of integration. And even if the calculation has not been made, @1, is a non-zero
contribution to the deformation of the profile whatever the choice for v.

B.3.6 Determination of second order inner profile for the velocity and pressure V; and P,

Let us solve the balance of momentum and continuity equations (B.55b) and (B.55¢). Equation (B.55c) gives

Viv(eo) = v(o) Vi = @1 0,0(¢0) (Vo — D) — (<P1 5<pv(900)), Vo —D)

Let us divide by —v(t,ao)2 and use the equation (B.58) for V), it reads
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(L)' _ —1"(901 3500(900))'
(o) (o)

Vi_ o 0,0(¢0) N
v(¢o) v(po)

that can be integrated

Cvi (B.74)

where Cy is a constant of integration.
Equation (B.55b) could then be integrated.
[(Vo — D) V11" = —u(po) P — @1 0,u(¢0) Py
Using the expression (B.58) for (Vo — D) it becomes
[Co(po) Vi) = v(go) P + @1 d,0(0) P,

Using the expression (B.59) for Py it becomes

[T u(po) V1]’ = v(po) P = T% @1 dpu(io) v(go)’

Using the expression (B.74) for V; it becomes

[-I2 01 8,0(00) (o) + T Cy1 v(g0)?| = v(go) P} — T2 1 By 0) v(sp0)’

that could be re-written as )
I 1 8,0(¢0)| +2T Cy1v(g0) = P, (B.75)

Finally we get for P,
Py = 2T Cy10(go) + % @1 8,0(p0) + Cpi (B.76)

where Cp; is a constant of integration to be determined.

B.3.7 Determination of {P,}

In order to determine {P;} an integration of the AC equation at order O(2) and a formalism similar to the one
used in order to determine {7} in section B.2.13.

However, such a complex calculation is not required since, like in this simplified isothermal and non-viscous
case, the only dissipative process is associated with the Ginzburg-Landau relaxation. Indeed, in our case where
the bulk compressibility are zero, we have, according to our study of the sharp jump conditions in the ap-
pendix A.2

1
G =1{P)[1/p] = T

By considering our own expansion in & of both {P} and ¢(%), we therefore recover that at order O(1)

f ) (de/dt)* dx

o0

T
{Po} = A —
a

a result that has already been established using the integration of the AC equation at order O(g). At order O(e)

we have 2ol [+
{Pl}:—z f o) @ dx

The function @ has been determined in section B.3.5 as the sum of two functions, ®; = @1, + P 4 . From the
even/odd properties of respectively @, and @ 4, it can be shown that

—+00 —+00
IR T

i.e. that the function @ 4., does not contribute to the mid value of the interface pressure at order O(g), namely
{P1}. This implies that @, does not contributes to the driving force, i.e. to the rate of interface entropy
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production. This result is fully consistent with the fact that the rate of interface production Ry = I'G/T must
cancels for @ = co. Since @, is scaled by I'/a, we get

217

where A, is of order unity.

Conclusion

We have determined the solutions for the pressure, the velocity and the phase field of the inner and outer problems
at leading order in the isothermal case. These results are discussed and analyzed in section 7.4. The outer
problem satisfies classical jump conditions on pressure and velocity. In particular we study the kinetic relation
for the sharp model equivalent to our phase field formulation.

B.4 Liquid-vapor non-isothermal non-viscous case
In this section we study steady-state one-dimensional mass transfer rate with the non-isothermal quasi-compressible

model that we derived for the study of boiling flows. The non-dimensional system of equations reads (cf. the
system 5.59) for the outer problem

dv - d d 2
a& D-V)yp, = szj; (P - T) +v (% - szgp,xx) + é (W - %gozx) (B.78a)
ov
V), = = ap L=V ex (B.78b)
(V-D)pV, = -P, (B.78¢)
(kT ), dv &
(V-D)pT, = oD p 1+ L+ @-v? ) (B89
Pe doy a
and for the inner problem
, dv - aw  ,\ dv (¢)?
D-V = ¢—(P-T — - —(w- B.79
ae ( ) @ 8d¢( )+U(dgo ¢)+dgo( > ( a)
’ aV 7
VY = —p’ ap L~V (B.79b)
V-D)pV = -P (B.79¢)
kT’ d
sv-o)pr = ¥ v o+ L @2 () (B.79d)
Pe dy a

It is worth noting that each equation has strong similarities with the one studied in the previous sections and
corresponding to the uniform density or isothermal case. The derivation of the solutions is thus made easier since
we can use the results obtained in the corresponding previous studies.

B.4.1 First order inner problem

For the Allen-Cahn, momentum and continuity equations we get the same results as for the isothermal approxi-
mation. Therefore

o = 1/2+([¢]/2) tanh (3 X) (B.80a)
Py = TI-T%u(pp) (B.80b)
Vo = D-Tulgy) (B.80c)

where I is a constant of integration that needs to be determined and I' is the constant rate of mass transfer.
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The temperature equation is at leading order exactly identical to the solidification equation. Therefore we get

T, = 0 (B.81a)
[To] = © (B.81b)

and we denote Té the value of the uniform temperature field across the interface region.
Second order resolution is necessary to determine the relation between I1, 7/, © and I'.

B.4.2 Second order inner problem

The system of equation reads

@1 (90(00) 3 W(go) + (0) B2 W(p0))

~ 000008, 6~ g0 9 = D2 g+ (T = Po) d,0ti0) (B.820)
Vo=D) Vi = ViV = —u(@0)P]| = ¢18,0(90)P, (B.82b)
Viuo) + (Vo — D) (01 0,000)) = 1 8,0(00) Vi + o)V, (B.520)
(Koo ;) = —(1+7T5) %M%) e
_(D-Vy) Pe ¥ (B.82d)
o« g0

Determination of a relation between 7y and I1

This relation is obtained with exactly the same processes used in section B.3.5. We use the similarities between
equations (B.82a)) and (B.61). Let us introduce the real constant I1y defined by

Mo=M-T
Therefore, using equation (B.80b), the LHS of order O(g) AC equation for the inner problem (B.82a) reads

D-Vy
a

¢ — (o — T o) Agu(po)
It is thus possible to determine the relation between Il and I' exactly by the same calculation used for IT in the
isothermal case (cf. section B.3.5), we get
r 2
o =A — +{v}T (B.83)
o’
where A is given by equation (B.65). The expression for Py reads therefore
~ ; r
Py = T} + A —{v} T* — v(go) (B.84)
@
and we get
: r
{Po} =Ty + A — (B.85)
that implies that
; r
{Po} = Peq(T(l)) + Ay a
or equivalently
; r
{To} = Ty = Toy({Po}) — Ay - (B.86)

where P, resp. T4, denotes the saturation curve. The shift of the “interface state” with regard to the two-
phase planar equilibrium characterized by {Py} = Peq(Té) is there associated to the Ginzburg-Landau relaxation
dissipative mechanism. It is worth noting that while the interface location is associated with the location of the
zero value of the phase field (or equivalently at leading order (v);} = 0), the corresponding value of the pressure

at the interface is the average of the bulk pressure values, i.e. Pf, = {Py}.
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Leading order value for the interface jump in heat flux, [¢]

Since Vy — D is given by (B.80c) equation (B.82d) reads

Y i ’ Pe ’
(kg)T}) = =T Pe (1+T;) d,v(g0) ¢ =T — o(po) ¢

By integration between ¥ = +co and ¥ = —oco and using the matching condition (B.7c), we get

; Pe (!
lqo] = PeF(l + T(’)) [¢] + T2 - f v(p) V2 W(p)dy (B.87)
0
According to the expression (B.86), the expression for [¢o] reads

[90] = PeT (1 + Tog({Po})) [¢]

B.4.3 Jump in outer temperature at order O(¢)

The determination of the [T ] takes advantage of the very similar structure of equations (B.82d) and (B.21b) and
follows exactly the same formalism than developed in section B.2.9. Therefore, it yields to the definition of @,
as the constant of integration of (B.82d) whose value is

A~ ’ i Pe Fz * 72
~® = k(o) T} + PeT(1+T) v(go) + — o(po) Py dé (B.88)
and therefore

1
k(o)

Moreover we deduce a somewhat compact form for the expression for T1(x), derived by analogy with the study
of section B.2.10

] ,- * (U(—00) ~ o) oo f k)
T -T10) = 1+T,) PeD dx-T
(D -T10) = (1+7) pe fo k@o(0) RN e
Pel f"f [ wWipo(&)dé) e
0 k(@o(x))

[T)] = -®y ( )ex — PeT(1+T}) (%((po)) -2[¢] (B.89)

Pel ([ @W(gpde) ™
T (o)

-2 [¢l (B.90)

B.4.4 Relation between {P;} and {T;}

Let us consider the value of {P;}[1/p] —{T}[so] that is required for the expression for approximated expression
of the driving force. Unfortunately, it is not possible to determine a priori this value in such an easy way as it has
been done in the isothermal case (cf. section B.3.7) since different dissipative processes (namely, heat conduction
and Ginzburg Landau relaxation) take place in the transition region.

In order to get its expression, it is necessary to integrate the order O(£)?> AC equation that reads

(D= Vo) ¢} - Vigy=aACilen) = a (sleo) Lig2) + 0,0060) Alg)
+(Po = T§) ¢10,20(¢0)
+(Py = T1) dp0(0)] (B.91)

where AC|(¢y) is given by
o
AC((p1) = ?1 [005903 Wo+3 6¢voa¢,2WO +3 awzvo d,Wo + Wy 85031)0
— ((9()03 vy QD;)Z + dpz vogof)')]
—1 ¢} 0y00 — @1 ¢, 0,200 By — @} Dyo/2 (B.92)
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Let us multiply equation (B.91) by ¢, in order to use the property (B.24). All the expressions of the quantities
appearing in this equation are known at least up to a constant. Our goal is not to provide the exact calculation for
{P1}[[1/p] — {T1}[s0] but rather to scale all the terms that are entering in it.

Let us use the expression (B.76) for Pi(X) and (B.90) for T|(Xx) and derive {P} and {7} by integration.
According to the two functions @, and @, entering the expression of ¢;(X), the integral of %AC 1(p1) s
composed of three different terms, let say

+00 , r2 F3
f Po(DAC1(p1)(X) d X = ;ﬁfz/az + ;ﬁl"3/a

(%Y

where 3 are coeflicients of order unity. Since D — V| scales as I we have

+00 1—‘2
f Po(X) (D = Vo) ¢ (Dd % = ;ﬁrm’ + 17 Bra

(%)

According to equation (B.74) V; scales as ' ¢ i.e. according to the expression for ¢; is made of two contribu-
tions, and therefore

—+00 1—~2 3
f eo(XN)V1(X)d % = Eﬂfz/(x +17 Brs

(o9

The group of terms Py — T}, equals (F2 (o) + Ho). According to the expression (B.83) it yields

+00 B ) 1"3
f_ @o(X) (Po = T)e1(X) O,20(p0)() dX = ;ﬁﬁ/a

(o9

According to equation (B.90) T is composed of three terms that scale as ®y;, I Pe and I'> Pe/a. In the expres-
sion (B.76) for P; the term I'?v(pg)¢; yields to

—+00 B F3
f @(X) Pi(X) di = ;ﬁﬁ/a
Using the different scalings of the terms of equation (B.91) and since [1/po] = [so] = [¢], the use of the
solvability condition (B.24) yields
2 Pe I

IBFZ Peja t ;:Bﬁ/a (B93)

1"2
{P1}[1/po] = {T1}[s0] = [¢] [;ﬁrzmz + @y, + 1 PePrpe + ”

where the coefficients 8 are all of order unity.

B.4.5 Jump in heat flux at order O(e), [¢]

Let us study [g] of interest in the study of the interface entropy production. The order O(g?) equation of
temperature reads

o 1 ) PV
“DepTT] = o (ko) T + (0ckgo) 1) T7)
’ ’ sze ’r o /
+D (0,v(g0)e] + 02 (90) 91 9) + 2 =—— (o) o1 +Dp(w0)gy’ ¢1)

An integration yields (cf. the study of [¢] in the solid-liquid case in section B.2.12)

+00
1] = cp(TH) T Pe[T1] - PeT (1 +T¢) f (0pv(0) @] + D2v(0) @ 1) dx

[2pPe [+ 'y 12\ o
- f (2v(cpo) ®o 901+<9¢v(cpo)5019002) dx

Using the following identity based on the property of both ¢g and ¢
+00
’ ’ _ +00
f (0pv(p0) @] + D2v(90) @ 1) dX = [Bv(0) 1| _ =0

(%Y

the expression of [¢] reads

, [?Pe [ ., PN oo
[l = cpTTPe[n] - — f (20(00) @) &) + B0ig0)p1 ¢)2) d (B.94)

o0
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B.4.6 Concluding remarks

We have been able to derive the leading order solutions for the temperature, pressure, velocity and phase field
variables. These solutions are very similar to the one obtained in the isothermal or uniform density case. These
results are discussed in section 7.5 where in particular we study the sharp interface model equivalent to our phase
field formulation.
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Appendix C

General schemes and notations for the spatial
discretization and the time stepping
considered in this numerical study

In this appendix, we present the numerical schemes and the numerical algorithm used in the numerical study of
liquid-vapor flows with phase change that is presented in chapter 8.

C.1 Time stepping: the Euler scheme

Let us first consider the time discretization scheme and introduce the main approximations used to solve the
advance in time of the system of equation computed.

Notation The time step is considered as constant and denoted Dt. The discretization of time of a Eulerian
variable X is denoted X" where the integer upper-script n is the number of the iteration of the solver. Therefore
after an iteration of the whole algorithm, the value of the variable X(¢) is transformed from X(¢) = X" to X(t++Dt) =
Xn+l .

Scheme for the advective terms Let us consider the time discretization of the partial derivative of the variable
X with respect to time (0X/0¢). The scheme adopted in order to compute this derivative in the following numerical
computation is the classical Euler scheme that reads

oX _ Xn+1 — X"
o Dt

Implicit and explicit source terms Let us consider a simple generic continuum equation for the evolution of
the variable X

0X

— =EX)+IX

% X) + I(X)
where E and I are two “source terms” that depends on the field X. We consider the following numerical scheme
for the solving of this generic equation

Xn+1 — X"

— n n+1
o = B+ 1x™)

where the source term E is evaluated using the value of the variable X at the instant » and the source term [ is
evaluated using the value of the variable X at the instant n + 1. We denote the evaluation of the term E as explicit
and of the term [ as implicit.

257
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Linear approximation of implicit source terms In the system of governing equations (5.56) some functions
of the phase-field variable are non-linear (e.g. the double well function W(y) or the interpolation function v(¢)).
These non-linearities are necessary for the properties of the phase field model, e.g. the control of the bulk phase
physical properties for the non-linear function v (cf. chapter 3). Some of these terms are required to be taken into
account on an implicit way to preserve the accuracy of the solution (cf. section 8.1.2). Since the computation of
non-linear terms is numerically costly, we introduce a quasi-implicit evaluation of these terms using an expansion

of the advance in time that reads .
ol
n+ly . Y7 n+l _ yn
1) = o (x x")
The consequence of this approximation on the numerical computation of the system of governing equations is of
interest, since it allows the use of solvers of linear systems that are more performing than the non-linear ones.

C.2 Spatial discretization scheme

The MAC scheme In this numerical study we use the classical MAC scheme, that is represented on figure C.1.
The physical domain is split in squared cells (for two dimensional simulations) of constant size Dx. The scalar

A7
Sl Y
Jt3
= Vy
j [ )
c 1
J=2
1 201
I—E 1 l+§

Figure C.1: Schematic representation of the MAC space discretization scheme

fields (pressure, temperature and phase field) are discretized at the center of the cells (black nodes indexed by
integers) whereas the vectors (‘7, Vg, ...) are discretized on the faces of the cell (black arrows indexed by
integers plus or minus a half). The faces are directed along the directions ¢, and é;. The decomposition of a
vector on the basis (€3, €,) is denoted V=Veé + V,é, in the following. This scheme allows to easily control
some vectorial identites as shown in the following.

Discretization of the spatial derivatives operators The discretization of the gradient Va of a scalar a is
naturally

a(i + 1 j) — a(i; ))

(Va), (i +1/2; )

Dx
. a(i; j+ 1) —a(i; j)
(Va), (i5j+1/2) = Dx
The scalar product of two vectors by and b5 reads
5oy b1o(i = 1/2; Pbox(i = 1/25 j) + bix(i + 1/25 Dboy(i +1/25 )
(b1-b2) G ) = 5
N biy(i; j = 1/2)boy(i5 j — 1/2) + b1y (i j + 1/2)boy (i3 j + 1/2)
2

The divergence of a vector b reads

ooz bl U2 b= 1/2)) byl + 1/2) = by(isj = 1/2)
e Dx Dx
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As a consequence, our numerical scheme allows the continuous vectorial identity for any scalar a and vector b
V-(ag):Va-E+aV-5

to be satisfied by the discrete scheme. This vectorial identity is of interest for our diffuse interface model since
its satisfaction is a key element in the study of the consistency of the balance of discrete energy, e.g. Jamet et al.
[68].

C.3 Solving alogorithm

Let us present the algorithm used in the numerical study of the system of governing equations. This algorithm is
based on the projection method that is widely used in numerical simulations of incompressible flows (including
two-phase flows with phase change) and that has been adapted to our quasi-compressible phase-field model for
liquid-vapor flows with phase change.

The numerical algorithm is split into two main parts:
1. Evaluation of the mass transfer rate: ¢"*! and 77"*!

2. Computation of the dynamics: G"*! and V"*!

Calculation of the mass transfer rate In the numerical algorithm proposed, the mass transfer rate is calculated
using the coupling between the equation of evolution of the temperature (5.56d) and the AC equation (5.56a). In
the uniform density case, since the governing equations reduce to these two equations (cf. system (5.57)), the
algorithm reduces to this step. In the isothermal case, this step reduces to the solving of single AC equation.
This equation takes into account both pressure (appearing in the expression of i) and velocity (appearing in the
convective part of dy/dt) on an explicit way. The main variable of this system is therefore (¢(%), T(X)) reducing
to ¢(¥) in the isothermal case. Once the new phase field ¢"*'is known, the phase change rate of the corresponding

time step is given and one is able to use the projection method.

Projection method The projection method is a widely used method for solving the coupling between continuity
equation and momentum balance equations for incompressible flows. As a result of this method, a single Poisson
equation on the pressure has to be solved in order to compute both the pressure and the velocity (or momentum)
fields. The original method is based on the fact that the incompressibility constrains the velocity field to be
divergence free. In our case of liquid-vapor flows with phase change, the divergence of the velocity fluid is non
zero due to the phase transformation even though the single phase states are incompressible. Nevertheless, since
the bulk phases are incompressible, the only way the density can evolve along a current line is through phase
change. Phase change rate is (d¢/dt) and since p is only a function of ¢, it is directly linked to the field (dp/d?).
As a consequence, since ¢"*! is given, we set (cf. the continuity equation (5.56b))

o ot dpnsonﬂ _‘pn
V.pV = — — C.1
p do D1 (C.1)

Let us now take the divergence of the momentum balance equation (5.56¢), (where for the sake of simplicty we
set Fr = oo and Re = o0) it yields

d_W”+1_ 2 +1
VooVt =V (VY (dw &AL )

+V- (V- -V)' = -AG" +
Dr PV -V) G

n
Ve Vo (C2)
Using equation (C.1), equation (C.2) is a Poisson equation in G"*! that can thus be solved using linear solvers.
It is worth noting that this numerical scheme, here used in the solving of phase-field equations, is very similar
to the one used in sharp methods for incompressible bulk phases (e.g. Juric and Tryggvason [69]). Contrarily to
these methods, it is not required to smooth out the source terms associated with neither the mass transfer rate nor
the surface tension.
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Résumé en francais

Introduction

Dans ce mémoire, nous étudions un modele de champ de phase dédié a 1’étude de I’ébullition. Cette partie
constitue un résumé en francgais de cette étude.

Contexte

L’étude des écoulements liquide vapeur avec changement de phase concerne a la fois la mécanique des flu-
ides diphasique et la dynamique de transition de phase. Les écoulements bouillants sont rencontrés dans une
large gamme d’échangeurs de chaleur depuis les micro-caloducs jusqu’a de grandes structures industrielles.
Lutilisation de fluides bouillants est motivée par la grande efficacité du transfert de chaleur procurée par le
régime dit d’ébullition nucléée. En effet, lorsqu’un fluide bout, le transport de chaleur latente, permettant de con-
vecter de grandes quantités de chaleur, vient s’ajouter au phénomene de transport de chaleur sensible. De plus, le
processus de changement de phase s’effectue a température quasiment constante : la température de saturation.
Dans I'industrie nucléaire, les phénomenes de changement de phase sont plus principalement impliqués lors de
I’étude des situations incidentelles pendant lesquelles des phénomenes tels que la crise d’ébullition peuvent se
produire. L’amélioration et le contrdle (principalement pour des raisons de siireté) des installations industrielles
est ainsi contraint par la compréhension du processus d’ébullition. Les mécanismes impliqués dans ce processus
couvrent une large gamme d’échelle spatiale depuis I’échelle des écoulements moyennés jusqu’a 1’échelle de la
bulle elle-méme, e.g. Carey [28]. Pour cette raison, 1’étude des écoulements bouillants reste de nos jours un défi
scientifique.

L’étude des installations industrielles passe par I'utilisation d’outils d’analyse des grandes échelles des
écoulements bouillants ; les modeles correspondants sont basés sur une représentation moyennée en temps et en
espace de I’écoulement. Il est alors nécessaire de renseigner certains termes a 1’aide de modeles pour représenter
la physique se passant a des échelles inférieures a celle de 1a moyenne. Ces modeles, ou encore lois de fermeture,
sont généralement issus de travaux expérimentaux. Mais ces lois sont trop souvent établies pour des configura-
tions spécifiques, ce qui limite le domaine de validité de leur usage. Ainsi, il reste a ce jour un réel besoin de lois
de fermeture concernant les phénomenes a petite échelle. Les expériences a cette échelle sont (i) difficile a mettre
en ceuvre et (ii) difficiles a interpréter de par la difficulté d’obtenir certaines mesures localement. L utilisation
de la simulation numérique n’est pas limitée par ces dernicres contraintes et cet outil apparait ainsi comme une
source complémentaire d’information. La simulation numérique directe prend en compte le spectre complet
d’échelles de temps et d’espace. Les limitations actuelles des moyens de calcul ne permettent pas d’envisager
la résolution d’un tel spectre pour des systemes de la taille d’une installation industrielle. On peut par contre
envisager 1’étude de systemes de la taille de I’ordre du centimetre et ce pour des temps physiques de 1’ordre de la
seconde (qui correspondent a des systémes contenant une population de bulles durant I’ensemble de leur phase
de croissance). Ainsi I’utilisation de la simulation numérique directe est tout a fait adaptée au développement et
a la validation de modeles de lois de fermeture, ainsi que de modeles de mécanisme de phénomenes tels que la
crise d’ébullition.

Crise d’ébullition

Le phénomene Au dela d’une certaine valeur du flux de chaleur pariétal, appelée flux critique, se produit une
transition soudaine de régime d’ébullition : la crise d’ébullition. Cette transition induit une élévation brusque
et trés importante de la température pariétale ; cette élévation peut entrainer la fonte de la paroi. Le mécanisme

261



262 RESUME EN FRANCAIS

physique a I’origine de cette transition est a ce jour mal compris. Sa compréhension est en soi un défi scien-
tifique. Ses conséquences, en particulier I’embrasement de la paroi, peuvent causer des dommages irrémédiables
concernant I’intégrité de 1’échangeur de chaleur : dans une installation nucléaire la crise d’ébullition doit étre
évitée pour des raisons de siireté. Ceci justifie 1’intérét industriel de son étude.

Dans notre étude des écoulements bouillants au chapitre I, nous nous intéresserons plus particulierement a ce
phénomene.

Etude de la crise d’ébullition La crise d’ébullition est un sujet d’étude depuis plusieurs décennies et de nom-
breuses tentatives ont été faites afin de la modéliser. En raison d’un manque de preuves expérimentales, aucune
n’a pu a ce jour étre retenue. De maniere plus générale, il reste beaucoup a attendre d’observations expérimen-
tales afin de comprendre plus clairement le phénomeéne comme 1’a souligné Sadavisan et al. [117]. Le premier
chapitre de cette étude est ainsi dédié a la présentation et a I’étude de la compréhension actuelle de la crise
d’ébullition en vue d’identifier les mécanismes physiques susceptibles d’étre a son origine. Ceci nous permet
entre autre de définir un probleme dont I’étude est propre a éclairer notre connaissance de la crise d’ébullition :
une transition dans le régime de croissance de bulle en paroi pour des conditions de fort flux pariétal. Etant don-
nés les phénomenes physiques impliqués dans cette dynamique, la simulation numérique est considérée comme
I’outil d’étude le plus pertinent. Cette conclusion intermédiaire sert alors de motivation pour le reste de notre
étude.

Un modéele d’interface diffuse pour la simulation numérique des écoulements bouillants a I’échelle
de la bulle

Le but de cette partie est de développer un modele a méme d’étre utilisé pour la simulation numérique d’écoulements
bouillants et plus particulierement la dynamique de croissance de bulles en paroi. Les différentes méthodes
numériques permettant 1’étude d’écoulements liquide vapeur avec changement de phase a I’échelle de la bulle
sont présentées et analysées au chapitre II. La plupart de ces méthodes se basent sur un modele de type Gibbs
des interfaces : I’interface est dite étroite i.e. est modélisée comme une surface de discontinuité. Les difficultés
rencontrées dans les méthodes se basant sur ce formalisme sont principalement associées a la difficulté de gérer
numériquement le déplacement de cette fronticre libre, d’autant plus lorsqu’elle est le lieu d’une transition de
phase. Les méthodes basées sur les modeles d’interface diffuse, pour lesquels 1’interface est vue comme une
zone de transition volumique, proposent un systeme d’équations continues thermodynamiquement cohérent in-
cluant la description du mouvement des interfaces. Par conséquent le traitement numérique de 1’écoulement
polyphasique s’en trouve simplifié puisque, contrairement aux méthodes évoquées précédemment, il n’est pas
requis d’utiliser une gestion spécifique de I’interface. Néanmoins I’épaisseur caractéristique de la zone de tran-
sition correspondant a I’interface a un ordre de grandeur de quelques Angstrt')rns aussitot que I’on s’éloigne du
point critique. L’utilisation d’un tel modele pour I’étude de phénomenes a 1’échelle de 1’ordre du millimetre,
comme une croissance de bulle, perd alors toute sa pertinence. Ce constat nous amene a considérer les modeles
de type champ de phase. Le modele thermodynamique utilisé dans ces méthodes est basé sur I’introduction d’une
variable additionnelle et abstraite, un parametre interne a la zone de régularisation, appelé champ de phase, qui
permet de décrire un systeme multiphasique ou multi-composant, comme introduit par Truskinovsky [136]. Les
modeles de champ de phase préexistants sont pour majeure partie dédiés a la transition de phase solide-liquide ou
solide-solide. Selon notre interprétation, ces modeles permettent de régulariser I’interface de maniere artificielle
mais néanmoins thermodynamiquement cohérente. Cette derniere propriété est particulierement attractive tant
du point de vue de la modélisation que du point de vue de la résolution numérique. Pour autant, notre revue bibli-
ographique des modeles existants montre le besoin de développer une nouvelle formulation de modele de champ
de phase adaptée a I’étude de la transition de phase liquide-vapeur, les phases étant supposées incompressibles.
Au chapitre III, nous étudions dans un premier temps le modele thermodynamique de champ de phase. Nous
proposons une expression pour le potentiel thermodynamique permettant a la fois de contrdler les propriétés
physiques des phases et la description de la zone interfaciale. La structure de I’interface a 1’équilibre dans les cas
plan et de symétrie sphérique est étudiée aux chapitres III et IV respectivement. En particulier, nous montrons
que le modele est cohérent avec la théorie de Laplace. Nous étudions alors des situations hors équilibre et intro-
duisons des mécanismes dissipatifs dans le modele au chapitre V. Nous établissons le systeme d’équations ther-
modynamiquement cohérent qui inclut la modélisation de la dynamique de I’interface. Ce systeme d’équations
est ensuite étudié dans deux configurations théoriques : la stabilité des états homogenes (cf. chapitre VI) et le
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changement de phase stationnaire mono-dimensionnel (cf. chapitre VII). En particulier nous étudions le modele
discontinu équivalent et déduisons sa relation cinétique qui est une relation de fermeture nécessaire, e.g. Truski-
novsky [134]. L’utilisation de ce formalisme apporte une interprétation claire des équations de type champ de
phase. En dernier lieu, au chapitre VIII, nous présentons le développement d’un algorithme de résolution de ce
modele ainsi que les premieres simulations numériques réalisées. Nous étudions ainsi la capacité du modele a
étre utilisé a plus long terme pour I’étude de la dynamique de croissance de bulle.
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I Etude de la crise d’ébullition

Nous étudions dans cette partie le phénomene de crise d’ébullition. Il s’agit d’une instabilité dans le processus
d’échange de chaleur entre un élément chaud et un fluide bouillant. Cette instabilité est a 1I’origine d’une éléva-
tion brutale de la température de 1’élément chauffant ce qui peut fortement I’endommager. La crise d’ébullition
est un des phénomenes envisagés dans les scenarii incidentels se rapportant a 1’étude de la stireté des centrales
nucléaires. A ce jour, 1’origine physique de la crise d’ébullition est mal comprise. Le but de la présente partie du
mémoire est de définir, a partir des connaissances actuelles, un objet d’étude permettant d’améliorer la connais-
sance de ce phénomene. Pour ce faire, on propose une étude critique de la modélisation de la crise d’ébullition
permettant d’identifier les aspects de 1’ébullition les plus pertinents a éclaircir.

I.1 Crise d’ébullition et régimes d’ébullition

On considere dans la suite de cette étude 1’ébullition en vase d’un fluide pur. Ainsi on ne considere pas
d’écoulement moyen. Nous proposons tout d’abord de reprendre la présentation générale de 1’ébullition en vase.
Nukiyama [103] a étudié le transfert de chaleur entre un élément chauffant et un fluide environnant, introduisant
le premier ses principales caractéristiques.

Considérons premierement que la paroi inférieure du vase est I’élément chauffant. Nous notons g le flux
de chaleur transmis au fluide par cette plaque et (AT) = (T — T4 I’écart moyen de température de la paroi
par rapport a la température de saturation'. Ces deux grandeurs caractérisent le régime d’ébullition considéré
comme nous le voyons par la suite. L’ébullition en vase est caractérisée par trois différents régimes d’ébullition.
La figure C.2 donne I’allure des variations du flux g échangé a travers la paroi en fonction de sa température
(AT). Cette courbe est appelée courbe de Nukiyama et on y distingue clairement les trois différents régimes
NB, TB, FB par les trois différentes portions de courbe.
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Figure C.2: Courbe de Nukiyama

Différents régimes d’ébullition

Ebullition nucléée Considérons premierement le régime d’ébullition nucléée (NB sur la figure C.2). Ce
régime est caractérisé par de faibles valeurs de la surchaufte pariétale (AT). Pour cette raison, I’ébullition nucléée
est un processus efficace de transfert de chaleur. Ceci explique 1’usage répandu de fluides bouillants dans les
échangeurs industriels. Ce régime se déclenche a la suite du régime de convection naturelle (point ONB). Des
bulles de vapeur se forment alors en proche paroi avant de s’en détacher et de s’écouler dans la partie liquide
supérieure. L’ébullition nucléée connait une limite aux forts flux de chaleur g (point DNB). La valeur du flux
correspondant a cette limite est le flux critique (CHF). Il est important de noter que, contrairement aux autres
régimes d’ébullition, la paroi est couverte par une couche quasiment continue de liquide.

Ebullition en film Dans le régime d’ébullition en film, un film de vapeur couvre entidrement la paroi. On
considere que I’interface du film en contact avec le liquide est a la température de saturation. Cette interface
liquide vapeur est le lieu d’un processus cyclique de formation (croissance puis départ) de bulles gouverné par
I’instabilité de Rayleigh Taylor. Il s’agit aussi du lieu de la transition de phase liquide-vapeur. Le flux de chaleur

'La température de saturation est la température a laquelle le liquide et sa vapeur sont 2 I’équilibre thermodynamique.
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pariétal traverse ainsi une couche de vapeur avant d’atteindre I’interface ot il est le "moteur” de la transition de
phase. La diffusivité thermique de la vapeur étant bien moindre que celle du liquide, ce régime est caractérisé
par des valeurs élevées de la température de paroi.

Lorsque le flux critique, CHF, est atteint, le systéme opere une transition entre le régime d’ébullition nucléée
et le régime d’ébullition en film. Cette transition est caractérisée par une soudaine et importante élévation de la
température de paroi pouvant atteindre plusieurs centaines de degrés Kelvin. La crise d’ébullition est cette méme
transition ; étant donnée la description précédente des régimes d’ébullition, la crise d’ébullition est associée a un
assechement total de la paroi.

Ebullition de transition Lors d’une ébullition en régime de transition, la paroi chaude est alternativement
asséchée puis remouillée. Ce régime est difficile a modéliser en tant que tel et on I’associe le plus souvent a une
superposition des régimes d’ébullition nucléée et en film. Ce régime est instable lorsque le flux de chaleur g est
imposé et ne peut étre observé que si la température moyenne de la paroi est imposée. Du fait des assechements
intermittents les valeurs locales instantanées du flux et de la température varient fortement.

Précisions et remarques

Transitoire Dans une situation industrielle, la crise d’ébullition se produit en conditions transitoires. En
présence de transitoires tres rapides, il est justifié, comme souligné par Berthoud [14], de considérer des mécan-
ismes de crise d’ébullition différents. Dans la suite de cette étude, nous considérons donc le cadre de transitoires
lents, au sens précisé par I’étude expérimentale de Sakurai [118].

Ecoulement moyen Les échangeurs industriels sont le plus souvent des boucles au sein desquelles le fluide
calo-porteur s’écoule, la partie chauffante ne constituant qu’une portion de cette boucle. Cette situation est donc
en de nombreux points différentes de la configuration plus académique de 1’ébullition en vase. Néanmoins,
I’influence des “parametres” de configuration sur la crise d’ébullition peut étre considérée comme secondaire
: la valeur du flux critique dépend de la configuration mais le mécanisme physique peut étre similaire. Nous
revenons plus en détail sur cette hypothese lorsque nous abordons plus précisément les principaux mécanismes
potentiellement en jeu lors de la crise d’ébullition (cf. section 1.3).

Conclusion Le processus d’ébullition a été introduit comme un mécanisme de transfert de chaleur dont I’efficacité
est grande tant que 1’on observe le régime d’ébullition nucléée, i.e. tant que la paroi chaude est recouverte de
liquide. La transition de régime correspondant a un asséchement partiel ou total de la paroi est un phénomene
violent appelé crise d’ébullition pour lequel nous supposons que le mécanisme physique ne dépend pas de la
configuration de 1’écoulement bouillant.

1.2 Mécanismes physiques

Apres avoir introduit les principales caractéristiques de I’ébullition en vase, nous nous intéressons de plus pres
a I’ébullition nucléée dans des conditions proches de la crise d’ébullition. Par 1’étude des phénomenes qui s’y
rapportent, nous souhaitons identifier les causes potentielles de la crise d’ébullition.

Un premier constat motive plus précisément notre approche : tout parametre (la micro-structure de la paroi
aussi bien que I'intensité de I’écoulement convectif dans la conduite) ayant une influence sur 1’ébullition nucléée
modifie la valeur du flux critique. Ceci justifie donc I’étude exhaustive des phénomenes ayant trait a I’ébullition
nucléée a fort flux. Une meilleure compréhension du phénomene doit ainsi permettre d’identifier les mécanismes
ayant un effet paramétrique sur la crise d’ébullition de ceux qui en sont la cause méme.

On distinguera les différents phénomenes de 1’ébullition en paroi selon trois différents niveaux de description
du processus. Chaque niveau de description se rapporte a une échelle spatiale caractéristique : ainsi cette clas-
sification permet de considérer les phénomenes pouvant effectivement interagir, initier une instabilité du régime
et donc finalement étre a I’origine de la crise d’ébullition. La cellule de base du phénomene d’ébullition est la
bulle et les échelles caractéristiques de chaque niveau de description se définissent naturellement par rapport au
diametre caractéristique d’une bulle.
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Echelle de I’écoulement diphasique Ce niveau de description est le moins détaillé, et par 12 méme le plus
idéalisé des trois niveaux considérés. Il correspond a une vision moyennée du systeme liquide-vapeur. L’échelle
caractéristique est supérieure a celle de la bulle, cette derniere n’étant pas considérée comme une entité a part
entiere. Le flot de bulles généré en proche paroi est vu comme un canal de vapeur et les phénomenes proche paroi
comme la dynamique de croissance des bulles sont ignorés. A ce niveau d’analyse on considere principalement
les phénomenes hydrodynamiques diphasiques. Par la suite on s’intéresse peu a ce niveau de description et on
ne détaille donc pas plus les principaux phénomenes lui étant associés.

Echelle de la bulle moyenne [’échelle caractéristique de ce niveau de description est celle de la bulle. Cette
derniere est considérée comme étant de géométrie fixée mais de taille variable. Ainsi on modélise sa phase
de croissance en paroi. Ceci permet de modéliser plus finement les différents phénomenes jouant un réle dans
I’échange de chaleur fluide/paroi. On distingue notamment le transport de chaleur latente ainsi que I’influence
de la présence de bulles sur I’intensité des échanges convectifs. La création de bulles est modélisée comme un
mécanisme cyclique localisé (sur des sites) constitué¢ d’une suite d’événements : nucléation, croissance, départ,
attente. En outre certains modeles considerent I’interaction inter-sites. Cette échelle d’analyse regroupe une
grande palette de phénomenes pouvant €tre associés a un scenario hypothétique de la crise d’ébullition comme
nous le montrons au paragraphe 1.2.3. Leur énumération est reprise dans la liste suivante. On remarquera en
particulier la nature trés variée des phénomenes, thermiques, mécaniques, géométriques.

1. répartition du flux de chaleur pariétal parmi différents mécanismes de transfert de chaleur

(a) transport de chaleur latente (évaporation) (éventuellement deux sous-contributions : lo-
calisé dans une micro-couche de liquide coincée entre bulle et paroi versus autour de la
bulle)

(b) conduction transitoire

(c) convection naturelle

2. fréquence spatiale du processus de croissance de bulle, concept de densité de site de nucléation
(NSD fonction de la surchauffe pariétale)

3. taux de croissance des bulles

4, taille des bulles au départ de la paroi

5. temps d’attente entre deux formations de bulle sur un méme site

6. interaction entre bulles (thermique, hydrodynamique, coalescence)

7. agitation et instabilité des bulles

Table C.1: Mécanismes physiques a 1’échelle de la bulle

Echelle locale Ce niveau de description est le plus fin, I’échelle caractéristique des phénomenes considérés
étant inférieure a celle de la bulle. Ainsi la géométrie complete de la bulle est prise en compte, c’est a dire
la description fine de la position de I’interface liquide-vapeur. A ce niveau d’analyse I’ensemble des équations
de Navier-Stokes doivent étre résolues au sein de chaque phase (liquide ou vapeur), phase dont les frontieres
(interface) sont libres. Cette résolution nécessite d’avoir recours a des méthodes numériques. Les phénomenes
physiques a cette échelle sont repris dans la liste C.2. Ce niveau de description peut-&tre nécessaire pour décrire
certaines instabilités dans le processus de croissance de bulle en paroi qui, nous le verrons, peuvent étre a I’ origine
de la crise d’ébullition et qui ne sont pas captées aux échelles supérieures de modélisation.
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1. Courbure locale de la bulle et force capillaire

2. Pression de recul a I'interface : le saut de pression vaut [P] = —I'*[1/p] ou T est le taux de
transfert de masse local (cf. notre étude des conditions de saut a I’interface en section VIIL.1)

3. Dynamique de la ligne de contact (angle de contact statique-dynamique) et flux de chaleur
singulier associé (¢f. Anderson and Davis [3] ou Mathieu et al. [92])

4. Pesanteur : effet du gradient de pression hydrostatique sur la forme de la bulle et conséquem-
ment sur sa dynamique de départ (¢f. Shikhmurzaev [125] dont le modele prend en compte
une forme de bulle dépendant du temps ainsi qu’un modele spécifique pour la dynamique de la
ligne de contact)

5. Conduction transitoire locale au sein de I’aire de contact entre la paroi et la vapeur en pied de
bulle (c¢f. Blum et al. [16])

Table C.2: Mécanismes physiques a I’échelle locale

1.3 Modélisation de la crise d’ébullition

La question induite par notre présentation du régime d’ébullition nucléée est la suivante : quel niveau de descrip-
tion de 1’ébullition est 8 méme de capturer le mécanisme physique a I’origine de la crise d’ébullition ? D’ autres
questions ouvertes concernant la crise d’ébullition sont abordées dans cette étude. Précisons que nous consid-
érons la crise d’ébullition comme un mécanisme a 1’origine d’un asseéchement en paroi se produisant au point de
DNB, et ce indépendemment du type de conditions thermiques (flux ou température imposé). Ainsi un méme
mécanisme est supposé pouvoir expliquer la crise du régime d’ébullition nucléée qui initie une transition vers
soit le régime d’ébullition en film, soit le régime d’ébullition de transition.

Dans cette partie de 1’étude, nous étudions les différents modeles proposés dans la littérature pour expliquer
le mécanisme de la crise d’ébullition. IIs sont regroupés selon le niveau de description auquel ils se réferent. Le
but de cette présentation est d’utiliser les diverses informations que nous proposent ces modeles afin de définir
un probleme élémentaire dont la résolution permettrait d’améliorer la compréhension du phénomene de crise
d’ébullition. Cette analyse permettra plus particulierement de définir un cahier des charges pour le modele de la
transition de phase liquide-vapeur que nous étudions dans les chapitres suivants.

Modéle hydrodynamique de Zuber La corrélation de Zuber [156] permet d’obtenir une estimation de la
valeur du flux critique dont la validité est relativement bonne. Zuber [156] a proposé un mécanisme pour la crise
d’ébullition associé 4 I’échelle de I’écoulement moyen. L’étude de I’excitation de ’instabilité de type Kelvin-
Helmoltz par la longueur d’onde la plus instable de Rayleigh-Taylor au sein de I’écoulement a bulles permet de
déduire I’expression suivante du flux critique :
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24 oz P

1.3)

ou L est la chaleur latente associée au changement de phase liquide-vapeur, o est la tension interfaciale, p est
la masse volumique des phases liquide (;) et vapeur (,), et g est la gravité. Néanmoins, le modele de Zuber, s’il
permet effectivement de déduire une bonne approximation du flux critique, n’est pas basé sur une description
réaliste des événements relatifs a la crise d’ébullition comme le montre, par exemple, 1’étude expérimentale
de Katto and Otokuni [75]. Nous verrons par la suite comment il est possible d’interpréter le succes de la
formule (I.3) (déduite d’une analyse a I’échelle de I’écoulement moyen) en considérant que 1’instabilité se produit
a I’échelle locale.

Limite des mécanismes associés a I’échelle de la “bulle moyenne” Dans la partie 1.3.2, nous étudions en
détail différents modeles pour la crise d’ébullition rattachés a une modélisation de 1’ébullition nucléée a I’échelle
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de la bulle moyenne. Cette étude montre la variété de mécanismes pouvant mener a une instabilité du régime
d’ébullition nucléée. Ainsi la transition de régime est alternativement associée a des instabilités thermiques (cf.
Kolev [79]), hydrodynamiques (c¢f. Chang [32]), ou encore a une trop forte densité de population de bulles
en proche paroi donnant lieu a des phénoménes de coalescence (cf. Bang et al. [9]). Néanmoins, il apparait
clairement qu’aucun de ces phénomenes (et a fortiori de ces scenarii) ne peut étre soutenu par des observations
expérimentales de 1’ébullition nucléée a des conditions proches de celles du DNB. En outre, certains aspects de
ces modeles sont contradictoires avec des observations fines de 1’ébullition en paroi comme celles rapportées
par Theofanous et al. [131]. Notre analyse ne retient donc aucun mécanisme de crise d’ébullition pouvant étre
décrit a I’échelle de la bulle moyenne et soutenu par I’expérience. Ces conclusions nous amenent a considérer
les phénomenes associés a 1’échelle locale.

Mécanismes locaux pour la crise d’ébullition Cette famille de modeles regroupe des scenarii pour lesquels la
transition de régime d’ébullition est contrdlée par la dynamique d’une bulle isolée lors de sa phase de croissance
en proche paroi. On distingue notamment différentes sous catégories de modeles.

* Modeles basés sur I’instabilité de recul. Le saut de pression a I’interface comprend un terme, dit de recul,
quadratique en le taux de transfert de masse. Les modeles de Kandlikar [70] ou Nikolayev et al. [100],
suivant I’idée de Sefiane et al. [120], supposent qu’aux conditions du flux critique la pression de recul
constitue la force dominante du bilan de quantité de mouvement a I’interface. Elle induit une dynamique
d’étalement de la zone séche correspondant au pied d’une bulle, cette dynamique menant finalement a la
crise d’ébullition.

* Modeles basés sur un bilan thermique au sein de la zone seche. L’idée repose sur I’hypotheése qu’au dela
d’un certain flux critique, la paroi en contact avec la vapeur sous le pied d’une bulle devient suffisamment
chaude pour empécher tout re-mouillage ultérieur. On cite par exemple les modeles de Bricard et al.
[20] ou de Blum et al. [16]. Ces modeles ne sont pas considérés comme réalistes car ils ne permettent
pas d’expliquer la transition du régime d’ébullition nucléée vers 1’ébullition de transition qui correspond
pour autant a une dynamique d’asséchement local similaire a la crise d’ébullition mais se produisant pour
des températures de paroi faibles. Dans ce cas la dynamique d’assechement ne résulte donc pas d’une
température tres élevée au sein de la zone seche.

En ce qui concerne les modeles basés sur I’instabilité de recul, nous avons montré dans la section 1.3 que les
résultats obtenus ne sont pas suffisamment probants car il leur manque la prise en compte d’'un mécanisme de
départ de la paroi 8 méme de contrebalancer la dynamique d’amorcage de 1’étalement décrite.

Conclusion sur I’étude de la modélisation actuelle de la crise d’ébullition Nous avons montré par cette étude
qu’il est important de considérer la crise d’ébullition comme étant une conséquence logique de la description de
I’ébullition nucléée plutdt qu'un phénomene indépendant de ce dernier. En effet, dans ce cadre de travail, il
est possible de discriminer un modele d’un autre en se basant sur des observations expérimentales du régime
d’ébullition nucléée a fort flux, ce qui demeure impossible sinon.

L4 Un mécanisme pour la crise d’ébullition a I’échelle locale

Croissance instable d’une bulle en proche paroi Dans la partie 1.4 du mémoire nous reportons et analysons
des observations expérimentales (en particulier les travaux de Theofanous et al. [130, 131]) des phénomenes
proche paroi dans des conditions de flux critique. Les conclusions suivantes en sont tirées

1. La séparation d’échelle utilisée lors de notre présentation des mécanismes du régime d’ébullition nucléée
est attestée expérimentalement méme a trés fort flux : quelle que soit la quantité de vapeur formée une
fine couche de liquide couvre la paroi, au sein de cette couche se produit une ébullition nuclée intense.
Au dessus de cette couche liquide, les bulles formées coalescent et forment de grosses masses de vapeur
dont la taille caractéristique semble déterminée par I’instabilité de Rayleigh Taylor. La couche liquide est
toujours approvisionnée et les phénomenes s’y produisant peuvent étre considérés indépendamment de la
description du reste de I’écoulement diphasique.
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2. Dans des conditions de fort flux pariétal la dynamique de croissance de bulle dans cette couche liquide
peut étre “irréguliere” : cette irrégularité correspond a un assechement local en pied de bulle qui modifie
grandement les échelles et temps caractéristiques des bulles ainsi formées. La fréquence d’apparition de
ces phénomenes irréguliers est d’autant plus importante qu’on s’approche des conditions du flux critique.
Au flux critique, il a été observé qu’une des taches seches ainsi formée s’étale, menant finalement & une
transition de régime.

Ainsi nous avons montré a 1’aide de résultats expérimentaux que la crise d’ébullition peut étre vraisemblablement
associée a des phénomenes a I’échelle dite “locale”.

Un scénario pour ’'instabilité du régime d’ébullition nucléée Nous proposons un mécanisme pour la crise
d’ébullition basé sur une instabilité dans la croissance de bulle en proche paroi. Comme représenté sur la fig-
ure C.3, on s’intéresse a 1’évolution d’une bulle ayant initialement une grande surface de contact avec la paroi
(image de la configuration initiale). Cette configuration “étalée” correspond a une premiere phase dans le scé-
nario d’instabilité cohérent avec le modele de Nikolayev et al. [100] : la pression de recul domine la pression
capillaire et le pied de bulle s’étale. Dans le régime d’ébullition nucléée, les forces capillaire et hydrostatique
promeuvent suffisamment 1’élévation de la bulle pour engendrer finalement la formation d’une bulle ressemblant
a un gros champignon quittant la paroi (image de droite sur la figure C.3). Aux conditions du DNB au contraire,
sous I’action de la pression de recul, 1a bulle continue de s’étaler en un film de vapeur. Suivant les conditions ther-
miques en paroi, ce film de vapeur est stable (flux imposé supérieur au flux critique, transition vers 1’ébullition
en film, image en haut a gauche) ou instable (température imposée correspondant au DNB et donc inférieure au
MHEF, régime d’ébullition de transition, image en bas a gauche). Ce scénario permet donc de décrire la crise
d’ébullition comme une instabilité dans le régime d’ébullition nucléée qui conduit naturellement vers les autres
régimes d’ébullition. Nous montrons en outre au paragraphe 1.4.2 que ce scénario est cohérent avec la corrélation
de Zuber (1.3) pour le flux critique. En effet les grandeurs physiques caractéristiques de ce mécanisme sont celles
de la corrélation. Méme si cette dernicre a pu €tre déduite d’une étude a 1’échelle de I’écoulement diphasique,
nous montrons donc qu’elle peut étre interprétée a I’échelle locale.

FB

DNB NB

— N\ -

Configuration initiale
Bulle irréguliere

Figure C.3: Un mécanisme de la crise d’ébullition a I’échelle “locale”

L’étude de la dynamique de croissance d’une bulle Pour étudier la dynamique de la croissance de bulle
correspondant au scénario instable décrit par la figure C.3, il est nécessaire de résoudre un probléme a frontiere
libre (I’interface liquide-vapeur) et de prendre en compte les phénomenes suivants :

* courbure locale et force capillaire
* pression de recul

* effet de la pression hydrostatique sur la dynamique de départ d’une bulle (cf. les travaux de Shikhmurzaev
[124])



270 RESUME EN FRANCAIS

* conduction de la chaleur dans le liquide en proche paroi, chaleur latente de changement d’état

Il est important de noter que la compressibilité des phases liquide et vapeur n’apparait pas en tant que parametre
physique dans la corrélation de Zuber (I.3) ni comme un mécanisme prépondérant dans notre scenario ou dans
tout autre des scenarii que nous avons analysé. Ainsi on suppose dans la suite de cet étude que 1’hypothese
d’incompressibilité des phases liquide et vapeur est justifiée pour I’étude du mécanisme de crise d’ébullition.
Ainsi, méme si les effets compressibles jouent un rdle important dans I’initiation de la croissance d’une bulle
(phase de nucléation et début de croissance, e.g. Mikic et al. [93]), son r6le est supposé comme non déterminant
en ce qui concerne le scénario d’instabilité proposé. Etant donné la géométrie complexe de I’interface, ainsi
que la nécessité de prendre en compte des couplages entre des phénomenes thermiques (conduction et chaleur
latente) et mécanique (pression de recul, capillaire), 1’utilisation d’une approche numérique pour résoudre cet
écoulement diphasique s’impose.

I.5 Conclusion de notre étude de la crise d’ébullition

Apres avoir présenté de maniere générale les écoulements bouillants, nous avons introduit la problématique de
la crise d’ébullition, phénomene limitant I’efficacité du transfert de chaleur et dont le mécanisme reste a ce jour
mal compris. Nous avons alors analysé 1’état de 1’art de la modélisation de la crise d’ébullition : cette étude
a révélé que la principale faiblesse de ces modeles est liée au manque d’informations expérimentales a méme
de les avérer. Notre analyse d’observations récentes des phénomenes proche paroi en ébullition nucléée a fort
flux nous a permis d’identifier une instabilité dans le dynamique de croissance de bulle. Nous en avons déduit
un scénario pour la crise d’ébullition. Les mécanismes physiques en jeu dans cette instabilité sont cohérents
avec la corrélation de Zuber pour le flux critique, corrélation permettant d’obtenir une estimation de la valeur du
flux critique. Pour étudier cette dynamique, il est nécessaire d’avoir recours a la simulation numérique et nous
avons clairement défini I’ensemble des phénomenes physiques nécessaires et suffisants a cette étude. En parti-
culier, nous avons montré que la compressibilité des phases liquide et vapeur n’est pas un mécanisme physique
prépondérant pour I’étude du mécanisme présupposé pour la crise d’ébullition. Par la suite nous nous intéressons
aux méthodes numériques permettant une telle étude.
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II Méthodes numériques pour I’étude des écoulements liquide-vapeur

II.1 Les familles de méthodes

On s’intéresse dans ce chapitre aux méthodes permettant de résoudre les écoulements bouillants a I’échelle de la
bulle, i.e. permettant de résoudre les équations de Navier-Stokes au sein des phases liquide et vapeur en prenant
en compte la frontiere libre que constitue I’interface entre ces deux domaines. On distingue dans un premier
temps deux descriptions mathématiques de la position x; de cette interface.

* La représentation explicite X; = f(¢) qui donne lieu aux méthodes purement lagrangiennes (cf. la méthode
ALE [27]) , ou lagrangiennes mixtes (cf. la méthode front tracking [140]). Ces méthodes nécessitent le
développement d’un traitement spécifique du maillage de I’interface. Ceci est a I’origine d’une complexité
dans la méthode numérique ne permettant pas de vérifier les bilans de masse, quantité de mouvement,
énergie a chaque étape de I’algorithme et notamment lors du déplacement de I’interface (e.g. [126]).

* La représentation implicite i.e. F(Xj, ) = O pour laquelle le champ F n’est pas unique qui donne lieu aux
méthodes de type level set (basées sur I'utilisation d’une fonction distance a I’interface, cf. [123]) ou aux
méthodes correspondant a I’utilisation d’une modélisation de I’interface comme diffuse. Dans ces deux cas
le systeme d’équations continues est défini en tout point de 1’espace incluant la description des interfaces
ce qui constitue un avantage sur le plan de leur résolution numérique. On fera, pour cette raison, le choix
d’utiliser une représentation implicite dans la suite de ce mémoire.

Dans les méthodes de type level set, il est nécessaire de définir des extensions des champs interfaciaux (comme la
vitesse de I’interface ou la tension interfaciale) en les étalant numériquement. Ces méthodes ne proposent pas a
ce jour une manicre satisfaisante de prendre en compte la tension de surface. Contrairement aux autres méthodes
les méthodes d’interface diffuse ne sont pas basées sur le modele de Gibbs pour lequel les interfaces sont des
surface de discontinuité des propriétés physiques du fluide mais elles considerent plutot I’interface comme une
zone volumique de transition a travers laquelle I’ensemble des grandeurs varient continiiment. Cette description
est issue d’une modélisation thermodynamique du fluide comprenant une dépendance en des termes non-locaux
(le plus fréquemment des gradients). Les équations du mouvement d’un tel fluide sont déduites de I’application
des principes fondamentaux de la thermodynamique, le systeéme d’équations permettant la représentation des
phases et de I’interface est ainsi dit “thermodynamiquement cohérent”. Cette caractéristique permet un controle
plus aisé des différents bilans comme I’a montré Jamet et al. [68] pour ce qui concerne la prise en compte de la
tension interfaciale. Pour ces raisons on fait le choix dans la suite de cette étude d’utiliser une modélisation de
type interface diffuse pour étudier la dynamique de croissance d’une bulle.

II.2 Modéele a interface diffuse et méthode numérique

Principe des modeles a interface diffuse Les modéeles a interface diffuse proposent une régularisation d’un
probleme discontinu basée sur une description thermodynamique particuliere du fluide. Cette description repose
sur deux ingrédients principaux. Supposons tout d’abord un systéme diphasique, une variable thermodynamique
intensive X prenant une valeur caractéristique au sein de chaque phase (on peut penser naturellement a la masse
volumique dans le cas liquide-vapeur). On considere alors le fluide décrit par une unique énergie fonction de X.
Le premier ingrédient correspond a I’existence d’une partie non-convexe des variations de 1’énergie du fluide en
fonction du parametre X entre les valeurs caractéristiques des phases. En utilisant le critere de Gibbs-Duhem, on
montre que cette non-convexité induit la séparation du systéme en deux phases. La régularisation de I’interface
entre ces phases repose sur I’introduction d’une dépendance de 1’énergie en des termes non-locaux tel que VX.
Cette contribution pénalise énergétiquement les états pour lesquels X varie fortement spatialement et n’autorise
ainsi pas I’interface a étre une surface de discontinuité. Une telle description thermodynamique définit I’interface
comme une zone de transition ayant une épaisseur caractéristique et une énergie associée.

Par conséquent ces modeles permettent une description explicite des interfaces tout en introduisant une
physique “interfaciale” supplémentaire par le biais du seul modele thermodynamique du fluide.

II.3 Modele de van der Waals

Pour décrire un fluide pouvant exister sous deux états liquide et vapeur et étant doué de capillarité, le modele
de van der Waals est a priori le plus a propos. Nous montrons ici que pour autant il n’est pas approprié a la
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simulation numérique de la dynamique de croissance de bulles pour laquelle notre modele est développé.

Un modéle complet Le modele de van der Waals, encore appelé modele du second gradient, est basé sur
I’expression de 1’énergie libre F en fonction de la masse volumique p. On considérera, dans un premier temps,
uniquement les aspects isothermes de ce modele.

Une épaisseur de ’interface trop faible La valeur physique de I’épaisseur de I’interface / est de I’ordre de
quelques A (Angstroms) aussitot que les conditions thermodynamiques s’éloignent de celles du point critique.
Par conséquent la taille caractéristique de la zone de transition est trés largement inférieure a celle de la bulle
qu’on souhaite étudier (un facteur 10° environ). Capturer numériquement les deux échelles nécessiterait des
moyens de calcul hors de portée. En outre la pertinence de la description de phénomenes a une si petite échelle
n’est pas assurée. Pour pouvoir envisager la régularisation de la description des écoulements liquide vapeur en
utilisant le modele de van der Waals Jamet [66] a proposé de modifier la valeur du parametre # en modifiant
la fermeture thermodynamique, i.e. I’expression analytique de F(p, Vp). Cette modification affecte plus partic-
ulierement la partie non-convexe de F' qui décrit les états du fluide a travers I’interface. Jamet [66] s’est assuré
qu’il était possible de choisir librement 1’épaisseur de 1’interface tout en fixant I’énergie libre en exces associée,
cette derniere étant a ’origine de la tension de surface. Nous reprenons en section 2.2.3 cette analyse. Nous
montrons en particulier que, si elle permet effectivement le contrdle de I’épaisseur et de la tension de surface,
cette modification affecte d’autres caractéristiques du fluide.

Un modele trop contraint En effet nous montrons, en reprenant 1’analyse décrite par Fouillet [53], que toute
modification de 1’énergie libre induit des répercussions sur la limite de métastabilité des phases pures. La limi-
tation de la modification vient alors qu’il n’est pas possible d’avoir conjointement (i) une interface d’épaisseur
raisonnable, (ii) des phases liquide et vapeur ayant toutes les propriétés physiques nécessaires a une descrip-
tion fidele des écoulements bouillants a la bonne valeur (en particulier, masse volumique, capacité calorifique
courbe de saturation et limite de métastabilité, cette derniere étant intimement li€ée aux valeurs des coefficients
de compressibilité isotherme et d’expansion thermique), et (iii) des fonctions thermodynamiques suffisamment
réguliéres (des cassures trop brusques dans les variations induisent des difficultés numériques).

Nous pouvons alors retenir la conclusion suivante quant a I'utilisation du modele de van der Waals pour
I’étude des écoulements bouillants. Dans un premier temps, le modele comprend effectivement 1’ensemble des
phénomenes que nous souhaitons reproduire. Néanmoins son utilisation pour 1’étude numérique de la croissance
de bulle de taille millimétrique ne peut étre envisagée. Cette limitation est interprétée comme suit : la régu-
larisation de I’interface est associée au rdle particulier que joue la masse volumique dans le modele de van der
Waals, disons le role de parametre d’ordre ; mais la masse volumique est aussi un parametre macroscopique
d’importance pour la physique du fluide. Ainsi en essayant de modifier la description de ’interface, il n’est
pas envisageable de ne pas modifier la description des phases. Cette analyse permet de mettre en évidence une
piste de modélisation, il s’agit d’introduire une régularisation de I’interface de maniére plus indépendante de la
description des phases.

I1.4 Modéeles de champ de phase

Nous tournons alors notre attention sur la modélisation de type champ de phase dont nous exposons dans un
premier temps le principe général.

Principe général Dans les modeles champ de phase un paramétre, appelé champ de phase, est introduit en
tant que variable thermodynamique et permet a la fois de distinguer les domaines phasiques et de décrire la zone
de transition. Notre interprétation d’un tel modele va dans le sens de notre but de modélisation : cette variable
doit permettre d’introduire une régularisation de la zone interfaciale et I’existence d’une variable additionnelle
d’introduire suffisamment de degré de liberté dans le modele pour que la structure de I’'interface puisse étre
choisie indépendamment de la description des phases du systeme.

Nous prenons ainsi 1’exemple, plus simple, de la description d’un systéme diphasique solide-solide. Nous
introduisons alors la modélisation champ de phase de la maniére suivante :

* introduction d’une équation d’état unique pour I’ensemble du systéme diphasique de la forme 7'(s)
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* identification des équations d’état des phases et séparation formelle de I’équation d’état
* introduction de la variable champ de phase pour décrire les états intermédiaires a ces états phasiques

Cette derniére partie de la modélisation se base sur un certain nombre d’ingrédients similaires a ceux du modele
de van der Waals (introduction de la séparation de phase par une non-convexité du potentiel thermodynamique,
dépendance en des termes non-locaux pour régulariser la description de la zone interfaciale) et des ingrédients
plus spécifiques a I'utilisation d’un parametre d’ordre artificiel (fonction d’interpolation des propriétés physiques
du matériau entre les valeurs au sein des phases). Ce dernier point permet de comprendre intuitivement le
gain de liberté d’une telle modélisation car permettant de décorréler la modélisation de I’interface de celle des
phases. Encore faut il s’assurer que la formulation retenue induit effectivement la description souhaitée et que
Iinterférence entre la description de I’interface et 1’interpolation des propriétés physiques au sein d’un méme
modele permet effectivement de modéliser le matériau souhaité. On s’attachera donc par la suite a comprendre
quels sont les propriétés d’un tel matériau et en particulier a montrer quels sont les états monophasiques décrits
par ce modele (retrouve-t-on effectivement les phases souhaitées et n’y a-t-il pas d’autres états du matériau
possibles). Nous verrons par la suite que de telles propriétés d’un modele champ de phase reposent sur un choix
judicieux des dépendances en la variable champ de phase du potentiel thermodynamique.

II.5 Liste de contraintes pour le modele de champ de phase

Notre souhait d’utiliser un modele de type interface diffuse et en particulier de champ de phase pour la descrip-
tion des écoulements liquide-vapeur avec changement de phase est avant tout dicté par des motivations d’ordre
numérique. Ainsi I’introduction de la variable champ de phase dans la description du fluide n’est pas censée
interférer avec celle des états liquide et vapeur qui sont par ailleurs décrits naturellement a 1’aide des variables
thermodynamiques classiques (pression et température par exemple). En effet I’introduction de cette variable
supplémentaire est dédiée a la régularisation du systéme discontinu composé des seuls états monophasiques.

Evidemment en introduisant cette nouvelle variable dans la description thermodynamique d’un fluide, nous
disposons d’un large degré de liberté supplémentaire ; nous souhaitons pour autant contrdler les conséquences de
cette introduction. Pour ce faire, nous proposons tout d’abord de dresser une liste des propriétés souhaitées pour
le modele, sorte de cahier des charges pour son utilisation comme base d’une méthode numérique. On distingue
donc les principales propriétés du modele comme suit

1. profil monotone de la variable champ de phase ¢ (contrainte numérique)

2. profil monotone de la masse volumique (contrainte numérique)

3. contrdle aisé de 1’épaisseur de la zone de transition interfaciale (contrainte numérique)

4. contrdle aisé de I’énergie libre en exces pour une interface a 1’équilibre (contrainte physique)
5. saut de pression a I’interface satisfaisant les relations classiques (contrainte physique)

(a) relation de Laplace
(b) pression de recul

6. contrdle paramétrique des domaines (en pression température) de stabilité et de métastabilité des phases
liquide et vapeur (contrainte physique)

7. contrdle des équations d’état des états monophasiques (o(P, T') et s(P, T)) (contrainte physique), par exem-
ple

(a) phases compressibles

(b) phases incompressibles
Cette liste nous permettra par la suite de justifier des choix parfois arbitraires faits dans I’expression analytique
des potentiels thermodynamiques de notre fluide “champ de phase”. Notons que cette liste se limite a la de-

scription des états d’équilibre de notre modele ; nous étudierons plus en détail les aspects dynamiques et plus
particulierement les phénomenes dissipatifs a partir du chapitre V.
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I1.6 Modéeles de champ de phase existants

Dans la section 2.3.3 de notre étude, nous considérons différents modeles de type champ de phase décrivant deux
phases de masse volumique différente. Nous analysons leur propriétés en fonction de la liste de contraintes que
I’on souhaite satisfaire. Il ressort de cette étude qu’aucun des modeles existants ne permet a la fois de maitriser
aisément la description des états monophasiques (contrainte physique) et de contrdler les caractéristiques de la
zone interfaciale (contrainte numérique). Pour autant le modele de Anderson et al. [5] propose une formulation
particulierement intéressante car permettant de prendre en compte la description de deux états fluides incom-
pressibles mais de masse volumique différente. Cette propriété est basée sur 1I’hypotheése de quasi-compressibilité
initialement introduite par Lowengrub and Truskinovsky [89] pour la modélisation des mélanges binaires. Elle
est discutée plus en détail dans la section 3.1.2. Néanmoins le choix de I’expression de 1’enthalpie libre dans
le modele de Anderson et al. [S] ne permet pas, par exemple, de définir une structure unique pour I’interface a
I’équilibre plan le long de la courbe de saturation, preuve d’une trop importante interférence entre les descrip-
tions de I’interface et du matériau. D’ou notre but pour la suite de cette étude de développer une formulation de
type champ de phase plus adéquate a la description de la croissance de bulle.

Conclusion

Dans ce chapitre nous avons présenté notre choix d’utiliser une méthode numérique des écoulements bouillants
basée sur une représentation implicite, diffuse et thermodynamiquement cohérente de I’interface liquide vapeur.
Pour ce faire nous avons montré qu’il est nécessaire que le modele du fluide permette une régularisation de la
formulation discontinue dont les propriétés peuvent étre choisies arbitrairement. Nous avons alors montré qu’une
telle modélisation ne peut €tre obtenue en utilisant uniquement les variables thermodynamiques classiques pour
décrire le systeme (cf. notre présentation des limitations du modele de van der Waals). Nous nous sommes
alors tourné vers la famille de modeles de type champ de phase qui se base sur I’introduction d’une variable
thermodynamique supplémentaire. Nous avons alors analysé dans un premier temps le gain de modélisation que
cette introduction représente. Puis nous avons dressé un cahier des charges pour le modele que nous souhaitons
utiliser via la liste de contraintes exprimées en page 273. Nous avons alors constaté que les modeles existants ne
satisfont pas a I’ensemble de ces contraintes. Par la suite nous proposons ainsi une formulation de type champ
de phase permettant de satisfaire la liste de ces contraintes

III Fermeture thermodynamique du modele

Dans ce chapitre nous précisons la fermeture thermodynamique de type champ de phase de notre modele. Nous
montrons comment notre choix permet de contrdler a la fois et de manicre indépendante les propriétés physiques
de notre fluide diphasique (masse volumique, capacité thermique des phases liquide et vapeur, chaleur latente et
courbe de saturation .. .) et la description de la zone interfaciale (profils d’équilibre et épaisseur caractéristique).
Notre but est tout d’abord (section 3.1) de justifier le choix que nous faisons pour les variables principales de
notre description. Puis nous considérons les conséquences de 1’introduction de la variable champ de phase sur
la thermodynamique des états d’équilibre (cf. section 3.2). Cette étude nous permet de comprendre I’intérét de
maitriser les variations des fonction d’état en fonction de la variable d’état ¢. Enfin nous présentons (section 3.3)
la formulation que nous avons développée pour la modélisation de type champ de phase de la transition liquide-
vapeur.

III.1 Description thermodynamique d’un systeme multiphasique

Description de la compressibilité du fluide Dans un premier temps (section 3.1.1) nous nous intéressons a la
problématique de la description thermodynamique d’un systeme multiphasique a I’aide d’une unique expression
du potentiel thermodynamique. Nous considérons en particulier la description de la compressibilité isotherme

xr du fluide donnée par
1 (0V) 1(0p
="y \epr), ~ pl\or),

Rappelons que notre but est entre autre de pouvoir modéliser librement ce parametre physique et en particulier
de considérer les phases liquide et vapeur comme incompressibles (yr = 0) point 6 et 7 de la liste page 273.

1>
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En effet notre analyse de la crise d’ébullition au chapitre I suggere une telle hypothese. Un premier choix de
modélisation se pose suivant que 1’on considere soit la pression P (auquel cas le potentiel thermodynamique
est naturellement I’enthalpie libre G) soit la masse volumique p (auquel cas le potentiel thermodynamique est
naturellement 1’énergie libre F) en tant que variable principale. L’ équivalence entre les deux descriptions n’étant
valable que si une bijection relie P a p. Dans le cas ol p est variable principale, la pression est donnée par (cf.
équation (2.2))

p=pf _po (IIL.4)

et la compressibilité isotherme est nécessairement non nulle. C’est le cas du modele de van der Waals pour lequel
la description avec P en tant que variable principale n’est pas possible. Dans le cas ou P est variable principale,

la masse volumique est donnée par

1o dg
v(P) = ;(P) =p (111.5)

ou v est le volume massique du fluide. Il est alors possible de considérer la compressibilité yr du fluide comme
nulle, auquel cas I’enthalpie libre massique g est linéaire en P. Par contre, en 1’absence d’autre variable thermo-
dynamique pour décrire le systéme, nous montrons que ce modele n’est pas utilisable pour un modele d’interface
diffuse.

Ainsi nous avons introduit la problématique du choix des variables thermodynamiques principales dans
le cadre d’une description continue des propriétés d’un fluide multiphasique. En particulier nous montrons
I’impossibilité de modéliser des phases incompressibles isothermes et une interface diffuse a 1’aide d’un modele
isotherme du fluide n’utilisant que la variable thermodynamique classique p.

L’hypothese quasi-compressible Dans un deuxiéme temps (section 3.1.2) nous montrons comment 1’introduction
d’une variable thermodynamique supplémentaire dans notre description du fluide permet de lever cet obstacle.

A titre d’exemple illustratif, nous considérons I’introduction d’effets anisothermes dans le modele de van
der Waals pour lequel on considere désormais une dépendance de 1’énergie libre volumique F en fonction de
la température 7. On montre comment il est alors possible de modéliser la chaleur latente £ librement, i.e.
une différence entre les entropies liquide et vapeur a saturation tout en considérant un libre choix des capacités
thermiques cy des phases. Ce modele est classique (cf. sa présentation section 2.2). Nous introduisons alors
I’analogie suivante entre la description des effets compressibles et anisothermes d’un syst¢me thermodynamique

P o T
p o (IIL6)
XT © cp

ouy, © o

Nous montrons alors qu’il est possible d’inverser les variables principales du modele T et p pour considérer
désormais I’entropie s comme parametre d’ordre. Tout comme avec la chaleur latente, on introduit une différence
de masse volumique entre les phases liquide et vapeur dont la compressibilité peut alors €tre choisie librement.

Nous faisons alors le lien entre notre exemple illustratif et I’hypothese de quasi-compressibilité du fluide
introduite a I’ origine par Lowengrub and Truskinovsky [89] dans le cadre des mélanges binaires. Cette hypotheése
permet de considérer une description a interface diffuse d’un fluide dont les phases, bien qu’ayant des masses
volumiques différentes, sont incompressibles. Pouvoir considérer cette hypotheése repose sur la possibilité de
choisir une autre variable thermodynamique que la masse volumique comme parametre d’ordre de la transition
de phase : la concentration ¢ dans le cadre originel, I’entropie s pour notre exemple illustratif, la variable champ
de phase ¢ en ce qui concerne le modele que nous développons. Dans le cadre de notre modele de champ de
phase nous posons cette méme hypothése et choisissons donc la pression P comme étant I’une de nos variables
principales. Les autres variables principales sont la température 7', variable expérimentale naturelle, et la variable
champ de phase ¢ introduite a des fins de régularisation. Le potentiel thermodynamique correspondant a ces
variables thermodynamiques est donc I’enthalpie libre G.

III.2 Introduction d’une variable thermodynamique de type champ de phase

Il s’agit d’étudier les propriétés d’un fluide décrit a I’aide d’une variable thermodynamique additionnelle de type
champ de phase. Nous étudions formellement les conséquences de 1’introduction d’une telle variable thermody-
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namique sur la description des états d’équilibre d’un systéme.

Une fonction couleur Comme exposé au chapitre 3.2, ’introduction d’une telle variable est avant tout mo-
tivée par des raisons numériques. Rappelons en effet que I’ensemble de la physique nécessaire a la description
des écoulements liquide-vapeur avec changement de phase est déja décrite par le modele de van der Waals
anisotherme. Le but de cette introduction est de bénéficier de plus de souplesse dans la régularisation notamment
en ce qui concerne les propriétés de la zone volumétrique de transition entre les deux phases. Par conséquent la
variable champ de phase est dédiée a cette description de I’interface, et la description des domaines phasiques
n’est pas censée s’en ressentir. En particulier des variations de ¢ au sein de ces domaines ne sont associées a
aucune physique et ne sont donc pas souhaitables. Pour ce faire nous imposons qu’une valeur purement abstraite
de ¢ soit associée a chaque phase, ainsi par un choix arbitraire nous posons

¢ =0 < phase liquide

¢ =1 « phase vapeur
Les valeurs de ¢ entre ces deux valeurs sont donc implicitement associées a la zone interfaciale.
Equations d’équilibre

Une relation d’équilibre supplémentaire Dans la section 3.2.2 nous appliquons le critére d’équilibre et
de stabilité de Gibbs-Duhem a un volume fluide décrit par notre modele de champ de phase. Nous définissons
tout d’abord les différents potentiels thermodynamiques comme suit

P
e (I1.7a)
de
dg
N 111.7b
Y oP (ILL.70)
dg
T 1IL.
s - (IL.7¢)
@2 % . (I11.7d)
(Vo)

ou v est le volume massique (v = 1/p ou p est la masse volumique), s est 1’entropie massique. Nous consid-
érons, pour des raisons physiques que la dépendance en Vg est isotrope. En outre, nous supposons, comme
classiquement en ce qui concerne la théorie capillaire, que g est linéaire en (Vg)?. Ainsi
d%g ~ 0

— =

A(Ve))?
et @ se réduit a une fonction de (P, T, ¢). Nous montrons alors qu’un état d’équilibre, i.e. correspondant a un
extremum d’entropie, satisfait les équations d’équilibre suivantes (cf. équations (3.28))

(I1L.8)

VT =0 (I11.92)
Vg=0 (II1.9b)
ji=0 (IIL.9c)

ol j1 est un potentiel thermodynamique correspondant 2 la dérivée variationnelle & du potentiel thermodynamique
G par rapport a la variable champ de phase ¢, i.e. est défini par

[ Z
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poe
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U—2DAp -2V (pD) - Vo

(1I.10)
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Sur la frontiere du domaine fluide considéré, la condition d’équilibre suivante est satisfaite

(2pq> AV + &) =0 (IIL.11)
de

ou U, est I’énergie d’interaction avec la frontiere. La condition d’équilibre thermique (II1.9a) est classique. La
condition d’équilibre mécanique (II1.9b) sera associée par la suite a I’expression du tenseur des contraintes non
dissipatif de notre fluide. Nous montrerons en particulier qu’en plus du tenseur sphérique associé a la pression, ce
terme comprend un tenseur de type Korteweg dii 4 la dépendance en (V)? introduite. Ce dernier est 4 1’origine
de la force capillaire. La derniere équation d’équilibre (II1.9¢c) est une relation supplémentaire par rapport a
la description classique d’un fluide (e.g. le modele de van der Waals). Elle est la conséquence naturelle de
I’introduction des variables supplémentaires ¢ et V¢ dans la description du fluide. Nous montrons par la suite
comment nous associons cette relation plus particulierement a la description de la zone interfaciale, i.e. que nous
Iinterprétons comme une condition d’équilibre propre a la zone volumétrique interfaciale. On montre comment
la relation d’équilibre (III.11) valable sur la frontiere permet de définir un angle de contact entre une paroi et
I’interface. En effet la dépendance de Uj, avec ¢ permet d’introduire une plus ou moins grande affinité d’une
surface vis a vis d’une ou I’autre des phases.

Par la suite (c¢f. section 3.2.3) nous étudions la condition d’équilibre stable d’un état monophasique (i.e.
uniforme en ¢). Nous montrons que la condition concerne les variations de g en ¢ (c¢f. la premiere partie de la
relation fi = 0). Ainsi les conditions analytiques suivantes (cf. équation (3.38))

og _ Of

%W - %ho -
az_g — aZ_f > ()
o> p 09,

sont satisfaites pour chaque état monophasique. Ainsi, dans notre cas et suite a la discussion de la section
précédente, notre modele se doit de satisfaire ces relations pour et uniquement pour les valeurs particulieres
p=0etp=1.

Une relation pour la régularisation de I’interface Considérons la relation d’équilibre supplémentaire (II1.9c).
il s’agit d’une équation différentielle en ¢ constituée de deux parties

* La premiere est associée a la dépendance de g en ¢. Cette variable a été introduite afin de modéliser la
séparation du fluide en différentes phases. Ainsi cette partie de la relation d’équilibre peut €tre associée a
Iintroduction de variations non convexes du potentiel thermodynamique en ¢. Classiquement cette non-
convexité est introduite a I’aide d’une fonction double-puits W(yp) satisfaisant les conditions analytiques

suivantes
W) =w1)=0

aw aw
0=, m=0

(I11.12)
f V2W(p)dp = 1
0
comme par exemple le polyndme de degré 4 suivant
Wri(p) = 18 ¢* (9 — 1) (II.13)

représenté sur la figure C.5.

* La seconde partie est liée a I’introduction de la dépendance en des termes non-locaux. La vocation de cette
dépendance est de régulariser I’interface en une zone de transition volumique. Classiquement une équation
différentielle du type suivant, e.g. Rocard [113]

" (p.0)* = 2 W(p) (I1.14)
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est satisfaite par le profil du parametre d’ordre a la traversée d’une interface plane selon un axe ¥. Cette
équation différentielle est paramétrée par i qui caractérise 1’épaisseur /2 du profil du parametre d’ordre
définie par (cf. figure C.4)
- 1
he ——
max | |

Tout comme la relation d’équilibre i = 0 I’équation différentielle (III.14) est constituée de deux parties,
I’une concernant des variations en ¢, 1’autre en ses dérivées spatiales.

Nous avons introduit deux ingrédients classiques (fonction double-puits et équation différentielle) qui ont un
double mérite. Le premier est de gérer la séparation des phases. Le second est de contrdler les propriétés de
I’interface et en particulier son épaisseur ce qui est primordial pour les applications numériques envisagées. Ce
sont les deux propriétés du modele champ de phase recherchées. Nous souhaitons donc les satisfaire et pour
ce faire nous imposons a notre modele qu’a 1’équilibre 1’équation différentielle (II1.14) soit satisfaite. Puisque
la relation & = O est "libre d’interprétation” nous lui assignons ce role. Nous comprenons alors qu’il nous faut
définir les variations de g en ¢ et en (Vg)? de sorte que la relation i = 0 se réduise effectivement a 1’équation
différentielle souhaitée.

2.5 Wi(p)

1.5
1 - —

0.5 -
l L1 1 | l

0
-02 0 02 04 06 08 1 12

Figure C.5: Fonction double-puits

II1.3 Expression de ’enthalpie libre massique

Nous avons précédemment introduit certaines spécificités que le modele se doit de satisfaire afin de respecter les
contraintes explicitées dans la liste page 273. Nous présentons la fermeture thermodynamique de notre modele
puis montrons comment elle permet effectivement de respecter ces contraintes. Dans un premier temps nous
présentons la fermeture thermodynamique sous sa forme isotherme afin d’insister sur les propriétés essentielles
du modele liées a I’introduction de la variable champ de phase ainsi qu’a la modélisation de la compressibilité
du fluide. Nous considérons une décomposition de 1’enthalpie libre massique g en la somme de deux parties i.e.

g = gphase(R @) + ginterface(soa (VQD)Z)
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La premiere gppqse correspond a la description des états monophasiques et comprend uniquement des variations
de g avec les variables P et ¢. La seconde est dédiée a la description de la zone interfaciale et comprend
uniquement des variations selon ¢ et (Vo).

Equations d’état des phases liquide et vapeur Introduisons tout d’abord les équations d’état souhaitées pour
les états liquide et vapeur. Les phases étant considérées chacune comme incompressible nous introduisons les
enthalpies libres massiques gj;;(P), resp. guqp(P), des phases liquide, resp. vapeur, qui sont toutes deux linéaires
en pression et qui sont €gales entre elles a g.4 en la pression de saturation P = P, i.e.

Jdiig = Ulig (P - Peq) t Geq

Jvap = UDvap (P - Peq) t Jeq

Ces deux fonctions sont, idéalement, souhaitées &étre retrouvées pour les seuls états monophasiques possible du
fluide, i.e. les valeurs ¢ = 0 et ¢ = 1 de la variable champ de phase. Nous introduisons donc une premiere partie
9phase de I'expression de I’enthalpie libre g

Iphase = Goap(PIV(@) + giig(P) (1 = v(¢)) (IIL15)

qui est simplement une interpolation des fonctions d’état par la fonction v(¢). A ce stade d’analyse du modele
nous souhaitons retrouver les valeurs correctes de I’enthalpie libre pour ¢ = 0 et ¢ = 1. Ceci impose simplement
que

v0)=0 & v(1)=1 (IIL.16)

Nous comprenons intuitivement que nous avons alors un réel degré de liberté dans le choix de cette fonction v(¢)
; nous verrons par la suite comment le fait que O et 1 soient les seuls états monophasique possibles du fluide nous
guide pour déterminer cette fonction v selon des arguments clairs.

Remarquons que le volume massique de notre fluide défini par (II1.7b) s’écrit désormais a 1’aide de la fonction
v apparaissant dans 1’expression (II1.15) de g

(@) = vuapV() + Viig (1 — V() (IL17)
Il s’agit donc d’une fonction de la seule variable champ de phase ce qui permet a la fois
* de considérer le fluide comme incompressible
* de considérer deux phases de volume massique différent

ce qui correspond & notre hypotheése quasi-compressible (conformément a propriété n°7.b de la liste page 273).
La fonction gppese permet donc de retrouver une modélisation des phases liquide et vapeur classique.

On considere désormais I’introduction des effets anisothermes dans le modele. On considere donc simple-
ment la dépendance des fonctions gj;; et gyqp qui s’écrivent

Ulig (P - Peq(T)) + geq(T)
Uvap (P - Peq(T)) + geq(T)

gliq(P’ T)
gvap(Pa T)

La fonction gppqse fonction de (P, T,¢) s’en déduit selon une formule équivalente a (IIL.15). Nous avons ici
supposé en outre que les volumes massiques des phases ne dépendent pas de la température. Il s’agit d’une
simplification a la fois justifiée physiquement pour 1’étude de la croissance d’une bulle que 1’on souhaite étudier
(les variations de température au sein de la vapeur sont faibles et le liquide peu dilatable) et permettant une
écriture plus simple du modele. Néanmoins il ne s’agit en aucun cas d’une limitation du modele en lui-mé&me.
On montre alors facilement que I’introduction d’une dépendance en température de la pression de saturation
P.,(T) permet d’introduire une chaleur latente £ de changement d’état, cf. la relation de Clapeyron

dPeq _ L

dT T (Uvap - Uliq)
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i.e. une différence entre les entropies massiques s du liquide et de la vapeur

g, _99,
Slig = a—T(CP =0) & Svap = aT(‘P =1)

cf. équation (IIl.7c). En outre nous montrons (section 3.4.2) comment la dépendance de 1’enthalpie libre
d’équilibre g,.4(T') permet de controler I’échelle des capacités calorifiques massiques.

Ainsi cette premire partie g puqse de la fonction g permet d’introduire dans le modele les propriétés physiques
des états monophasiques liquide et vapeur qui sont nécessaires a 1’étude de 1’ébullition en paroi (comme démontré
au chapitre I).

Modele champ de phase pour la régularisation de I’interface Nous considérons désormais la seconde partie

Ginterface de I’enthalpie libre massique. Elle se base sur notre étude des propriétés classiques des modeles a
interface diffuse et on propose

h2
ginterface(gp’ (V‘P)z) = v(p)d [W(‘P) + ? (VSD)Z

ou v est le volume massique du fluide champ de phase i.e. interpolée par la fonction v(¢) (c¢f. équation (II1.17),
W(p) une fonction double-puits satisfaisant les propriétés (II1.12), A le coefficient de capillarité du fluide et
h un parametre que I’on reliera a 1’épaisseur caractéristique de la zone interfaciale. Elle est donc constituée
des deux ingrédients classiques, 2 savoir la fonction W et le terme capillaire en (Vy)?, ces deux ingrédients
permettant d’introduire les phénomenes de séparation des phases ainsi que de régulariser I’interface comme une
zone volumique de transition dotée de capillarité.

Ainsi I’enthalpie libre massique de notre fluide champ de phase s’écrit

h2
g = v(p) (P = Peg(T) + 4 | W(g) + = (Vo)

) + geq(T) (II1.18)

La particularité essentielle de notre modele réside dans la formulation choisie qui considere la multiplication du
bloc classique par la fonction v(p). Cette propriété permet d’écrire I’écart g* de 1’enthalpie massique a sa valeur
a I’équilibre g.4(T) comme

*

g

1>

/’12
g = geq(T) = v(p) | P* + A(W(so) sy (Vso)z)]

>

P P—P.(T)

i.e. sous une forme faisant apparaitre le role particulier du volume massique comme étant en facteur de I’ensemble
de la fonction g*. Nous montrons par la suite que I’avantage majeur de cette formulation réside dans la séparation
entre les descriptions des phases et de I'interface qu’elle procure.

Propriétés de la formulation

Etats monophasiques Nous nous intéressons aux principales propriétés de cette formulation et considérons
dans un premier temps la modélisation des états monophasiques. Dans un souci de simplicité nous étudions
uniquement les solutions d’équilibre (équations (II1.9)) satisfaisant en outre a la condition d’uniformité de la
variable champ de phase

V=0

Nous considérons les valeurs de la variable champ de phase correspondant a des états d’équilibre comme 1’inconnue
principale de cette étude. La fonction d’interpolation v(¢) joue un role particulier dans cette étude et nous con-
sidérons par la suite quelques cas particuliers permettant de 1’illustrer. Nous introduisons ainsi les polyndmes
Py, P3 et Ps de degré 1, 3 et 5 définis par

Pip) = ¢ (I11.19a)
Pilp) = ¢*(3-29) (I11.19b)
Ps(p) = ¢ (6¢*—15¢ + 10) (I11.19¢)
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Figure C.6: Fonction d’interpolation

IIs sont représentés sur la figure C.6. et satisfaisant tous a la condition (III.16). Nous considérons alors que la
masse volumique p est interpolée par ces polyndmes, i.e. ce qui implique pour la fonction v servant a interpoler
le volume massique v(p) (cf. équation (II1.17))

_ Pu(p)
pi/pv+ (1 = pi/py) Pu(p)

v(p)

Nous montrons tout d’abord que le seul parametre pertinent de cette étude est 1’écart a la saturation g défini par
(r=ps) P g* _ (p1=p) hg'
A loa
(g* étant uniforme a I’équilibre, nul aux conditions de saturation) qui permet de réduire la résolution de ce

probleme a 1’étude de 1’équation suivante écrite sous forme adimensionnelle
dP, N aw
do ~ dp

1>

g (I11.20)

g 0

Notons d’ailleurs qu’a saturation g = 0 et de par les propriétés (II1.12) de la fonction double-puits W, les seules
et uniques solutions d’équilibre sont les valeurs O et 1. Hors de cette condition g = 0 nous montrons que les
solutions different grandement suivant le choix de la fonction d’interpolation. Le choix, apparemment naturel
d’une interpolation linéaire (polynéme P;) est par exemple a exclure car il ne permet pas aux états monophasiques
d’étre associés aux valeurs ¢ = 0 et ¢ = 1. Ainsi les états monophasiques n’ont pas comme fonction d’état les
fonction gy, et gyqp souhaitées. Dans les deux autres cas présentés (P3 et Ps), nous montrons que les €tats O et
1 sont effectivement des états d’équilibre monophasiques, i.e. des minima locaux de 1’enthalpie libre massique
mais

* la stabilité de ces états d’équilibre n’a pas été établie
* ce ne sont pas les seules solutions d’équilibre et les autres solutions se doivent d’étre instables

Ainsi il apparait comme primordial d’étudier plus en détail la stabilité des états homogenes et nous proposons
par la suite de nous intéresser a ce sujet. Néanmoins comme nous souhaitons inclure dans cette étude 1’influence
des phénomenes dissipatifs, elle sera menée au chapitre VI. La principale conclusion a retenir de cette étude (en
ce qui concerne la présente étude) est qu’afin que O et 1 soient des états stables, et ce sur tout les domaines de
stabilité respectifs de g;;;(P, T) et de gy, (P, T), et afin que ces €tats soient effectivement décrits par ces fonctions
d’état, 6 conditions analytiques doivent étre satisfaites par la fonction d’interpolation. Ces conditions impliquent
que 0 et 1 soient des minima locaux de la fonction v, conditions satisfaites par la fonction Ps. Nous montrons en
outre que le choix de la fonction Ps assure qu’aucune autre valeur de la variable champ de phase ne correspond
a un état stable, condition qui n’est pas satisfaite par exemple par les fonctions Pz ou Pj.

Profils d’équilibre En utilisant I’équation d’équilibre (II1.9b), il est facile de montrer que 1’équation d’équilibre (I11.9¢c)
fi = 0 est équivalente a I’équation différentielle (I11.14) dans le cas d’une interface plane ; cette propriété est

* due a notre choix particulier de I’expression analytique de 1’enthalpie libre massique g et plus précisément
au fait de considérer le volume massique v en facteur dans I’expression de ginser face
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* intéressante du point de vue de la modélisation car permettant de considérer une équation différentielle
pour la gestion du profil de I’interface comme ne dépendant que des caractéristiques "champ de phase"” du
modele et surtout fotalement indépendante du reste de la description du fluide diphasique.

Nous montrons en outre que la solution diffuse en la variable champ de phase génere une tension de surface o,
définie comme une énergie libre en exces, donnée par

o=—
h

Le parametre / étant relié a I’épaisseur de I'interface, il reste, afin de contrdler la valeur de o le parametre A.

Nous montrons donc que le modele présente suffisamment de parametres pour définir I’ensemble des parametres

physiques primordiaux des écoulements liquide vapeur avec changement de phase.

Comparaison avec les autres modeles champ de phase existants Le modele le plus proche du nétre est
le modele développé par Anderson et al. [5]. Nous montrons que la principale différence entre les deux modeles
réside dans 1’expression des variations de g avec ¢. Nous avons été capables d’écrire un modele pour lequel la
fonction d’interpolation v apparait clairement en facteur de I’ensemble de la formulation, chose rendue impossi-
ble par le choix fait par les auteurs de [5]. Les conséquences de cette différence portent sur la possibilité de définir
des propriétés de la zone de régularisation indépendamment de la description physique des états monophasiques,
ce qui peut mener a des difficultés d’utilisation du modele. En particulier I’équation gouvernant le profil de la
variable champ de phase du modele de [5] varie selon les conditions d’équilibre sans que cet effet ne soit motivé
par une réalité physique. Cette variation est en fait induite par des choix relatifs a la description champ de phase
du fluide. IIs ne sont pas souhaités dans notre cas et ne sont pas reproduits dans notre modele.

En outre notre formulation posséde 1’avantage suivant de pouvoir se réduire a la formulation classique des
modeles de champ de phase utilisés pour I’étude de la transition solide-liquide. En effet nous montrons sec-
tion 3.3.2 qu’en supposant que la masse volumique des deux phases liquide et vapeur sont égales nous retrouvons
une formulation identique a celle présentée par [1] par exemple. Ceci prouve qu’en utilisant la décomposition
du modele présentée précédemment nous avons été capables d’étendre son utilisation a un autre champ de la
physique, les écoulements liquide-vapeur. Nous pouvons donc penser a raison qu’en utilisant le méme procédé
nous pourrions ainsi étendre aisément notre formulation a la modélisation d’autres écoulements pour lesquels par
exemple la compressibilité des phases jouerait un role primordial.

Conclusion

Les caractéristiques numériques de notre modele comme 1’épaisseur de la zone de transition peuvent étre choisies
totalement indépendamment du reste de la modélisation physique des propriétés a 1’équilibre des phases. Nous
étudions plus en détail par la suite les conséquences de cette régularisation sur d’autres aspects de la modélisation
des écoulements liquide-vapeur avec changement de phase, notamment les équations de la dynamique et les
mécanismes dissipatifs.
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IV Symétrie sphérique

IV.1 Introduction et problématique

Nous avons vu précédemment qu’une tension de surface o était associée a la zone interfaciale dont la valeur
peut étre choisie librement via le parametre A de notre modele thermodynamique (cf. 1’expression (II1.18)). La
tension de surface n’agit qu’en présence de courbure. Pour les courbures d’interface typiquement rencontrées
dans la dynamique de croissance de bulles décrite au chapitre 1, la relation de Laplace

171 =27

est satisfaite. Cette relation est issue de la modélisation discontinue des interfaces liquide-vapeur. Dans le cadre
de cette théorie il est impossible de prédire I’apparition ou la disparition d’inclusions sphériques étant donné
que, d’apres la relation de Laplace, le saut de pression [P] a la traversée de I’interface diverge lorsque son rayon
de courbure R tend vers zéro. Cette divergence, non physique, n’est pas observée avec les modeles a interface
diffuse classiques (van der Waals ou Cahn Hilliard, cf. notre étude bibliographique a ce sujet en section 4.1).

L’ objet de ce chapitre est d’étudier les phénomenes susmentionnés a 1’aide de notre modele champ de phase
et de montrer comment ce dernier permet a la fois d’étre cohérent avec la théorie de Laplace et de décrire les
inclusions sphériques de faible rayon. Pour ce faire nous faisons I’hypotheése d’un systéme a symétrie sphérique
et étudions les solutions d’équilibre pour lesquelles la variable champ de phase n’est pas uniforme.

IV.2 Equation d’équilibre

L’équation sous forme adimensionnelle Nous montrons tout d’abord que 1’étude de ce probléme se réduit a
résoudre une équation différentielle du second ordre en ¢(7) (¥ étant un rayon adimensionnel 7 = r/h) paramétrée
par g (qui représente 1’écart adimensionnel aux conditions de saturation pour lesquelles 1’équilibre diphasique est
celui d’une interface plane). Cette équation se déduit des conditions d’équilibre (4.3) et s’écrit

8 G+ g o2 =0 (Iv.21)

ou P, est un polyndme d’interpolation de la masse volumique du fluide, supposé égal a Ps afin de controler les
propriétés physiques des états monophasiques (cf. chapitre VI). Les conditions limites s’écrivent

Yne N, @ u(r=00)=0
6, (r=0)=0

La structure mathématique de ce probléme est similaire a celle obtenue avec d’autres modeles a interface diffuse.
Pour autant il est intéressant de noter que la structure de I’équation (IV.21) reste simple malgré le nombre de
phénomenes physiques pris en compte dans le modele. En particulier, elle n’implique qu’un seul parametre g
traduisant les conditions d’équilibre et apparaissant en facteur d’un seul terme. Ceci permet d’envisager une
étude synthétique des propriétés de notre régularisation de type champ de phase dans le contexte des inclusions
sphériques. Ceci démontre aussi le faible degré d’interaction entre cette régularisation et la description du reste
de la physique des écoulements liquide-vapeur.

Etude des états intérieurs et extérieurs, limite aux grands rayons Contrairement au cas de 1’équilibre
d’une interface plane, il n’est malheureusement pas possible de résoudre analytiquement 1I’équation différen-
tielle (IV.21). Nous utiliserons par la suite différentes méthodes de résolution pour ce probleme. Pour autant il
est possible de déduire certaines informations analytiques sur la solution de (IV.21).

Valeur asymptotique de la variable champ de phase Dans la section 4.2.2, nous étudions en ce sens
I’équation (IV.21) et nous montrons dans un premier temps une propriété intéressante de notre modele : 1’état
atteint asymptotiquement en 7 = +co correspond soit a la phase liquide (¢ = 0) soit a la phase vapeur (¢ = 1)
et ce qu’elles que soient les conditions d’équilibre (i.e. quelque soit la valeur du parametre g). Il s’agit d’une
spécificité recherchée pour notre modele : nous montrons qu’elle est associée au choix particulier que nous avons
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fait pour la fermeture thermodynamique, en particulier le choix de la fonction d’interpolation v(¢). En effet les
modeles a interface diffuse induisent communément une variation de la valeur du parametre d’ordre en 7 = +o0
en fonction des conditions d’équilibre, variation justifiable physiquement tant que la valeur du parametre d’ordre
a effectivement une signification physique macroscopique ; dans notre cas nous ne souhaitons pas observer une
telle variation mais au contraire conserver la description d’un état classique (liquide ou vapeur) a I’extérieur
d’une inclusion sphérique. Ce résultat est cohérent avec le modele discontinu des inclusions sphériques valable
pour les échelles de bulles considérées au chapitre I et il est effectivement obtenu a 1’aide de notre modele.

A contrario, nous montrons que la valeur, notée ¢, de la variable champ de phase en 7 = 0 est différent de 0
ou 1 et varie selon les conditions d’équilibre. Ainsi au centre d’une inclusion on ne retrouve pas exactement un
état liquide ou vapeur. Ce constat justifie I’étude de ¢( en fonction du parametre g qui est faite par la suite.

Pressions intérieure et extérieure Le saut et les valeurs absolues de pression de part et d’autre d’une
interface courbe sont des grandeurs physiquement importantes. Notre étude analytique permet de montrer dans
un premier temps que le saut de pression [P] défini par

[P] £ P(F = 0) — P(F = o)

est toujours positif ce qui est cohérent avec la relation de Laplace. En outre nous montrons que les valeurs
absolues des pressions (i.e. 1’écart a la pression de saturation” qui est la valeur de la pression au sein des
phases dans le cas d’une interface plane a 1’équilibre) sont, dans la mesure ou la valeur de ¢q est proche de
0 ou 1, cohérentes avec le résultat classique (valable pour le modele discontinu et démontré en annexe A.2,
équation (A.25)). Ainsi

* pour une bulle a I’équilibre
les pressions intérieure et extérieure sont inférieures a la pression de saturation

* pour une goutte a I’équilibre
les pressions intérieure et extérieure sont supérieures a la pression de saturation

Ce résultat dépendant de ¢ il apparait comme essentiel d’enrichir notre analyse d’une étude de cette valeur.

Rayon discontinu et tension de surface Nous définissons des grandeurs discontinues équivalentes asso-
ciées a notre solution diffuse, en particulier deux rayons R,, et Rg .

* Le rayon R, compare notre solution diffuse a une solution discontinue pour laquelle la masse en exces
serait nulle tout en conservant les mémes valeurs asymptotiques de la masse volumique

L[ ”
p;x A [f (p _po) r2 dr + f (p _poo) r2 dr:| =0 (IV22)
? R% 0 R,

Cette définition est classique pour les modeles a interface diffuse pour lesquels la variation du parameétre
d’ordre au centre de I’inclusion a une interprétation physique.

* Lerayon Rg , est le rayon qu’aurait une inclusion “discontinue" a I'intérieur, resp. a I’extérieur, de laquelle
la valeur de la variable champ de phase vaudrait uniformément O ou 1 et qui porterait la méme masse que
la solution diffuse considérée, i.e.

1 R, 00
—3 [ ’ (0= p(1 = goo)) 1 dr + (0 = peo) 17 dr] =0 (IV.23)
RSp 0 Rs,

Cette définition est adaptée a la comparaison de notre modele avec le modele discontinu classique a phases
incompressibles pour lequel les états (et donc les masses volumiques) intérieur comme extérieur sont
supposés étre indépendant des conditions d’équilibre (rayon de ’inclusion ou de maniére équivalente
valeur de I’enthalpie libre massique ou pression a l'intérieur ou a I’extérieur). Notons que 1’hypothese
d’incompressibilité n’est certainement plus valide pour de tres faibles rayons.

2Nous raisonnons par défaut & température constante, 1’équilibre étant implicitement supposé isotherme (équation d’équilibre (I11.9a)
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Remarquons donc que la différence entre les deux rayons est indirectement une mesure de I’écart de ¢q avec
0 ou 1, i.e. avec le fait qu'on retrouve effectivement une phase au centre de I’inclusion ; I’existence de ces
deux définitions traduit ’ambivalence de notre modele, bénéficiant des propriétés des modeles a interface diffuse
mais se voulant a la fois une régularisation d’'un modele discontinu. Rappelons que ce modele discontinu est
satisfaisant pour la description de la physique des bulles, tant que la question numérique n’est pas considérée (cf.
notre discussion au chapitre II).

De maniére similaire nous définissons deux coefficients de tension de surface o pex et op).

* Le premier correspond a I’énergie libre volumique en exces associé a la solution diffuse

- 1 Re 2 ~ 2
Opex & ;’; = —P;’; = IT% [j(; (Py—P)r-dr+ fR (P — P)r dr] (Iv.24)
0

Ce coeflicient porte donc le sens premier de la tension de surface en tant que quantité portée par I’interface.

* Le second est basé sur une analogie avec la relation de Laplace et s’écrit
R ©0 R
o 2 [Pl =2 f (o) =L dr (IV.25)
0

La différence entre ces deux coefficients mesure donc I’écart de notre modele avec une relation de type Laplace?
i.e. la cohérence entre le saut de pression et I’énergie en exces portée par I’interface.

Limite aux grands rayons Nous démontrons que le parametre g peut €tre interprété comme 1’inverse
du rayon R, normalisé par I’épaisseur d’une interface plane 4. Nous montrons alors que lorsque le rayon de
I’inclusion est suffisamment grand (environ 4 /) la valeur de ¢ tend vers les valeurs phasiques O ou 1, les deux
rayons R, et R, coincident et la relation de Laplace est vérifiée, i.e.

[PIR,
2

Op] = Opex =~ lim opp =
(7] F Ry—rco [Pl

Par la suite nous souhaitons évaluer plus exactement les limites de validité de ces apprximations pour des rayons
plus faibles, notamment lorsqu’ils approchent la valeur caractéristique de I’épaisseur artificielle de 1’interface 4,
qui constitue a priori la limite de validité de notre modele.

IV.3 Détermination de la solution d’équilibre

Il s’agit de résoudre 1’équation différentielle (IV.21) de maniere approchée.

Analyse de I’équation différentielle Nous commencons notre étude de 1’équation en proposant une analogie
du probleme a résoudre avec un probleme de mécanique du point (c¢f. section 4.3.1). Cette analogie, initialement
introduite par van Kampen [144] considere le mouvement d’une particule de masse unité. La position ¢ de cette
particule dépend du temps 7 et elle évolue au sein d’un champ de potentiel —(gP5(¢)+W(g)) tout en étant soumise
a une force visqueuse 2¢ /7 ; initialement cette particule a une vitesse nulle (condition aux limites (IV.22a) en
r = 0). Cette analogie est utilisée afin d’illustrer la spécificité induite par notre fermeture thermodynamique
: le potentiel thermodynamique est tel que, pour toute valeur de g, I’état ¢ = 0 ou 1 est un minimum local
du potentiel et donc un état d’équilibre final. Cette analogie peut étre utilisée pour résoudre numériquement
I’équation d’équilibre en utilisant une méthode de tir. Il s’avere néanmoins que, pour les parametres que nous
avons testés, la recherche de la solution a I’aide d’une telle méthode reste tres délicate. On lui préférera par la
suite d’autres méthodes numériques plus proches de I’utilisation finale du modele dans un code de mécanique
des fluides.

3et non la relation de Laplace elle-mé&me qui ne considererait pas un o variable mais comme étant égal 2 la valeur pour une interface
plane.
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Solution analytique approchée L’équation du mouvement de la particule peut étre résolue analytiquement
tant que le potentiel est un polyndme de degré au plus deux. Nous considérons dans cette étude analytique
des approximations des fonctions W et P, a I’aide de fonctions par morceaux, continues a dérivée continue,
constituées de polyndmes de degré 2 (cf. les fonctions Pj,, et Wy,po définies par (4.20) et (4.21)). Nous
montrons que

* le potentiel en résultant conserve 1I’importante propriété de notre modele : en 7 = oo la variable champ de
phase vaut 0 ou 1

* I’ensemble des propriétés physiques du modele sont reproduites par ce modele "approché par morceaux"
en particulier le contraste de masse volumique entre les deux phases ; pour autant nous ne conservons pas
avec I’approximation P ,,, I’ensemble des propriété€s analytiques de la fonction d’interpolation permettant
de maftriser la stabilité des états monophasiques.

Le fait d’obtenir une solution analytique pour la solution d’équilibre dans 1’hypotheése de symétrie sphérique
n’a, a notre connaissance, jamais été obtenu dans la communauté scientifique des modeles a interface diffuse en
présence d’un contraste de masse volumique entre les phases (¢f. Lowengrub and Truskinovsky [89] pour un
résultat similaire pour les mélanges binaires avec masse volumique uniforme). Ceci prouve la robustesse de notre
formulation qui se "dégrade" peu avec les hypotheses simplificatrices faites pour permettre cette résolution.

Utiliser cette approximation nous a permis de déterminer la solution d’équilibre pour des rayons R, de
I’inclusion petits devant I’ épaisseur de I’interface plane 42 comme illustré sur la figure C.7. Mais cette approxima-
tion est basée néanmoins sur une modification du potentiel et il apparaitra par la suite que la solution d’équilibre
reste trés sensible a cette fonction.

| | | | | |
1
0.8 -
0.6 -
S-
04
02
analytical
0 tanh ——---
| | | | | |
0 2 4 6 8 10 12
r/h
| | | 1 | | | | | | | |
1 analytical | -
tanh ----1 . analytical
0.8 0.8 X tanh —----- —
0.6
9- -
0.4
0.2
0 R —— T
| | | | | | | | | | | |
0.5 1.5 2 25 3 0 02040608 1 1214
r/h r/h

Figure C.7: Profils d’équilibre obtenus en utilisant des approximations quadratiques par morceaux
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IV.4  Solution numérique pour un domaine de longueur finie

Nous étudions désormais le probleme d’une inclusion sphérique & I’équilibre dans un domaine fermé*. Nous
nous intéressons aux solutions pour lesquelles le rayon de 1’inclusion est petit devant la dimension du domaine
considéré, elle-méme grande devant I’épaisseur caractéristique de I'interface (égale a 20/1). Nous résolvons
alors I’équation d’équilibre en utilisant une discrétisation de type différence finie de la variable (7). En outre
nous utilisons un schéma particulier pour les opérateurs de dérivation spatiale permettant a la relation vectorielle
V-(a 5) =aV - b + Va - b & étre satisfaite par les champs discrets.

Profils d’équilibre La figure C.8 représente les profils radiaux a 1’équilibre de la variable champ de phase,
de la masse volumique et de la pression obtenus pour différentes valeurs du parametre g (négatives, cas de la
bulle). Les profils de masse volumique sont plus raides que ceux de la variable champ de phase. Ceci est dii
a notre choix pour la fonction d’interpolation v. Les profils de pression illustrent a la fois le saut de pression a
la traversée de I’interface, I’existence d’une pression en exces, et I’écart de la valeur absolue de la pression a la
pression de saturation (on représente ici la variable réduite P* = P — Py, (T)).

P
Sttt
TFERIR TS
gyl |

I I I I
0 2 4 6 8 10 12 14 16 18 20

Figure C.8: Profils a I’équilibre de la variable champ de phase, de la masse volumique et de la pression pour
différentes masses du systeme.

Ces résultats permettent de distinguer deux types de solutions. Le premier type de solution correspond a un
rayon typique des variations qui est grand devant 1’épaisseur de I’interface. Nous montrons que ces solutions
correspondent a de faibles valeurs de g et sont caractérisées par

* un profil de ¢ a la traversée de I’interface proche d’une tangente hyperbolique (qui est la solution pour un
rayon de courbure infini)

“La physique d’une telle inclusion est différente de celle précédemment décrite dans le contexte d’un domaine infini. En effet dans le
cas précédent nous étudions un équilibre instable (e.g. Carey [28]) tandis que 1’étude actuelle concerne un état d’équilibre stable.
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* une valeur de ¢ au centre de I’inclusion tres proche de 0

Ces points montrent que notre modele propose une régularisation satisfaisante de la description discontinue
d’une bulle. Le second type de solution correspond aux faibles rayons (de I’ordre de grandeur de 1’épaisseur de
I’interface). Ces solutions correspondent a de grandes valeurs de g et sont caractérisées par

* un profil de la variable champ de phase qui varie continiment de celui d’une bulle de grand rayon (profil
quasiment équivalent au cas d’équilibre plan) a un profil uniforme liquide

* une valeur de ¢ au centre de I’inclusion qui varie continfiment de 0 a 1

Ces propriétés attestent que le modele est capable de décrire les inclusions de faible rayon, i.e. de reproduire les
phénomenes de nucléation/collapse. Nous étudions par la suite les grandeurs intégrales de la solution discontinue
équivalente se déduisant des profils diffus.
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Figure C.9: Saut de pression [P] et tensions interfaciales o-per et o[p] en fonction du rayon discontinu R, /h pour
les deux fonctions P3 et Ps considérées pour I’interpolation de la masse volumique

Rayon et tension interfaciale, la relation de Laplace Sur la figure C.9 est représenté le saut de pression
[P] ainsi que les tensions de surface o[p] et o Fer en fonction du rayon discontinu équivalent pour les solutions
d’équilibre correspondant aux profils de la figure C.8. Nous distinguons clairement deux parties dans ces courbes,
parties correspondant aux deux types de solutions décrits dans le paragraphe précédent.

* Pour les grands rayons
Le saut de pression est inversement proportionnel au rayon de I’inclusion, la constante valant la tension
de surface d’une interface plane (limg—,. o7[p) = o) ce qui est cohérent avec la théorie de Laplace. Cette
constante représente bien une énergie libre en exces (0 per = o p]])



IV. SYMETRIE SPHERIQUE 289

* Pour les faibles rayons (i.e. R,/h < 4)
Le saut de pression dévie de la relation de Laplace. Ainsi, et contrairement a la théorie de Laplace, [P]
ne diverge pas a I’approche de R = 0 mais tend vers zéro. La figure représentant les tensions interfaciales
montre alors que cette valeur du saut de pression peut toujours étre reliée a une énergie libre en exces, cette
derniere tendant elle aussi vers zéro a I’approche de R = 0.

Cette derniere propriété permet au modele de décrire de maniére cohérente les disparition et apparition de phase
associées aux phénomenes physiques de nucléation et collapse. Il est important de préciser que le modele ne
permet pas de reproduire la véritable physique de ces phénomenes qui nécessite la prise en compte, pour le
moins, des effets compressibles des phases et d’une valeur physiquement réaliste de 1’épaisseur de I’interface.
Nous montrons par ailleurs les propriétés suivantes

* La valeur ¢g vaut quasiment 1 dés que le rayon de I’inclusion dépasse environ 6 fois 1’épaisseur 4. Sinon
elle varie continiiment de 1 a 0 comme précédemment illustré sur la figure C.8.

* Le rayon de I’interface est directement proportionnel a I’inverse du parametre g comme suggéré dans notre
analyse de I’équation différentielle.

* Les deux rayons discontinus définis R, et Rs,, sont équivalents pour la gamme de conditions d’équilibre g
considérées ce qui prouve la cohérence de notre description avec une description discontinue méme pour
des inclusions de faible masse (ou rayon)

Sur les figures C.9, nous avons représenté les mémes quantités discontinues dans le cas ot la fonction d’interpolation
n’est pas choisie égale au polyndome Ps de degré 5 que nous préconisons mais au polynome P3 de degré 3 (cf.
équation (II1.19b)). Dans ce cas les résultats different comme suit

* Le rayon discontinu équivalent R, (cf. figure 4.9) diverge lorsque la masse de I'inclusion (Ry,) tend vers
zéro. Ce comportement est fréquemment observé dans les modeles 2 interface diffuse® sans qu’il ne lui
soit attribué une signification claire. Dans notre cas, nous ne souhaitons pas reproduire ce comportement
car aucune physique ne lui est associée.

* En ce qui concerne les saut de pression et les valeurs de la tension interfaciale, les résultats sont un peu
moins satisfaisants que dans le cas Ps étant donné que les courbes dévient de la relation de Laplace, que
I’on souhaite reproduire jusqu’a approcher les faibles rayons, pour des rayons plus importants.

Ainsi nous pouvons conclure que les résultats obtenus avec notre modele sont pour partie dus a notre choix
concernant la fermeture thermodynamique. En outre, ces résultats satisfaisants semblent se dégrader si I’on
s’écarte des choix préconisés. Ceci justifie a posteriori le choix de poursuivre numériquement I’étude faite
analytiquement en section 4.3.2 et utilisant des fonctions continues par morceaux comme approximation de la
fermeture thermodynamique.

Conclusion

L’étude de I’équilibre sous hypothese de symétrie sphérique du systeme nous a permis de caractériser la descrip-
tion des interfaces courbes a I’aide de notre modele de champ de phase pour les écoulements liquide vapeur avec
changement de phase.

Notre premier constat repose sur une analyse des équations d’équilibre de notre modele. Elle montre que la
fermeture thermodynamique que nous proposons conduit a la résolution d’une unique équation différentielle en
le champ de phase paramétrée par le seul nombre adimensionnel g traduisant les conditions d’équilibre. Cette
équation

* a toujours pour solution ¢ = 0 ou ¢ = 1 en r = oo ce qui assure une description fidele des états extérieurs
d’une inclusion

* peut se simplifier pour obtenir des solutions analytiques d’équilibre , et ce quelle que soit la physique des
phases décrites (notamment le contraste de masse volumique, résultat qui n’est pas possible si d’autres
choix concernant la fermeture thermodynamique sont faits)

SExistence d’un rayon minimal de nucléation, e.g. [43, 89]
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Nous avons pu résoudre numériquement a 1’aide d’une discrétisation spatiale de type différence finie la solution
d’équilibre dans le cas d’un domaine sphérique fermé. Pour les grands rayons nous avons montré que le profil
de ¢ a la traversée de ’interface a une épaisseur caractéristique de 1’ordre du parametre 4 ce qui est avantageux
du point de vue numérique. Etant donnés les phénoménes physiques que le modele doit décrire (cf. notre étude
du chapitre I), la relation de Laplace doit étre vérifiée tant que le rayon de courbure est grand devant I’ épaisseur
de l'interface. Nous avons montré que notre modele permet effectivement de satisfaire une telle relation. En
outre nous avons montré que le comportement de notre modele aux faibles rayons est avantageusement différent
du modele discontinu classique ou bien que d’autres modeles a interface diffuse. En effet, le modele permet de
décrire les inclusions sphériques a la limite R — 0 sans que ni le saut de pression ni le rayon discontinu équivalent
ne divergent. Ceci permet de reproduire si ce n’est quantitativement, du moins qualitativement, les phénomenes
de nucléation et de collapse qui sont des limites naturelles de la description d’une inclusion sphérique lorsque
son rayon tend vers zéro.
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V Dynamique des fluides

Au chapitre 5 nous déduisons les équations de la dynamique du fluide décrit par notre modele thermodynamique
de champ de phase. Nous précisons la modélisation des processus de retour a 1’équilibre (introduction des
phénomenes dissipatifs). Puis nous commentons les différents termes et couplages du systeme d’équation et
proposons une forme adimensionnelle pour ce dernier. Nous montrons comment I’usage d’un modele thermody-
namique de champ de phase permet d’introduire une régularisation des différents "termes sources" utilisés pour
la résolution numérique des équations de bilan basées sur un modele discontinu de I’interface. En outre nous
montrons comment notre modele de champ de phase permet d’introduire un mécanisme dissipatif additionnel
localisé au sein de la zone interfaciale et associé a la dynamique de changement de phase. Nous étudierons les
conséquences de ce mécanisme additionnel sur la modélisation de la dynamique du changement de phase au
chapitre VII.

V.1 Cas non-dissipatif et compressible

Dans un premier temps nous considérons la dynamique d’un fluide compressible® décrit par un modéle de champ
de phase. Cette étude permet de suggérer une expression pour le travail appliqué sur un volume fluide. Elle sera
utilisée par la suite (cf. section V.2) lors de I’étude de la dynamique dissipative anisotherme et quasi-compressible
du fluide.

La déduction des équations du mouvement dans 1I’hypothese non dissipative isotherme se base sur 1’application
du principe variationnel de d’ Alembert-Lagrange. Elle est détaillée dans la section 5.1 du corps de texte. Nous
reprenons dans ce résumé uniquement les étapes principales de la démonstration. Précisons que dans cette étude,
et pour rester le plus général possible, nous envisageons la dépendance de la description thermodynamique en
fonction du gradient Ve (plutdt qu’en la norme (Vi)? comme précédemment) et posons

gz

~ 0V

Nous considérons ainsi une description Lagrangienne du champ de déplacement des particules du fluide de
position X. Nous introduisons la variation § du mouvement fluide, paramétrée par €. La premiére étape consiste a
relier les variations des différentes variables de description aux deux variations primaires et indépendantes con-
sidérées, a savoir 6 et ¢ (variation de position et variation d’état). Nous en déduisons les relations (classiques)
suivantes

* équation de continuité (cf. la démonstration de la relation (5.4))
op = —pV - (6X)
* relation liant les variations de Vg aux autres variations (c¢f. la démonstration de la relation (5.5))

Ve = V(6p) - (V(6X)) Vo

le deuxieme terme correspondant a un produit matrice vecteur. Nous sommes alors en mesure d’étudier la
variation 6. du lagrangien . défini par

Iy V2
.,s,ﬂef fp(——f)d(th
t; Q 2

* f est ’énergie libre massique du fluide

* €(¢) est un volume arbitraire de particules fluides se déplacant avec le fluide (i.e. composé a chaque instant
des mémes particules)

®La variable ¢ étant interprétée comme le paramétre d’ordre, on peut penser 2 une généralisation de notre modgle au cas compressible,
les fonctions gj;, et g,,, n’étant plus linéaires en P. On n’étudie pas ici les modifications a envisager en ce qui concerne les variations
en ¢ d’une telle fermeture thermodynamique. En effet le résultat recherché est indépendant de tout choix analytique pour le potentiel
thermodynamique compressible.
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* dV est la contraction du volume élémentaire en trois dimensions dV = dx| dx; dx;

vZ o1 o -
* 5 = 5\7 -V est I’énergie cinétique par unité de masse

* et t; et t7 sont les temps initial et final pour lesquels les variations sont supposées nulles (conformément
aux hypotheses de travail nécessaires a 1’application du principe d’Hamilton utilisé dans cette étude)

Nous en déduisons les équations de la dynamique suivantes

* Equation de bilan de masse
dp

N VN4 V4
- PV
* Equation de bilan de quantité de mouvement
dv R
po == (0¥ ®Vg) - VP (V.26)

ou le terme V - (p‘f’ ® V<p) du tenseur des contraintes non-dissipatif est un tenseur capillaire de type de
Korteweg.

* Condition d’équilibre thermodynamique
a=0 (V.27)

Cette équation est cohérente avec la condition d’équilibre (II1.9¢) déduite lors de notre analyse de la sta-
bilité thermodynamique des états d’équilibre en section 3.2.2.

* Les conditions limites :

— spécification d’une force surfacique travaillant selon les variations de la variable champ de phase ¢
sur la frontiere 9Q2 du volume Q :

p¥ (V.28)

— taux de travail surfacique associé au produit scalaire du déplacement virtuel de la frontiére § ¥ avec le
tenseur des contraintes non-dissipatif généralisé (cf. équation (V.26))

(PT+pPaVy) (V.29)

Nous montrons que ces conditions aux limites peuvent s’interpréter en terme d’angle de contact ) entre I’ interface
et la frontiere 0Q2. 11 s’agit de la fermeture généralement utilisée pour la formulation discontinue du probléme,
ie.

Vo

A = cos()
Vol

Notons des a présent que via 1’introduction des phénomenes dissipatifs, il est possible d’introduire une relaxation
thermodynamiquement cohérente vers cette condition d’équilibre permettant de reproduire la physique d’un an-
gle de contact dynamique et du phénomene d’hystérésis d’angle de contact.

L’équation de bilan de quantité de mouvement (V.26) est cohérente avec 1’équation d’équilibre (IIL.9b). En
effet nous montrons en utilisant les différentielles de 1’énergie libre que le tenseur des contraintes peut se ré-écrire
de sorte que I’équation (V.26) s’écrive

.
CZ—‘: =[pVe—-Vg
et donc, en utilisant la relation d’équilibre (V.27), nous montrons que 1’enthalpie libre massique est une premiere
intégrale du mouvement de notre fluide. Remarquons que d’un point de vue numérique, il peut étre alors plus
avantageux de résoudre en g (qui est uniforme a 1’équilibre) plutdt qu’en pression P, ce qui ne sera plus vrai pour
le cas anisotherme.
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V.2 Cas dissipatif anisotherme

Nous considérons désormais la fermeture anisotherme quasi-compressible de notre modele. Les équations de
la dynamique correspondantes sont déduites de 1’application des premier et second principes de la thermody-
namique. Nous reprenons ici les principales étapes de cette démonstration.

Premier principe Nous introduisons pour ce faire le travail ‘W des efforts non dissipatifs sur un volume fluide
Q) (dont I’expression nous est suggérée par I’étude compressible et conservative précédente) ainsi que le flux de
chaleur ¢ a travers la frontiere 9Q. Le premier principe s’écrit alors

df L ’ f g+
— n+ve)dv =- -+ W)dS
= Q/0( ) @ )

ou it est I’énergie interne massique du fluide (¢f. (5.29)). Nous en déduisons 1’expression (5.33) pour I’équation
d’évolution de I’entropie de notre fluide

ds _ _de o (dV 5 3}
pTE=— ,ud—f—V-(pE+VP+V-(p‘P®V(p)]—V-q

Second principe Introduisons R; la source d’entropie définie par

. ds 5
Rs:pa"'v'q‘s

A

ol g est un flux d’entropie que nous définissons classiquement (e.g. [107]) par ¢y = §/T. Le second principe de
la thermodynamique stipule la positivité de R
Rs>0 (V.30)

et nous montrons comment, dans le cadre d’une description thermodynamique de type champ de phase, I’'inégalité (V.30)
peut s’écrire

do .p —w d
—pﬁd—":+%D:VV—%-VTZO (V.31)

ot 72 est le tenseur des contraintes dissipatives introduit dans I’équation de bilan de quantité de mouvement, i.e.
(cf. équation (5.38))

av

Par

L’inégalité (V.31) est la somme de trois termes. Les deux derniers termes sont classiquement rencontrés en mé-

canique des fluides et correspondent aux dissipations mécanique et thermique ; le premier est une contribution

qui est clairement associée a notre introduction de la variable champ de phase dans la description thermody-

namique, en effet nous y retrouvons le produit du terme i, dérivée variationnelle du potentiel thermodynamique

par rapport a ¢, avec le terme dg/dt, qui selon le sens donné a ¢ représente le taux de changement de phase local.

=-VP-V-(p¥P®Vp)+V-7°

Fermeture dissipative Afin de satisfaire I’inégalité (V.31), nous considérons 1’approximation linéaire de la
thermodynamique des processus irréversibles. Dans ce contexte, comme 1’a montré Roshchin and Truskinovsky
[114], nous disposons d’un ensemble de 14 paramétres cinétiques pour définir le triplet (72, 7, de/df). Etant
donné le manque de connaissance concernant la nature des processus dissipatifs se produisant a I’interface, il
n’est pas possible de renseigner ces parametres, nous considérons par la suite une fermeture simple pour ce
triplet. En particulier pour assurer la positivité des trois termes de 1’inégalité, nous considérons trois processus
dissipatifs indépendants, assurant chacun la positivité d’un des termes. Ainsi nous considérons

* une viscosité de type Newton, i.e. nous définissons 7° par
=D A~ - —)T 2 —
T =77(VV+VV)—17§V-VI

ou i est la viscosité dynamique du fluide qui peut dépendre de ¢ afin de retrouver les valeurs physiques au
sein des phases. Nous n’étudierons pas les conséquences de ce choix.
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* une loi de type pour Fourier pour la conduction
qg=—-kvT

ou k est la conductivité thermique du fluide qui peut dépendre de ¢ afin de retrouver les valeurs physiques
au sein des phases. Nous étudions les conséquences du choix d’une conductivité variable k(¢) sur la
dynamique du changement de phase dans le chapitre 7.

* une relaxation de type Ginzburg-Landau vers la condition d’équilibre i = 0

dg .

P
ol « est une mobilité, cette équation est communément appelée équation d’ Allen-Cahn dans la commu-
nauté des modeles de champ de phase.

Cette fermeture des processus dissipatifs nous permet de retrouver au sein des phases (ou ¢ est constant et
ou ainsi la contribution de la relaxation de Ginzburg-Landau est nulle), les modeles de Newton et de Fourier
classiquement utilisés pour décrire les phases liquide et vapeur.

Equations du mouvement dissipatives Les processus dissipatifs ayant été précisés, nous sommes a méme
d’écrire le systeme complet d’équations du mouvement de notre fluide

d
7%: — (V.32a)
dp -
aw _ _v.v V.32b
dt p ( )
dv ; » Lo 2 o

P = ~VP—(p¥®Vp)+ Fy+ V- vV + V) - V-V I (V.32¢)
ds ~2 - - =T 2 -

pT o = V-V = pk = V| V-0V + VW) -y SV-V 1 (V.32d)

N . . . =2 . .
ol nous avons introduit la force gravitationnelle F;, = —pgo. Nous remarquons que 1’ensemble de ces équations

. . .. . .. .. N . . =
ne font pas intervenir explicitement les variables principales choisies pour le modele (a savoir (P, T, ¢, V)). Par la
suite nous étudions la forme de ces équations ré-écrites en fonction de ces seules variables afin de mieux analyser
les différents termes de chaque équation ainsi que les couplages existant entre ces dernieres.

V.3 Etude du systéme d’équations

Equation d’évolution en température Nous montrons dans la section 5.3.1 comment I’équation d’évolution
de ’entropie (V.32d) peut en fait étre ré-écrite comme suit

dT ude 0% dVe SvdP| _, _o  _dp R
— =pT| =~ — —F b —— |+ VW —pp— -V. V.33
PP =P orar Tor Tar Torar |7 T PR 1 (V:33)
N——
champ de phase champ de phase

Les premiers termes "champ de phase" seront rapprochés d’une régularisation du terme source de chaleur latente
associé a la transition de phase. Le dernier terme "champ de phase" correspond a la dissipation induite par
le mécanisme de relaxation de Ginzburg-Landau. Dans le corps du texte, nous soulignons I’importance de la
présence des différents termes associés a 1’introduction de la variable champ de phase. En effet ils assurent
la cohérence thermodynamique de notre modele. Nous constatons que I’équation (V.33) differe (toutes choses
étant supposées égales en ce qui concerne la fermeture thermodynamique) de celle utilisée communément dans
les modeles de type champ de phase pour I’étude de la transition de phase solide-liquide. A cela deux raisons
principales. La premiere concerne un choix différent pour le flux d’entropie ¢ qui n’est alors plus égal a sa forme
classique /T sans qu’une justification claire de cette différence ne soit fournie (e.g. Charach and Fife [33]). La
seconde concerne la négligence volontaire de certains termes fortement non-linéaires (comme fi (dp/dt) = ﬂz)
dans le systeme d’équations résolu numériquement de maniere a augmenter I’efficacité des solveurs utilisés
(e.g. Karma and Rappel [73]). Concernant notre modele, nous souhaitons conserver dans un premier temps la
cohérence du systeme d’équations résolues.
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Théoréme Pi de Vaschy-Buckingham Dans la section 5.3.2, nous définissons les échelles physiques princi-
pales propres a la description de 1’ébullition nucléée et celles qu’il est nécessaire de considérer en supplément
dans le cadre de notre modélisation de type champ de phase. Elles sont au nombre de 14, utilisant 4 unités
physiques indépendantes (a savoir m, s, K, kg) et nous introduisons ainsi les 10 nombres adimensionnels perti-
nents pour une simulation de la croissance d’une bulle a I’aide de notre modele champ de phase

. _ ULpO . _ CPOAT * - L
* Reynolds : Re = —— * Stefan: St = 7 Y Lpocpo AT
* Atwood: At =0dvpy , At €
U2 [0; 1] h
*Froude:Fr:—L UL *SZZ
g0 * Weber : We = po~ ~
o
po U Lcpo Tref .« koL
* Peclet: Pe = ——— * 0= —= *x K=
eclet e =" AT Uhpo

Commentons brievement les nombres adimensionnels qui ne sont pas classiques

* Le nombre y est nécessaire dans notre modélisation du processus d’ébullition car les échelles thermo-
dynamiques "thermique” et "mécanique"” sont couplées, ce qui n’est pas classiquement considéré dans la
description du processus d’ébullition, e.g. Mikic et al. [93].

* Le nombre # mesure la surchauffe ou le sous-refroidissement du fluide, il est typiquement grand devant 1.

* Le nombre & est une mesure de 1’épaisseur de I’interface devant la longueur macroscopique L caractéris-
tique du probleme étudié ; cette derniere dépend a priori du probleme de changement de phase étudié mais
on peut la supposer égale a la longueur capillaire.

* Le nombre «* caractérise la dissipation interfaciale lors du processus de changement de phase comme nous
le montrerons au chapitre VI, il est choisi en accord avec la relation cinétique que 1’on souhaite reproduire.

Ecriture finale du systeme d’équations Dans la suite de la section 5.3.3, nous analysons successivement les
différents termes du systeme d’équations adimensionnel (5.46) et introduisons une fermeture simplifiée pour les
aspects thermiques de notre modele. Cette fermeture suppose une linéarité en température de la pression de
saturation Py, (T) ce qui permet de simplifier 1’écriture des termes des équations impliquant la fonction y, tout
en introduisant les principales grandeurs nécessaires a la description de 1’ébullition, a savoir la chaleur latente
et la capacité thermique des phases. Puis nous considérons une dépendance isotrope en (V)* et négligeons le
coeflicient d’expansion thermique des phases. Nous introduisons aussi les variables suivantes qui, utilisées a la
place de la pression, induisent des simplifications des calculs analytiques ou numériques (mais sans pour autant
causer de perte du point de vue de la physique décrite).

* G =P+ (W +(£2)2) (V(p)z) (e We)™! est I’enthalpie libre volumique isotherme du fluide et est ainsi uni-
forme a I’équilibre. L’utilisation de cette variable a le mérite de simplifier 1’expression du tenseur des
contraintes tout en réduisant le nombre de non-linéarités dans I’expression de ji.

*x P2 P+ &% (Vy)? est uniforme a I’équilibre d’une interface plane et permet de simplifier 1’ écriture d’un
probléme mono-dimensionnel.
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Ainsi le systeme d’équations du mouvement prend la forme suivante

de dv g aw
— = —« |—[(At — T — —&°A V.34
dt ‘ [dso (( oWag Styo )+U (dso N "D)] (V34
V.pV = p? At? (V.34b)
=y aw 2 -
av (T —=2¢) o VR pg
= = v \Y £ 34
pdt G+ eWe pr Re +Fr (V.-34¢)
dT V-(VT) p (1+T/0)dvdy
= = - a4 V.34d
p dt Pe St do dt ( )
2. vy pg-V y  (de\*
+7W€( Re  Fr +§p(E)

Les propriétés d’un tel systeme d’équations sont les suivantes

* La pression modifiée G n’apparait pas dans 1’équation d’évolution de la température. L’ équation d’ Allen-
Cahn ainsi que 1’équation bilan de quantité de mouvement sont linéaires en G.

x La température T n’apparait pas dans le bilan de quantité de mouvement, apparait linéairement dans
I’expression de i (c¢f. 1’équation d’Allen-Cahn) ainsi que dans I’équation d’évolution pour la tempéra-
ture (dans les termes convectif et diffusif).

* La variable ¢ définit a elle seule la masse volumique (puisque nous négligeons la compressibilité ainsi
que I’expansion thermique du fluide). Ainsi I’équation de bilan de masse montre que la divergence de la
quantité de mouvement pV est directement associée au taux de transfert de phase (d¢/0f).

* Le second terme du membre de droite de I’équation d’évolution de la température (o (1 + 7/6) /St) est une
régularisation du terme source de chaleur latente, localisé au sein de la zone interfaciale ( ou (dv/dy) # 0)
et associé au taux de transfert de phase (dp/dt). 1l est a comparer avec des termes sources équivalents
utilisés pour la résolution numérique des problémes a fronticre libre, e.g. Juric and Tryggvason [69].

Nous introduisons aussi la forme simplifiée du systeme d’équations dans le cas ou les phases sont considérées
comme "solides" pour lequel nous avons supposé que la masse volumique est uniforme

d d aw
i A L L i 2 Ay (V.35a)
dt do Sty6 do
2
dT V- (kVT 1+7/6)dvd d
ar. _ &VT) _p(A+T/O)dvdy vy (de (V.35b)
dt Pe St dodt ex\dt
ainsi que dans le cas isotherme
d d aw
d—f I [é(AtsWe) G+ (% —82Atp)} (V.362)
> 0
V.oV = pzAt$ (V.36b)
_ aw 2 -
dv (% - 0) v P pg
— = -V \% — V.36
'Odt g+ eWe v Re +Fr ( 2

Ces sous-systemes d’équations, obtenus en faisant des hypotheses simplificatrices de la description physique de
notre fluide, seront utilisés dans nos études analytiques (cf. section 7) et numériques (cf. section VIII) ultérieures
car ils permettent d’analyser certains sous-problémes et couplages de maniere indépendante.

Analyse de la relaxation de type Ginzburg-Landau avec notre fermeture thermodynamique Considérons
I’expression particuliere du mécanisme de relaxation (équation (V.34a)) induite par le choix de notre fermeture
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thermodynamique

d d d
e —K d_v ((Ats We) G — £ T) +v (—W - szAgo)
¥

dt Sty6 dy

saturation profil

Ainsi le changement de phase, i.e. le déplacement de I’interface aussi bien que les variations de la variable champ
de phase au sein de la zone interfaciale (terme de gauche de 1’équation) est gouverné par deux contributions :

* La premiere (terme "saturation") concerne un retour a 1’équilibre thermodynamiqu