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Abstract

This thesis presents a nov@rthogonal Frequency Division Multiplexing (OFDNNodulation scheme
replacing the cyclic extension known from classiCgklic Prefix OFDM(CP-OFDM) by a deterministic
pseudo randomly weighted postiegquencePseudo Random Postfix OFDM (PRP-OFDM]1-26].

The postfix sequence is known to both, the transmitter andettedver and can thus be exploited for
order-one (semi-)blind channel estimation without anyeegpd introduction of learning symbols and/or
pilot tones within a frame. The corresponding overheadalgpresent in CP-OFDM and Zero-Padded
OFDM (ZP-OFDM) systems, is thus reduced or even avoidedrigad an improved spectral efficiency.
Suitable approaches, including postfix design considmrstiare discussed for both, single-antenna and
multiple-antennas systems in static and time-variantrenuents.

The studies are then further extended to time and frequgmahsonization [2]. It is shown how to
exploit the pseudo-randomly weighted postfixes for the esfient of an initial (rough) time/frequency
synchronization. This part is followed by a study on Low-BignParity Check (LDPC) coded OFDM
systems [27, 28], proposing an adaptation of the LDPC codé w@apping onto OFDM carriers to the
constraints of OFDM systems in a frequency selective fagimgronment; this approach can be inter-
preted as the design of an adaptive interleaver for a speaifitext. For a given irregular LDPC code,
a low-complexity algorithm is derived indicating which @dord bits should be modulated onto which
OFDM carriers in function of a known or estimated channelufsp response.

The PRP-OFDM modulation scheme is one of several moduktionsidered in the framework of
the European Projects IST-BroadWay [14-20, 29] and morentBcIST-WINNER [21-24, 30]: IST-
WINNER is a 6" framework Integrated Project (IP) with the goal to studydidate air interfaces for
future (4" generation) mobile communication systems preparing @spanding standardization phase.
The study results on LDPC codes in combination with OFDM nhaidus have been presented at the
IEEE 802.11n standardization group; they are currentlyeumgdnsideration for implementation in the
standard [31, 32].

Finally, conclusions are drawn on the future research sojpiconnection with this work. Note that
all chapters start with a definition of symbols in order tadlfeate the lecture of this thesis, in particular
for readers who wish to read selected chapters only.

Keywords: Cyclic Prefix Orthogonal Frequency Division MultiplexinGR-OFDM), FFT equalization,
Frequency Synchronization, Low-Density Parity Check (KD)Rodes, Minimum Mean Square Error,
Pseudo Random Postfix Orthogonal Frequency Division Makipg (PRP-OFDM), Time Synchroniza-
tion, Zero Padded Orthogonal Frequency Division Multipiegx(ZP-OFDM).



Résumé en francais

Dans le contexte de cette thése, un nouveau schéma de nmudat proposé en introduisant une
séquence déterministe pondérée par un scalaire pseudoiraléd®seudo Random Postfix OFDM
(PRP-OFDM). Il est proposé de remplacer I'extension cyclique du Cyeliefix OFDM (CP-OFDM)
classique par un postfixe connu a I'émetteur et au récepte@6].

Grace a la nature déterministe de cette séquence, le récqmet exploiter sa connaissance afin
d’estimer la réponse impulsionnelle du canal de propagatéy une approche semi-aveugle d’ordre un.
Ceci permet d'éviter l'introduction des séquences d’'aptiseage ou des symboles pilotes. L'efficacité
spectrale du systéme est donc améliorée par rapport a deteaiares classiqgues comme le CP-OFDM,
Zero-Padded OFDM (ZP-OFDM), etc. Par la suite, plusieugserithmes sont proposés. Ceux-cCi perme-
ttent d’effectuer une estimation du canal dans un conteat@se et dans un contexte de mobilité. En
dela, la dérivation d’'une séquence de postfixe optimiséprésentée.

Ensuite, les études sont étendues a un raffinement de lareyisztion temporelle et fréquentielle
d’une estimation initiale approximative. Aprés, une gélion optimale des codes LDPC (Low Density
Parity Check) est discutée dans le contexte de 'OFDM: inesttré comment il faut attribuer des mots
de codes LDPC a des porteuses OFDM en prenant en compte umgissamce préalable du canal de
propagation a I'émetteur.

Le schéma de modulation PRP-OFDM est une de plusieures sitiops dans le contexte du projet
européen IST-BroadWay [14-20, 29] et plus récemment paWEINER [21-24, 30]: IST-WINNER
est un projet IP (Integrated Project) du 6éme framework tpiéd'étude des systémes candidats pour
la prochaine génération de la communication sans file (4é&mérgtion). Concernant I'optimisation des
codes LDPC pour une utilisation avec I'OFDM, les résult@sekte these ont été présentés a la standard-
isation de IEEE802.11n; ils sont actuellement en conslidérgour I'adoption dans la norme [31, 32].

Efin, le dernier chapitre présente les conclusions desuxasla recherche de cette thése, ainsi que
de futurs axes de recherche.

Mots clés: Cyclic Prefix Orthogonal Frequency Division MultiplexinGR-OFDM), FFT equalization,
Frequency Synchronization, Low-Density Parity Check (KD)Rodes, Minimum Mean Square Error,
Pseudo Random Postfix Orthogonal Frequency Division Makipg (PRP-OFDM), Time Synchroniza-
tion, Zero Padded Orthogonal Frequency Division Multipigx(ZP-OFDM).



Résumé étendu en francais

La théorie des communications numériques connait actaefieune nouvelle phase d'application: des
progrés récents dans la technologie des semi-conducteurseftent I'utilisation des algorithmes puis-
sants, mais complexes dans le cadre des produits de largieédbar exemple, la future génération des
réseaux locaux sans fils (WLAN) proposera un débit élevé @dbPs et en dela de la couche MAC
(Medium Access Control); ce systéme est en phase de noatiatissous I'acronyme IEEE802.11n
[31, 32]. Afin d'arriver a des performances élevées, IEEEBD2 s’appuie sur la modulation CP-
OFDM (Cyclic Prefix Orthogonal Frequency Division Multiplexingn combinaison avec des tech-
nigues d’antennes multiples a I'émetteur et au réceptduitiple Transmit Multiple Receive (MTMR)
antennas): le multiplexage spati@patial Division Multiplexing (SDM)est normalisé au niveau de
I'émetteur; un décodage efficace nécessite I'implémeamales schémas a moindres carfdsm{mum
Mean Square Error (MMSE)u a maximisation de vraisemblanddgximum Likelihood (ML) La ro-
bustesse d'un lien point a point est améliorée en définisidchémas d’adaptation au cafia beam-
forming) basés sur une décomposition en valeurs singuli@igg@lar Value Decomposition (SVOju
canal de propagation. Le dernier est disponible grace atoarrexplicite par le récepteur. Concernant le
codage de canal, I'évolution actuelle tend vers l'utiisatdes codes LDPQ_pw Density Parity Check
codes). Ces codes améliorent les performances du systemegrdh 2dB a 3dB par rapport a des codes
convolutifs classiques. Les bases théoriques de ces sstgantapour la plupart connues et publiées;
en revanche, il a y de nombreux aspects pratiques qui ressténidier. En particulier, une utilisation
conjointe des schémas nommeées ci-dessus nécessite soujeiévaluation détaillée.

Cette thése présente les aspects pratiques suivants quanpeservir a améliorer des systémes de
communication numériqgue comme celui cité ci-dessus: undifioation du CP-OFDM classique est
proposée; ceci permet au récepteur d'effectuer une estimatl mise a jour de I'estimation du canal
de propagation semi aveugle d’'ordre utseudo Random Postfix OFMD (PRP-OFDM)1-26]. En
conséquence, I'OFDM devient utilisable dans un contextendbilité élevée (une vitesse de 72m/s a
une fréquence porteuse de 5GHz est considéré dans le cades dicument) sans avoir besoin des
séquences d'apprentissage ou des symboles pilotes. @mitépé aide a améliorer I'efficacité spectrale
du systeme. A cet effet, plusieurs algorithmes sont prapaséec des différences en terme de qualité
d’estimation et latence. Le dernier chapitre s'intéresaaeoptimisation conjointe des codes LDPC en
combinaison avec les propriétés d'un systeme OFDM dangtexie d’'un canal sélectif en fréquence.

Dans la suite, un compte rendu des chapitres du rapport ge &t présenté:

Orthogonal Frequency Division Multiplexing

Le chapitre 2 introduit une définition de 'OFDM en temps déontbasée respectivement sur un schéma
de bancs de filtres - CP-OFDM, Zero Padded OFDM (ZP-OFDM) é®RDM. Le modulateur du
PRP-OFDM comprend une transformation de Fourier inversenoe le CP-OFDM classique; cette
opération est suivie de I'ajout du postfixe pondéré par utaseacomplexe pseudo aléatoire de moyenne
zéro, préférablement de module un. Le posfixe est composie déquence prédéfinie, typiguement
d’'aprés les critéres suivants: facteur de créte, radidtmms-bande et homogénéité du signal in-bande
(voir chapitre 4). Fig. 1 illustre la définition du CP-OFDMgF 2 la définition du ZP-OFDM et Fig. 3

la définition du PRP-OFDM.
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Figure 1:Modele discret du modulateur CP-OFDM.
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Figure 3:Modéle discret du modulateur PRP-OFDM.

Il est ensuite expligué comment PRP-OFDM arrive a avoir depretés semblables au CP-OFDM
dans un contexte de propagation a chemins multiples:

e la séquence du postfixe pseudo-aléatoire prend un rbleagiend I'intervalle de garde de CP-
OFDM en évitant toute interférence entre des bloques.

e |'extension cyclique qui est introduite dans le cadre du@M sert a rendre circulante la con-
volution avec le canal de propagation; puisque la matriceaolution correspondante est di-
agonalisée dans une base de Fourier, la convolution du sartahduit par une pondération de
chaque porteuse par un coefficient distinct. Ce chapitreodé une proprieté proche de cette
diagonalisation dans une base de Fourier dans le contexBR€4OFDM: on démontre que la
convolution du canal n'est pas circulante, mais pseudnsizinte, c'est-a-dire que la matrice de
convolution est circulante avec une pondération de lag#itingulaire supérieure par une con-
stante qui dépend de la pondération pseudo-aléatoire dasrsges des postfixes. On démontre
alors que la matrice de convolution de canal est diagomalisé une nouvelle base similaire a la
base de Fourier observée dans le contexte du CP-OFDM.

Ensuite, le modulateur PRP-OFDM est comparé au modulae«®EDM. Ceci s'explique par le fait
gue le chapitre 3 démontre que le PRP-OFDM possede aussaletages du ZP-OFDM. En particulier,
il est possible de récupérer les symboles des données méprésamce d'un gain nul de porteuses du
canal de propagation.

Il est ensuite démontré qu’'un décalage de synchronisatiompadrel limité est bien absorbé par la
séquence du postfixe, comme c’est le cas pour l'intervallgatde du CP-OFDM. Les effets d'une
erreur de synchronisation fréquentielle sont égalementities et il est montré comment le PRP-OFDM
fonctionne dans un contexte de offsets de synchronisatiatés.

Pour donner un exemple d’'un systtme OFDM avancé, nous ohgige citer et de détailler la
propositionMITMOT[33-36] a la standardisation IEEE802.11n: celle-ci présan systeme CP-OFDM
MTMR avec un nombre d’antennes inférieur ou égale a quatreveau de I'émetteur; le débit maximal
monte jusgu’'a 180Mbps (360Mbps) pour un largeur de bandeOiiH2 (40MHz) et une constellation
MAQ-64. Une application d’'un modulateur PRP-OFDM peueé&nvisagée pour un tel systeme dans
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le contexte de mobilité pour un schéma mono-antenne et-amtiinnes. En particulier, les propositions
de MITMOT concernant des modes asymétriques sont comesitiblec le PRP-OFDM: un schéma de
codage spatio-temporel est proposé. Celui-ci permet démenter un nombre d’antennes différent au
niveau de I'émetteur et récepteur. Ceci est particulierdmtle dans un contexte de téléphonie mobile
ou le mobile est supposé étre équipé avec moins d’antennespgert au point d’'acces.

Pseudo Random Postfix OFDM: estimation de canal et égalisatn

Le chapitre 3 continue I'étude d’'un systeme PRP-OFDM basdesschéma de modulation proposé
précédemment. En particulier, le chapitre explique contresnsymboles de données de I'OFDM peu-
vent étre vus comme du bruit Gaussien dans le domaine tehporg’ajoute au bruit thermique. En
supposant un canal de propagation statique, ceci permdtaite la séquence du postfixe convolu par
le canal de propagation en effectuant un moyennage sur uliduche: de séquences, précédé par une
multiplication par I'inverse des scalaires de pondératisaudo aléatoires qui sont connus au récepteur.
La réponse impulsionelle du canal est ensuite déterminéengadé-convolution en forcage a zéewe(o
Forcing (ZF) ou a moindres carrédAinimum Mean Square Error (MMSE)Puisqu’il est souvent utile
d’introduire un postfixe qui posséde des contributions spkss prés de zéro dans la partie hors-bande,
un schéma d’estimation de canal gardant la partie d’inmtenfge intra-symbole et la partie interférence
entre-bloques séparée. En exprimant la convolution qawstfix par une matrice circulante contenant
des coefficients du postfix, cette operation permet d'amadlie conditionnement de la matrice. En con-
séquence, I'amplification du bruit est limitée.

Afin de pouvoir effectuer I'estimation du canal de propagatiians un contexte de mobilité, il est
d'abord constaté que le modéle d'évolution du canal et sproapnations inhérentes jouent un réle
important. La littérature propose souvent un schéma agressive d’ordre un pour modéliser des
corrélations du canal en fonction du temps. Nous montrorscgtte approximation implique une forte
limitation des performances du systéme a mobilité élevéda;pdace, un filtrage de Wiener nécessitant
aucune simplification est utilisé. La performance de lfaation dépend finalement de la fréquence de
Doppler et des contraintes sur la latence maximale de dgeodzes exemples démontrent I'application
des algorithmes proposés dans un contexte des réseaux kamaaifils & 5GHz jusqu’a une mobilité de
72m/s. En dela de ces considérations, le récepteur peugirchotre un niveau de latence d’estimation
du canal et I'erreur moyenne guadratique des estimatioesschéma a latence minimale est illustrée
dans la suite :

No decoding latency
is introduced

Mean value calculation window for extracting (decoding starts right after
ClBl (k) reception of the symbol)
/ | Bt Jee -
[ck—2) Sk | [ ct— 2 Sk—2p8" | | Cl-DSk=pB"  cisiont) | -

Symbol to be decoded
— C(k) needs to be estimated

""""" [ck+ D) [Sik+ )" | EEEET

Figure 4:Estimation du canal a latence minimale.
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Le schéma a I'erreur moyenne quadratiqgue minimale estpésans la Fig. 5 :

Mean value calculation window for extracting

EL

| ck-2)[si(k-2)pf]" |

Symbol to be decoded
— C(k) needs to be estimated

Required decoding latency (channel is only estimated edtsption

of further PRP-OFDM symbols)

Figure 5:Estimation du canal a erreur moyenne quadratique minimale.

La performance de I'égalisation d'un sighal PRP-OFDM awaivdu récepteur dépend de sa com-
plexité en terme de puissance de calcul. Une architecturplsiest proposée basée sur I'algorithme
Overlap-Add (OLA)Les performances du systemes en termBitl&rror Rate (BER)et Packet Error
Rate (PER)ont ensuite semblable a celles de CP-OFDM. Le co(t deidatibn du PRP-OFDM est
environ de l'ordre de grandeur de 16% en complexité aritiuétpour I'égalisation, ce qui permet
d'effectuer le raffinement de I'estimation du canal comméspnté ci-dessus. Un gain d’environ 1dB
a 1.5dB peut-étre obtenu en s’appuyant sur des schémadisbkdiga a moindres carrés/MSE). Les
figures Fig.6 a Fig.10 illustrent des résultats de simutetio terme de BER (probabilité d’erreur de bits)
et PER (probabilité d’erreur de trames) obtenus dans leegttd’'un canal BRAN-A [37] et pour des
constellations QPSK et MAQ-16. Une trame se compose ici dgyiitboles OFDM.

CP-OFDM vs PRP-OFDM for QPSK, CC, R=1/2, Channel BRAN-A, No Mobility
T T T T T

*L [ —+— PRP-OFDM, ZF eq., CIR-window 21 symbols
— © — CP-OFDM, CIR est. over 2 symbols
—#— PRP-OFDM, OLA eq., CIR-window 21 symbols
—&— PRP-OFDM, OLA eq., CIR-window 41 symbols
—+— PRP-OFDM, MMSE eq., CIR-window 21 symbols|
—&— PRP-OFDM, MMSE eq., CIR-window 41 symbols|
— B — CP-OFDM, CIR known

I !

-2 ) 2 4
il [d8]

10

CP-OFDM vs PRP-OFDM for QPSK, CC, R=1/2, Channel BRAN-A, No Mobilty
10 * = —

——f—— T T

—+— PRP-OFDM, ZF eq., CIR-window 21 symbols
— © — CP-OFDM, CIR est. over 2 symbols
—#— PRP-OFDM, OLA eq., CIR-window 21 symbols
2| | —8— PRP-OFDM, OLA eq., CIR-window 41 symbols
—+— PRP-OFDM, MMSE eq., CIR-window 21 symbols|
—&— PRP-OFDM, MMSE eq., CIR-window 41 symbols|
— B — CP-OFDM, CIR known

I I

-2 [ 2 4
c/i [d8]

Figure 6:BER pour IEEE802.11a, BRAN cankigure 7: PER pour IEEE802.11a, BRAN canal

A, QPSK.

A, QPSK.
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,  CP-OFDM vs PRP-OFDM for QPSK, CC, R=1/2, Channel BRAN-A, Mobility Oms - 72m/s . CP-OFDM vs PRP-OFDM for QAM16, CC, R=1/2, Channel BRAN-A, No Mobility
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Pseudo Random Postfix OFDM: Conception du Postfix

Les chapitres présentés ci-dessus détaillent I'estimaticcanal de propagation en exploitant la présence
d’'une séquence de postfixe a la suite de chaque symbole OFB®bhdpitre 4 s'intéresse aux méthodes
qui permettent de trouver une telle séquence en fonctionludgeprs critéres. Dans le cadre de cette
thése, nous nous limitons a 'ensemble des criteres ssivant

minimisation du facteur de créte du signal tempoRelgk-to-Average-Power-Ratio (PABR)

minimisation de la radiation hors-bande en concentranefgie du signal sur des porteuses utiles.

minimisation de I'ondulation du signal intra-bande, afiasburer une qualité d’estimation du canal
de propagation qui est homogeéne sur tous les porteuses Bmsys

toute cyclo-stationnarité est évitée en introduisant desages de pondération pseudo-aléatoire
de moyenne zéro.



Les séquences sont trouvées en exprimant chaque criteom@donction de colt. Une fonction de
co(t globale est en suite définie par simple addition dedifmme par critére, pondérées par un scalaire :

o VPR no) avecy™@ € R, JF%(pp) € R pour forcer le signal & étre le plus plat possible dans la
partie in-bande;

o VPUIOUpL) avecyPU € R, I (pp) € R pour minimiser la radiation hors-bande;

o P JCIP(p5) avecy®P € R, ICP(pp) € R pour minimiser le facteur créte.

La fonction de co(t résultante est donc:

JTot — yFIatJFIat(pD) —|-yOUtJOUt(pD) _|_yCIipJCIip(pD).

Nous proposons d'effectuer la recherche en utilisant uéreehitérative de gradient. Pour ce but, les
dérivés de chaque fonction de co(t sont proposeées.

Finalement, des exemples sont donnés adaptés a un congsxtéstaux locaux sans fils comme
'IEEE8B02.11n: des séquences de longuBue 16, D = 32 etD = 48 échantillons sont présentées.
Ces résultats sont comparés a des fenétré&ader, qui ont des meilleurs propriétés spectrales; en re-
vanche, les séquences souffrent d'un facteur de créte tehgmuvent trés élevé. Dans le cas du postfixe
de longueuD = 32 échantillons, par exemple, la fenétre Kigiser est caractérisée par un facteur de

créte temporel de 1443dB et la séquence optimisée par la technique proposée dangitrelest de
6.762B.

Ci-dessous, des resultats d'optimisation de posfixes séaeptés.

Parametres fenétre de| PAPR
Kaiser | opt. Postfix
PAPR 11.548dB| 7.489dB
lpol3
1 D-1 2
D nzo|pn|
Radiation hors-bande -16.33dB | -12.581dB
fl2
nezo‘pn| pf =Fp |: Pp :|
S ON-p.1
n=0
Ripple in-bande 0.025dB | 0.742dB
calculé sur porteuses
c?=c\{21,...27,39,...,45}
(i.e. transition au stop-bande non prise en comfite)

Table 1: Analyse des postfixes (16 échantillons postfix).



Parameétres fenétre de PAPR
Kaiser | opt. Postfix
PAPR 14.443dB | 6.7626dB
lpoli
1 D-1 5
5 nZO\Pn\
Radiation hors-bande -16.719dB| -31.501dB
s Iphf?
neo f pD
p'=F
e [ On-D1 ]
n=0
Ripple in-bande 0.0252dB| 1.986dB
calculé sur porteuses
c?=c\{21,...27,39,...,45}
i.e. transition au stop-bande non prise en comjfjte
( " band . )

Table 2: Analyse des postfixes (32 échantillons postfix).

Parametres fenétre de PAPR
Kaiser | opt. Postfix
PAPR 16.174dB| 7.691dB
leoll2
1 D-1 5
) n§O|pn‘
Radiation hors-band -16.153dB| -39.715dB
3 Ipal?
nco f Pp
p'=F
Y
n=0
Ripple in-bande 0.017dB | 0.000176dB
calculé sur porteuses
c?=c\{21,...27,39,...,45}
(i.e. transition au stop-band non prise en compyte)

Table 3: Analyse des postfixes (48 échantillons postfix).
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Raffinement de la synchronisation pour le Pseudo Random Pdst OFDM

Le chapitre 5 s'intéresse a la question suivante: est-céeqéeepteur peut exploiter sa connaissance sur
les séquences de postfixes pour améliorer une synchramigatnporelle et fréquentielle initiale. Cette
estimation initiale n'est pas étudiée dans le cadre de geitchat peut étre effectuée, par exemple, sur
une séquence d'apprentissage a I'entéte de chaque trameed@miques sont détaillées, entre autres,
dans [38].

L'amélioration de la synchronisation temporelle permetmdeux utiliser le postfixe afin d’éviter
une interférence entre blogues au niveau du récepteur: lda@s optimale, la fenétre d’observations
a I'entrée de la transformation de Fourier ne contient queétdantillons d'un seul symbole OFDM.
Avec une réponse impulsionelle d’'un canal assez longueatgend’erreur décroit. La synchronisation
fréquentielle, en revanche, est importante afin d’éviter ideerférences entre porteuses OFDM (inter-
férence intra symbole).

Ce chapitre présente un algorithme de raffinement de la synigation temporelle basé sur une
corrélation avec la séquence du postfixe, précédée par maegadion par I'inverse du scalaire pseudo-
aléatoire de chaque postfixe. L'algorithme est optimal dasens de la maximisation de vraisemblance
dans un contexte de bruit blanc Gaussien addithagdtive White Gaussian Noise (AWGN)es résul-
tats de simulations montrent que ce schéma donne aussirdesances améliorées pour des canaux a
trajets multiples sans connaissance préalable du canétapteur, mais la technique est sous-optimale.
Dans I'exemple des réseaux locaux sans fils (IEEE802.11duptcanal BRAN-A 60ns rms delay
spread, des simulations montrent qu'un algorithme de référeresyhchronisation temporelle donne
une incertitude sur le début de la trame dans l'intervalie $] échantillons (en ne prenant en compte
gue des échantillons des décalages de synchronisatiomitellepqui apparaissent avec une probabilité
supérieure a 16). Le raffinement basé sur le PRP-OFDM permet d’améliorer &msltats dans le con-
texte donné l'intervalle [-1;4] échantillons environ.

La synchronisation fréquentielle est raffinée en exploitafait qu'un décalage fréquentiel conduit &
la présence d’'une phase linéaire dans le signal temportk flease, et finalement le décalage fréquen-
tiel, est estimée par une auto-corrélation. Des résuleassndulation montrent que dans le scénario donné
I'ecar-type s’approche de zéro en moyennant sur environog€figes et a partir d’'un rapport de signal
a bruit d’environ 10dB. Pour un contexte d’'une variance datlplus élevée, la fenétre de moyennage
doit évidemment étre agrandie.

Pour le scénario d'une présence jointe d'un décalage texhgidréquentiel, il est proposé d’effectuer
d’'abord le raffinement temporel. On montre que la présengredphase linéaire en temps ne dégrade
gue le rapport de signal a bruit des sorties du corrélatensuite, ce résultat est utilisé pour estimer le
décalage fréquentiel.

Pseudo Random Postfix Orthogonal Frequency Division Multipexing pour des sytémes a
antennes multiples

Le chapter 6 étend I'étude PRP-OFDM au contexte d’antenngspfies au niveau de I'émetteur et du
récepteur NMultiple Transmit Multiple Receive (MTMR) antenhag’enjeu consiste maintenant a met-
tre en ceuvre l'estimation des tous les canaux de propagatite toutes les antennes d'émission et
toutes les antennes de réception. Il estimportant de noteceg probleme est indépendant du schéma de
codage spatial et temporel. Les résultats de ce chapiwats#mnc applicables a tout choix d’un tel code.



XV

s (n (n) ke Rt (n
si(n us(n qi(n C11 ri(n
& i ; ST Tzp & P/S Y A 14 T SIp ——>
i) §(j) s(j) Nx1 Px1 Px1 : ot py Px1
S/P FR Encoder | — ‘ TXNe 50 WRXN,
1x1 Nx1 Nx1 Sn(N) uM(n)m an (n) j \;m, rn, ()
M () Tzp T p/S — to----1 S/P ——
Nx1 Px1 Px1 CMN, Px1
— B —
Pn, () Vi (N) |
Postfix ST Te MIMO channel
) p Dx1 Px1
Postfix ——> Encoder | —
Dx1 pa(n) vi(n)
W () Tp
Dx1 Px1

Figure 17:Modele discret du modulateur MTMR PRP-OFDM.

L'idée consiste a introduire un seul scalaire de pondérgigeudo-aléatoire pour un sous-ensemble
de postfixes. Par la suite, chaque élément d'un sous-ensegsblpondéré par un nouveau facteur
qui représente un élément d’'une matrice unitaire et orthalgo par exemple d’'une matrice de Walsh-
Hadamard ou d’'une matrice de Fourier. Ceci permet d’extl@nsemble des différents canaux, appellé
généralement canal a entrées et sorties multipfestiple Input Multiple Output (MIMO) channgl Les
symboles des données ainsi que le bruit thermique sorédredmme du bruit Gaussien dont la variance
est réduite en moyennant sur de nombreux bloques.

Deux exemples spécifiques sont donnés pour la mise en placendidulateur et démodulateur PRP-
OFDM. La premiére proposition permet un décodage efficacexploitant les propriétés des matrices
pseudo-circulantes. Le deuxiéme cas nécessite une traraion du signal PRP-OFDM en ZP-OFDM
au niveau du récepteur. Ensuite, des algorithmes d'égalisaP-OFDM peuvent étre utilisés tels qu'ils
sont disponibles dans la littérature [39, 40]. Dans I'exknaun contexte réseaux locaux sans fils, des
résultats de simulation montrent qu'un récepteur MTMR RBFBM avec deux antennes a I'émission
et une antenne pour la réception permet d’obtenir une araiba des performances d’environ 1.5dB
par rapport au CP-OFDM classique pour des modulations BERBRSK, MAQ-16 et MAQ-64. Dans
un contexte de mobilité, des estimateurs dérivés en cbapitont adaptés au contexte MTMR. Pour
I'exemple d’'une mobilité de 32m/s et une fréquence portaeles&GHz, des résultats proche du cas
statique sont obtenus pour le PRP-OFDM pour des consteltati’'ordre inférieur (environ 0.3dB de
perte pour BPSK, environ 0.5dB de perte pour QPSK et envitbdBLde perte pour MAQ-16). Pour
les constellations MAQ-64, les dégradations de performsuieviennent importantes (environ 4dB de
dégradation pour un BER de 1%). Les figures Fig.18 a Fig.21 illustrent des résultats deukition
en terme de BER (probabilité d’erreur de bits) et PER (proié@ta’erreur de trame) obtenus dans le
contexte d’un canal BRAN-A [37] et pour des constellatioi3SK et MAQ-16 et une configuration avec
deux atennes au niveau de I'émetteur et une antenne au mvae@eepteur. Une trame se compose ici
de 72 symboles OFDM.

Pour l'instant, le PRP-OFDM n’est pas appliqué dans une edtMO de type IEEE 802.11n.
En revanche, il est envisageable de proposer ces schémasipaontexte de mobilité élevée (voir
discussion ci-dessus) et dans un contexte d’un grand noddmneennes. Un grand nombre d’antennes
nécessite des préambules de taille importante et introldmc un over-head non-négligeable; le PRP-
OFDM peut donc contribuer a une amélioration de I'efficasjtéctrale en proposant que les canaux de
propagation soient estimés a partir des postfixes.
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CP-OFDM vs PRP-OFDM for MIMO 2x1, QPSK, CC, R=1/2, Channel BRAN-A
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Suppression itérative d'interférence

Le chapitre 7 propose des moyens qui permettent d’amélieseestimations du canal de propagation
en supprimant une partie de l'interférence: I'idée comsistdécoder les données utiles en supposant
gu’une premiere estimation (grossiere) du canal est dibfgorCe décodage est supposé étre éffectué en
utilisant un décodeur a sorties souples. Ensuite, ces dsrsgront ré-encodées (en utilisant les sorties
souples du décodeur), convoluées par 'estimation de lansgpimpulsionelle du canal et soustraites
du signal recu. Ensuite, le canal est estimé a nouveau etgnitafiu fait que l'interférence venant des
symboles utiles est réduite ou (idéalement) supprimée.
Ce processus est illustré ci-dessous:

1.

7.

Estimation initiale de la reponse impulsionelle du cq@dR): a l'itérationk = 0, effectuer une
estimation initiale du canal de propagatio®(i), par exemple d’aprés l'algorithme proposé en
section 7.3.1.

Incrémenter lI'index d'itérationk — k+1

. Effectuer le décodage a sorties souples en utilisantrigiéte estimation du candl(i): mé-

moriser les sorties du décodeur a sorties souples qui iedigia probabilité d’erreur diith
bit décodé de la la constellation sur porteusdu symbole OFDM symboi: pf(xs(i)) avec
nel0,---,N—1]etl €[0,---,l002(Qm) — 1]; Qm est l'ordre de la constellation.

. Estimation de l'interférence: comme détaillé en secfidh3, I'estimation de l'interférencel (i)

du symbole OFDM est générée a partir des probabilités d’err;a%i@xn(i)) et a partir des dernieres
estimations du cand@l(i) comme indiqué par le théoréme 7.3.1.

. Suppression d'interférence: soustraire I'interféeerstimée du vecteur regu(i) et générer un

nouveau vecteur d’observatiorfs(i) = rp(i) — uf(i).

. Estimation du canal: dériver une nouvelle estimation amateX(i) a partir derk(i), comme

proposé par example dans la section 7.3.1. Le resifi(gt montre typiquement une estimation
plus exacte puisque l'interférence des symbols OFDM desdlmsur la séquence du postfixe a
été réduite.

Itérer : autant que nécessaire.

Ce schéma peut étre utilisée, entres autres, pour les afiptis pratiques suivantes:

e L’'estimation du canal de propagation basée sur les posti#z-OFDM devient utilisable dans

le contexte des constellations d’ordre supérieure quissitemt un faible erreur sur les estimés.
Il est possible d’'effectuer une premiéere estimation apiprakve du canal et ensuite un premier
décodage qui conduit probablement a un niveau d'erreuez adevé. Aprés, l'interférence est
calculée en prenant en compte les probabilités d'erreurbiesdécodés et ce résultat permet
d’'améliorer I'estimation du canal dans I'étape suivanta.b@ut de plusieurs itérations, des perfor-
mances en PER du PRP-OFDM dépassent le CP-OFDM comme c’'agénpar des simulations.

Puisqu'il est possible de commencer un décodage itératifigs estimations grossieres du canal
de propagation a la premiére itération, cette techniqueng@iede réduire la taille de la fenétre

d’observations qui est utilisée pour extraire la séquencpastfixe convoluée par le canal. Dans
le cadre des constellations d’ordre inférieur (BPSK, QR dIgst donc possible d’effectuer cette

estimation dans un contexte de mobilité trés élevée ou ute dorrélation du canal ne peut étre
garantie que dans une telle petite fenétre. Ceci permetdlantéliorer la robustesse du systéme
dans un contexte de mobilité.
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Les résultats de simulations présentés ci-dessous cgiréht I'évolution de I'erreur moyenne quadra-
tique sur plusieurs itérations.

CIR MSE for QAM-64, R=1/2, BRAN-A Channels, C/I = 24dB
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I
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Number Iterations

Figure 22:Erreur moyenne guadratique du CIR pour MAQ-64, BRAN-A, QA4dB.

Codage Low Density Parity Check (LDPC) pour 'OFDM

Le chapitre 8 regarde les aspects de l'utilisation de 'OFB&hs un contexte pratique sous un angle
différent. Puisque le probléme de I'estimation du canalrd@@gation a été abordé dans des précédentes
discussions, ce chapitre s'intéresse en particulier a tiligation optimale des codes LDPCdw Den-

sity Parity Checken combinaison avec 'OFDM (PRP-OFDM, CP-OFDM, ZP-OFDMauire): dans
des systeémes existants, I'attribution des mots de code LExBporteuses OFDM est souvent linéaire
(c’est-a-dire, il n'y a aucun algorithme d’adaptation).efit démontré dans le contexte de cette thése
gue les performances peuvent étre améliorées d’envirodB eh PER en appliquant un entrelacement
optimisé en prenant en compte une connaissance du canajigption au niveau de I'émetteur. Cette
connaissance peut étre obtenue en pratique en exploitegtipaocité du canal ou en utilisant des sché-
mas de boucle fermée ou le récepteur communique ses estigdi canal a 'émetteur. Cette étude se
base sur des codes de taille infinie et sans cycles. Il estoposgi’'une optimisation différente puisse
donner de meilleurs résultats dans le contexte des codsgsiten pratique, c'est-a-dire des codes de
taille limité et avec des cycles.

Une fois que la connaissance du canal est établie, un dguwitest proposé afin d’effectuer la
recherche d'un entrelaceur. La complexité arithmétiqueedalgorithme est trés faible, puisqu’il con-
siste principalement en un triage du module des coefficidntsanal en frequence combiné avec un
triage des degrés de noeud de variables du code LDPC.
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Figure 23: Exemple de I'optimisation du mapping des motsatked DPC.

L'optimisation est effectuée en exploitarsiproximation Gaussienr@nnue de I'analyse théorique
des codes LDPC. La littérature propose des outils qui péemtet’'évaluer I'évolution des métriques
pendant le codage itératif (en supposant un algorithmpraigagation de croyancgs Ces outils sont
consultés afin de dériver des attributions optimales desdei mots de code aux porteuses OFDM. En-
suite, une décompaosition en série d'ordre deux est présafitéde trouver un algorithme d’optimisation
dans un contexte pratique ou peu de degrés élevés de nceumtsathdeg existent.

Des résultats de simulations sont présentés pour le cod€Llipdposé dans le contexte de la nor-
malisation des réseaux locaux sans fils IEEE802.11n [41lisMboisissons une longueur de bloque de
576 bits et un canal de propagation a trajets multiples (BRAS7]).

Performance results of optimized LDPC code-word mapping, R=1/2, 512 bits code-word, BPSK, Channel BRAN-A Performance results of optimized LDPC code-word mapping, R=1/2, 512 bits code-word, BPSK, Channel BRAN-A
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Figure 24:BER pour code LDPC apres optimisatidfigure 25: PER pour code LDPC apres optimisation,
canal BRAN-A, 576 bits mot de code. canal BRAN-A, 576 bits mot de code.
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Conclusion

Le chapitre 9 donne quelques conclusions et présente ds aikas de recherche. Entre autres, les sujets
suivants sont proposes:

e Etude d’architectures a faible complexité pour I'estimatdu canal basée sur les postfixes PRP-
OFDM.

e Etude d’architectures a faible complexité pour I'estimatdu canal basée sur les postfixes PRP-
OFDM en applicant la suppression itérative d’interférence

e Etude de I'influence dpower delay profile (PDP(et I'exactitude des estimations disponibles) sur
I'estimation du canal.

e Etude LDPC: Prise en compte de connaissances sur des raafif& a petite taille et en présence
de cycles.

Appendices
Les appendices présentent des outils et des démonstratiosent utilisés dans des chapitres principaux:

e L'appendice A présente une démonstration de diagonalisalies matrices pseudo-circulantes.
Proposition: La matric€, définie comme suit

Co a-CN—1 O-CN—2 — O-Cp
C. — C1 Co a-CN—1 — O-C
* ! N N N
CN—1 — — — Cp
= Cig+0a-Cyp,

est diagonalisé comme indiquée ci-dessous:

Cq = Vﬁldiag{c (a*ﬂ e (of%ej sz_1>>}VN

avec
lN_l 2n :_2L N-—1
VN = N ZO‘G‘_W FNdIag{17 7GT}7
N &
1 ii i2m
Fvo= —= (W) Wy i=e 1T
N VN UN Jociono<j<n W
N-1
C(2 = Z)cnz*n andz a,co,...,cn_1 € C.
n=

e L'appendice B dérive des égaliseurs a moindre carrés (MMSE)
A partir d'un signal recu PRP-OFDM comme présenté en chapitr
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il est démontré comment dériver un égaliseur standard MM$IE égaliseur sans bias d’apres les
travaux de [42—44]. L'égaliseur a moindre erreur moyenrasicatique déterminant les estimations
ded\(i) en (1) est donné par:

Gunse = Fn[INOnp] RSPCE:Q_l
= Fn[INOnp]Rs:VE()DI'Q Vi (i),
with Q := Ry, +CpRs.CH, Q := Rn, +DiRs.D, R, :=E [np(i)nH (i)] = 02, R, := E [0 (i)sH (i)],
Re = Vp(i)Rs, VH(i).
O

L'égaliseur a moindre erreur moyenne quadratique et sais Béterminant les estimations de
S (i) en (1) est donné par

G ey = (Rg, —diag{ho, -, An_1})FnCH [CBiRSPCHJar -
— GGiiVse
G := |—diag{ho, -+ ,An_1}Rg’
An = [RgBi—In]yn/ Bilnn
Bi = FnCH CBiRSPCE'iJar]‘lCOFH

0URs, = [INOn,p] Rs [INOnp]™ est supposée diagonaRs, = E [se(i)sH(i)] et C, est la matrice
de dimensiorP x N contenantCs|(P) N premiéres colonnes.
O

e L'appendice C donne des résultats d'évaluation de conplelds architectures d’estimation de
canal et d’égalisation pour le CP-OFDM et PRP-OFDM.

e L'appendice D présente et discute plusieurs schémas deligaiain de I'évolution du canal de
propagation dans un contexte de mobilité.

e L'appendice E présente un théoréme de permutation entnaagges circulantes et des matrices
de correlation.

Proposition: A partir de la matrice suivante de corrélatlecirculanteM ; de tailleP x P par (5.6)

[ Po P - Ppp-r O — — O
P1 /! Po
S :
Po-1 Po-2
M, = 0 Pp-1
0 S0
0 s 0
l / !
. 0 p - pp2 b1 0O — O ]

et de la matrice de convolution circulanBrc(P) de taille P x P, la validité de I'expression

suivante est démontrée:
M3Ccirc(P) = H&re(P)M.
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e L'appendice F rappelle quelques propriétés utiles de® tdegcmatrice et de la dérivation de ces
traces.
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Abbreviations, Definition of Operators and
List of Symbols

ABBREVIATIONS

ADC
ADSL
AP
AR
AWGN
BER
cC
CDMA
CIR
COFDM
cP
csl
DAC
DFE
DMT
ETSI
IBI
i.i.d.
IClI
IS
FIR
Gl
(DFFT
LLR
LOS
MA
MIMO
ML
MMSE
MT
MTMR
OFDM
PA

Analog to digital conversion
Asymmetric digital subscriber line
Access Point

Auto-Regressive

Additive white Gaussian noise

Bit error rate

Convolutive coding

Code Division Multiple Access
Channel Impulse Response

Coded OFDM

Cyclic prefix

Channel State Information

Digital to analog conversion

Decision feedback equalizer

Discrete Multi-tone Transmission
European telecommunications standard institute
Inter-Block-Interference

Independent and identically distributed
Inter-Carrier-Interference
Inter-Symbol-Interference

Finite impulse response

Guard interval

(Inverse) Fast fourier transform
Log-Likelihood-Ratio

Line of Sight

Moving-Average

Multiple inputs multiple outputs
Maximum likelihood

Minimum mean square error

Mobile terminal

Multiple Transmit Multiple Receive antennas
Orthogonal frequency division multiplexing
Power Amplifier
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PAPR
PDF
PDP
PRP
QAM
QPSK
SDM
SINR
SISO
SNR
STSR
SVD
TZ
WLAN
ZF

ZP

OPERATORS

—~
—~ .
. ~—
~—

. \_/\_/\_:4\_/\_;\_/\_/
_— —+ I m
~ ® *

e~~~ o~~~

Peak to average power ratio
Probability density function
Power Delay Profile
Pseudo Random Postfix
Quaternary Amplitude Modulation
Quadrature Phase shift keying
Spatial Division Multiplexing
Signal to Interference plus Noise Ratio
Single Input Single Output
Signal to Noise Ratio
Single Transmit Single Receive antenna
Singular Value Decomposition
ztransformation
Wireless Local Area Network
Zero forcing
Zero Padded

Convolution operator

Kronecker multiplication

Complex conjugation

Operator which reads a vector in inverse order

Transposition operator

Hermitian transposition operator

Moore-Penrose pseudo-inverse

Corresponds tg |- |2

Floor operator

nth column of the matrix argument

Determinant of the matrix argument

Diagonal matrix whose diagonal elements are the compoiénttor
X

Matrix rank operator

nth row of the matrix argument

operator that is applied on a vector of real values returttieginteger
row of the its largest element

Statistical expectation operator

Statistical expectation operator including de-weightoygPRP-OFDM
related pseudo-random weighting factors

Fourier transformation

Inverse Fourier transformation

Unit delay operator

Nabla operator, derivation operator

Trace of a matrix

Real part operator

Imaginary part operator
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NOTATIONS

Opbxp
an

Tn
Cisi(P)

C|DB| g\IP
i
CIBI (

CISI

Im

)
P)
P)
i

I1SI,D
CIm

1BI,.D
CIm

Ccirc(P)
Cg

k
P
Cg ()
Co

C(2)
Cim

D x D matrix containing zero elements

A N x 1 vector containing arbitrary symbols

Diagonal frequency channel matrix of sikiex N

P x P Intra-Symbol interference channel matrix

P x P Inter-Block interference channel matrix

FirstD rows of P x P Intra-Symbol interference channel matrix
FirstD rows of P x P Inter-Block interference channel matrix
Intra-Symbol interference MIMO channel matrix betwdém transmit
andmth receive antenna

Inter-Block interference MIMO channel matrix betwelh transmit
andmth receive antenna

D x D Intra-Symbol interference MIMO channel matrix betwelén
transmit andnth receive antenna

D x D Inter-Block interference MIMO channel matrix betwddmtrans-
mit andmth receive antenna

P x P circulant channel matrix

Circulant channel convolution matrix with upper triangulpart
weighted by

MIMO channel convolution matrix folth transmit antenna with upper
triangular part weighted b

Estimated pseudo-circulant CIR matrixidi OFDM symbol akth iter-
ation with upper triangular part weighted By

P x N channel convolution for ZP-OFDM context

Channel convolution matrix with upper triangular part weed byz 1
Channel convolution matrix betwedth transmit andmth receive an-
tenna

D x 1 vector containing the channel impulse response

Time domain vector containing the MIMO channel impulse crse
betweerth transmit andnth receive antenna

Estimated CIR akth iteration forith OFDM symbol

Frequency domain vector containing the MIMO channel impuis-
sponse betweelth transmit andnth receive antenna

D x 1 vector containing the channel impulse response plus noise
D x 1 vector containing the channel impulse response estimates

D x 1 vector containing the channel impulse response estinflbéssd
on a Minimum Mean Square Error (MMSE) estimation approach)
D x 1 vector containing the channel impulse response estinfldssd
on a Zero Forcing (ZF) estimation approach)

Continuous time domain channel impulse response

Channel frequency response on geOFDM carrier

Time domain channel impulse response sampled at in§tant
ztransformation of channel impulse response

ztransformation okth sample of the channel impulse response over all
OFDM symbols
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catk(2)

(f)m

ztransformation okth sample of the channel impulse response over all
OFDM symbols including a time synchronization offset

kth time domain coefficient of the channel impulse response

kth time domain coefficient of the MIMO channel impulse resgmbe-
tweenlth transmit andnth receive antenna

kth frequency domain channel coefficient

Process noise

Clipping amplitude

Diagonal matrix containing channel coefficients

Diagonal matrix used for diagonalization Mf;

Diagonal matrix containindgth frequency domain channel impulse re-
sponse

Matrix regrouping fourD,

Size of the guard interval

Complexity of a Fast Fourier Transform

Sum of first and lasD elements of the received vector wth receive
antenna ankéth OFDM symbol of theth received ST block de-weighted
by the corresponding pseudo random weighting faatey

Expectation oflk (i)

Expectation ol (i) with IBl and ISI contributions kept separately
Concatenation of aliX, for a givenm

Variable node degree in LDPC code

Check node degree in LDPC code

Matrix performing the Fourier Transform

Matrix performing the Inverse Fourier Transform combineiihwihe
insertion of the CP-OFDM cyclic prefix sequence

Matrix performing the Inverse Fourier Transform combineiihwihe
insertion of the trailing zeros sequence

Transition matrix for Kalman filter process equation

The sub-matrix ofp stacking the rows associated to in-band carriers
The sub-matrix ofp stacking the rows associated to out-of-band carri-
erso

A 1 x P vector containing the row df - corresponding to carrier,

A 1 x P vector containing the row d¥, corresponding to carrier,
Themth component of§

Themth component of]

Frequency offset

Estimated frequency offset

Doppler frequency

Power Amplifier transfer function

Distribution of thelth LLR message arriving at variable nodes in LDPC
belief propagation decoder corresponding to a zero-bit

Generic equalization matrix

Channel estimator matrix

Zero Forcing (ZF) based equalization matrix (ZP-OFDM based
Minimum Mean Square Error (MMSE) based equalization mg#iR-
OFDM based)
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JIn

JCIip
JCIip,ideaI
JFIat
JOut
JTOt

K
L
Mj;
Miprc
Mp
Mm
Data
mZLDdPC
mRe
Z, ppc

m)/

)

Zero Forcing (ZF) based equalization matrix (PRP-OFDM dager
ith OFDM symbol

Minimum Mean Square Error (MMSE) based equalization mg®RP-
OFDM based) forth OFDM symbol

Ensemble of algl((')(z) of all time domain sampldsand OFDM symbols
Diagonal matrix containing carrier weighting factors aftgualization
Matrix detailing sample correlation after equalization

shaping filter folkth OFDM sub-carrier

cyclically extended shaping filter fdth OFDM sub-carrier

Sum over all OFDM symbols of thieh time domain sample of shaping
filter for kth OFDM sub-carrier

LDPC code matrix

LDPC code base matrix

N x N unitary matrix

OFDM symbol number used as a reference for channel estimatym-
chronization refinement, etc.

Oth order Bessel function of the first kind

Correlation coefficients

Sub-optimum cost function for criterion of clipping
Optimum cost function for criterion of clipping

Cost function for criterion of spectral flatness

Cost function for criterion of out-of-band radiation

Total cost function of postfix optimization

Number of used sub-carriers per OFDM symbol

Channel order

J circulantcorrelation matrix for synchronization refinement
Number of bits in an LDPC code-word

Number of columns in the LDPC base matrix

LDPC code-word

Data bits of an LDPC code-word

Redundancy bits of an LDPC code-word

Mean value of messagesin an LDPC belief propagation decoder at
iterationl

Mean value of messagesin an LDPC belief propagation decoder at
iterationl

Matrix containing MTMR receiver noise vectors fidh ST block

Time domain noise vector of siZd x 1 associated to theth OFDM
symbol

Time domain estimation noise vector of sidex 1

Time domain estimation noise vector of sidex 1 associated to thigh
OFDM symbol

FirstD elements of the time domain noise vector of $#zel associated
to theith OFDM symbol

LastD elements of the time domain noise vector of $#zel associated
to theith OFDM symbol

First D elements of the MIMO time domain noise vector of se 1
associated to theh OFDM symbol of thenth receive antenna
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Nma(i) LastD elements of the MIMO time domain noise vector of sRe 1
associated to thieh OFDM symbol of themth receive antenna

) Frequency domain noise vector

fin Frequency domain noise vector of sidex 1

Ny Observation noise vector

Nw (i) Noise plus interference associated toitieOFDM symbol

Nozp (i) Z regrouped vectors ofl2 noise samples each

Nazp(i) Z regrouped vectors ofl2 noise samples each

Nm(i) Time domain noise vector on timeth receive antenna

nk, Mean noise contribution (calculated ov&observations) omth receive
antenna andéith symbol inside the current ST block

nX o Mean noise contribution (calculated ow&observations) omth receive

7 antenna andkth symbol inside the current ST block with IBI and ISI

contributions kept separately

Nm Concatenation of afik, for a givenm

Nm.2D Concatenation of alfX, for a givenm with IBI and ISI contributions
kept separately

N Number of samples per OFDM symbaiat including the prefix/postfix

_ seqguence)

N Number of used (non-zero) carriers of an OFDM symbol

Ny Number of receive antennas in the MTMR configuration

N Number of transmit antennas in the MTMR configuration

Po Permutation matrix used for PRP-OFDM synchronization

Pp D x D circulant convolution matrix with postfix sequence coeéfits

PisiD Upper triangular part dD x D circulant convolution matrix with postfix
sequence coefficients

Pisip Lower triangular part oD x D circulant convolution matrix with postfix
sequence coefficients

Po D x D circulant convolution matrix with postfix sequence coeffits in
frequency domain

P N x N permutation matrix

Py P x P permutation matrix

P Number of samples per OFDM symbol including the prefix/prsté-
guence

Pb D x 1 time domain postfix sequence vector

p(i) ith D x 1 time domain MIMO postfix sequence vector o transmit
antenna

pp vector consisting oN zero elements followed by the samples time
domain postfix sequence vector

pF(')(i) Ith interference vector used in MTMR decoder ifibr block

Pp vector consisting of th® samples time domain postfix sequence vector
followed byN zero elements

ps(t) Continuous time domain postfix sequence

p)(2) Sum over all OFDM postfix sequences of thietime domain sample of
continuous postfix sequence

PK(Xn(i)) Decoded bit-probabilities of thieh encoded bit of the constellation on

carriern of OFDM symboli on decoding iteratiok
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p(2) z transformation of time domain postfix sequence weighteddmsugo-
random factorsx(i)

p(2) ztransformation of OFDM postfix time domain samplest(including
OFDM data symbol)

Q(i) Matrix containing MTMR transmission vectors fith ST block

Q Time synchronization offset

Qwm Constellation order

Q Estimated time synchronization offset

Q Variable related to time synchronization offset

qi (i) Ith output of ST encoder oifth block including pseudo randomly
weighted postfix sequences

R(i) Matrix containing MTMR receiver vectors foth ST block

R(i) Matrix containing estimated MTMR receiver vectors fthr ST block

Reo Covariance matrix op

IicD Covariance matrix ofp in frequency domain

Rap Covariance matrix ofip

IiﬁD Covariance matrix ofip in frequency domain

ri) Received vector atth OFDM symbol

ri) Received vector ath OFDM symbol in frequency domain

rZP(i) Received vector ath OFDM symbol

rm(i) Received vector ath OFDM symbol on thenth receive antenna

rn(i) Received vector of sizd x 1 of ith OFDM symbol

rozp(i) Z regrouped vectors ofl2received samples each

rn Received vector of sizH x 1

'no FirstD coefficients of the received vector of si2e< 1

p,1 LastD coefficients of the received vector of siPe< 1

rmo(i) FirstD elements of the received vectoriti OFDM symbol on thenth
receive antenna

rma(i) LastD elements of the received vectoritti OFDM symbol on thenth
receive antenna

r_',é(i) Received vector of siz@ x 1 of ith OFDM symbol including postfix
sequence after interference suppressioktbriecoding iteration

fco Mean value of p o de-normalized by pseudo random weighting coeffi-
cients

fc1 Mean value of p ;1 de-normalized by pseudo random weighting coeffi-
cients

fe Estimated postfix sequence circularly convolved by the obhof size
Dx1

fcop Estimated postfix sequence circularly convolved by the obhof size
2D x 1 keeping IBI and ISI parts separate

r(z) vector containing transformation of received samples

re(n) ki time domain component of thd x 1 received vectory at OFDM
symboln

r(t) Continuous time received signal

[r(t)]at Continuous time received signal including a time offset

[r(t)|ar Continuous time received signal including a frequencyatffs

r[T] Time domain received signal sampled at instaint

r

(2) ztransformation of the received time domain samples
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z transformation of the received time domain samples inolydi time
synchronization offset

z transformation of the received time domain samples inolydi fre-
quency synchronization offset

nth sample of the received signal in thk OFDM symbol

Continuous time received signal including a frequencyatffs

Ith polyphase component aftransformation of the received time do-
main samples

ztransformation of(n)

Code rate

Sample correlation

Cyclospectrum of order 0 of the transmitted time domain eage
Rectangular function

Grouped ST encoded outputsiti block

N-dimensional time domain transmit vector

The firstD elements of thé&l-dimensional time domain transmit vector
The lastD elements of th&l-dimensional time domain transmit vector
N-dimensional time domain transmit vector associatedttiotOFDM
symbol

N-dimensional frequency domain transmit vector associdtedith
OFDM symbol

AlternativeN-dimensional frequency domain transmit vector associated
toith OFDM symbol

P x 1 vector containingth CP-OFDM symbol including cyclic prefix
extension

ztransformation o(n)

Estimated OFDM symbol in frequency domain

Ith ST encoder output oth block

First D elements ofth ST encoder output ath block

LastD elements ofth ST encoder output ath block

kth time domain component of th¢ x 1 transmit vectosy at OFDM
symboln

kth frequency domain component of tiNex 1 transmit vectorsy at
OFDM symboln

ztransformation ofn)

z transformation of OFDM data symbol time domain samplest {n-
cluding postfix sequence)

z transformation of CP-OFDM data symbol time domain samphes i
cluding cyclic prefix sequence

ZP-OFDM precoding matrix

Sampling rate

OFDM symbol block duration (including prefix/postfix sequeh
OFDM symbol prefix/postfix duration

OFDM symbol block durationnotincluding prefix/postfix sequence)
Time variable

Variable node degree of regular LDPC codes

Maximum variable node degree of an irregular LDPC code



XXX

Check node degree of regular LDPC codes

Maximum check node degree of an irregular LDPC code
ztransformation of sequencg

Observation matrix

ztransformation ofi(n)

[th output of ST encoder ofth block including trailing zeros
Estimated interference vector of siPe< 1 onkth decoding iteration
Pointer to variable node degrees of data bits of an LDPC vantd-

Pointer to variable node degrees of redundancy bits of an@.Bdtle-
word

Transmitted continuous OFDM time domain signal

Transmitted continuous OFDM time domain signal sampledhstint
T

nth sample of theth Transmitted continuous OFDM time domain sym-
bol

ztransformation oty (i)

LLR messages arriving at variable nodes in LDPC belief pgagan
decoder

LLR messages arriving at variable nodes in LDPC belief pgagian
decoder at iteratioh

Ith LLR message arriving at variable nodes in LDPC belief pgaiion
decoder corresponding to a zero-bit

P x P matrix containing eigenvectors of pseudo-circulant cledicon-
volution matrix

Postfix sequence convolved by channel plus noise

Orthogonal and unitary matrix

Precoding matrix of siz&l x K

Coefficiente 1 ¥ used for definition ofy

Channel estimator matrix

Matrix regrouping severa(:lBk weighted by coefficients of a Walsh
Hadamard matrix

Channel estimator matrix

Residual noise plus interference expression on receivetbvafter in-
terference suppression &th iteration

Variable node degrees of data bits of an LDPC code-word
Variable node degrees of redundancy bits of an LDPC codelwor
Ith row andith column of the orthogonal and unitary matk
Combination matrix for combining channel estimates witlfedent
noise contributions

Length of OFDM symbol window size used for channel estinratio
Number of LDPC parity check equations

Number of rows in the LDPC base matrix

One-block observation window size

Complex numbers
Natural Numbers
Real Numbers
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yClip
yFlat
VDut
6n,n’
3(t)

Entire Numbers

Set of in-band carriers

A generic ST encoder for the OFDM data symbols
Gaussian distribution with mean and variances?
Set of out-of-band carriers

A generic ST encoder for the postfix sequence

Pseudo random weighting factor of postfix sequencdtioa OFDM
symbol

ztransformation ofi(i)

Complexity of a complex addition

Complexity of a real addition

weighting of upper triangular part of channel convolutiomtrix for
PRP-OFDM

Cost function weight for criterion of clipping

Cost function weight for criterion of spectral flatness

Cost function weight for criterion of out-of-band radiatio

Kronecker symbol

Dirac’s Delta function

Synchronization offset

Estimation error onth block

Node degree of LDPC code

A real, positive coefficient

Auxiliary function for LDPC message update calculation
Polynomial defining the variable node degrees of an irregulPC
code

Weight of degree variable nodes of an irregular LDPC code
Alternative definition of weight of degraevariable nodes of an irregular
LDPC code

Complexity of a complex multiplication

Complexity of a real multiplication

Complexity of a multiplication reak complex

LLR messages leaving variable nodes in LDPC belief propagate-
coder

LLR messages leaving variable nodes in LDPC belief propagate-
coder at iteratior

The constantt~ 3.141592653589793238462643383279502884197
Polynomial defining the check node degrees of an irreguld?ClBode
Weight of degree check nodes of an irregular LDPC code
Alternative definition of weight of degreecheck nodes of an irregular
LDPC code

Noise variance

Variance of time domain OFDM data samples

Variance of noise plus OFDM time domain samples

Time

Phase of the pseudo random weighting factor of postfix semguenithe
OFDM symbol
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Qconst Constant phase offset
W(k) Number of data bits in a given constellation
w Frequency
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Chapter 1

General Introduction

Advanced digital communications theory is currently fgcanconsiderable amount of attention: recent
advances in semiconductor technology make the applicafibigh performing, but complex algorithms
attractive for mass-market products. To give an exampéefuture generation of high throughpiiire-
less Local Area Networkis about to be standardized in the IEEE802.11n Working Gf8ap32]. It
will provide data throughput of 500Mbps and beyond aboveRhgsical Layer(PHY), applyingMul-
tiple Transmit Multiple ReceiveMTMR) Orthogonal Frequency Division MultiplexingdFDM) archi-
tectures:Spatial Division MultiplexingSDM) is standardized on the transmission side, wikfiileimum
Mean Square ErroMMSE) andMaximum LikelihoodML) receiver architecture are already a reality.
In order to increase the link reliability in a point-to-pbiscenario, the draft standard propo&isgu-

lar Value DecompositiolSVD) based beam-forming approaches combined with ex@icannel State
Information (CSI) feedback. On the channel coding side, the currenugeal tends towards the use
of Low Density Parity Check_.DPC) codes providing approx. 2dB to 3dB of coding gain canegl to
standard convolutional codes in a typical scenario. Whikeliasic theory of these approaches is well
known and extensively published, numerous practical dsee still unresolved. In particular, the joint
use of these advanced technologies still requires sciestifdies.

This thesis addresses the following practical aspectgtiaggan improvement of communication
systems as the one discussed above: a modification of sth@gatic Prefix OFDM(CP-OFDM) is
proposed which enables the receiver to perform a first-ageleri-blind channel estimation and tracking
approach:Pseudo Random Postfix OFDRRP-OFDM) [1, 3—-26]. As a consequence, OFDM is appli-
cable in a high-velocity scenario (up to 72m/s of mobilityaadGHz carrier frequency is considered)
avoiding the introduction of learning sequences and/at pilnes. As a consequence, the spectral effi-
ciency of the system is improved. Several efficient algamghare proposed for this purpose, providing
different trade-offs in terms of receiver performance aadadling latency. In the final chapter, an opti-
mum use of LDPC codes in combination with the OFDM modulaioneme is addressed in a frequency
selective propagation channel environment.
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The chapters of this document are organized as follows:

e Chapter 2 gives a general overview on the OFDM modulatiorersehand presents the novel
Pseudo-Random-Postfix OFDM (PRP-OFDM) modulator. Stahdareiver architectures are dis-
cussed and the impact of time and frequency synchronizati@ns is illustrated.

e The novel Pseudo-Random-Postfix OFDM (PRP-OFDM) modulasicheme is further studied
in chapter 3. The focus is on the receiver architectures evitez following two basic equal-
ization approaches are proposed: i) it is shown how to toenmsthe PRP-OFDM signal in the
receiver to the known Zero-Padded OFDM (ZP-OFDM) whichva#idhe use of available equal-
ization schemes [39]; ii) alternatively, a symbol-basedadigation approach is derived exploit-
ing the diagonalization properties of pseudo-circulantries. Then, it is shown how to exploit
the pseudo-randomly weighted postfix sequence of PRP-OF®MHannel estimation in both,
a time-invariant and time-variant case. In the time-irmariscenario, a low-complexity receiver
architecture is proposed. Simulation results show that-BRPM allows to guarantee improved
performances with respect to CP-OFDM for lower-order celietions (BPSK, QPSK, QAM-16);
in a high-mobility context (considering velocities up ton7/2 at a carrier frequency of 5.2GHz),
PRP-OFDM suffers only a slight performance degradationthenexample of QPSK constella-
tions, rateR = 1/2 convolutional channel coding and ASOOFDM symbols of 64 carriers plus 16
postfix samples each, approx. 0.4dB of performance pemajigéket error rate (PER) is observed
compared to the time-invariant results with one packetaiomg 72 OFDM symbols.

e The specific design of the deterministic postfix sequenceslisessed in chapter 4. For this
purpose, several design criteria are taken into accourspegtral flatness of the in-band signal,
i) minimum signal power on out-of-band carriers and ii) imam Peak-to-Average-Power-Ratio
(PAPR) in time domain. Exemplary postfix sequences are predeneeting these requirements.

e The exploitation of PRP-OFDM'’s pseudo-randomly weightedtfix sequences for time and fre-
guency synchronization refinement is discussed in chaptssbiming that an initial synchroniza-
tion is available based on standard techniques (e.g.,.[38I¢ time synchronization is shown to
be improved by performing a cross-correlation of the remgi?RP-OFDM signal by the deter-
ministic postfix sequence. The frequency offsets are thigmexsk by autocorrelation. Simulation
results illustrate the performance of the proposed schermeritext of a frequency selective fading
channel.

e Chapter 6 generalizes the PRP-OFDM modulation scheme MTi4R antennas context: a block
based approach is presented introducing orthogonal vieggfactors on the different postfix se-
quences. The approach enables the receiver to estimatesheat impulse responses between any
transmit and receive antenna of the system based on pogifieisees only. Two transmit/receiver
architectures are derived: one is targeting a transfoomaif the received signal to ZP-OFDM
(applying then known equalization and decoding approaf3f3; the second approach benefits
from the diagonalization properties of pseudo-circulaatmoes. Simulation results illustrate the
system performance for different constellation types (RPR@PSK, QAM-16 and QAM-64) and
velocities (Om/s to 32m/s at a 5GHz carrier frequency).

An Iterative Interference Suppressi@iiS) approach is presented in chapter 7. The idea consists i
exploiting decoded OFDM data symbols in order to reducerttezfierence on PRP-OFDM postfix
sequences; this approach helps to improve the channelatstimproperties and makes PRP-
OFDM applicable to higher-order constellations (QAM-64laiove). Moreover, it is explained
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how IS can be used in order to reduce the observation windagth for estimation of the postfix
sequences convolved by the propagation channel. Thisitpahmelps to further increase the
robustness to mobility.

e Chapter 8 complements the PRP-OFDM related study result®hsidering an optimum use of
OFDM in combination with LDPC coding. An adaptive interleavs derived (assuming CSI to
be known) guaranteeing an optimum mapping of LDPC code witstbhto OFDM carriers. The
corresponding mapping algorithm mainly requires the sgrtf the absolute value of channel
coefficients and the degrees of LDPC variable nodes; it ieetbee of limited complexity and
expected to be applicable in practice: the proposed approas been presented at the standard-
ization Working Group IEEE802.11n. Simulation resultswhibat the optimized scheme leads to
approx. 0.95dB gain in PER performance over a random mapping

¢ A final conclusion and further study ideas are presentedapteln 9.

The appendices are organized as follows:

e Appendix A presents a generic proof of the diagonalizatimperties of pseudo-circulant matri-
ces. This theorem is applied throughout this thesis in amderive low-complexity PRP-OFDM
equalization architectures.

¢ Appendix B derives biased and unbiased MMSE equalizersRit-BFDM.

e Appendix C gives complexity estimates of the proposed PRPH® equalization and channel
estimation architectures.

e Appendix D presents several approaches for modeling thediolution of time-variant propaga-
tion channels.

e Appendix E derives a permutation theorem that is usefulifioe tsynchronization refinement.

e Appendix F recalls several rules of how to differentiatettiaee of complex matrices.
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Chapter 2

Orthogonal Frequency Division
Multiplexing

This chapter presents a novetthogonal Frequency Division MultiplexingdFDM) based modulation
scheme:Pseudo Random Postfix OFDM(PRP-OFDM) [1-26]. A time-continuous and time discrete
model is presented and compared to the corresponding sigmedgor the classic&yclic-Prefix OFDM
(CP-OFDM) and the recently presentédro-Padded OFDMZP-OFDM).

2.1 History and recent evolutions of Orthogonal Frequency vision Mul-
tiplexing

OFDM is a multi-carrier modulation technique which usegidet and orthogonal carriers for signal
transmission. [45] initially proposed the OFDM principles 1966 and was granted a corresponding
patent in 1970. The original system proposal, howevergiout to be challenging in terms of modula-
tion, synchronization and coherent demodulation as soareage number of carriers is used [46]. Based
on this observation, [47] proposed a modified modulatiorreggh based on the Discrete Fourier Trans-
form (DFT) in 1971. In order to fight Inter-Block-Interferes (1Bl), [48] originally proposed the use of
a redundant cyclic prefix extension of each OFDM symbol inQL98Iso in 1980, [49] introduced an
equalization algorithm for the suppression of Intra-Syhibterference (ISI) and IBI which may result
from a frequency selective propagation channel, synchatioin error or phase error. The same author
applied Quadrature-Amplitude-Modulation (QAM) to OFDMbstarriers, pilot tones and trellis based
coding techniques leading to a high-speed OFDM system tipgfia the voice-band. In 1985, [50] in-
troduced a pilot-based scheme which helps to reduce théargace from multi-path propagation. [51]
proposed in 1987 a practical OFDM modulation concept baseth® generation of a discrete time do-
main digital signal followed by a Digital-to-Analog (D/A)oaversion. [52] proposed 1989 to allocate
more data on the carriers near the DC component in order tedre the throughput. During the 1990s,
OFDM was widely applied in standardization: Asynchronougital Subscriber Line (ADSL) [53] and
ETSI's Digital-Audio-Broadcasting (DAB) [54] were amoniget first OFDM based standards published
in 1993 and 1995 respectively, followed by terrestrial RigVideo-Broadcasting (DVB-T) [55] in 1996,
the WLAN standards IEEE802.11a [56] and ETSI BRAN HIPERLA§87] in 1999 and others. Later,
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this trend continues as illustrated for example by the OF[gdl standardization effort on a Multiple-
Transmit-Multiple-Receive (MTMR) antennas WLAN systendaenthe pseudonym IEEE802.11n [58]
and the European Projects ISRBADWAY IST-2001-32686 [14—-20, 29] and IST-WINNER 1ST-2003-
507581 [21-24,30]: IST-BOADWAY proposes a hybrid WLAN standard operation at 5GHz and 60GHz;
IST-WINNER studies candidate air interfaces for futur® generation) mobile communication systems
preparing a corresponding standardization phase.

All these standards are based on the classical CP-OFDM mittmtulscheme which was subject
to further studies during recent years: to give a few exam{k9] introduced an efficieritVeighted
Sub-Band Adaptive Filterin@QVSAF) algorithm, [60, 61] studied the useldhear PrecodingLP) tech-
nigues in the framework dpread Spectrum OFDES-OFDM) [62] in order to increase the frequency
diversity. Multi-User access schemes were proposed inrmadwork ofMulti-Carrier CDMA (MC-
CDMA) [63-65] andOrthogonal Frequency Division Multiple Acce@8FDMA) [66, 67]. [68, 69] con-
sider the so-calledisotropic Orthogonal Transform Algorithm OFDMOTA-OFDM) where any pre-
fix/postfix sequence can be omitted due to a particular shapgeesub-band signals in both time and
frequency domain. A comparison in a common framework ofedéht OFDM schemes has recently
been presented in [9].

More recently, it was proposed to replace the cyclic extensif CP-OFDM by a zero padding se-
guence of same duration leading to Zero-Padded OFDM (ZPNDHB9, 40, 70—76]. It turns out that
this modifications still permits to recover carriers evethéy coincide with channel nulls. Moreover,
the receiver may choose among a variety of decoding andiegtiah approaches with different perfor-
mance/complexity trade-offs [39].

In the framework of this thesis, it is proposed to replacezbio Padded sequence of ZP-OFDM by
a pseudo-randomly weighted, deterministic sequence krnoviaoth the transmitter (TX) and receiver
(RX). This allows to keep the advantages of ZP-OFDM and maedhe deterministic part can be
exploited for channel estimation and synchronization esfiant without the typical overhead in terms
of learning symbols and pilot tones. The novel modulatidmeste is entitledPseudo Random Postfix
OFDM (PRP-OFDM)and is of advantage over known schemes if the system reqgliieesinimum
pilot overhead, ii) low-complexity channel tracking (eaylEEE802.11a like system in a high mobility
context) and iii) adjustable receiver complexity/perfamoe trade-offs. The PRP-OFDM concept has
been validated on an FPGA based prototyping platform ojpgrat 5GHz and 60GHz [11].

Note that a constant prefix/postfix has been proposed in bo¢hsingle carrier [77] and multi-
carrier [78] context, but neither exploitation of this knowequence nor more advanced than classical
equalization schemes are proposed. Moreover spectrum ivs@émportant to avoid i) highly variable
carrier amplitudes and ii) the insertion of the same trgjréequence at each block since the repetition
generates peaks in the transmitted signal spectrum. Thelpsandomly weighted sequence proposed
in this thesis avoids this issue [6].

The following sections will illustrate the CP-OFDM, ZP-ORDand PRP-OFDM transceiver archi-
tectures, first in a continuous representation based onlfdteks; then, a discrete digital representation
is derived.
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2.2 Filter-Bank based representation of Orthogonal Frequacy Division
Multiplexing and definition of Pseudo Random Postfix OFDM

The continuous representation of the CP-OFDM synthesis Bilink representation is discussed in detail
in [79]. In the following, these definitions are briefly releal and extended to the framework of PRP-
OFDM (and ZP-OFDM).

2.2.1 Definition of the CP-OFDM modulator

Define the constellation symbols to be transmittedas), k=0,...,K — 1, n € Z. They are modulated
ontoK parallel and distinct sub-channels by shaping filgg(s$), k=0,...,K — 1 which form an orthog-
onal basis [80]g,(t) are cyclically extended versions of the shaping filg) and will be discussed
below. As illustrated by Fig. 2.1, the transmitted time damggnalu(t) of the CP-OFDM modulator is
the sum of the filtered data symbols:

N-1
u(t) == kgz nZO Sn(K)gn(t —KTg) (2.1)

Tg is the duration of one OFDM symbol block.

+00

S SM3t-iTe) - gt)

j=—o00

s(t)

~+00

> Ska(i)o(t—iTe) —= G _4(t)

j=—o0

Figure 2.1:Continuous CP-OFDM modulator.

We defineTcp to be the duration of the Guard Interval afig= Tg — Tcp. In traditional OFDM
systems, the filtergn(t) and their extended versiog§(t) are chosen to be

1 zjnm
On(t) := —=Rect (t)e" ™ (2.2)
Vig 7
gn(t) := ! Rect (t)e”) e (2.3)
where Rect(t) is the window function of duratioi :
[ 1 o<t<T
Rect (1) := { 0 otherwise. (2.4)

It is straightforward from (2.2) and (2.3) to prove that tiét) andg,(t) function basis meet the orthog-
onality constraints for & AT < Tep:

1/ (AT -Tep)

+o0
/ ot —KTe)gyy (t — KTg — AT)dt = &y €™ T
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wheredy i is the Kronecker symbol defined as

5 1fori=j;
171 0 otherwise.

2.2.2 Definition of the PRP-OFDM modulator

It will be shown in section 2.3.3 that the cyclic extensiom ¢oiard interval (Gl)) of the CP-OFDM
scheme leads to simple equalization approaches in thenuesé a frequency selective fading channel.
However, the Gl contains redundant data and thus reducesptwral efficiency of the system. This
observation motivates the proposal of a new OFDM modulatoickvwill be defined and studied in
the framework of this thesis: the Pseudo-Random-Postfix @EBRP-OFDM). The idea consists in
replacing the (redundant) cyclic extension of CP-OFDM bytedministic sequence of same power and
duration (i.e. the spectral efficiency does not change)illitoe shown that this sequence leads to several
equalization trade-offs in terms of complexity/perforroarand it furthermore enables the receiver to
estimate and track the channel impulse response in a staticnability context at a low arithmetical
complexity. The new scheme thus keeps the basic advantdgbe classical CP-OFDM and adds
means of simple channel estimation avoiding the typicatyuired overhead in terms of pilot tones and
learning symbols [1, 7].

The upper definitions are straightforwardly extended todhse of PRP-OFDM as illustrated by
Figure 2.2; the transmitted time domain signél) of the PRP-OFDM modulator is the sum of the
filtered data symbols plus the deterministic and pseuddenaty weighted postfix sequenq&t) =

3 a(i)ps(t —iTg):
i€Z

K-1
Ut = 3 |al)pst—iTe)+ T &(i)o(t—iTe)
€7 k=0

The block duration of a PRP-OFDM symbol including (exclujiits postfix is defined to b&s (Tg).
PRP-OFDM symbol block blockhas one postfiyps(t) attributed to it; it is weighted by a pseudo-random
scalara(i) € C known to both the transmitter and the receiver [6]. In theneavork of this document,
all a(i) are assumed to be a pure phase,d@) = el® ().

—+o00

» 'S al)pst—iTe)
3 %03t - ooft) )
' BB u(t)

z S-1(1)0(t —iTg) —= gk-1(t)

j=—o00

Figure 2.2:Continuous PRP-OFDM modulator.

Furthermore, the postfix sequenagt) is usually chosen to be non-overlapping with the OFDM data
symbols:ps(t < Tg) = 0 andps(t > Tg) = 0. See chapter 4 for details on the choice and design of postfix
sequences. The expressions for ZP-OFDM are obtained liygspttt) = 0 Vt.
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The corresponding frequency domain signal is obtained bgrdirmious Fourier transformation,

denoted in the following aF {-}. Defining « as the convolution operator and wiindt) = %,

F{u(t)} is given by

amf{m@}@“m“+si@m&f—wmwﬂ«wéﬂﬁ@%mdwwﬂ
k=
(2.5)

(=7 {uv) =y

The CP-OFDM signal is obtained from (2.5) by omitting thetfigselated part and by replacinig
by Ts in the remaining equation. The sub-carrier distand%ﬂ% The synthesis of the PRP-OFDM signal
is thus defined and the following sections derives the disdime expressions of the sampled signal in
the receiver.

2.3 Discrete representation of the sampled signal in the redver

The reconstruction of the data symbols is first studied irctirgext of a channel impulse response (CIR)
corresponding to a Dirac functior(t) = d(t) and assuming that no additive noise is present. In the
subsequent sections these results are extended to thatoofreemulti-path channel.

2.3.1 Symbol reconstruction in absence of a channel

The sampling period in the receiver is assumed td bath NT =Tg, N N, T < % P:= % is the total
number of samples in one PRP-OFDM symbol bl&ck

un(k) :=u(kTs+nT) =u[(kP+n)T],0<n<P. (2.6)

With these observations, the samples in the receiver are:

K-1
Un(K) ie%ngosm(l)g [(k=1)PT+nT]+
ZO((i)ps[(k—i)PT—FnT]. (2.7)
i€z

For a more useful representation, let us define

g (2= gml("P+T]Z", 0<1 <P (2.8)

nez

G(Z) = [grqq) (Z)] 0<I<P0<m<K
pl)(z) := > ps[(NP+1T]z ", 0<1 <P

nez
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and define T, := szn as thez transformation of any sequenc®,)ncz. This allows to define

Sn(2) as follows:

Un(2) = TZ[un(k)]:Zun(k)z*k,

kez
&2 = Ezsn ~*and
a(z) = TZa(n)] = Z a(nz™"
un(Z) = 5 un(kz*
keZ
- Mz% 3 ol DPT Tz
s PT+nT]z P
€L ngp o ]
K-1 )
= 3 Y &)z Pgn (@) +
i€Z m=0
_Ezot(i)fiplo(”)(zp )
= ng Z)+a@)p"(Z)

- [gé")(zp ), ,g&ll(zp)] 52 +a(Z)p" ()

whered(2) := [%(2),--- ,&_1(2)]T = TZ[3(n)]. With u(z) :=[uo(2),--- ,un_1(2)]" =TZ[u(n)] andp(2) :=
a(2) [p9(2),...,pP V(2] T this proves that

u(2) = [Uo(2), - ,up-1(2)]" = G(2)3(2) +p(2). (2.9)

The actually transmitted sequence is thus as illustrat&agi2. 3:

u2:= @z, zPhu@). (2.10)
P P
u(0) u(P) u(2P)
uo(zP)T u(1) T u(P+1) u(2P+1)
z Ul(ZP) T T A

Z—P+1UP71(ZP)

2
w! THEHHEIEEEHH

Figure 2.3: lllustration of the synthesis 0fz) based on its polyphase components
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The contributions of the OFDM data symbag) and of the postfixp(z) are extracted as follows
withD =P —N:

S(Z) = (172_17"'7Z_N+l>0>"'70)u(ZN)v (211)
p(z) = (0,---,0,4,z%---,z P u(P), (2.12)

The corresponding expressions for the digital filters oftyrthesis filter bank are

Om(2) = Nigﬁ'g(zp)z—', 0<m<K. (2.13)
|=

One way to model the digital synthesis of the sigs(@) is to use a polyphase matrix expression by
filtering 3(z) by G(2z); in other words, the filter bank associated w@ffz) is applied whose filters are
defined agim(z) = zl'\':‘olghq(z'\‘)z*'. In the literature [81], the following notations are used:

e G(2) is the polyphase matrix [81] associated with the syntheker fbank that is used for the
modulation;

e On(2) is themt" filter of the synthesis filter bank;
0

e v (2) is thel™ polyphase component of type | g(2).

Assuming that the filter bank consists of frequency shifesttangular window functions as defined
in (2.2) and (2.3), the polyphase componegﬁ,hé(z) coincide with the coefficients of a sidéx N inverse
Fourier matrix: with (2.8)g,(7'1)(z) is thus

= (2.14)

- L 5 e¥mzn 0<|<N,0<m<N
Z) =
0 otherwise

In the context of this thesis, equation (2.14) is assumeda teebified for all CP-OFDM, ZP-OFDM
and PRP-OFDM modulator designs.

The CP-OFDM case is straightforwardly obtained by i) omgtihe zeros sequence in (2.11), ii)
omitting the postfix contribution (2.12) and iii) by replagiP in (2.13) byN. The final expression is
thuss®P(2) := [go(2), - ,0k_1(2)]3(2V).

The following section introduces the convolution by thetegsfilters and propagation channel. After

these definitions, the analysis of the PRP-OFDM system igdhéext of synchronization offsets will be
straightforward.

2.3.2 Symbol reconstruction in presence of multi-path propgation

By now, the propagation channel was neglected in the aisabfghe received signal; thus, this section
extends the preceding results to the presence of a freqsefestive channel given by the Ctit). The
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signal to be sampled in the receiver is then no longe), butr(t) := c(t) xu(t). Since the need for a

vector model of the propagation channel is obvious, consiiethe polyphase type | components of the

output signaty(z) :== S r[(iP+Kk)T]z"',k=0,...,P—1 of the linear convolution afi(z) by the CIR as
i€z

S
illustrated in figure 2.4.

u(2) r2) (D~ (%) -

Figure 2.4:Equivalence between a linear scalar filter and the repratentas polyphase sub-band filtering.

With ck(2) := 5 c[(iP+K)T]z,k=0,...,P—1,r(z) andc(z) are defined as follows:

I€Z

P—1

= 5 @)@z (2.15)
kK €NZ
and the polyphase components () are
| P—1
n(z = Z uk(2)c—k(2) + Z Uk(2)Cpy1-k(2), 0< I <P
k=0 k=T71

which corresponds to the following matrix representation:

[ (2 zZlop (2 - Zl(z zlc(2)
c1(2) Co(2) . z1c(2)
r(z) = : A \ \ : u(z) (2.16)
: N N Z_le,]_(Z)
| ep-1(9) ce2(z) - (2 co(2)
C(2

The matrixC(z) is of dimensiorP x P, r(2) := [ro(2),--- ,rp_1(2)]" andu(2) := [Uo(2),--- ,up_1(2)]".

Assuming that the channel ordeiis smaller than the postfix lengiD, the matrixC(z) leads to the
following simplified expression:

C(2) :=Cisi(P) +Z 'Ciai (P) (2.17)
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whereCis (P) andCg (P) are the following Toeplitz matrices of dimensiénx P:

¢ 0 - — — 0
PN\ !
Cisi(P) = Cg N N 2 N i , (2.18)
I VN N O
L 0O — O o -+ Cp ]
[0 — O Cb Cy i
LN NN
Ce(P) = | ! N NG (2.19)
! N 0
! N
I O - — — — 0 i

Figure 2.5 illustrates why it is important to impose the atelrorder to be inferior to the postfix
duration:

Blockk—1 Blockk
| uk—1)7 30((k—1)| uk)™ o oalk) |
o(k— 1) Up_1(k—1) Ug(k) Up-1(K)
Efiijl;\\\\\\\*~~~‘\
]
| r(k—1)7 | r(k)’ |
ro(k—=1) re-1(k—1) ro(k) rp-1(k)

Figure 2.5:lllustration of Inter-Block-Interference.

The postfix plays a similar rule as the guard interval of CHB®Fsystems and allows to represent
the channel convolution as a multiplication of a pseudottant channel matrix (see Appendix A) with
Bi = “8(7)”: instead of presenting the channel convolution as muttiibn of (Cisi(P) +z 'Cigi (P))
by u(z), the channel matrix is substituted € si(P)+ BiCigi (P)) to be multiplied by a vector con-
taining PRP-OFDM symbal and the corresponding postfix. Like this, the inter-depangdéetween
neighboring blocks is eliminated (i.e. there is no IBI preg$@nd the equalization is greatly simplified
(see chapter 3).

2.3.3 Discrete Transceiver Architectures

Following the upper definitions, the global transceivehdexcture of a CP-OFDM system is illustrated
by Fig. 2.6. Thek" N x 1 input digital vectordy(k) is first modulated by the IFFT matrik :=

ﬁ WIMH 0<n<N,0<m< N andW := e I¥. Then, the guard interval is added by cyclicly
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repeating the ladd samples prior to the data symbol. With

Flp = {;LODN‘D 'D] FX.
PxN

In

the transmitted symbol is _
s9(k) := Fa:35 (k) (2.20)

The role of the cyclic prefix is to turn the linear convolutioo a set of parallel attenuations in the
discrete frequency domaiﬂg( k) is then sent sequentially through the channel modeled e &IR

filter of orderL, c(z) = z cnz ". The OFDM system is designed such that the postfix duratioresis

the channel memorl < 'D. As already explained in [80], after guard interval suppi@s the received
signal can be expressed as

I’N(k) = C|s|(N)SN(k)—I—C|B|(N)S|\|(k—l)—|—nN(k)
= Ccire(N)su(k) +nn(k)
= FRdiag{&, -, &1} 3 (K) + fin(K) (2.21)

Here,Ccirc(N) = Cisi(N) + Cigi (N) is a circulant matrix that is diagonalized on a Fourier basid
Cisi(N) andCg| (N) represent respectively the intra and inter block interfeeenN(k) is thekth AWGN
vector of element varianae?, [€0,---,En_1]T ;= FneCn andiy = Fyny = [fig, -+ - ,fin_1]T. The main fea-
ture of OFDM becomes visible in equation (2.21): the chammoelolution translates to distinct multi-
plicative coefficients in the discrete frequency domaininter-symbol-interference is present. Thus, the
OFDM transceiver architecture can alternatively represkby the parallel model illustrated in Fig.2.7.

MODULATOR DEMODULATOR
~ i ®
Su(k) sk 9K re(k) Fr(k)

oK)
P / S S/ P | r®
=40 ot
§O(k) so(k) Sgg(k)$ o
§1(k) Sl(k? ’ ro(k) fo(k)
s2(k) ’ n(t)
A} S s(t) r(t) n »
oo [~ -
sampling sampling
(k) rateT rateT
Sv_1(k .
&-1(K) su_1(k) 5|ng1(k) rnp-1(K) n-1(k)
) cyclic parallel digital to analogto  serial to .
modulation prefix to serial analog digital parallel demodulation
insertion conversion converter converter conversion

Figure 2.6:Discrete model of the CP-OFDM transceiver.
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éoik) ﬁoik)
S(k) X } Fo(K)
Transmitted Received
Symbols Symbols
éN—f(k) ﬁNT(k)
Sn-1(K) X | Fn-1(K)
Channel Noise
Distortion Pollution

Figure 2.7:Parallel frequency domain representation of CP-OFDM.

A PRP-OFDM transceiver is illustrated in Fig.2.8. Insteddhdding a cyclic prefix extension as
shown above, a pseudo randomly weighted, deterministitfipaequence follows each OFDM data
symbol:

sp(K) := F¥piu(k) +a(k)pp

with P:=N+D, pp = (Ol,N pB)T andpp contains the postfix sequence samples. The expression of the
received block is thus:

rp(k) == Cp, (Fedu(K)+a(kpe) +np(K)

_ FRSv(K)
B CBk( a(k)po )HP(k)

Hereby,Cp, := Cisi(P) +BkCisi (P), a(K) is the pseudo-random weighting factog, contains the Gaus-

sian noise contributions arfdj = “ékil). Note thatCg, is diagonalized on a new basis which is different,
but still similar to the Fourier basis as derived in annex Aehctual choice of the postfix sequence is

discussed in chapter 4.

Since the postfix sequence and the CP-OFDM guard intervabfasame power and duration as
the guard interval of CP-OFDM, a higher spectral efficienay be obtained; in particular, the typical
overhead in terms of learning symbols and pilot tones forGHBM is avoided.

The ZP-OFDM transceiver architecture follows from the PBIPEM representation by setting the
postfix sequence to an all-zero vector as illustrated by2Hg.

The corresponding discrete modulator is thus expresseullas$:

In H
Foo = F
ZP [ 0o~ ]PXN N

(k) = Frp&uk) (2.22)
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MODULATOR DEMODULATOR
sk se(k) re(k) F(k)
so(k)
s1(k) ro(k)
=t P/S gP

o
@
3
2 hw
c
Fi 2
=
S
n(t) R
X s s(t) O y: o
[oac > C(K) -~ aoc] 5
- sampling sampling E
sv-1(k) rateT rateT g'
constani Po-a(K)
i
postfx m nsp-1(k) n-1(k)
postfix parallel digital to analogto  serial to demodulation
modulation insertion to serial analog digital parallel and
conversion converter converter  conversion equalization

Figure 2.8:Discrete model of the PRP-OFDM transceiver.

MODULATOR DEMODULATOR
vk sp(K) re(k) n(k)
so(k)
si(k) ro(k)

S0 P/S gP

|w)
@
3

3 [nl
c
3t 5
=2
=}
n(t) R0
N S s(t) M) y o
o > C(K) |~ aoc | 5
sampling sampling §
sn-1(k) rateT rateT o
0| 5

Trailing [
zeros Lo —n o1 e alh)
. zero parallel digital to analogto  serial to demodulation
modulation insertion to serial analog digital parallel and
conversion converter converter ~ conversion equalization

Figure 2.9:Discrete model of the ZP-OFDM transceiver.
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With these definitions, it is straightforward to model thepamt of synchronization offsets as it will
be shown in the following sections.

2.4 Impact of synchronization impairments

This section derives the expressions of the received sigithé presence of synchronization offsets and
indicates how the impairment correction can be performed fypical receiver implementation. The
considered offsets are: i) frequency offset, i.e. the warkfrequency domain signalig f'— fo) instead

of G(f) as given by equation (2.5), ii) time offset, i.e. the recditiene domain signal is(t —tp) instead

of u(t) and iii) sampling frequency offsets.

2.4.1 Frequency offset

In the presence of a frequency offsigt usually introduced by an offset of the reference clock i th

RF front-ends, the received frequency domain signal fs— fy) and the corresponding time domain

signal is thugr (t)|ar == 7 Y (f — fo)} = 7 ~X{F(f)}el?™. The sampled expressions available in the
receiver are now different from (2.6):

rK)ar = r(kTg+nT)eZMkBe+T) g<n<p
= r[(kP+n)T]e/2mokP+nT (2.23)

It is obvious that expression (2.23) is transformed{(k) as given by (2.6) by
rn(k) _ [rn(k)]AFe—jZHfo(kP-‘rn)T

Thus, any frequency offset is straightforwardly correcdéiér the estimation ofp which is usually per-
formed based on preambles or training symbols.

Please note that the frequency offset is defined as the atiifer of the receiver clock frequency
compared to the transmitter clock frequency. It does notensase to introdudsvo frequency offsets,
one for the offset in the transmitter and one for the offséh@receiver compared to the desired carrier
frequency.

2.4.2 Time Offset

In the case that a time offsgtremains in the receiver after an initial synchronizatitre $ampled signal
in the receiver is

raTk(2) = % rar[(iP+K)T]z ",
rAT(t) = r(t —to)
= 7 H{e Moy {r(t)}} (2.24)
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With r(t) = c(t) = u(t), rar (t) is rewritten as
rar(t) = g e Moy [et)xu(t)}}
= g e dMor {c(t)} 7 {u(t)}}
_ j_—l{e—Zjnfto}— {C(t)}}*u(t)

=CaT (t)

Consequently, equation (2.15) must be adapted in ordertsdrothe received sampled signal:

rat(z) = c(z)atu(z)
= 5 w@)are@)z ¥

kK N3
with catk(2) = S cat[(iP+ k)T]z*i, k=0,...,P—1. Itis thus obvious that a time offset can be modeled
1=/

S
by a time shift in the CIRc(t) is replaced byt (t). If this modified CIR is estimated by a PRP-OFDM
postfix based estimation technique, e.g. as presented ,imif§] suitable equalization procedure will
inherently correct the time offset assuming that the CIRvolution is still represented as given by
(2.18) and (2.19) with the time shifted channel coefficients. Thtetaemark imposes two important
constraints on the time offset which are possible to be ctede

1. The time offset must be strictly positive, itg.> 0. Otherwise, IBI from the previous OFDM data
symbol is introduced onto the latest signal to be decodedeMe@r, the last samples of the current
sequence will be missing.

2. The length of the CIR plus the maximum time offset to bertikd must be smaller than the
postfix duration. Similar constraints are imposed for CFR®Fsystems with respect to the guard
interval size.

While this section has shown that fixed time offsets are ity covered by PRP-OFDM based CIR
estimation, in the sequéime varyingtime offsets are considered which usually occur due to tsfse
the sampling clock frequency.

2.4.3 Sampling frequency offset

Let us assume that the offset in the sampling frequefagyis small enough to be negligible over the
mean-value window used for PRP-OFDM based channel estimas defined in [4]. In this case, the
sampling frequency offset leads to a time dependerg offsebver long frames as discussed in section
2.4.2 and is inherently covered by the channel estimates wbadormed for each OFDM symbol sepa-
rately. Again, the corresponding time offset is correctg@uby equalization performed on these channel
estimates.

Please note here the difference to legacy CP-OFDM syste& 393 in the presence of sampling
clock offsets, it is usually required to estimate the resgltinear phase in frequency domain based on
several pilot tones (at least two). The phase correctionires a (different) complex multiplication on
each carrier. This difference should be taken into accour@mwcomparing the decoder complexity of
PRP-OFDM and CP-OFDM systems.
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2.5 Strengths and weaknesses of OFDM

OFDM based system architectures have proven to be of ady@otampared to traditional digital mod-
ulation schemes, such as single-carrier (SC) based apm@®ain various contexts and in particular in
presence of multi-path channels of large delay spread. Memw®FDM also has inherent disadvantages
which make it not always the preferable choice: a recent elam the choice of OFDM for terrestrial
DVB [55] in contrast to SC which was the final choice for sditelDVB [82] due to its inherent small
channel delay spreads.

This section will list and comment some strengths of OFDM afl as corresponding weaknesses. In
most cases, an indicative comparison to SC based systerivetis §he main strengths of OFDM are
resumed in the following:

1. In the context of CP-OFDM, a multi-path channel is transied into a set of parallel attenua-
tions in the discrete frequency domain. Corresponding lemgimn algorithms only require one
complex multiplication per sub-channel in order to obtaineatimate of the transmitted symbol.
Consequently, the equalization complexity does not righ thie delay spread of the channel as it
is the case for SC schemes; here, typically Decision-FeddBgualization (DFE) architectures
are applied whose complexity rises quickly with the chahergth.

2. The equalization of received symbols requires the kndgéeof the channel coefficients. OFDM
provides several approaches for practical system impl&atien, typically leading to very simple
solutions: in a quasi-static scenario, channel coeffisi@stimation is usually performed using
known training sequences periodically transmitted (e.gtha start of each frame), implicitly
assuming that the channel does not vary between two trag@iggences. Wireless systems oper-
ating in a mobility context usually apply a combination o€kunitial training and Pilot-Symbol-
Assisted Modulation (PSAM) schemes [83—85]. The pilotsex@oited for channel tracking and
estimation at the cost of a throughput reduction due to aswd overhead. An alternative is to track
the channel variations by refining the channel coefficiehtslly using the training sequences as
initializations for the estimator [71, 72, 86—88].

3. The available diversity over frequency (in presence ahctkels with a large inherent delay spread),
time (typically in a mobility context where the channel cadrece time is short) and space (in
multiple-antennas systems) is straightforwardly explbiby interleaving over all dimensions,
channel coding (e.g. convolutional codes [89], Turbo Cdé86$and LDPC Codes [91, 92]) and
space-time coding (e.g. Alamouti's well known code [93])fuither increase of frequency diver-
sity is obtained by spreading sequences, leading to Multi€r OFDM (MC-CDMA) [63-65]
and Spread-Spectrum OFDM (SS-OFDM) [62].

4. The link capacity is straightforwardly maximized by appg thewater-filling principle [89]. Sub-
optimum solutions consists, for example, in abandoningierarwith a poor inherent Signal-to-
Noise-plus-Interference (C/l) ratio.

5. There is a high spectral efficiency due to overlappingshlitorthogonal carrier shaping.

The main weaknesses of OFDM are resumed below:

1. The OFDM modulator and demodulator require the impleat@nt of a Discrete Fourier Trans-
form. The inherent complexity is justified in the presencenafti-path propagation - in the context
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of very short channel impulse responses, however, SC mitmlulschemes are often the better so-
lution due to a lower implementation complexity.

2. OFDM receivers are very sensitive to both, time and fraqueynchronization offsets [94]. This
issue triggered a large quantity of studies on suitabletisols, e.g. [95—98].

3. The OFDM time domain signal is characterized by imporfawer fluctuations over time - its
complex samples are approximately distributed followingagyleigh distribution [99]. This im-
plies requirements for the power-amplifier in a practicateyn implementation which typically
lead to an increase in power consumption compared to SCriiiee signal clipping occurs which
leads to both, inter-symbol-interference and (more ingualy) growth of the out-of-band signal
and thus interference to neighboring systems.

4. Plain OFDM (i.e. no coding, interleaving, etc. is appliggpically leads to poor system perfor-
mances and is often outperformed by standard SC archigsct@mly in combination with coding
and interleaving (see above), the OFDM approach is suifableractical use [100].

5. OFDM requires that the channel impulse response is stbea the guard interval (CP-OFDM),
postfix sequence (PRP-OFDM) and the zero-padding sequRe®FDM) respectively. Other-
wise, IBl is present and typically an important error floocoxs.

Today, the weaknesses of OFDM are well understood. Theyyareatly overcome by some in-
crease in system complexity due to suitable synchronizalgorithms, a proper design of the system
parameters (Gl length), etc. [101].

2.6 Example of an OFDM system

A typical example for an efficient CP-OFDM system is the IEBE81n MITMOT (Mac and mimo
Techniques for MOre Throughput) system proposal [33—-36is & multiple transmit multiple receive
(MTMR) antennas system for high-throughput Wireless-LAdplecations providing 100Mbps per links
and beyond. The basic transmitter architecture is illtestian Fig.2.10 and the basic system parameters
are resumed in Tab.2.1 and Tab.2.2.

data . Convolutional ) Frequency :
—> Scrambling Puncturing Interleaving Mapping | ——
Gl IFFT Space / Spatial

Time Interleaving

‘ ‘ Encoding
Gl H IFFT }(—

Figure 2.10:1IEEE802.11n MITMOT transmitter architecture.

Serial /
Parallel

The incoming data bits first pass through gw@amblerwith the goal to provide i.i.d. entries to
the rateR = 1/2 convolutional encodeafterwards. Different coding rates are obtainedplomcturing
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Transmit Data rate Number of Modulation Coding Rate
configuration| (Mbps) spatial streams
2Tx 6Mbps 1 BPSK 1/2
2Tx 12Mbps 1 QPSK 1/2
2Tx 18Mbps 1 QPSK 3/4
2TX 24Mbps 1 16QAM 1/2
2TXx 36Mbps 1 16QAM 3/4
2TXx 48Mbps 1 64QAM 2/3
2TX 60Mbps 1 64QAM 5/6
2TXx 72Mbps 2 16QAM 3/4
2TX 96Mbps 2 64QAM 2/3
2Tx 108Mbps 2 64QAM 3/4
2Tx 120Mbps 2 64QAM 5/6

Table 2.1: Parameters of the 2Tx modes in 20MHz bandwidtidéd8 subcarriers)

Transmit Data rate Number of Modulation Coding Rate
configuration| (Mbps) spatial streams
3Tx/4Tx 12Mbps 2 BPSK 1/2
3Tx/4Tx 24Mbps 2 QPSK 1/2
3TX/ATX 36Mbps 2 QPSK 3/4
3Tx/4Tx 48Mbps 2 16QAM 1/2
3Tx/4Tx 72Mbps 2 16QAM 3/4
3Tx/4Tx 96Mbps 2 64QAM 2/3
3TX/ATX 120Mbps 2 64QAM 5/6
3Tx/4Tx 144Mbps 3 64QAM 2/3
3TX/ATX 162Mbps 3 64QAM 3/4
3TX/ATX 180Mbps 3 64QAM 5/6

Table 2.2: Parameters of the 3Tx and 4Tx modes in 20MHz batibiw48 data subcarriers)
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The corresponding outputs airgerleaved over frequency mappedto carrier amplitudes angerial
to parallel converted. Aspatial interleaverand thespace-time encodinglocks follow. Finally, the
different streams are converted to time domain bynaarse discrete Fourier transfornthe cyclic prefix
extension is added and the signals are transmitted fromotfnesponding antennas.

2.7 Conclusion

Standard CP-OFDM is well-established in digital commutiacastandards and has proven to be an effi-
cient modulation scheme providing decoding architectofesasonable complexity [102]; it has more-
over been proven to be robust against multi-path propagasavell as time and frequency synchroniza-
tion errors. More advanced OFDM schemes, including ZP-OFIMTA-OFDM and the novel PRP-
OFDM are currently under investigation in the framework egagarch projects; to give a few examples,
one can name the European Projects ISSIGBDWAY 1ST-2001-32686 [14—-20, 29] and IST-WINNER
IST-2003-507581 [9,21-24,30]: ISTRRADWAY proposes a hybrid WLAN standard operation at 5GHz
and 60GHz; IST-WINNER studies architectures fofagéneration (4G) mobile communication system.
PRP-OFDM has been accepted as an option in the IST-WINNERmysoncept [103].



23

Chapter 3

Pseudo Random Postfix OFDM: channel
estimation and equalization

This chapter shows how to exploit the properties of the Rs€mhdom-Postfix OFDM (PRP-OFDM)
modulation scheme that was defined in chapter 2. Low-coriiplskgle-antenna receiver architectures
and channel tracking algorithms are derived avoiding tpeally required overhead in terms of learning
symbols and pilot tones.

3.1 Introduction

This chapter builds on the novel Pseudo-Random-Postfixdo@sdM (PRP-OFDM) transceiver ar-
chitecture which is defined in chapter 2: instead of the @labksyclic prefix extension known from
CP-OFDM [48] or the Zero-Padding introduced in the framdwair ZP-OFDM [39], it is proposed to
insert a known vector weighted by a pseudo random scalaeseglbetween classical OFDM symbols:
the Pseudo Random Postfix OFDM (PRP-OFDM).

Itis shown that PRP-OFDM capitalizes on the advantages eDEPM [48] and ZP-OFDM [39, 40,
70-76]; furthermore, unlike former OFDM modulators, theaiger can exploit an additional informa-
tion: the prior knowledge of a part of the transmitted bloktks explained how to build on this knowledge
in order to perform an extremely low complexity order one sblimd channel estimation and tracking.
Moreover, several PRP-OFDM equalization architecturas/eld from the zero padded transmission
scheme are proposed, allowing implementations ranging foov-complexity/medium performance to
increased-complexity/high performance. PRP-OFDM is gshtwbe of advantage over existing mod-
ulation schemes if the target system requires i) a minimuot piverhead, ii) low-complexity channel
tracking (e.g. a|IEEE802.11a like system in a high mobildptext) and iii) adjustable receiver complex-
ity/performance trade-offs. The PRP-OFDM concept has akdated on an FPGA based prototyping
platform operating at 5GHz and 60GHz [11].

In the sequel, section 3.2 introduces the notations andcepteshe new PRP-OFDM modulator.
Section 3.3 reveals how to exploit the postfix for performbigpd channel estimation in the context
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of both, low (Doppler is negligible) and high (Doppler is mifjcant) mobility; it is further explained
in section 3.4 how to combine estimates of different origieg. preamble- and blind postfix-based
results. Then suitable reception strategies are presémtselction 3.5 including several equalization
schemes (Zero Forcing, ZF and Minimum Mean Square Error, MMSection 3.6 explains how to
adapt the maximum likelihood (ML) decoding metrics in presgeof bit interleaved convolutional coded
modulation. Finally, section 3.7 presents a low complekitplementation architecture and simulations
in section 3.8 illustrate the performances in both, a st@tid a mobility scenario reminiscent of the
IEEE802.11a system.

3.2 Notations and PRP-OFDM modulator

Fig. 3.1 depicts the baseband discrete-time block equivat@del of arN carrier PRP-OFDM system.
Theith N x 1 input digital vecto®y(i) is first modulated by the IFFT matri] := ﬁ (W,\'}')H ,0<k<

N,0<| < N andW := e i,

MODULATOR DEMODULATOR
S(k) sl s(k) re(k) Fu(k)
< (k)
(k) >
& si(k) ro(k)
s(k) 0 P/S P .
@
3
<] fo(k)
c
R 5
=2
B 5 =}
n(t) R0
X s s(t) ) rm Yy Ié“
[oac >—{ C(K) j~—<aoc] 5
S-1(k) sampling sampling §
sv-1(K) rateT rateT =
constany Po-a(k)
postfix —
ﬁyl-ﬂ(k) np-1(K) n-1(k)
. postfix parallel digital to analogto  serial to demodulation
modulation insertion to serial analog digital parallel and
conversion converter converter  conversion equalization

Figure 3.1:Discrete model of the PRP-OFDM transceiver.

Then, a deterministic postfix vectpp := (po, ..., Po_1)" Weighted by a pseudo random vatug) €
C is appended to the IFFT outps(i). With P := N+ D, the correspondin® x 1 transmitted vector is

so(i) := F¥e&n (i) +a(i)pe, (3.1)

where

Foo = [I—N} FN and pp:= (O pB)T
OoN [pyn

Without loss of generality, the elements ®f(i) = FR&y(i) are assumed to be i.i.d. and zero mean
random variables of variana@ = 1 which are independent of(i)pp. The samples o (i) are then



3.2. NOTATIONS AND PRP-OFDMMODULATOR 25

L
sent sequentially through the channel modeled here as afilteiRof orderL, C(z) := ¥ chz ". The

n=0
OFDM system is designed such that the postfix duration escéedchannel memoly < D.

Let Cis/(P) andC g (P) be respectively the size x P Toeplitz inferior and superior triangular ma-
trices of first column[cy,cy,---,c.,0,—,0]" and first row[0,—,0,c_,---,¢1]. As already explained
in [80], the channel convolution can be modeledrpyi) := Cisi(P)sp(i) + Cigi (P)sp(i — 1) + np(i).
Cisi(P) andCg (P) represent respectively the intra and inter block interfeeenp(i) is theith AWGN
vector of element varianag?. Given the expression of equation (3.1), we have as illtesiray Fig. 3.2:

rp(i) = (Cisi(P) +BiCigi (P))sp (i) +np(i) (3.2)
wherep; .= & '(*i)l).
D | D | D |
”””” I | [ FsG | L
N ! ai-vpo | N ‘ aipo | N ‘ ali)po
N :5» N D N D
C|B| CISI CB\

Figure 3.2:Circularization for PRP-OFDM.

Note thatCg, := (Cisi(P) + BiCigi (P)) is pseudo circulant: i.e. a circulant matrix whg&e— 1) x
(D — 1) upper triangular part is weighted Ifsy.

The expression of the received block is thus:

ro(i) = Cp, (Fou(i)+a(i)pe) + npli) (3
i
= o () k) (3.4)

Please note that equation (3.3) is closely related to the @PZ# modulation schemes. With
Cp = Cisi(P) +Cigi (P), Vi, indeed ZP-OFDM corresponds ¢di) = 0,vi and CP-OFDM is achieved
for a(i) = OVi whenFY, is replaced byFH,:

Opn—p | |
H. | UYn-D]|ID H

A different modulator also introducing a known postfix setgeeis proposed in the literature [78]: a
P x 1 frequency domain vect@(i) is defined containing\ frequency domain data carrier amplitudes
Su(i) andD pilot tones. The pilot tones are chosen for each symbol ietfan of Sy (i) such that the
last (or first)D time domain samples ¢fsp(i) correspond to the predefined postfix sequence; note that
there is in general no equivalence between both schemesnar@FHss(i) # FH5u (i) +a(i)pp for an
identical$y(i). This approach has the advantage of simple inherent eqtiahizschemes similar to the
ones of CP-OFDM in combination with a larger FFT. Howeveg, tbrresponding pilot amplitudes can
vary significantly in amplitude which is in contradiction #&oflat spectrum requirement: the impact of
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channel fades on the system performance then depends offieittec frequency band. This undesired
effect is avoided with the previously presented modulator.

Considering (3.4), it is shown in the sequel tiigfpp can be retrieved by a simple averaging i.e.
mean value calculation of the received samples if the OFD¥ dgmbolsF3y (i) are assumed to be
zero-mean. The channel can afterwards be extracted byrd®laton. Afterwards, it is shown that
we can preserve the simple equalization/decoding praseoti OFDM even with the introduction of the
pseudo-random postfix.

3.3 Order one semi-blind channel estimation based on PRP-@MV post-
fixes only

In a quasi-static scenario, channel coefficients estimatousually performed using known training

sequences periodically transmitted (e.g. at the startdf &#ame), implicitly assuming that the channel

does not vary between two training sequences. Wirelessragsbperating in a mobility context usually

apply a combination of such initial training and Pilot-SyohAssisted Modulation (PSAM) schemes

[83—85]. The pilots are exploited for channel tracking asiineation at the cost of a throughput reduction
due to increased overhead. An alternative is to track thareiavariations by refining the channel

coefficients blindly using the training sequences as iigations for the estimator. Such semi-blind

equalization algorithms based on second order statisties Already been proposed for the CP-OFDM
and ZP-OFDM modulators [71, 72, 86—88].

This section presents two different ways of estimating thie Based on order one statistics. The
first one exploits thé® x D circulant matrix containing the CIR convolved by the postfiglding a low
complexity estimation scheme. Then, a more general and nhglvestimator is proposed playing with
the two frequency domain grid resolutiori3:andP. The second method leads to better results in cases
where some frequency domain amplitudes of the poptfisare close to zero. A discussion on channel
estimation in a mobility context finalizes this section.

3.3.1 Channel estimation in a time-invariant environment
Channel estimation using minimum dimension circular diagmalization

In this section, the Channel Impulse Response (CIR) is asdiwstatic. Defin€Ccr(D) := Cisi(D) +
Cigi(D) as theD x D circulant channel matrix of first row rafCcir(D)) = [Co,0,—,0,CL,--- ,C1]. Note
thatCys (D) andC,g; (D) contain respectively the lower and upper triangular parSgr(D).

Denoting bysy (i) := [so(i), -+ ,sn_1(i)]T, extracting two sub-vectorsp o(i) := [so(i), - ,Sp-1(i)]",
sp.1(i) :=[sn-p(i), - ,sn-1(i)]", and performing the same operations for the noise vector:
np(i) = [no(i), s ,np,l(i)]T, nD70(i) = [no(i), s ,anl(i)]T, anl(i) = [np,D(i), s ,np,]_(i)]T, the re-
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ceived vectorp(i) can be expressed as:

Cisi(D)spo(i) +a(i—1)Cigi (D)pp + Npo
rp(i) = : : (3.5)
Cigi(D)sp (i) +a(i)Cisi(D)pp + Np 1
As defined earlier the transmitted time domain sigRdl) is zero-mean. Thus the firBtsamplesp o(i)

of rp(i) and its lasD samplesp 1 (i) can be exploited very easily to retrieve the channel matrielying
on the deterministic nature of the postfix as follows:

fco =E|%5] = Cim(@)po, (3.6)
fer =E|'3f] =Cisi(D)po. (3.7)

SinceCis|(D) + Cigi (D) = Ccire(D) is circulant and diagonalizable in the frequency donfaincom-
bining equations (3.6) and (3.7) and using the commutgtofithe convolution yields:

fc = fc,o +fc,1 = CCIRC(D)pD = PDCD = FB'SDFDCD, (38)

wherePp is aD x D circulant matrix with first row row(Pp) := [po, Po—1, Po—2," -, p1] and Pp =
diag{Fppp}. diag{-} denotes a diagonal matrix whose components are given byetltenargument.

Since in practice the expectati@j-] in (3.6) is approximated by a mean value calculation over a
limited numberZ of symbols, we can model the estimation error as nops®f covarianceRz, (with

I-IP=E[|-[2)):
R, = E[_DWS}

= 2—lp+ 1 E [Cisi(D)sp,055 0Cisi (D) + Cigi (D)S0.155 1Ciy (D)

2 2D-1
o5 0% 5
—+= cp(k
Z+Z;naw]

Thus, an estimate of the CI&y can be retrieved by either a ZF or MMSE approach [104]:

&&F = Pplie
— FBPp'Fofc (3.9)
EUMSE = Re,PH (Rip/D +PoRe,PR) P
—  FBRePE (Rep/D+ PoRe,PE) ™ Fofc (3.10)

whereRg, := E[cocl], Re, := FoRe,FB, R, = E [MpnB] andRs, := FpRa,FR. Note that this
ZF CIR estimation technique requires to be designed in such a way tHas is full rank. Since the
channel power profilgE [CDCB] is not known, it is convenient to approximate it b~y the unjitaratrix. If
the order of the channel is over-estimated or the CIR cosita@mo contributionsRe, is not invertible
and (310) is only defined if the invertability is guaranteed by theperties oﬂiﬁD.
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Channel estimation using frequency domain carrier grid adgtation

When designing practical multi-carrier syster®, is often chosen rank deficient to ease compliance
with the spectrum mask. Indeed for IEEE802.11a [56], inipbgersampling imposes null side carri-
ers: actually only 52 out of the specifidi= 64 carriers are bearing information. Two typical postfix
sequences suitable to this application are presented iB.Bim frequency domain (both sequences have
different trade-offs in terms of Peak-to-Average-PoweateR(PAPR), spectral flathess and out-of-band
radiation; see chapter 4 for details on their derivation):

Optimized Postfix in Frequency Domain
T T T

Absolute Amplitude in dB

Kaiser Window
— — — Low-PAPR-Window|
T T

i 1
10 20 30 40 50 60
Frequency Domain Sample Number

Figure 3.3:Postfixes with different trade-offs in frequency domain.

As a consequence even if the channel estimation is perfousied a frequency grid of resolution
D, some side coefficient dp are not reliable. Fig.3.4 illustrates this effect (for sakesimplicity, a
channel impulse response is assumed whose frequency doadiitients are of constant modulus):

|FoCcirePol; Np|

__ postfix convolved by

L4 ] I ] [ ] I ] channel in frequency domain
__ii.d. noise

nel0,...,.D-1]

l Deconvolution

|diag{Fopp} *FoCcircpol, |diag{Fopp} " np|

__ channel coefficients

I I I I I I/noiseafterdeconvolution

nelo,...,.D-1]

Figure 3.4:lllustration of channel extraction (representation irgfrency domain).
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Thus the deri~vati0n of the frequency dorpain CIR on a frequenmidl of resolutionN or P (required
for equalization)Py whereM € {N,P} from Pp using an oversampling matrix spreads the estimation
error and noise yielding to a poor channel estimator agifitesd in Fig.3.5:

|diag{Fopp} " FoCcirePol, [diag{Fopo} " np|

__ channel coefficients

T e

nel0,...,.D-1]
l Oversampling tM carrier grid by premultiplication with

Ip
Fa FH
M { O(NTfDJxD} °

,‘F,\;[ 7|D }FBdiag{FDpD}’lnD
Oi-D)xD

L

Figure 3.5:lllustration of noise amplification by de-convolution (repentation in frequency domain).

~ oversampling spreads high noise contribution
onto all carriers

__ channel coefficients

This subsection provides two different way to overcome tbssie: i) a MMSE based approach
requiring a matrix multiplication and ii) a low-complexi®F based approach in combination with a
simple grid adaptation in time domain.

Channel estimation using frequency domain carrier grid adgtation: MMSE approach

The goal is to estimate the frequency domain channel on tetilusarriers (channel coefficients on
zero carriers shall not be considered). For this purpose afi@althe matrixF, which is a sub-set
of Fyy containing only its firstD columns and the rows corresponding to useful carriers (thatean
equalization in thevl = P grid domain may requir&, = Fy;). Grouping observations (3.6) and (3.7) in
combination with a noise vectarp and by constructingg; (D) andPis (D) as the corresponding IBI
and ISI channel convolution matrices replacing the chacoefficients by postfix samples, the following
expression is obtained:

The channel coefficients are extracted with the help of theviing Wiener filtering matrix:
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Fueo = Gcfeop,
Gc = argmin|Gfeap — Fucp?

- o (2aie)) (R ) () ) o]

with Ry, 1= E [N2pnbh] andR, := E [cpch] typically is a diagonal matrix where the channel power
delay profile is contained in the main diagonal. Obviousiis estimator requires a full matrix multipli-
cation for the extraction of the channel coefficients. Duigstonherent complexity, the following section
will present a sub-optimum approach leading to a reasormfermance/complexity trade-off.

(3.11)

Channel estimation using frequency domain carrier grid adgtation: ZF approach with simple
grid adaptation

Exploiting relations (3.5), (3.6) and (3.7), we observd tha

lco
Op_201 | = ((Cia1(D)pp)T OF 55 (Cisi(D)po)T)" (3.12)
Fea
It is possible to add or truncate any number of these zerosderdo adapt the grid resolution of the
estimates. Contrarily to (3.8), this operation is not ieesible. Thus, a vectdiy (i) is created with
M > 2D (e.g.M € {N,P}): fm (i) := [(Cizi (D)pp)", O} _2p- (C|s|(D)pD)T]T. As in the previous section,
fm(i) can be expressed by a convolution of the postfix with the CIR:

Pm = Coire(M) (OF) o PB) ' = FhiPuFuow, (3.13)

wherePy is anM x M circulant matrix with first row row(Pw) := [0, pp-1, Po-2,"*, P0,0,- -+, 0]

Pv = diag{FM (O&_DpB)T}. The CIR estimates are derived similarly to (3.9) and (3.108ing this

procedure, the frequency domain channel coefficients dimmated for any desired carrier grid with-

out requiring any up- or down-sampling after the postfix davolution. Particularly in combination

with a ZF de-convolution approach, this is very conveniehewsome frequency domain amplitudes of

the postfixPy are close to zero, since up-sampling matrices of the 5{@% 0 _IM } FK‘A,I\W> M
(M—M)xM

are full matrices which in general spread more evenly thienagibn errors onto the carriers in the up-

sampled domain. This effect can be avoided by directly edting the CIR with the desired carrier

grid.

We have detailed in these two sections very simple methadblifed estimation of the CIR only
relying on first order statistics: an expectation of the rezgtsignal vector. Though the results presented
above are based on the assumption that the channel doesydhisamethod can be used to mitigate the
effects of Doppler. Indeed this approach can be combindutiv initial channel estimates derived from
the preambles usually present at the start of the frametfugraiefining the channel estimates or tracking
the channel variations. For WLANS this enables to operaterabbility exceeding the specification of
the standard (3m/s). In that case, MMSE channel estimagassaially more efficient than ZF ones.
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3.3.2 Channel estimation in a time-variant environment (pesence of Doppler)

This section details a suitable channel estimator in thegmree of a time varying channel. For all deriva-
tions, the channel is assumed to vary insignificantly over ©fR"DM symbol; however, the variation can
be considerable over the data frame.

In the context of a Doppler scenario, the choice of the Dappledel plays an essential role. Jakes’
commonly accepted Doppler model [105] is used throughasittiesis stating thatp = E [c| ()¢ (n— 1)] =
Jo(2foAT) E [|ci () |?] with ¢ (n) being thel™ component of the CIR(n) at instantT, = nAT, Jo(*) is
the 0" order Bessel function of the first kind arfg the Doppler frequency. A more detailed discussion
of Jake’s Doppler model and suitable approximations areudised in annex D.

In the following, two different CIR estimation concepts gresented: i) a Kalman filtering based ap-
proach relying on a order-one auto-regressive channeligenimodel and ii) a generic Wiener-filtering
approach (including a study on different trade-offs in temh decoding latency and robustness to high
mobility).

Symbol based CIR update based on Kalman filtering

A Kalman filter allows to efficiently track a time-variant mpess, such as the channel impulse response
c(n), based on a noisy observatiaiin) = Uc(n) + ny; U is an observation matrix and the elements of
the noise vecton, are i.i.d. and Gaussian. The Kalman filter outputs are optinluthe MMSE sense

if the time-variant process is modeled as follows [104]:

c(n) = F(n,n—1)c(n—1) +¢&(n). (3.14)

F(n,n—1) is the transition matrix an@(n) is the so-called process noise which is i.i.d. and Gaussian.
Unfortunately, Jakes’ Doppler model leads to CIR corretafproperties which cannot be modeled by
(3.14) over an infinity of observations (since the correladi of the CIR at different instants of time are
given by a Bessel function which ron-lineal).

One way to overcome this problem is presented in annex DK&'sJmodel is closely approximated
by a moving-average (MA) approach which is compatible witii4). As illustrated in Appendix D, this
approach shows near-optimum performances, but the megWtalman filter is prohibitively complex
in common scenarios (a large MA model leads to a large tiansihatrix F(n,n — 1) and thus to a
arithmetically complex Kalman filter implementation [1D4]

Another way has been discussed extensively by recent jtiblis: the idea is to approximate Jakes’
model by an low-order (typically order-one) auto-regresgAR) filter given by [106]

c(n+1) = Jp(2nfpTy)c(n) +¢(n+ 1) (3.15)

¢(n+1) is the so-called process-noise. This model has severahtd)yes; in particular, an MMSE
estimator of the CIR(0) based on noisy observatioo@) +n(n) is straightforwardly derived by Kalman
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filtering [107]. Due to the simplicity of the order-one mogdtie filtering equations are of reasonable
complexity. An inherent issue, however, becomes apparerdwriting equation (3.15) as follows:

c(0) = &(0)
c(1) = Jo(2mtfpT1)E(0) + &(1)

c(n) = Z K(2nfpT1)E(n—K)

clearly shows that the AR model inherently approximalg2rmfpkAT) by J'g(anDAT). The latter
expression is justified by the Bessel function addition taeostatinglo(x+y) = 5 (—1)XJk(x)k(y) ~

Jo(X)J(y) for smallx andy. However, these approximations are not quite v_aﬁid in theteed of high
Doppler frequencies which occur, for example, in the cantékigh mobility WLANSs or at high carrier
frequencies (60GHz).

This motivates the block based Wiener filtering approackemted in the following which does not
require any approximation of Jake’s correlation equatiod & is still optimum in the MMSE sense:
first, a minimum latency estimator is presented followed befaned approach that improves the CIR
estimation MSE with the drawback of an increased decoditeyde

Block based CIR update based on Wiener filtering (minimum lagncy)

Contrarily to the previous approaches designed for thécstantext, the CIR is not estimated based
on the result of a mean-value calculation process; instedpbservations of the postfix sequences
convolved by the channel are concatenated @dweN observations:

[ Pisi,oCp(K) ]
Pisi DCD(k)
rZZD(k) = + Nw,2zD (3.16)
[ P|B| DCD(k Z+ 1) :|
PisipCo(k—Z+1)

= [k rIpk—1), 1l (k-Z+1)]"
(k) = [C%'”}paw—l(k)nvv(k) (3.17)
' Cizi(k) ’ '
[ CRy(k+1)spo(k+1)+npo(k+1)
nw(K) [ 81 ool b+ ool ] (3.18)
e
Nwozp = (3.19)
nW(k—Z+1)
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Fig. 3.6 illustrates the corresponding received samplastanto account for the channel estimation:

No decoding latency
is introduced
Mean value calculation window for extracting (decoding starts right after
[ CEBl (k) ] reception of the symbol)
cBi( | P

Symbol to be decoded
— C(k) needs to be estimated

---------- [ck ) [k 0pp) ] [coct ) [kt 38" |

Figure 3.6:Received symbols exploited for channel estimation (mimmiatency).

Using a standard Wiener filtering approach [108], the optmestimator ofcp (k) in the MMSE
sense is given by the following theorem:

Theorem 3.3.1 The MMSE estimator alp (0) form (3.16) is given by

W(k) = arg\;NminHWrZDz(k)—cD(k)||2
= (W3 1] ® (Reyao [CHICE])) [T(K) +Ra(K) + 02z @ Aop ()] ™,
(3.20)
with
1 h 2 o Iz
. o1 e Bz Ciei(D) Ci(D) 1"
Tl = : e e ®<[C|SI(D)]RCD(k)[ClsKD)] ’
1 Iz 2 Jz3 - 1
Ra(k) = E[(nolk+1), ng1(k), -, nha(k=Z+1))" (no(k+1), nf1(K), -+, nf 1 (k—Z+1))]
= 02z,
oK) = di [n WIZ S Iea®I2 - 3 Ie®IZ S TeplIP S el feos(R)I? 01
= lal , C S C ) C , C o+ leo— )
2D g1 ]lCo p; p p; p le p DZZ p D-1
(3.21)

® is the Kronecker producRe, k) := E [co(K)cB (k)| , Iy = Jo(2mtfpnAT) and || - |2 :=E(|-[?). O
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Contrary to to approach presented in section 3.3.2 basedAlR-& approximation, the block based
Wiener filtering approach does not require any approximatio

The following section will explain how to further improveedtperformance of the Wiener filtering
approach at the expense of an increase in system latency.

Block based CIR update based on Wiener filtering (increasedatency)

In order to increase the performance of the upper approadh proposed to replace the observation
window as defined in (3.16) by the following (withodd):

i [ Pigi pCo(k— %52) ]
Pisipto(k—%52)
rozp(k) = +Nw,2zD (3.22)
[ Pigi.oCo (K+ 552) ]
Pisioco(k+ £51)
[ nw(k— Z—El)
Nwozp = (3.23)
i nw(k+ Z—El)

with rop (K) andny (k) as defined in (3.17) and (3.18) respectively.

Fig. 3.6 illustrates the corresponding received samplastanto account for the channel estimation:

Mean value calculation window for extracting

CIBI (k)
|0 e

| ck-2) [Sik-2pp] | | cWme

Symbol to be decoded
— C(k) needs to be estimated

Required decoding latency (channel is only estimated edtsption
of further PRP-OFDM symbols)

Figure 3.7:Received symbols exploited for channel estimation (ineeddatency).

It is obvious that only symbol observations with indides %2, ,k+ %% are used in order to
estimate the channel coefficients for equalization of kexksymbolrop (K); the corresponding channel
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correlationse [ (k— £1)ep(K)] -+, E [c5 (k+ Z52)cp(K)] are thus globally higher compared to the
previous caseE [ci (k—Z+1)cp(K)] .-+, E[ch (K)ep(K)]. This explains an improved estimation MSE

of the CIR with the drawback that symbojp (k) can only be decoded after reception of furt@tgrl
PRP-OFDM symbols. The required increase in system lateaoggponds thus to the duration %}1
symbols including the postfix sequences.

Using again a standard Wiener filtering approach [108], gteraum estimator ofp (k) in the MMSE
sense is given by the following theorem:

Theorem 3.3.2 The MMSE estimator afp (0) form (3.22) is given by

W(k) := argmin|Wrapz (k) —cp (k)|
W
_ ([\]72711\]_} ® (Rep(ig [c:g,crgl})) [T(K)+Ra(k) + 027 Map(K)]

(3.24)

with T (k) as defined in (3.21). Furthermore; is the Kronecker producR, ) := E [co(K)cg (K)],
Jn = Jo(21tipnAT) and | |2 = E (|- [2). O

The corresponding performance increase of this new egimitdiscussed in section 3.8. In the
extreme case (with a high Doppler frequency such that

E[ch(k—Z+1)cp (k)] ~0,--- ,E [cp(k— Z%l—l)cD(k) ~0),

3dB of increase in the CIR estimation MSE can theoreticadlyabhieved.

Obviously, however, equation (3.20) and (3.24) are of aageitomplexity and do not seem to be
compatible with low-complexity hardware implementatiamnstraints. However, they only depend on
the Doppler frequencyp, channel statisticR, ) and the noise covariand®(k). In practice, these
quantities are difficult to estimate and usually only rougipraximations are available. This is why
it is recommended to precalcula®® (k) and W (k) for a limited number of such parameter sets. The
corresponding estimation matrices are then stored in lgokables in a hardware implementation and
are available without requiring any computations. Therhe@lR estimation requires onlp x 2DZ
complex multiplications and a corresponding number of @as.

The performance of these estimators are illustrated incsest8.

3.4 Order one semi-blind channel estimation based on PRP-@HV post-
fixes and preambles

Considering a practical system, CIR estimation is usuadtyperformed based on PRP-OFDM postfix
statistics only, but rather by combining several estimaféected by additive noise vectors of different
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covariance. These estimates can be derived for exampleréfarence signals (preambles, pilot tones,
etc). A special case is well illustrated by semi-blind methahich rely on an initial CIR estimate as an
initialization.

Let us consider the case of two channel estimates, bothtedfdry noise contributions of known
covariance:

E]_ ‘= Cp-—+ny, (3.25)
62 ‘= Cp-+nao. (326)

As derived in [108], the optimum estimator ¢f in the MMSE sense is thus given by Theorem 3.4.1.

Theorem 3.4.1 The MMSE estimator afy in (3.25) and (3.26) is given by

Cp = Y]_E]_—I-Yz(_)z,

_ _11-1
Yi:= [l +RnRy, +Rn,Re|
_ _11-1
Y2:= [l +Rn, R, + Rn,Re| (3.27)

with Re, = E [cpcB], Rn, := E[n1n}'], Ry, := E[n2nf] andE[ninf] = 0. O

The results obtained in previous subsection are now apgite PRP-OFDM case for which several
estimates (direct or indirect ones) of the channel impudsponse are available. The goal is to combine
them in the MMSE sense.

For illustration purposes, the following case is considdyelow: the channel estimation is based on
two observations:

1. the convolution of a learning symbol by the chamiglexpressed as:
v1:=Pcp + g (3.28)

P is a circulant convolution matrix built from the learningnsigol coefficientsfi; is a white Gaus-
sian noise.

2. the pseudo random postfix convolved by the channel. Thisideextracted by mean-value cal-
culation overK received PRP-OFDM symbols. The IBI and ISI contributions added up as
previously presented in order to obtain a circular conwofubf Cp. The noise contribution can
be split into 2 terms: a white Gaussian noigeand the mean value of the OFDM data symbol
interference over thE symbols considered for the estimation:

1S < .
V2 1= Pop+ o Za <n2(|) + CuNFRE () +CPBTNFnsN(|)), (3.29)
i=

Cy = [Cisi(D) Opxn-p)) »
Cigi" = [Opx(n-b) Ciei (D)] .
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Some reformatting of equations (3.28) and (3.29) is requimeorder to match expressions of (3.25)
and (3.26). For that purpose (3.28) is pre-multipliedFby and (3.29) by~ resulting in:

Ci = Cp+ Pflﬁl,

1K71 o . - .
G = otP % (nz(u)+cPSfNFHsN(|)+c%TNFHsN(I)),
1=

In the following, the noise covariance expressions are edetpfor direct utilization of (3.27).

R, = E[P AP =02 PP,
o2

Rn, = 2P P+
1__ H] o
<P E[CR s (CRM)"| P+
1 __ H] 5
<P E[CRiNaus (CR™) ] P ¥

with E [C%TNstﬂ (CIDSTN)H] = Opxp andRg, = 02 In. With these expressions, the optimum combina-
tion for estimatingcp in the MMSE sense is directly available from Theorem 3.4.1.

This finalizes the study of PRP-OFDM based channel equiizaln the sequel, the presentation of
suitable equalization approaches follows.

3.5 Symbol Recovery: Equalization

When the channel is known, two steps are usually performeddier to retrieve the data : i) equalization
of the received vectorp(i), ii) soft decoding when forward error encoding is appliedheg emitter.
This section focuses on the equalization step and is foliduyea section dealing with the soft decoding
procedure.

Several equalization strategies can be proposed for tleé/egtvectorp(i):

e one can first reduce (3.4) to the ZP-OFDM case by simple sutiraof the known postfix con-
volved by the pseudo-circulant channel matrig?(i) := rp(i) — a(i)éBipp, where(AZBi is derived
from the current channel estimate. In that case all knowrhat related to the ZP-OFDM can
be applied. Among others let us recall the corresponding - MMSE equalizers provided
in[40,71,72]:

Gz = FnCI,
Gwmmse = FnCH (02l +CoCH) L, (3.30)
where(-)T stands for the Moore-Penrose pseudo-inverse [XD4]s theP x N matrix containing
Cisi(P) N first columns. The frequency domain symbg&igi) are assumed uncorrelated and

of unitary variance. Note that other alternatives exisi [@@d that with an overlap-add (OLA)
approach, ZP-OFDM-OLA can attain almost same performandecamplexity as CP-OFDM.
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e it is also possible to directly equalize (3.4) relying on thiegonalization properties of pseudo
circulant matrices applied tGg . According appendix A, we have:

Cp, == Vp(i)DiVp(i), (3.31)

Di = diag{C <[3i_%> -+ ,C <Bi—%ejzn%> }

1 P-1

Vp(i) = [E n;m”—%] 2 deiag{L Biéw-wBiPPl}

In order to preserve the overall block variance and allowhferrsimplifications, in the sequdd; is
chosen as a pure phasePSK symbol:3j := ejz"%, m € {0,1,...,M —1}. Under that condition
(3.31) reduces to:

D = diag{C (e‘jz"%) ,..-,C (ejzn@*lgm—mi ) } Thus diagonab; is obtained for alln; by a FFT

of sizePM of vector(c,---,¢.1,0,—,0)".

Since the ZP-OFDM case is entirely discussed by [40] et &.discuss in the following the second
case only, i.e. the equalization based on pseudo circulatrices.

3.5.1 Zero Forcing equalizers

The equalization matrix for (3.4) verifying the ZF critemidor retrieving a minimum norm estimate of

(i) in (3.4) isGERP:= Cl applied tofp(i) = rp(i) — Cp pp. Following the idea presented in [40], when
D, lis available, a practical low-complexity, but sub-optimequalizer is:

GZF'eub= Fn[INOnp]Cpt

=Fn [| NON,D]VE(i)Di_lVP(i)-

Note that the simplified ZF equalization works well for Gaasschannel, but experiences severe
drawbacks for frequency selective case. This can be showbdsrving thaD; ! deals with the parallel
equalization in the/p frequency domain (i.e. when dealing with Fourier transfmn lengthP > N)
which potentially enhances noise when a carrier undergees attenuation. This becomes an issue when
switching back to the original frequency domala( grid of sizeN) of the OFDM symbol through the
non diagonaFy [InOn p] VE (i) multiplication. Indeed this has the effect of spreadingrbise over all
the carriers.

ThusGYRE  leads to poor performance and sir@BE”is of considerable implementation complex-
ity, this motivates the use of MMSE equalizers in order tdgate this issue.

3.5.2 Minimum Mean Square Error equalizers

Using standard Wiener filtering approaches [42, 43, 108]ftHowing theorem is obtained:
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Theorem 3.5.1 The biased equalization matrix in the MMSE sense for ratrgean estimate ddy (i) in
(3.4) is given by

Givse = Fn[INOND] RSPCHQ’1
= Fn[InOnp]RsVE()DI'Q V(i)

with Q := Rn, +Cp Rs.Cf, Q = R, +DiRs.D", Ry := E [np(i)nB(i)] = 62Ip, Rs, := E [sp () ()],
Rs, := Vp(i)Rg,VE(i).0

The wordingbiasedindicates that the mean phase and amplitude offset of eadbraaafter equaliza-
tion is not necessarily zero. Please note that in combimavith ML decoders, there is no disadvantage
compared tainbiasedequalizers as defined in [42, 43]: the resultinbiasedequalization matrix cor-
responds to thbéiasedone combined with a pre-multiplication matrix. This leatke ML decoding
expression identical for both cases.

Contrary to the noise which has a diagonal autocorrelatiothé Vp domain: Ry, = o?lp, this is
no longer the case for the time domain veatgfi) since it contains the deterministic postfix. Thus the
expression oGERE e doesn't allow an easy hardware implementation. In ordeveyamme this issue
the following assumption can be made resulting in a sub@tequalizer:

Giee(i) ~ F[InOn o] VE()D}! (021 + DiDF) V().

This amounts to approximat [se(i)s3(i)] by o2lp. In the IEEE802.11a context one can check that
with QPSK constellations this yields to almost identicaluiés up to 103 BER.

Globally, PRP-OFDM leads to a very simple modulation schemehe transmitter side. In the
receiver, a variety of demodulation and equalization apgines are possible, each characterized by dif-
ferent complexity/performance trade-offs. Note that thammel estimation and equalization schemes
presented above can be adapted to a modulator that appelnd#ia pequence not after each OFDM
symbol, but after an ensemble of OFDM symbols. This allowhitther reduce the overhead, but the
possibility is lost to keep the standard CP-OFDM decodepinlzination with the low-complexity OLA
transformation.

Once the equalization is achieved, the next issue to solvawso perform optimum decoding of the
equalized data symbols which is covered in the next section.

3.6 Symbol Recovery: Metric derivation

In this subsection we assume that a bit interleaved corieolaity coded modulation is used at the
emitter and explain how to derive the Viterbi metrics. Foamyple for IEEE802.11a a ralt = %
constraint lengttK = 7 Convolutional Code (CC) (0171/0133) is applied beforeirigtrleaving over
a single OFDM block followed by QAM mapping. First, the cdltions are derived in general; then,
a simplified low-complexity scheme is proposed for pratticgplementation purposes. Note that the
approach detailed below is quite general and can be extdnd#ter coding schemes.
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3.6.1 Metric derivation

According to (3.4), after equalization by any of tNex P matricesG presented above, the vector to be
decoded can generally be expressedday: Grp(i) = Gg3 (i) + Ay whereGy is a diagonal weighting
matrix andfy the total noise plus interference contribution which fangiicity sake is approximated
here as Gaussian and zero-mean.

For maximum-likelihood decoding, usually a log-likelibapproach is chosen based on a multi-
variate Gaussian law leading to the following expressidh 188]:

d = arg;nax{—si(edmN <a(i))—§(i))HRﬁ‘N1(deN (é(i))—é(i))} (3.32)

d i=

where vectord contains an estimation of the original uncoded informabis, d(i) gathers the corre-
sponding bits after encoding, puncturing, etc. withinitheOFDM symbol.Sis the number of OFDM
symbols in the sequence to be decodwag(-) is an operator representing the mapping of encoded infor-
mation bits onto thé\ constellations, one for each carrier of the OFDM symbol.

Thus all what is needed for performing the decoding is amegion of the noise covariance matrix
Ra, which requires the following derivations:

S=Grp(i) = Ggdn (i) + G (i) +a(i)Gppp + Gnp(i), (3.33)

whereGgq is aN x N diagonal matrix ané ¢ aN x N full matrix with the main diagonal being zero such
thatGg + Gt 1= GCg [ (FN)" Obn ]T =GCg [ INODy ]T FN. Gpis aN x D matrix containing the
lastD columns of the matrixGCg . Thus,G3\(i) represents the inter-symbol interference. The total
noise plus interference vectoriigy = G¢Sy(i) +Gnp(i) +a(i)Gppp and its covariance is

R, = 05GGY + 03GG" + GpoppGh (3.34)

Please note that in order to deal with the non Gaussian nafutee termGppp we could use a
non linear equalization scheme that would suppress itgibation by substituting to (3.33) b§f? :=
Grp(i) —a(i)Gppp.

The trouble is that the overall noise covariance presentedeais not diagonal which yields to a
very high complexity decoding scheme if no approximatioagplied. One way to achieve a reasonable
decoding complexity is to approximafs, by a matrix containing only its main diagonal elements.
Then, standard OFDM Viterbi decoding can be used. In tha egaation (3.32) reduces to the classical
weighted summation of the Euclidean distances by the ievensse variances. In the following we call
these weighted Euclidean distance the Viterbi metrics.efdvurther simplifications are discussed in
the sequel.

3.6.2 Low-complexity metric proposal

Even when approximating (3.34) by a diagonal matrix, therimeilculation complexity is still con-
siderably increased compared to CP-OFDM. For low complesdike, we verify in the following that
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applying the standard CP-OFDM metrics (i.e. without takimg account the inter-carrier-interference)
only incurs a moderate loss in performance.

This approach is applied to optimum pseudo circulant MMSkaégation given byTheorem 3.5.1
However, in the metric derivation, the noise covariancerix approximated as presented in (3.35),
whereC,,n=0,...,N — 1 are the frequency domain channel coefficients:

2 C |2
Ry, = 02GGH ~ o2Fdia ( Col [Cna )F , 3.35
W= % N0\ (e oz (G2 r o2 ) T (3:33)

Col? ICn-1/?
Col2+07""" " [Cn-1[2+ 03

Gy = diag(GCBi[ In 05 N ]TFH)zdiag< ) (3.36)

Basically this simplification amounts to use the standardGF®M MMSE equalizer coefficients
as the weights for the Viterbi algorithm metrics. Same sifigaltion can be applied to matrigy as
indicated by (3.36).

In practice, one can verify that the above approximatiorgratie the bit-error-rate (BER) perfor-
mance by approx. 0.2dB for a BPSK and 0.7dB for a QPSK coatitail, which is acceptable in the
WLAN context while granting for PRP-OFDM a low-cost equatibn architectures.

3.7 Low complexity receiver architecture

Section 3.5 presents various equalization strategiesnigdd improved performances at the cost of an
increased complexity. This section presents a low aritlimoeimplexity PRP-OFDM receiver architec-
ture. This structure based on the 'overlap-add’ [109] athor is shown to yield similar performances
as the classical CP-OFDM with similar complexity.

Fig.3.8 illustrates the final receiver architecture.

Compared to a standard CP-OFDM system, the following stepmealuded here:

¢ Extract the postfix convolved by the channel, considerirglBi and the ISI part separately.

e Cancel the weighting by the pseudo-random vatugsanda (i —1). In practice, albi(i) are cho-
sen such that this operation is of minimum computational; ea¢h a typicala(i) € (1,1, j,—J),
for example, only sign inversions and exchanges of real mragjinary parts are necessary. These
operations are performed in combination with the followawgraging steps.

e Theexpectatiorof the received values is calculated; in practice, this isedby simple averaging
and takes X D additions per OFDM symbol (in mobility context:>4D including subtraction of
oldest contribution).

e The results of thexpectatiorblock are weighted again by the suitable pseudo-randomhtiegy
factors.



42 3. BEUDORANDOM POSTFIX OFDM: CHANNEL ESTIMATION AND EQUALIZATION

r(i) F(i)

Foli)

S/P |0

r(t) ' Y

Gl S

sampling
rateT

luauireal) eanuspl NA40-dO

a(i—-1)Ce(D)pp | _ 1 : o
+Cisisnoli) a(i-1) E[] a(i—1)

a(i)Cisi(D)po

. )
+Ciaisuali) afi) El] adi)

analogto  serial to undo pseudo expectation do pseudo demodulation
digital parallel random calculation random and
converter  conversion weighting weighting equalization

Figure 3.8:Discrete model of the PRP-OFDM OLA demodulator.

e The PRP-OFDM symbols are transformed to ZP-OFDM by subtnaaif the postfix convolved
by the channel. In the same time, the overlap-add operatiperformed. This step takes<D
additions per OFDM symbol.

e The resulting OFDM symbol corresponds to the CP-OFDM cater &funcation of the guard
interval. All standard equalization approaches (ZF, MM&&) be applied. Since the equalization
can be performed on each carrier separately, no noise atioreissue arises.

Finally, the mean value calculation, the OLA operation amal piostfix suppression takes up te 6
D complex additions (4« D complex additions for the time-invariant case). Taking EHBB2.11a as
an example, the OFDM-plus-postfix block is of si2e= 5 x D and thus an average of2lcomplex
additions are required per time domain sample. Each chastighation takes an FFT operation (in
order to transform the estimated postfix sequence convdiyetthe CIR into frequency domain) and
one complex multiplication per useful carrier (assumingt tine corresponding estimation coefficients
have been pre-calculated). In a high mobility context, #lewation of the channel estimates requires a
matrix multiplication: a number of received postfixes cdmed by the channel are concatenated into a
vector and multiplied by the (pre-calculated) estimateegiin section 3.3.2. Numerical examples and
further details on the calculation complexity are given pp&ndix C.

3.8 Simulation results

In order to illustrate the performances of our approachukitions have been performed in the IEEE802.11a
[56] (equivalent to HIPERLAN/2 [110]) WLAN context: ld = 64 carrier 20MHz bandwidth broadband
wireless system operating in the 5.2GHz band using a 16 sapmpfix or postfix. A ratdRk = % con-
straint lengthK = 7 Convolutional Code (CC) (0171/0133) is used before bérletiving followed by
constellation mapping (BPSK, QPSK, QAM16, QAM64). Eachrfeais preceded and followed by
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dummy PRP-OFDM frames ensuring a seamless CIR estimatigmactice, these dummy symbols may
correspond to frames that are not destined to the current d$e pseudo-random weighting factors
are chosen to be a zero-mean pseudo-randdnsequence. Both, Bit-Error-Rate (BER) and Packet-
Error-Rate (PER) performance results are presentedngette packet size to 72 OFDM symbols for
all constellation types (the number of useful data bits al@pted appropriately). All data frames are
assumed to be preceded and succeeded by a sufficient numBBPe©OFDM dummy symbols which
are exploited for CIR estimation.

Monte carlo simulations are run and averaged over at le&$l @lizations of a normalized BRAN-
A (office NLOS environment, 50ns rms delay spread), BRAN&gé open space environment, 150ns
rms delay spread) and BRAN-E (large open space environrdg@ins rms delay spread) [37] frequency
selective channel with and without Doppler in order to abtae performance curves.

In the following, section 3.8.1 presents an analysis of teaMSquare-Error (MSE) of PRP-OFDM
based channel estimates. Simulation results are preséortdde coded case (convolutional encoder
defined above) in sections 3.8.2, 3.8.3 and 3.8.4 for charBRIAN-A, BRAN-C and BRAN-E re-
spectively [37]. Uncoded results follow in section 3.8.5 ¢hannel BRAN-A. The curves compare the
classical ZF CP-OFDM transceiver (standard IEEE802.14d)RRP-OFDM with the MMSE equaliz-
ers combined with a transformation of the received symmlZR-OFDM, OLA and ZF equalization
over theP = N+ D carriers. In the case of CP-OFDM, each frame contains 2 kricaiming symbols,
followed by 72 OFDM data symbols.

For PRP-OFDM, the postfix is chosen as given by Tab.3.1:

| Sample nb|  Amplitude || Samplenb]  Amplitude |

1 1.5649-0.0356i 9 0.0832-0.6527i
2 -0.6961+ 0.9494i 10 0.0306+ 0.0594i
3 0.0874+ 1.1743i 11 0.4047+ 0.2204i
4 0.5737+ 1.4300i 12 -0.2723+ 0.2715i
5 -1.4368-0.8592i 13 0.3469-0.2291i
6 0.2212+ 0.4389i 14 0.0779-0.2369i
7 0.4137+ 0.2834i 15 0.1214+ 0.1355i
8 -0.0960+ 0.9893i 16 -0.2110-0.0972i

Table 3.1: Time domain samples of a suitable postfix.

It has been derived following the method in chapter 4 witlpees to the following criteria:

i) minimize the time domain peak-to-average-power rat®RR);
i) minimize out-of-band radiations, i.e. concentratensigpower on useful carriers and

iii) maximize spectral flatness over useful carriers siriee ¢hannel is not known at the transmitter
(do not privilege certain carriers).

The channel estimation is performed based on PRP-OFDM pgstjuences only using an averaging
window over 21 and 41 OFDM symbols (BPSK and QPSK), 41 and 7M@Bymbols (QAM-16) and
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121 OFDM symbols (QAM-64) respectively. Preambles or gibotes are not used for refining the esti-
mates. When required by the equalization structure, omisici knowledge of the time domain channel
confinement is used concerning its statistiggcoch] ~ D~ 1lIp. In the mobility context, different CIR
estimation approaches are compared as detailed in secBch 3

i) the 'Wiener (DS)approach corresponds todouble sidedDS, increased latency) Wiener filter
as illustrated in Fig. 3.7. It has the maximum performancalbéstimators considered in this
chapter.

i) the "Wiener (SS)approach corresponds tosingle sidedSS, increased latency) Wiener filter as
illustrated in Fig. 3.6.

iii) the ’AR-1 Wiener (SSapproach corresponds to the previous approach combinidawviapprox-
imation of the CIR time-variant process as an Autoregressiodel of order one as explained in
section 3.3.2.

vi) for sake for completeness, the upper approaches arearechfo the static CIR estimator assuming
that the CIR is time-invariant for the derivation of the Waeffilter.

3.8.1 Mean Square Error of Pseudo-Random-Postfix OFDM basechannel estimates

The theoretically achieved MSE of the CIR estimation witke@&E [cpcR| known) and withoutf [cpchi]

is approximated by [cpci| ~ D! in the receiver) the knowledge of the channel statistic#itis-i
trated in Fig. 3.9 to Fig. 3.10 for the static context (no nlibh)i in Fig. 3.11 and Fig. 3.12 at a mobility
of 36m/s & 130km/h) and in Fig. 3.14 and Fig. 3.14 at 72m¥sd60km/h). In particular Fig. 3.11 to
Fig. 3.14 illustrate the importance of a precise Doppler ehedpplying a standard first order Autore-
gressive (AR-1) model, for example, leads to an importagtatiation of the MSE at a high mobility and
large observation window size (for 72m/s of velocity and adeiw size of 60 OFDM symboals, the AR-1
models leads to an CIR MSE of approx. -4dB while the optimupragch achieves approx. -18dB).

Resulting MSE of different CIR estimation approaches in static context, Channel BRAN-A, 5GHz
T T T T T

Resulting MSE of different CIR estimation approaches in static context, Channel BRAN-A, 5GHz
T T T T T T
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Figure 3.9: MSE of CIR estimates in Doppldfigure 3.10:MSE of CIR estimates in Doppler
scenario, no mobility (channel power profile is asenario, no mobility (exact channel power profile
sumed to be rectangular). is known).
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Resulting MSE of different CIR estimation approaches in Doppler context, Channel BRAN-A, 5GHz Resulting MSE of different CIR estimation approaches in Doppler context, Channel BRAN-A, 5GHz
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Figure 3.11:MSE of CIR estimates in Doppldfigure 3.12:MSE of CIR estimates in Doppler
scenario, mobility 36m/s (channel power proSileenario, mobility 36m/s (exact channel power
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Figure 3.13:MSE of CIR estimates in Doppldfigure 3.14:MSE of CIR estimates in Doppler
scenario, mobility 72m/s (channel power proBleenario, mobility 72m/s (exact channel power
is assumed to be rectangular). profile is known).

3.8.2 Simulation results for BRAN-A channel model

BER and PER simulation results are presented in Fig. 3.15gto326. As a comparison to the PRP-
OFDM performances, the results are given for standard CBNDWith perfect CSI knowledge and for

IEEE802.11a like channel estimation based on two learryngosls prior to the data symbol frame. No
channel tracking/refinement is applied for CP-OFDM, neithé¢he static nor the mobility context. Con-
cerning PRP-OFDM decoding techniques, the MMSE approguikdlly leads to the best performance
results, followed by the OLA technique and finally the ZF aggmh. The ZF approach performs poorly
due to the inherent noise correlation in PRP-OFDM equatirata small channel coefficient leads to
noise amplification during the equalization step including spreading of this contribution over other
carriers.

The BPSK simulation results in Fig. 3.15 and Fig. 3.17 illat the superior performance of PRP-
OFDM based on MMSE equalization: a relatively small obséomawindow size of 21 OFDM symbols
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is sufficient in order to achieve BER/PER results that areeckm CP-OFDM with perfect CSI. OLA
based equalization is approx. 1dB below the MMSE resultst@@F equalization performs poorly as
expected.

QPSK results are presented in Fig. 3.17, Fig. 3.18, Fig. &mtbFig.3.20. The results are similar
to the BPSK case: MMSE performs close to the CP-OFDM appraaithperfect CSI, while OLA lies
approx. 1dB behind. In the context of mobility (72m/s), 8eapproach leads to an important error floor
of approx. BER=310"4, butDSimproves the inherent MSE of the CSI and the simulation parémce
is close to the time-invariant case.

Similarly, QAM-16 simulation results presented in Fig. B.Fig. 3.22, Fig. 3.23 and Fig. 3.24
indicate MMSE based equalization results close to the CBI®Ease with perfect CSI. However, the
observation window size was increased to 41 symbols in dadachieve a sufficient CIR MSE. In the
context of mobility, theSSapproach leads to an error floor at approx. BER: 2 for 36m/s and
BER=6- 102 for 72m/s. The improved window position of tiS approach, however, helps to avoid
the error floor for the 72m/s case; at 36m/s, the resultintesyperformance is even close to the time-
invariant case.

With QAM-64, the limitations of PRP-OFDM become visible. dfvwith a large observation win-
dow size of 121 OFDM symbols, the MMSE equalization is apprmlentical to the CP-OFDM case
with the CIR estimated over two learning symbols. It is olmgidhat PRP-OFDM is rather suited for
lower-order constellations in order to mitigate high usetitity. Chapter 7, however, illustrates means
that allow to bypass some of the limitations at the cost ofrafexity increase.

CP-OFDM vs PRP-OFDM for BPSK, CC, R=1/2, Channel BRAN-A, No Mobility CP-OFDM vs PRP-OFDM for BPSK, CC, R=1/2, Channel BRAN-A, No Mobility
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3.8.3 Simulation results for BRAN-C channel model

Fig. 3.27 to Fig. 3.40 show the corresponding simulationlte$or the BRAN-C channel. The rms delay
spread is increase to 150ns compared to 50ns for the BRANs& daespite of the larger delay spread,
the simulation results are very similar to the previous c&eSK and QPSK constellations require a
minimum observation window size of approx. 21 OFDM symb@QI8M-16 requires approx. 41 OFDM
symbols or more and QAM-64 saturates even with an observatindow size of 121 OFDM symbols.
The MMSE equalization performs again close to the CP-OFDs& asith perfect CSI knowledge and
OLA loses approx. 1dB. ZF performs poorly for the reasonsmiabove.
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Figure 3.31: BER for IEEE802.11a, BRANFigure 3.32: PER for IEEE802.11a, BRAN
channel model C, QPSK, different decoding ahannel model C, QPSK, different decoding ap-

proaches, Doppler environment.
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Figure 3.33: BER for IEEE802.11a, BRANFigure 3.34: PER for IEEE802.11a, BRAN
channel model C, QPSK, different decoding apannel model C, QPSK, different decoding ap-
proaches, Doppler environment.
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Figure 3.37: BER for IEEE802.11a, BRANFigure 3.38: PER for IEEE802.11a, BRAN
channel model C, QAM16, different decoding ajrannel model C, QAM16, different decoding ap-

proaches, Doppler environment.
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3.8.4 Simulation results for BRAN-E channel model

Fig. 3.41 to Fig. 3.52 show the corresponding simulatiomltedor the BRAN-C channel. The rms
delay spread is increase to 250ns compared to 50ns (150rkefBRAN-A (BRAN-C) case. Despite
of the larger delay spread, the simulation results are vierifas to the previous cases: BPSK and QPSK
constellations require a minimum observation window sizegprox. 21 OFDM symbols, QAM-16
requires approx. 41 OFDM symbols or more and QAM-64 sataraten with an observation window
size of 121 OFDM symbols. The MMSE equalization performsragkse to the CP-OFDM case with
perfect CSI knowledge and OLA loses approx. 1dB. ZF perfgoowly for the reasons given above.
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channel model E, QPSK, different decoding apbannel model E, QPSK, different decoding ap-
proaches. proaches.
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Figure 3.45: BER for IEEE802.11a, BRANFigure 3.46: PER for IEEE802.11a, BRAN
channel model E, QPSK, different decoding apbannel model E, QPSK, different decoding ap-
proaches, Doppler environment.
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Figure 3.47: BER for IEEE802.11a, BRANFigure 3.48: PER for IEEE802.11a, BRAN
channel model E, QAML16, different decoding aprannel model E, QAM16, different decoding ap-

proaches.
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3.8.5 Simulation results for BRAN-A channel model (uncodef

This section presents simulation results for an uncodettngssion. The BPSK BER/PER results pre-
sented in Fig. 3.53 and Fig. 3.54 indicate that an MMSE egadin shows an error floor of approx.
BER=7-10* for an observation window size of 41 OFDM symbols for charestimation. Increasing
this window size to 121 symbols avoids this error floor andiseta results that are close to CP-OFDM
with perfect CSI knowledge.

For QPSK, presented in Fig. 3.55 and Fig. 3.56, it is intérggb note that the observation window
size of 41 OFDM symbols always leads to an error floor whileB& OFDM symbols window used
for channel estimation leads to system performarstgeeriorto the CP-OFDM case with perfect CSI
knowledge. This is explained by the additional diversityngaf PRP-OFDM equalization compared
to CP-OFDM: the PRP-OFDM MMSE equalizer works on an freqyesmmain oversampled signal as
explained in [39] for ZP-OFDM,; it is thus possible to recogetarrier amplitude even if the CP-OFDM
frequency domain sampling point is weighted by a very lowwamrezero-valued channel coefficient. An
error floor occurs still at approx. BER=20"%.

Uncoded QAM-16 constellations (and higher) require vergdaobservation windows for CIR esti-
mation. Here, PRP-OFDM is clearly not suited as illustratelig. 3.57 and Fig. 3.58.
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3.9 Conclusion

In this contribution a new OFDM modulation has been preskbtsed on a pseudo random postfix:
PRP-OFDM, using known samples instead of random data. This-oarrier scheme has the advantage
to inherently provide a very simple blind channel estimatexploiting this deterministic values. The
same overhead as CP-OFDM is kept. Moreover several edtiafizapproaches have been proposed
with the same robustness granted by the ZP-OFDM receivanbo@imal arithmetic complexity yet
efficient Viterbi decoding metrics have also been detaifgnple channel estimates were shown to be
feasible, leading to improved BER.

Due to the low additional complexity requirements for thegie decoding approaches derived in
section 3.7, PRP-OFDM is of advantage compared to CP-OFRNBAOFDM schemes if the target ap-
plication requires: i) a minimum pilot overhead, ii) lowroplexity channel tracking (e.g. a [IEEE802.11a
like system in a high mobility context) and iii) adjustabéxeiver complexity/performance trade-offs.
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Chapter 4

Pseudo Random Postfix OFDM: Postfix
Design

This part complements the definition of the Pseudo-RandostfikR OFDM (PRP-OFDM) modulator
presented in the chapters 2 and 3: the proper design of axpestfilence is discussed which will replace
the content of the guard interval known from classical QyBliefix OFDM (CP-OFDM) systems.

4.1 Introduction

In previous chapters, the novel Pseudo-Random-Postfix OFERIP-OFDM) modulation scheme was
defined and studied: instead of the classical cyclic prefiereston known from CP-OFDM [48] or

the Zero-Padding introduced in the framework of ZP-OFDMs iproposed to insert a known vector
weighted by a pseudo random scalar sequence between al€@38IDM symbols: the Pseudo Random
Postfix OFDM (PRP-OFDM). In chapter 3 it is shown that PRP-®FEapitalizes on the advantages
of CP-OFDM [48] and ZP-OFDM [39, 40, 70-76]; furthermore ike former OFDM modulators, the

receiver can exploit an additional information: the prioolvledge of a part of the transmitted block.
It is explained how to build on this knowledge in order to penfi a low complexity order one semi-

blind channel estimation and tracking. PRP-OFDM provesstofadvantage over existing modulation
schemes if the target system requires i) a minimum pilot fueed, ii) low-complexity channel track-

ing (e.g. a IEEE802.11a like system in a high mobility cotjted iii) adjustable receiver complex-
ity/performance trade-offs. The PRP-OFDM concept has vakdated on an FPGA based prototyping
platform operating at 5GHz and 60GHz [11].

This chapter discusses the design of a proper postfix segquEnc this purpose, various constraints
are taken into account: regulatory issues (such as speatrask requirements), system implementation
(requirements on filter designs, Peak-to-Average-Powép RRAPR)) and base-band design constraints
(homogeneous mean-square-error (MSE) over all frequeoyath channel coefficients, concentration
of the signal power on in-band carriers). As a result, araiteg multi-dimensional optimization ap-
proach is proposed which helps to find suitable postfix sexpgerSeveral examples are provided for the
context of the 5GHz IEEE802.11a WLAN standard [56].
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This chapter is organized as follows. Notations and a defimivf the PRP-OFDM modulator are
given section 4.2. Section 4.3.3 discusses the designraaristof the postfix sequence and demonstrates
that a pseudo-random-weighting of the sequence leadsfiergbée spectral signal properties. An itera-
tive optimization procedure for the derivation of postfigygences with several trade-offs (e.g. low PAPR
versus in-band flatness and low out-of-band radiation)viergin section 4.4 followed by a presentation
of some examples of postfix sequences section 4.5. Finaltyeconclusions are given section 4.6.

4.2 Notations and PRP-OFDM modulator

The baseband discrete-time block equivalent model dNararrier PRP-OFDM system is considered

as given by figure 4.1. Theh N x 1 input digital vectorSy(i) is first modulated by the IFFT matrix
S\ H om
FH ::ﬁ(WI{H) ,0<i<N,0<j<NandW :=e ¥,

Then, a deterministic postfix vectpp := (po, ..., Po_1)' Weighted by a pseudo random vatug) €
C is appended to the IFFT outpsi(i). With P := N + D, the correspondin® x 1 transmitted vector is
sp(i) := FHsn (i) +a(i)pp, where

| T
Fop = [—N} FN and pp:= (01N pg)
PxN

Op.N
MODULATOR DEMODULATOR
&(k) sn(k) se(k) re(k) n(k)
S(k) N
S(k) = P/S P |
- |w)
@
3
g .o
F o
5
n(t) R
A S s(t) r(t) 0 5 m
(oAc >—{ C(K) |~>—<aoc 5
Sn-1(k) sampling sampling g‘g
sv-1(K) rateT rateT §
constanf Po-a(k)
postix oA n+p-1(K) n-1(k)

) postfix parallel digital to analogto  serial to demodulation
modulation insertion to serial analog digital parallel and
conversion converter converter ~ conversion equalization

Figure 4.1:Discrete model of the PRP-OFDM modulator.

Without loss of generality, the elementsspf(i) = FR& (i) are assumed to be i.i.d. and zero mean
random variables of variana@ = 1 which are independent of(i)pp. The samples o (i) are then

L

sent sequentially through the channel modeled here as afilteiRof orderL, C(z) := ¥ chz ". The
n=0

OFDM system is designed such that the postfix duration escéedchannel memoly < D.

Let Cis(P) andCg, (P) be respectively the siZe Toeplitz inferior and superior triangular matrices
of first column|co,cy, -+ ,¢,0,—,0]" and first row[0,—,0,c,,---,c1]. As already explained in [80],
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the channel convolution can be modeledriayi) := Cisi(P)sp(i) + Cigi (P)se(i — 1) + np(i). Cisi(P)
andC,g (P) represent respectively the intra and inter block interfeeenp(i) is theith AWGN vector
of element variance?. Sincesp(i) = F3y(i) + a(i)pp, we have:

re(i) := (Cisi(P) + BiCigi (P))sp(i) + np(i) 4.1
_a(i-1)

where; ;= = o Note thatCg, := (Cis|(P) + BiCigi (P)) is pseudo circulant: i.e. a circulant matrix
whose(D — 1) x (D — 1) upper triangular part is weighted Ifsy.

In the sequel, the focus is on the proper design of postfix esezps as they are assumed to be
available in the given references.

4.3 PRP-OFDM Postfix Design Constraints

Before considering the design of the postfix sequence ,iis&fimportant to understand regulatory and
system design constraint which have to be taken into accdinet following points will be considered:

1. regulatory constraints on the power spectrum mask, ssiimdations on the signal power distri-
bution within the system bandwidth

2. system implementation constraints, such as non-litiesiih the Power Amplifier (PA), limitations
on filter impulse response lengths, etc.

3. base-band performance constraints, such as the reguitean a homogeneous MSE of the fre-
guency channel coefficient estimates over all in-band e rietc.

All examples will be given in the context and with the systeangmeters of the IEEE802.11a 5GHz
WLAN standard [56].

4.3.1 Regulatory constraints

Any system implementation needs to meet the regulatoryt@nts. In the context of wireless systems,
these are mainly limited to the center frequencies, the maxi mean level of output power and the
definition of the spectrum mask. While the design of the PRI~ postfix sequence is not affected
by center frequency and system output power constraingsddfinition of the spectrum mask is an
important parameter. In the context of IEEE802.11a [56§ dtefined as illustrated in Fig.4.2. Note that
these limitations should be considered torbederateand more restrictive spectrum mask constraints
may be imposed in the future (e.g. in context of next genamatiireless mobile phone standards as they
are prepared in the context of the European Project IST-VHRNST-2003-507581 [21-24, 30]):

By setting the sampling frequency of the complex time donségnal to 20MHz, the discrete time
domain samples are efficiently generated by a 64-point sev€ast Fourier Transformation (IFFT).
Among the 64 carriers, the DC carrier and 11 side-band cam@&main unused as illustrated in Fig.4.3
in order to facilitate the system conformance with the spectmask.
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Since the discrete time domain postfix sequence will typida# generated based on the same sam-
pling frequency (and thus same bandwidth) as the OFDM dgteakithe following design choices/constraints
occur:

1. Design the postfix sequence such that it inherently maetsgectrum mask requirements. This
approach considerably limits the possible design appraagbarticular, any white PN-sequence
iS unsuitable.

2. Design the postfix sequence independently from any speatmask requirements. Suitable Low-
Pass (LP) filters will adapt the signal to the spectrum maglirements.

3. Avoid any (cyclo-)stationarity in the postfix sequencsisice these would lead to peaks in the
frequency domain which considerably lower the out-of-baadiation constraints given in the
spectrum mask (see section 4.3.3).

While the trade-offs of the first approach are obvious, tloeisé one will be considered in detail in
the following section.

4.3.2 System implementation constraints

The study of the PRP-OFDM postfix design with respect to systeplementation constraints will be
performed based on the typical WLAN transmitter implemgotearchitecture presented in Fig.4.4 [15]:

The analysis of this architecture leads to the identificatid the following main implementation
constraints:

1. The Peak-to-Average-Power-Ratio (PAPR) of the inpubaided to the Power Amplifier (PA)
should be as low as possible in order to reduce backoff-aing. This observation is important
for the design of PRP-OFDM postfix sequences: Contrarily Be@-DM, where PAPR related
problems are of a probabilistic nature, the effects becasterhinistic in the PRP-OFDM context;
if postfix clipping occurs in the power amplifier of the trarifier, it occurs for all postfixes.

2. The system impulse response (i.e. the impulse resportbe dtfansmitter convolved by the im-
pulse response of the over-the-air propagation channebbad by the receiver impulse response)
should be as short as possible in order to avoid Inter-Blatiference (IBI). IBI occurs if the
system impulse response length is longer than the postfieseg (or the guard interval in tradi-
tional CP-OFDM systems). Since the main contributor to taegmitter/receiver impulse response
length is the low-pass filter, its selectivity constrainesads moderate as possible (a high filter se-
lectivity inherently requires a long filter impulse respens

These points indicate that the PAPR parameter of the postfixesice should be inherently as low as
possible; furthermore, the requirement on a moderate §i#ksctivity is in favor of a postfix design that
inherently meets the spectrum mask requirements.
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Figure 4.4:A typical transmitter implementation of IEEE802.11a.

4.3.3 Base-band design constraints

Following the arguments of section 4.3.1, it is desirablat tihhe introduction of the pseudo random
postfix results in a flat spectrum of the signal sent onto ttenihl. In order to analyze the spectral
properties of the PRP-OFDM signal (since the signal is almslip not stationary but cyclo-stationary
with periodicity P (duration of the OFDM block) [111]), the order O cyclo-speat of the transmitted
time domain sequencgk),k € N has to be calculated:

with Rss(I, k) = E[s4«s']. Hereby, Rs(1,k) is given for the symbos(k=0...P—1) as

E[s:ks] fork+!>0andk+I<P
S+k§ Eq fork+I|>mPand

k+1 <mP+D,me Z/{0}
0 otherwise

Rs7s(| 5 k) —

with Eq = E[a ([552]) a* ([4])]. Now it is clear that it is desirable to chooséi),i € Z such that

Eq = 0 in order to clear all influence of the deterministic postfixthhe second order statistics of the
transmitted signal. This is achievable by choosirig as a pseudo-random, zero-mean value.
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4.3.4 Conclusion: resulting postfix design constraints

Following the argumentation presented in the previous@ecthe following criteria are recommended
with respect to the design of the PRP-OFDM postfix sequence:

i) minimize the time domain peak-to-average-power ratRR);
i) minimize out-of-band radiations, i.e. concentratensigpower on useful carriers;

iif) maximize spectral flatness over useful carriers sirfee ¢hannel is not known at the transmitter
(do not privilege certain carriers) and

iv) avoid any signal (cyclo-)stationarity by applying a@enean pseudo-random weighting sequence
to the postfix sequences.

The resulting postfix is obtained through a multi-dimenalarptimization involving a complex cost
function. A suitable procedure is studied in detail in théofeing sections. Note that if the PAPR
criterion is not an issue, one can directly use the Kaisadav [112].

4.4 lterative derivation of a suitable postfix

Since the Kaiser-Window is optimum for all criteria definexfdre except the PAPR criterion, the idea is
to take the Kaiser-Window as initial assumption and to traffidow PAPR against out-of-band radiation
and in-band flatness by iterative steepest-descent basimizgiion. For this reason, a weighted cost
function is defined for each criterion. In another contexthsan approach is commonly applied in the
field of inverse problems, e.g. by [113].

The corresponding weighted cost functions introduced are:

o VRFABH) with Y3t e R, JF3(pp) € R cost function goal is to force spectral flatness over all
in-band carriers;

o VPUIOUYpR) with yOU € R, J%U(pp) € R cost function aims at setting the out-of-band carriers to
approximately zero;

o \CIPJCIP () with yEIP ¢ R, JCP(pp) € R cost function role is to limit the time domain PAPR
below a certain threshold.

Thus, the total cost function to be optimized is

JTot — yFIatJFIat(pD) +VOUtJOUt(pD) _’_yCIipJCIip(pD).
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Applying a simple steepest descent method, the minimumusddteratively by settingp (i +
1) = pp(i) — 0J™Yi), usually in combination with power normalization after leateration. Hereby
0™ = Z%JT"t(pD) with pp = pp (i), wherepp is the vector containing the postfix of sibe The
gradient of complex functions is used as defined by [104],exglix B. In the following, botll™Y(pp)
and0J™Y(pp) are derived for each criterion. Since the channel is estichaverP carriers, all criteria
are expressed in tHex P Fourier domain.

4.4.1 Spectral flatness

Denote byc the set of integers gathering the row indices of Bhe P Fourier matrixFp corresponding

to in-band carriers anB- the sub-matrix ofp stacking these rows. Wit = (pB OLN)T a permutated
version of vectopp is defined (which simplifies the presentation of the gradoaitulation) and with§
a 1x P vector containing the row df . corresponding to carrier,, i.e. thenth carrier of set’, we have:

2
A 1 A
=y [|frclpp| "N > |f|pr|]

nec kec

.
The gradient o8 is given bydJfat = 2 (0?)6"" , apg,1> JFlat with

gJFlat . fCFA)P
=2 f<op| —De|( (f¢ nP” _ _ opsM
oy~ 2 2 L15pel =] ((50) gy~ o ™)
Hereby,
1
Pr=rr 3 Ifapel,
NCnec "
1 « f<p
(m) _ + c n MP
opF Nc ( n)m2|fﬁpp|

4.4.2 Out-of-band radiation

The out-of-band radiation is defined as the power over thaeohgarriers and is ideally zero. With
being the set oNp = |0| out-of-band carriers, anBl, the subset of th&p Fourier matrix containing
these rows?. The expression of the cost function is:
30— 5 1Pt (13)"
neo

.
The expression af°! gradient is given by1JOU = 2 (t’%o’ oo apg 1) JOutwith

aJOut

o &
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4.4.3 Clipping

The impact of the clipping is determined by the transfer fiomcof the power amplifiers (PA) in the
system. In the framework of this thesis, the following sienpiodel is used:

_Jz for |z <c_
fra(2) == { cLel®?d for |7 >c

wherec, € R™ is the clipping level and)z) is the phase of € C. The corresponding cost function is:

2
JClip.ideal . _ ZO[ (Ipn| —cL) - [sign(|pn‘2 )+1]

In order to further improve the resulting postfix sequengersampling can be applied to the postfix
sequence in the upper cost functlon Note that gt} — c) = sign(|pn|? — c¢?). For the optimization,
however, we substitute sigx) by ac? (differentiable) function; we choose sigy ~ tanhnx),n € R+,
Thus, the total cost function is

D-1

3Clp . _ ; B(|pn|—cL). [tanh(n (|pn|® - ))+l]r.

. . T
The gradient ofi°? is given by0JClP = 2 (6?36 e apg 1) JClP with

2 Pm [tanh(n (|pml* = ¢f)) +1]
2cosif (N(|pm2—c2))

0Jclp _ (IPml—¢L) Pm
J o 4| P

withm=0,--- ,D—1.

[tanh(n (| pml? — ))+1] +n(|pm| —cL)

Now, the total cost function is defined and a correspondirgifixocan be derived by the iteration
po(i+1) = pp(i) — 0I™().

4.5 Example of Postfix design

The upper steepest descent based postfix derivation isatedlfor the derivation of postfix sequences
of 16, 32 and 48 samples. The optimized sequences are cartpadaiser window with respect to the
following criteria: Peak-To-Average-Power-Ratio (PARPR}band ripple and out-of-band radiation. In
all examples, the in-band carriers are defined correspgrdithe definitions of IEEE802.11a as illus-
trated in Fig.4.3: the carriers = {28,--- ,38} are out-of-band and = {1,---,27,39,... 64} are useful
carriers.

Fig.4.5 and Fig.4.6 present two postfixes with differenti¢raffs for the parametei3 = 16 (postfix
size) andN = 64 (OFDM symbol size) in time and frequency domain: A Kaiséndféw as given by
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Tab.4.1 and a postfix whose derivation is based on the uppinipation procedure, see Tab.4.2. As
given by Tab.4.3, the Kaiser Window offers optimum spechi@hess and low out-of-band radiation
with the drawback of a relatively high Peak-to-Average-BoRatio (PAPR): the PAPR is 11.548dB for
the Kaiser window compared to 7.489dB for the optimizedfposequence based on the upper steepest
descent approach.

The spectral flatness vs PAPR trade-off becomes an issuesfzh of the postfix sequence is further
increased. Tab.4.4 and Tab.4.5 present the time domainlessimipa corresponding Kaiser window and
an optimized sequence, both of 32 samples. Fig.4.7 and.&itldstrate the corresponding results in
time and frequency domain. While the optimized sequencapsrior compared to the Kaiser window
in terms of PAPR (6.762dB vs 14.443dB), the ripple rises fb625dB to 0.742dB.

The ripple effect is reduced here for the 48 samples sequenpeesented in Tab.4.7 and Tab.4.8 and
illustrated in Fig.4.9 and Fig.4.10: the cost is a relativeigh PAPR of 7.691dB. The same effect can
be achieved for the upper postfixes, if desired. Note, howévat the ripple increases if the frequency
resolution is higher; the postfix sequence was only imprdeetheN = 64 considered carriers and may
vary significantly on intermediate frequencies.

4.6 Conclusion

The design criteria for discrete postfix sequences have bisenssed in the context of the Pseudo-
Random-Postfix OFDM (PRP-OFDM) modulation scheme. A stetepescent based optimization algo-
rithm has been proposed in order to trade-off differentglesriteria, in particular the PAPR, the out-of-
band radiation and spectral flatness. As an example, airggsiiquence is given for the IEEE802.11a
WLAN context when the CP-OFDM modulator is replaced by thePRB¥FDM scheme. Further ex-
amples of 32 and 48 samples length are presented based digatlspectral requirements. While the
postfix of 16 samples length is suitable for IEEE802.11a-IK-DM parameter sets, larger postfix sizes
are applicable, for example, to a wider communication ranageext where typically longer OFDM sym-
bols are used [24, 25]. PRP-OFDM thus allows to efficientjuee the preamble and pilot overhead in
a system design phase without any loss in system perforrmanmespectral efficiency.

| Sample nb| Amplitude || Sample nb| Amplitude |

1 0.0140 9 3.4066
2 -0.0079 10 0.5504
3 -0.0278 11 -0.4420
4 0.1045 12 0.3059
5 -0.2209 13 -0.1757
6 0.3597 14 0.0765
7 -0.4904 15 -0.0182
8 0.5792 16 -0.0042

Table 4.1: Time domain samples of a suitable postfix (Kaiseddiv, 16 samples).
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| Samplenb]  Amplitude || Sample nb|  Amplitude |

1 1.5649-0.0356i 9 0.0832-0.6527i
2 -0.6961+ 0.9494i 10 0.0306+ 0.0594i
3 0.0874+ 1.1743i 11 0.4047+ 0.2204i
4 0.5737+ 1.4300i 12 -0.2723+ 0.2715i
5 -1.4368-0.8592i 13 0.3469-0.2291i
6 0.2212+ 0.4389i 14 0.0779-0.2369i
7 0.4137+ 0.2834i 15 0.1214+ 0.1355i
8 -0.0960+ 0.9893i 16 -0.2110-0.0972i

Table 4.2: Time domain samples of a suitable postfix (optchik6 samples postfix).

Parameter Kaiser PAPR
Window | opt. Postfix
PAPR 11.548dB| 7.489dB
lpoli
1 D-1 2
D HZ [ Pn
Total out-of-band radiation -16.33dB | -12.581dB
s [paf?
neo f pD
p'=F
et [ On-.1 }
n=0
Spectral in-band ripple 0.025dB 0.742dB
Calculated over carriers
c?=c\{21,...27,39,...,45}
(i.e. transition to stop-band not considered)

Table 4.3: Comparison on postfix trade-offs (16 sampledighst
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Table 4.4: Time domain samples of a suitable postfix (Kaisemddiv, 32 Samples).

| Sample nb| Amplitude || Sample nb| Amplitude |

1 -0.0159 17 4.7542
2 0.0181 18 0.8045
3 -0.0120 19 -0.6989
4 -0.0054 20 0.5471
5 0.0341 21 -0.3743
6 -0.0690 22 0.2069
7 0.1001 23 -0.0670
8 -0.1137 24 -0.0320
9 0.0956 25 0.0860
10 -0.0350 26 -0.1005
11 -0.0722 27 0.0867
12 0.2201 28 -0.0584
13 -0.3929 29 0.0281
14 0.5671 30 -0.0043
15 -0.7157 31 -0.0092
16 0.8141 32 0.0130

| Sample nb|  Amplitude || Samplenb]  Amplitude |
1 1.0678-0.2485i 17 -0.6305+ 0.2212i
2 -1.2244+ 0.8348i 18 -0.1557-0.9844i
3 -1.2278+ 0.4519i 19 0.4761-0.4938i
4 1.2361-0.7825i 20 -0.1803-0.6882i
5 -0.2617-1.3550i 21 0.5684-0.3849i
6 -1.0461+ 1.2017i 22 -0.1465+ 0.4904i
7 0.5739-1.4205i 23 0.0310-0.6722i
8 0.7884+ 0.8225i 24 0.6098-0.1938i
9 0.7616-0.5044i 25 -0.0338-0.5361i
10 -0.4033+ 0.8804i 26 0.6024-0.2020i
11 -0.6153+ 0.5960i 27 0.0316+ 0.5602i
12 -0.9602+ 0.1916i 28 0.2225-0.3104i
13 -0.1228-0.6236i 29 0.4748+ 0.1726i
14 0.2001-0.4621i 30 -0.2827-0.2660i
15 -0.5335-0.0187i 31 0.4158-0.1692i
16 -0.2175-0.3735i 32 0.1835+ 0.5114i

Table 4.5: Time domain samples of a suitable postfix (op&chi22 samples postfix).
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Parameter Kaiser PAPR
Window | opt. Postfix
PAPR 14.443dB| 6.762dB
lpoll3
1 D-1 2
D nzo‘pn‘
Total out-of-band radiation -16.719dB| -31.501dB
3 |pnf?
nco ’ f_ = Pp :|
e [ On-D1
) Spectral in-band ripple 0.0252dB | 1.986dB
Calculated over carriers
c?=c\{21,...27,39,...,45}
(i.e. transition to stop-band not consideref)

Table 4.6: Comparison on postfix trade-offs (32 sampledignst

| Sample nb| Amplitude || Sample nb| Amplitude |

1 0.0127 25 5.8025
2 -0.0173 26 0.9814
3 0.0180 27 -0.8655
4 -0.0126 28 0.6936
5 0.0000 29 -0.4905
6 0.0187 30 0.2842
7 -0.0398 31 -0.1003
8 0.0577 32 -0.0419
9 -0.0654 33 0.1320
10 0.0569 34 -0.1693
11 -0.0290 35 0.1618
12 -0.0171 36 -0.1232
13 0.0745 37 0.0695
14 -0.1310 38 -0.0158
15 0.1710 39 -0.0267
16 -0.1778 40 0.0519
17 0.1378 41 -0.0590
18 -0.0435 42 0.0515
19 -0.1035 43 -0.0351
20 0.2918 44 0.0163
21 -0.5009 45 0.0000
22 0.7044 46 -0.0106
23 -0.8744 47 0.0148
24 0.9865 48 -0.0138

Table 4.7: Time domain samples of a suitable postfix (Kaiserddiv, 48 Samples).
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| Sample nb|  Amplitude || Samplenb]  Amplitude |

1 -0.3455+ 1.0703i 25 -0.4480-0.2845i
2 0.5167-0.8005i 26 0.7568+ 0.6750i
3 -1.0618+ 0.2140i 27 -0.0675+ 0.1458i
4 0.2655+ 0.1877i 28 -0.7098-1.3906i
5 -0.1938+ 0.0350i 29 -0.2838+ 0.1919i
6 -0.5792+ 0.2934i 30 0.3397+ 0.3671i
7 0.0908-0.1211i 31 0.4167-0.6586i
8 -0.2160-0.6457i 32 -0.1350+ 0.1112j
9 0.5287+ 0.7310i 33 -0.3572+ 0.1126i
10 -1.8827+ 1.0646i 34 0.2015+ 0.2065i
11 -0.9916-0.4922i 35 -1.1574-0.4457i
12 -0.1853-1.6238i 36 0.9955-0.5734i
13 0.0920-0.3074i 37 -1.1571-0.1639i
14 -0.1976-0.9700i 38 1.5059-0.2666i
15 -0.6025-0.3002i 39 -0.6689+ 0.5690i
16 0.9100+ 0.1404i 40 0.0296-0.3507i
17 0.7601-1.1629i 41 -0.6628-0.7569i
18 -0.0721-0.0574i 42 0.1214+ 0.3445i
19 0.1725+ 0.6107i 43 0.2804-0.1495i
20 0.3401-0.1199i 44 0.1323-1.0462i
21 -0.7860+ 0.8694i 45 0.2222-0.5485i
22 -0.3458-0.4107i 46 0.2851+ 1.0651i
23 0.7092-1.15609i 47 0.2972-0.1414i
24 -0.4684+ 0.3254i 48 -0.1216-0.1457i

Table 4.8: Time domain samples of a suitable postfix (op&hi28 samples postfix).

Parameter Kaiser PAPR
Window | opt. Postfix
PAPR 16.174dB| 7.691dB
lpol3
1 D-1 2
D nZO [Pn|
Total out-of-band radiation -16.153dB| -39.715dB
f2
nezolpn| pf =Fn |: Pp :|
S On-p.
) Spectral in-band ripple 0.017dB | 0.000176dB
Calculated over carriers
c?=c\{21,...27,39,...,45}
(i.e. transition to stop-band not considered)

Table 4.9: Comparison on postfix trade-offs (48 sampledignst
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Chapter 5

Synchronization Refinement with Pseudo
Random Postfix OFDM

This chapters illustrates how to exploit the Pseudo Randostfir OFDM frame structure in order to
perform a time and frequency synchronization refinementA#fer an initial (rough) synchronization,
the proposed refinement algorithms rely on the determingiistfix sequence only and do not require
any signaling overhead.

5.1 Introduction

This chapter complements the PRP-OFDM related studieemies in the previous chapters of this
document: it shows how to perform time and frequency synabasion (TS/FS) refinement (TSR/FSR)
by exploiting the pseudo-randomly weighted determinigtstfix sequences [27, 28].

The proposed techniques allow thus to

1. refine an initial (rough) TS;

2. update the TS when a mobile terminal (MT) awakes from apsteede, which is a common
scenario in the context of WLAN systems [58]: Automatic PoBave Delivery (APSD) [114]
MAC (Medium Access Control) protocol is applied in order tdarm the MT well in advance
when it may receive and/or transmit data. In between, itcheis to a (deep) sleep-mode in order
to minimize power consumption. A common problem is to idgniieans for re-synchronization
after the wake-up procedure: we propose to achieve thistagikploiting the Pseudo Random
Postfix based TSR;

3. refine an initial (rough) FS.

The TSR helps to ensure that interference from adjacent OBivbols is entirely absorbed by the post-
fix interval (similar to the guard interval in the context dPE@FDM) preventing any performance degra-
dation introduced by Inter-Block-Interference (IBI). F3RIps to avoiding Inter-Carrier-Interference
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(ICI) by adjusting the frequency domain sampling points.r &o efficient hardware implementation,
a Fast-Fourier-Transform (FFT) based TSR algorithm is gsed that is optimized in terms of calcu-
lation complexity: for the frequency-selective case, iaisub-optimum approach where the inherent
approximations, however, become rather accurate for loR $Nere TSR/FSR is particularly useful.

Since the PRP-OFDM based synchronization refinement eegjain initial TS/FS, in the framework
of this thesis we assume that a first frame acquisition isexeli applying standard techniques: e.g., [38]
presents suitable techniques applicable to IEEE802.1Hz3@LAN [56] preamble based TS/FS.

An alternative synchronization refinement has been studie@P-OFDM in [98,115] by correlating
the guard interval with the tail of the corresponding OFDNhbwl. This approach cannot be directly
applied to the PRP-OFDM context, since the postfix-sequendeterministic (and not quasi-Gaussian
as it is the case for the CP-OFDM guard interval contents)] $tfudies both, a FS and joint FS/TS in
a single carrier (SC) context where every SC block is folldvoy a constant deterministic sequence.
While its FS approach can be reused in the context of a freaguselective channel (see section 5.4 of
this chapter), the joint FS/TS approach in [77] requiresra@aussian postfix sequences and is thus not
applicable. A new TSR approach is thus derived which is effiity applied after the FSR and frequency
offset correction. A joint optimization is thus no longeguéred.

This chapter is organized as follows. Section 5.2 recakischdefinitions of the PRP-OFDM modu-
lator followed by a presentation of suitable TS improvemntenhniques in section 5.3. In the context of
an Additive White Gaussian Noise (AWGN) channel, a Maximuikiihood (ML) estimate is derived.
For frequency selective fading environments, the optimuimddcoder is typically replaced by a sub-
optimum approach in practice, since the channel impulggorese (not containing any time offset due
to an imperfect initial synchronization) required for MLtiesation cannot assumed to be known: cor-
responding sub-optimum approaches are derived. Secdoextends the synchronization refinement to
the frequency offset estimation, section 5.5 discussesitheltaneous time/frequency offset estimation
(avoiding a joint detection approach) and section 5.6 ptss#@mulation results. Final conclusion follow
in section 5.7.

5.2 Notations and PRP-OFDM modulator

This section briefly presents the basic definitions intreduin chapters 2 and 3 for a carrier PRP-
OFDM system. Théth N x 1 input digital vectot 3y(i) is first modulated by the IFFT matrikf] :=

ﬁ (WIL’) ,0<i<N,0<]j<N whereWy := e I¥. Then, a deterministic postfix vect@p :=

(po,-..,Po_1)" weighted by a pseudo random valaé) € C is appended to the IFFT outpusg(i).
With P := N+ D, the corresponding x 1 transmitted vector isp(i) := F:8 (i) +a(i)pp, where

I
e || R and pei= (0upd)"
DN JpxN

1 ower (upper) boldface symbols will be used for column ves{matrices) sometimes with subscripter P emphasizing
their sizes (for square matrices only); tilde denotes feagy domain quantities; argumenwill be used to index blocks of
symbols;H (T) denotes Hermitian (Transpose).
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Without loss of generality, the elements ®f(i) = Fl&y(i) are assumed to be i.i.d. and zero mean
random variables of varianag = 1 which are independent of(i)pp. The samples o (i) are then

L
sent sequentially through the channel, modeled here ashaarder FIR filterC(z) :== S ¢,z ". The
n=0
OFDM system is designed such that the postfix duration escéedchannel memoly < D.

Let Cisi(P) andCig, (P) be respectively the Toeplitz lower and upper triangulanioes of first col-
umn|co,Cy,--- ,C,0,—,0]T and first row[0, —,0,cL,--- ,¢1]. As already explained in [80], the channel
convolution can be expressedrggi) := Cis|(P)sp(i) + Cigi (P)sp(i — 1) + np(i). Cisi(P) andCyg (P)
represent respectively the intra-symbol and inter-blatkrference.np(i) is theith AWGN vector of
i.i.d. elements with variance2. Sincess(i) = FH.&(i) +a(i)pp, we have:

re(i) = (Cisi+BiCigi)se(i) + ne(i) (5.1)
_a(i-1)

wherep; ;= TR Note thatCg, := (Cis) + BiCigi) is pseudo circulant: i.e. a circulant matrix whose
(D—1) x (D—1) upper right triangular part is weighted IBy. Such a matrix is no longer diagonal on

a standard Fourier basis, but on a new one still allowing ciefit implementation based on FFTs (see
Appendix A).

The expression of the received block thus becomes:

pi) == Cp (Fdedu(i)+ali)pe) +ne(i)

FH3. (i) |
CBi< G,\éi)pD >+np(|)

The following sections present TSR and FSR refinement tgaksifirst independently; then, a dis-
cussion on a simultaneous presence of time/frequencytefisel considerations on the estimation/correction
follows.

5.3 Time synchronization aspects

Due to the block transmission nature of OFDM systems, it ipdrtant to perform an accurate TS
locating the start of the OFDM time domain symbols to be feth®oFFT demodulator in the receiver.
In that respect, it is relevant to find TS algorithms that mjmte the offset distribution of the estimated
frame location: the real start of the frame and the estimatedprovided by the time synchronization
procedure need to coincide as closely as possible. If thigguty is not fulfilled, the system performance
is impacted:

¢ alate synchronizatiomeads to 1Bl with the subsequent OFDM symbol;

e anearly synchronizatiorleads to an extraction of OFDM symbols some samples eahlgr te-
quired and subsequently reduces the duration margin of EFl2MDguard time allocated for ab-
sorbing the IBI generated by a multi-path propagation ceh(applicable to both, CP-OFDM or
PRP-OFDM); this observation illustrates that in practittes guard time role is to cope not only
with the absorption of the IBI due to a CIR of significant megpdaut also with the inherent delay
offset remaining after TS.
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In this chapter, it is assumed that an initial (rough) TS/ES &lready been performed by standard
means, e.g. see [38,116]; so that TS false detection andtidetdailure [116] issues are not addressed.
Usually, the TS is based on suitable preamble designs in icatidn with auto-correlation and peak-
detection of the received signal. Correspondingly, FSsam&d to be performed on a suitable preamble.
This section shows how to refine such a first estimation andéhaims at i) avoiding 1Bl and ii) increas-
ing the spectral efficiency of the system by keeping the gimtedval as short as possible. The case of an
Additive White Gaussian Noise (AWGN) channel is first coesédl, and the general frequency selective
case is derived subsequently.

5.3.1 Refinement in the AWGN context

For explanation sake, we first consider the received bloctovepg(i) in presence of an AWGN channel
including an time synchronization offs€tandsy(i) = [so(i),--- ,sn—1(i)]" (similar to the noise vector
npo(i)). For sake of simplicity we assunt@to belong to the inveral ofD < Q < D:

< O(S(Ni)(liO)D_ > forQ=0

1
a(i)pp forQ>0

rpQ(i) i=neg(i) + (5.2)

sn(i) forQ<O0

a(i)po+o-1

A corresponding vectonpg(i) needs to be defined for the Gaussian noise contributions. hibwever
sufficient to note thaie [nRQ(i)nEQ(i)] = E[np(i)nB(i)] = o3ln. The contribution of OFDM data sam-

ples in (5.2) shall be defined asq(i); it corresponds topg(i) setting all postfix and noise contributions
to zero.

In order to prepare the synchronization refinement, we defingéo be the expectation operator
combined with de-weighting of postfixes by the correspogdnverse of the pseudo random weights
a(i)~%; with a(i) being a pure phasei(i) = e/%), the variance of any weighted data/noise samples as
well as their zero-mean properties remain unchanged; feet@ introduced by the initial rough TS is
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the parameter to be detected:

( Op-p > forQ=0
Pb

Op_p-0
Pp forQ>0

O
) Pp+Q
Ea[rpq(i)] = : (5.3)
Po-1
OP—D for Q <0
Po

Po+q-1

In practice, this expectatioR, is approximated by a mean value calculation over a limiteghier
of Z symbols (without loss of generality and for explanationesakis assumed to be an odd integer:
Z € [3,5,---]). These are assumed to be grouped arounthth®©FDM symbol {p > %) in the frame:

(se(io—%5%) ..., (ilo+ %52)) and with
L 141 . Z-1 . Z-1
np7Q(I0) = 7 i; |:SP7Q (Io T + I) +Npo (Io T + I>:| (5.4)
the following expression is obtained:
fralio) == Ea[rpq(i)] + Arg(io). (5.5)

We propose to determine the TS offset estimaﬁ)ehy a Maximum-Likelihood (ML) approach. In
order to achieve this goal, let us first define fheirculantcorrelation matrixM ; of dimensionP x P as:

[ P P - ppr O — — O
p1 /! Po
S :

Po-1 Po-2
M;:= 0 Pp_1 (56)

0 S0
0 Y 0
! /! !

. 0 po - ppb2 Ppb1 0O — O |

andmp, as thenth column ofM;, n=0,--- ,P— 1. With p(Eq [rpq(i)] = mn|fp(ig)) being the likelihood
that B [rpo(i)] = mn knowingfp(ig) and with

Q = argrﬁnaX{D(Ea[fP,Q(i)]=mn|fP7Q(io))}

_ argnmin{(fpp(io) —m)"R;1(Q = n—D) (Fpo(io) - mn)} (5.7)
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the resulting Maximum Likelihood (ML) offset estimates &)e= Q D. whereRj(Q) is defined with

Mq(i) = 5, 0( b |p_L;;‘1(i) as follows:
Ra(Q) = Elfipg(io)igl(io)]
2
= |p%+zE[M i)SRQ $’|Q I)]

M (i) defines the de-weighting of the pseudo-random weightinpfaca (i) such that a maximum
synchronization offsetng — L+ 1 samples) is covered. The final estimator is derived by defini
“rowmax(-)" as an operator that is applied on a vector of real valuesmieiy the integerow of the its
largest element and(-) is the classical real part operator. Reworking equation) @y exploiting that
Ra(Q) is diagonal and constant over the non-zero elements,déads to the following estimator:

mER;*(Q=—-D)mo
Q = rowmax :

1
O0{M57pq(io)} — =
0-COI’]St J 2

mi R} (Q=P-1-D)mp_;
=const

= rowmax(O{Mfpq(io)}) (5.8)

1p is aP x 1 vector containing '1’ elements only. The computation @& tyclic correlation is performed
in an efficient way based on the diagonalizatiorivbf = FpD jFp with diagonalD; = FE,'MJFE,| and the
efficient implementation ofp (FF) by the (I)FFT:

Q = rowmax(J{FEDYFEfpq(io)}) - (5.9)
This finalizes the discussion on TSR in the AWGN context; far tase of a multi-path channel,

either the knowledge of the CIR is required or some approtona need to be applied as it is proposed
in the following section.

5.3.2 Refinement in presence of ISI

When the channel introduces ISI, the vector to be considergtith Ccirc(P) = Cisi(P) + Cigi (P):

frq(io) = Eal[req(i)]+fprqlio)
= PqoCcirc(P)pp +fipg(io)

wherePq is a circulant permutation matrix representing the postfisetd in the received vectdirg(io)
due to the time synchronization offsé&tand Ccrc(P) is a sizeP x P circulant channel convolution
matrix. Exploiting the relatioM ;Ccirc(P) = CElRC(P)I\/IJ, derived in appendix E, the corresponding
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ML estimator is thus:
Q = argnmin{(fp(i) — Ceire(P)mn)" R=LQ =n—D) (Fp(i) CC|RC(P)mn)} (5.10)

O{mf'Crc(P)R; (Q = —D)fpq(io)}
= rowmax : _

0{mCrc(PIR; Q= P— 1 D)fpolio)}

mECHc(P)R; H(Q = —D)Ccire(P)Mo

mb_CHrc(P)R;1(Q=P—1—-D)Ccire(P)Mp_1

D-1
~ Oy 1p kzo |[Ccirc(D)pp)|* = const,

with the approximatiorRa (Q) ~ a2,l, since
My CEirc(P)Ceirc(P)Mn = (Ceire(P)Mn)"Ceire(P)mny

D-1 )
= 35 |[Ccirc(D)polyl
k=0

~ rowmax{O{(Ccirc(P))*M}Tro(io)}} (5.11)

with

Ra(Q) = Elfirglio)Aiiq(io)]
2
= 152+ 3 EMa(i)Cy Posma-oli)o-ol) PHCEME ()]

Equation (5.11) is based on the hypothesis that the noiwiem:eRgl(Q) contains i.i.d. contribu-
tions on the main diagonal and is zero elsewhere, which idid approximation for low SNR values.
The resulting estimator becomes (applying approximatiohl()):

Q ~ rowmaxd[Clre(P)Chrc(PIMYPp + (Cerec(P)M 1) ™hp(i)] (5.12)

As a matter of fact, the ML detector leads to an intuitive #olu the postfix sequence is pre-
multiplied by a correlation matrix in order to find the synohization offset similar to the AWGN case;
for frequency selective channels, this expression is éurtveighted by the channel matrix and its hermi-
tian.

Note that the ML estimator requires the knowledge of the GdRvolution matrixCcrc(P). This
typically is not available; even if CIR coefficients can sdimes be estimated based on preamble sym-
bols, this estimation contains an undesired offset due darhial synchronization offset and is thus
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unsuitable. The optimum ML estimator remains a theoretiodt which can be approximated in prac-
tice by sub-optimum approaches.

In the following, two simple approximations are discusseading to sub-optimum estimators that
do not require the knowledge of the CIR.

Approximation I: Assume channel to be a Dirac function

The first idea consists in approximating the CIR by a Diraccfiom, i.e. Ccirc(P) ~ | p; This approx-
imation is justified by the fact that the value o Eq [rp(i)] in (5.12) typically decreases rapidly as a
function of the synchronization offset in a Line Of Sight (8Dscenario. Thus, the estimation of the
TS offset is improved as for the AWGN case (5.9). As it will bgpkained in the following proposal of
Approximation 1| howeverApproximation Ishould not be the preferred choice in the context of complex
channel gains.

Approximation II: Assume channel to be a Dirac function with a random phase

Typically, Approximation lhas disadvantages if the channel coefficients are compgiacing the real
part operator](-) in (5.12) by an absolute value calculation avoids this moblwith the expense of
an increased noise variance. It typically leads to imprgvedormances as it will be illustrated in the
following section.Approximation llis thus a suitable approach in a practical context where GtiRates
(which must not contain offsets due to an synchronizatidsetf are typically not available.

5.4 Frequency Offset Estimation

The upper derivations show how to improve the TS in a pracsigstem implementation. This section
extends the technique to improving the frequency offsetesion which is equally important in order
to minimize any loss in system performance due to Interi€ahnterference (ICl).

The frequency offset leads to a linear phase shift of theivedesamples in time domain [38] ex-
pressed asrn(i))]ar Which corresponds to the elements of (5.1) including a feegy offset of fo.
DefiningTg := (N+D)T as the duration of an OFDM symbol block including the postéiguence and
T as the sampling period, the resulting expression is

rar = r(iTg+nT)eZ T+ g<n<p
= r[(iP 4 n)T]el2o(P+nT, (5.13)

Itis proposed to extract the frequency off&€t = fg by correlation ofZ neighboring received postfix
sequences corresponding to the definitions in section Blasillustrated in Fig.5.1 (witMA indicating
Moving Averagpand defined by equation (5.14) around tste OFDM symbol {p > %2):
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io+55~ D-1
fo:= 21T(Ni_D)Tangle{ ) a l(i)o1(i+1) ZO[rNJrn(i)]AF [rNn(i+ 1)J2r } (5.14)

Z-1 n=
Combining (5.13) and (5.14), the necessary condition tweler unique frequency offset is

—Ti< 2nifgTg < 11

In other words, the shift from one OFDM symbol block to anotimay not exceeekTt This property
needs to be met by an initial (rough) correction of the fremyeoffset.

[ 100bx(n-p) ] Cii (N)sn(i) [ 1000+ (n-b) ] Cigi (N)sn(i+1)

U(I —1)C|B|(D)pD C|S|(N)SN(|) U(i)C|s|(D)pD O((i+1)C|s|(D)pD

Figure 5.1:lllustration of FS refinement (1).

Contrary to the TSR, the resulting proposed FSR schemeegpialiboth, the AWGN and the multi-
path propagation context without introducing any appration. Assuming a channel impulse response
of orderL itis possible to exploit the IBI part of the postfix after colwtion by the channel. As illustrated
in Fig.5.2, it is proposed to add the following expressiorduation (5.14), additionally exploiting the
IBI contribution of the postfix after channel convolutiom order to refine the estimates (exploiting
that theD samples postfix sequence convolved hly-a1 samples CIR results in a sequenceDof L
samples):

angle{ T G- D 1) S ) lae (i 4 %}

i=1+ig— 55t n=0

2n(N+D)T

(5.15)
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[ 100px(n-D) | Ciai (N)sw(i) [ 100px(n-p) ] Ciei (N)su(i+1)

a(i—1)Cri(D)pp  Cisi(N)sn(i)  a(i)Cisi(D)po a(i+1)Cisi(D)po

a**@
n

.
)

Figure 5.2:lllustration of FS refinement (2).

Since the channel order typically is not known in the reaedaad expression (5.15) is expected to
be corrupted by a high level of OFDM data symbol interferericghe framework of this chapter any
optimization is performed with respect to (5.14).

As a final remark, note that in practice a sampling clock fesmy offset needs to be taken into
account additionally. In order to facilitate this detentionodern communication standards (such as
IEEE802.11a [56]) require the mixer and sampling clocknexiees to have the same source. Thus, the
relative offset is identical; the sampling clock offset Ist@ined by scaling the center frequency offset
estimates derived in this section correspondingly.

5.5 Simultaneous presence of Time and Frequency Offsets

Section 5.3 and 5.4 detailed the estimation of TS and FSteffespectively, assuming the exclusive
presence of either one. This section extends this analydiset practical case where both, time and
frequency offsets occur simultaneously. In order to penfthe TSR/FSR after an initial acquisition, it

is proposed to proceed as follows:

1. Estimate the FS offset as detailed in section 5.4 and eréocorresponding correction of the
received PRP-OFDM frame.

2. Estimate the TS offset as detailed in section 5.3.

The FS offset estimation quality depends on the precisiahefTS: a small TS offset is typically
required in order to ensure a precise estimation of the F&wff Otherwise, the refinement will be
impacted by interference originating from preceding /daling OFDM data samples: the corresponding
sampling instants prior to / after the postfix can be assuimedrry zero-value postfix samples and i.i.d.
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noise of element varianceZ + 02 with 02 = E[s,(i)s;(i)]. Consequently, the frequency estimates are
still valid but degradated by an increased noise contaipuiti

The TS offset estimates are impacted if the FSR estimatasoaideal and the corresponding linear
phase in time domain is not completely corrected. Assumiag & small residual FS offset dfF
remains after correction and with the following definitions

Dars(i) = Diag{eJZT[iPAFRT’“.’ej2n(iP+P71)AFRT}

with PAFRT% < 1, the frequency offset assumed to be negligible within dngle received postfix
sequence, the correlation outputs o¥epostfixes are expressed as indicated by equation (5.18niexp
ing (5.10), (5.12). As discussed in section 5.3 and with fhgreximation ofRx(Q) having constant
diagonal elements, the real part operator may be replaced bpsolute value calculation:

o+ 25+

Q = argnmin (Ma(i)Dars (i)rpq(i) — Ceirc(P)Mn) "R H(Q) (Mo (i) Dar (1)1 po(i) — Ceire(P)Mn)

i=ip— 451

(5.16)

B = Oplel®ns (14 Y [ IZUPART | giZWPORT] | (f(Coipc(P)M,)HfRglio)}

— G%Zej Q@const

COS(T[(Z_D%) sin (n(zmﬁ

Sin(TPAFRT)

= 0y%e% | 2 )—1 O0{(Ccire(P)My) Tpglio)} (5.17)

Reduction of accumulated correlator outputs due to frefigethFg

With the hypothesis thaRs(Q) ~ o%l, the expectation of the argmin argument in (5.16) and with

z 123 sin( 1 _
Y cognx) = Cos(zzxs)iz'(nl(;)(ZH)x) becomes (5.17). The remaining common phase off€etst is consid-
n=0 2

ered to be contained in the CIR and does not intervene in thehsynization procedure.

Equation (5.17) presents the loss in signal power of thestattor outputs for TSR in presence of a
residual FS offset, leading to the following SNR degradatio

SNR B SNR 1 2cos<n(z_l)ﬁ) Sin(n%) .
aF = AF=0 7 sin(TPAFRT)

(5.18)

l.e. it is expected to obtain identical TS results compageskttion 5.3 with a correspondingly reduced
signal SNR.
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5.6 Performance illustration for 5GHz WLAN

The performance of the TS/FS refinement techniques presénthis chapter are evaluated based on
the following simulations: i) a standard IEEE802.11a prekmbased TS technique based on preamble-
auto-correlation [38, 116] is applied, ii) improvement bétinitial estimate based on the optimum ML
estimator (perfect channel knowledge is assumed), iiineafient of the initial estimate based on the
Approximation lestimator and iv) improvement of the initial estimate basadhe Approximation Il
estimator and v) refinement of FS by auto-correlation basthation. The simulations are performed in
an AWGN and a BRAN-A [37] multi-path channel environment &IAIR of 10dB. The frame structure
defined by the IEEE802.11a standard [56] is used and BPSKagrate chosen for the data carriers. For
the PRP-OFDM approach, the mean value over 40 symbols (tleggepstfix divided by corresponding
pseudo-random weighting factors) is taken in order to refieesynchronization. The postfix sequence
is chosen as presented in Tab.5.1.

Fig.5.3 presents the synchronization offset probalslitiecThe standard preamble-autocorrelation
based technique leads to time offset probabilities above® Within an offset interval of —5;5] for
the BRAN-A channel model. Moreover, the offset probabitiignsity function is slowly decreasing for
high offsets compared to the alternative proposals. Inreshto this approach, the ML estimator (as-
suming that the CIR is known) does not lead to any offset witd® simulations for both, the AWGN
and BRAN-A channel models.

With Approximation 1] the performance lies in between these cases for BRAN-Aretan time
offset probabilities above 18 occur within an offset interval df-1;4]. Beyond these values, the offset
probability density function is quickly decreasing congzhto the standard approach: the interval size
is approx. divided by twoApproximation Iperforms poorly (i.e. there is some performance degraaatio
with respect to the algorithm applied to CP-OFDM based TShaiftset beyond -5 samples) due to the
reasons explained in section 5.3.2.

The frequency offset estimation analysis is performed tieréxample of a given frequency offset
of AF = 500Hz at a sampling frequency of 20MHz (leading to a carnercsg of f; = 0.3125MHz
for N = 64 sub-carriers). Fig.5.4 and Fig.5.5 show the mean estohfatquency offset and its standard
deviation respectively. The results show that an averagieg 10 symbols is sufficient to achieve a mean
frequency offset estimation error below 100Hz (#3125 in the given context) for SINR 0dB.

As a result, it can be stated that the use of a pseudo randdfixgadps to increase the accuracy of
the TS. This enables to reduce frame-misdetection prababiand thus makes corresponding receivers
more robust. Note that in the PRP case, we can observe thaiffde distribution is strictly lower
bounded which indicates that we can safely limit the earthchyonization to 2 samples in this practical
context.

5.7 Conclusion

This chapter has shown that the PRP-OFDM inherent frameepiiep can be exploited for efficient
refinement of the TS and FS: standard cross/auto-cormlatieed synchronization algorithms have been
derived for this purpose. In a typical example, simulatiesuits show that the corresponding TS offset
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intervals are divided by two comparing to the standard WLARNoecorrelation approach performed
on preambles with the PRP-OFDM based refinement. In the samtext, FS refinement reduces the
residual offset close to zero. Consequently, these teabrigelp to avoid IBI (due to improved TS) as
well as ICI (due to improved FS) and thus improve the ovegatesm performance.

| Sample nb|  Amplitude || Samplenb]  Amplitude |

1 1.5649-0.0356i 9 0.0832-0.6527i
2 -0.6961+ 0.9494i 10 0.0306+ 0.0594i
3 0.0874+ 1.1743i 11 0.4047+ 0.2204i
4 0.5737+ 1.4300i 12 -0.2723+ 0.2715i
5 -1.4368-0.8592i 13 0.3469-0.2291i
6 0.2212+ 0.4389i 14 0.0779-0.2369i
7 0.4137+ 0.2834i 15 0.1214+ 0.1355i
8 -0.0960+ 0.9893i 16 -0.2110-0.0972i

Table 5.1: Time domain samples of a suitable postfix (low PAPR

Time offset of standard/refined synchronization, SNR(C/I)=10dB, BRAN-A channel

10 T T T T T
—©6— Standard CP-OFDM preamble-based synchronization
— B — PRP-based refined synchronization, 40 postfixes (CIR assumed DIRAC)
. — < — PRP-based refined synchronization, 40 postfixes (absolute value approach)| |
100 PRP-based refined synchronization, 40 postfixes (ML with known CIR) E
10° |
2
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g
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2
=
©
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g
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= ]
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|
107 |
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|
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Time offset of synchronization in number of samples

Figure 5.3:Synchronization offset probabilities.
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Frequency Offset Estimation Results (Offset = 500Hz @ 20MHz sampling frequency)
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—+&— Estimation over 20 postfix symbols (16 samples each)

—<— Estimation over 10 postfix symbols (16 samples each)
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Figure 5.4:Example: mean estimated frequency offset.
Frequency Offset Estimation Results (Offset = 500Hz @ 20MHz sampling frequency)
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Figure 5.5:Example: standard deviation of the mean estimated frequeffset.
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Chapter 6

Pseudo Random Postfix Orthogonal
Frequency Division Multiplexing for
multiple antennas systems

This chapter illustrates how to extend the Pseudo RandortiiP@~-DM (PRP-OFDM) modulation
concept to the Multiple-Transmit-Multiple-Receive (MTNIBntennas context.

6.1 Introduction

This chapter capitalizes on the single antenna PseudoeRafbstfix OFDM (PRP-OFDM) modulation
scheme detailed in the previous chapters 2, 3, 4 and 5 anengses novel extension of the PRP-OFDM
transceiver to the Multiple-Transmit Multiple-Receive TMR) antennas case. It is shown how to esti-
mate all propagation channel impulse responses betweeéaiayd RX antenna based on space-time
(ST) coded postfix sequences. The approach taken doesrrigrthiéhe number of transmit and receive
antennas nor impose a particular Space-Time Code (STC).

For coherent MTMR systems, the estimation and tracking efNtultiple Input Multiple Output
(MIMO) channel is essential and becomes challenging ingores of high Doppler (either considering
high mobility scenarios or high frequency bands). In theesoh considered, data and postfix vectors
are independently encoded by two STCs; the new specific MTbE¥ig design proposed in section 6.3
enables a semi-blind estimation of all the MIMO channel eitjpig only the order-one statistics of the
received signal. Moreover, after presenting the new cHagstenator in the static case, a new one is
derived for high mobility scenarios inspired by the deiimas in chapter 3, section 3.3.2.

Section 6.4 proposes two transceiver architectures baseth d\lamouti based STBC in order to
illustrate the decoding and channel estimation steps. Tifereht decoding strategies are discussed.
The first one is to convert the received blocks back to ZP-ORktors through postfix contribution
cancellation and then decode them using architecturesopeabin [40,117]. The second one proposes
to equalize the full received vector exploiting the diagmadion properties of pseudo-circulant matri-
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ces (see chapter 3 and annex A). Section 6.5 finally presentgasion results and Section 6.6 draws
conclusions.

6.2 MTMR PRP-OFDM modulation and demodulation

This section presents the digital PRP-OFDM MTMR modulatat gecalls the discrete baseband channel
model that is used in the framework of this thesis.

si(n) uy(n) da(n) Cu ri(n)
§( -~ . ST Tzp @, P/S j ST -4 L S/IPp —>
i) op §(j) e s(j) Encoder Nx1 Px1 ‘ Px1 XN N1 RN Px1
1x1 'Y RLEETT Su(n) un (n) () Y oY ' I (N)
ar () Toe & Y e > SIP —>
Nx1 Px1 Px1 CNlN( Px1
P (n) viy(n) | ' e e
N N
o Postfix ST — T — MIMO channel
PostfiX —| Encoder | —
Dx1 pa(n) vi(n)
w () Te
Dx1 Px1

Figure 6.1:Discrete model of the MTMR PRP-OFDM modulator.

Figure 6.1 depicts the baseband discrete-time block elgunitvanodel of aN-carrier PRP-OFDM
MTMR transceiver withN; transmit andN; receive antennas. Please note that the proposed scheme
is fully generic, but for concision sake we will limit the disssion here to Space-Time (ST) block
codes. The initial serial stream of constellation symisgiiN),---,5(jN + N — 1) is serial-to-parallel
converted; thgth N x 1 input digital vecto( j) is then modulated by the IFFT matii with [Fnl) =
(1/vVNWK 0<k<N,0<1 < NwhereWy = e 12N, The resulting\ x 1 time domain vectos(j) is
processed by any suitable ST encogércreating the outputs

S(i) = o (s(iN),---,S(iNg + N — 1))
= {s(iM+k), 1<I <N, 0<k<M}

with i being the block number ant= iM 4k indexing the outputs in Figure 6.1. Note that in the context
of STBCs,M can differ fromN;. For example STBCs given in [118] lead to rectang@@y, i.e. M > N;.
In the sequel, thg (iM + k) are linearly precoded by a ZP-OFDM precoding malri

with
u(n):=Tzps(n) with 1 <1 < N;. (6.1)

A pseudo randomly weighted postfix, chosen with respect éod#isign criteria given in chapter 4, is
appended afterwards. In the MTMR case, the deterministicl postfix vectomp is treated by a specific
ST encoderw which outputs theD x 1 vectorsp(n),1 <1 < N;. As it will be shown later,w is
there for ensuring identification of the complete MIMO chehrin order to avoid unpleasant spectrum
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properties, the postfix vector is weighted by a scalar pseaddom sequence (as discussed in chapter
4). The postfix vectorp, (n) are then linearly precoded by the matTix

TP = |:0|N—7D:|
D lpxD

and the resulting) (n) are finally added to the data symbaoign):
qi(n) = u)+vi(n)with1<Il <N (6.2)

Let Cim be aP x P circulant matrix whose first row is given 4gm(0),0 — O,cm(L —1),--- ,am(1)],
wherecm = [Gm(0),--,am(L — 1),0 — Q|7 is the P x 1 channel impulse response between e
transmit and thenth receive antennd) is chosen such that < D. DefineC;}}! as the lower triangular
part of Cj, including the main diagonal which represents the Intra-Syiainterference (ISI)C}%, shall
contain the upper triangular part Gy, representing the Inter-Block-Interference (1Bl), sucatt@,, =
Cin+ Cin- Therefore, the received vector on timth antenna, K m < N; is given by (compare with
derivations in chapter 3)

Fm(n) := % [Cimai (n) + Cimai (N — 1)] + Nim(n)

M=

wherenpy(n) is an complex zero-mean additive white i.i.d. Gaussianentgam.

A choice of the pseudo random postfix ST encoderis discussed in the next section in order to
allow a simple identification of all channetg,, 1 <I <N, 1< m<N;.

6.3 Order-one MIMO channel estimation

The goal of this section is to extend the order-one chanrighaon technique presented in chapter
3 to the MTMR case. First, a novel channel estimation algorits detailed, assuming the channel to
be static. Then, a Doppler model is introduced for the migbdase and the corresponding optimum
channel estimator in the Minimum Mean Square Error (MMSHEgse

First let us express the received veatggn) in an exploitable form for the channel estimation. For
that purpose leCp, be theD x D circulant matrix of first row[cim(0),0 — 0,¢m(L),---,cm(1)]. We

defineC3i° andC".° as previously such thalp, := C;>:° + C2:°. The signal m(n), received during the

nth OFDM symbol on thenth antenna, X m < N, is equal to:

CirPso(n)+CrPpi(n—1) Nmo(N)
rm(n) = Zl : + : (6.3)
S cEesa(n) + e (n) Nma(N)

wheres o(n), 5 .1(n), Nmo(N), Nm1(n) are respectively the firfd and lastD samples of (n) andnm(n).

Equation (6.3) tells that a super-imposition of the varipostfixes convolved by the corresponding
channels is interfering with the useful data. An easy inddpat retrieval of each of the channels based
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on the sole observation of the postfixes contributions wbelgossible through isolation of each postfix
convolved by its related channel. As detailed below, a wactieve that condition is to use a weighting
ST block coding schem&’ of the postfixp using the following postfixes generation process :

pi(iM) - Ppu(iM+M—1) wi(0)a(iM) - wi(M—1)a(iM+M—1)
: : = : : ®p (6.4)
P (M) - P (iM M —1) Wi (0)a(iM) -+ wi (M — D)o (iM +M — 1)

where® is the Kronecker product ang, o(iM + k) are respectively the deterministic postfix and
the pseudo-random weighting factors introduced in chagteThe pseudo-random weighting factors
a(iM + k) are used to convert the deterministic posffixto a pseudo-random one. Note that a new set
of deterministic weighting factors is introduced, and gaglul in theM x Ny matrix W, with [W]y|_1 =
wi(k), 0< k<M, 1<I<N. W is there to remove the interference between all transmpitestfixes
and thus needs to be invertiblé/ is of full column rank (rankW) = N;). In the following we choose
W orthogonal, such thaWHW = N; x I .

6.3.1 Static context : minimum dimension circular diagonaization

We focus now on a static channel and detail an order-one ehastimator similar to the one presented
in chapter 3.3.1, subsecti@hannel estimation using minimum dimension circular disgdization For
the reasons given in 3.3.1, a carrier grid adaptation isulgebrder to improve the estimation results if
the postfix is rank deficient - this case is discussed in tHevimhg section.

For that purpose, denote respectivelyriy(n) andry1(n) the first and lasb samples of (n). By
settingn = iM + k and assuming the transmitted time domain sign@l) to be zero mean for all we
use (6.4) and (6.3) to compute for edGld < k < M, the followingD x 1 vector:

. Ima(iM +K) 4+ rmo(iM +k+1)
dk (i) = AN 1K (6.5)

Define

dy, == E[df(i)] (6.6)

as the expectation aff (i). Thanks to the deterministic nature of the postfixes, it carvérified
from (6.3) that:
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N
dlr(n _ I;[ ISID_I_CIBID] (k)p

N
— Y Chwi(k 6.7
I; imWi (K)p (6.7)

Note that in practice the expectation in (6.6) is estimatederaging oveZ observations (one
observation is defined here as an STC blociMo©OFDM symbols per antenna) and thus approximate,
anddy, is corrupted by a residual additive noisf:

Z-1 I\
nk = ; % <nmo iM +K) +nm1(iM +Kk) + Z [CI3PS o(iM + k) + Ci:°5 1 (M +k)]>
=1

thus theMD x 1 vectors

dm = [d(r)r-\rv"'>(dr'\|{|\_l)T]T> (68)
Am o= [AO7,. A YT (6.9)

can be expressed for each receive antenna as:

N CFmW|(0)p
dn = z :
= cpw(M—1)p
CimpP
= (Walp)- : ; (6.10)
RemP
i zZ-1
3 (Nmo(iM) +nma(iM))
_ 1 i=0
"o z z-1 i
Y (Mmo(iM +M —1) +Nma(iM +M — 1))
%lez [CISI Da o(IM) CIBI DS 1(|M)]
1 1=01=
z ~1N
Z 2 [CI2° o(iM +M — 1) + CI2:°5 1 (iM + M — 1)]
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SinceW is chosen orthogonal, multiplying eadh, 1 < m< N; by (W ®I1p)" removes completely
the interference between channel contributi@fjs, 1 <1 < N;:

CimP
N Welp)fdn = NIWaIp)H(Welp)-
=N (Dxny) RemP
CimP
= : (6.11)
RemP

In practice, an identical operation is performed on the eam, — M‘l(W ® Ip)"nm. In casew
containing unitary elements and assuming that the noisewbas i.i.d. Gaussian elements (including
the data OFDM symbol part), this operation generates a nése wector of identical noise variance.

Note that takingWW orthogonal also minimizes the mean square error of the &pgires estimate
of [(C3p)T,-++,(CR.mP)"]". Note thatW can always be chosen to béax N matrix, independently
from M which is determined by the ST@ .

Once the interference between channel contributions isvethestimation algorithms of the single-
antenna case apply as presented in chapter 3:

CiP = PoCn
= FHPoFod, (6.12)

wherepp is aD x D circulant matrix with the first rowp(0), p(D—1),--- , p(1)], Pp = diag{Fpp},
andcy, represents th® first coefficients ofti,. Hence, the estimaig), of the time domain channel
impulse response, is obtained by pre-multiplyin@}, p by FH I551FD, 1<I <N, 1<m< N (Zero
Forcing approach as given by equation (3.9) for the STSR @ad®y performing an MMSE estimation
taking the final noise—covariande’l(W ® )"y, into account similar to equation (3.10).

Note thatI551 is a diagonal matrix that is a-priori known to both the traittanand receiver and can
thus be pre-calculated. Subsequerily,is usually transformed to the x 1 frequency domain vector

Gm = Fp[I5,00p] G (6.13)

6.3.2 Static context : carrier grid adaptation

As discussed in chapter 3.3.1, sectidhannel estimation using frequency domain carrier grid @da
tion, in practice it is often of advantage to keep the IBI and IStgaf the received postfixes separated.



6.3. ORDER-ONE MIMO CHANNEL ESTIMATION 95

In particular, this allows an efficient estimation of chanraefficients if the postfix is rank deficient (e.qg.
in order to keep the out-of-band radiation as low as pogsifilhis section presents how to modify the
upper equations in order to achieve this goal.

Contrary to equation (6.7), the ISI and IBI parts of the reedisignal are kept separately:

" N ISID
dnap = Z [ CIBID ] K)p (6.14)
=1
12211 nmo(iM +k) N[ CBPg o(iM 4 k)
=K - m,0 R
map = z,;<[nm1|M+k ] I;[C'B'D |M+k)]

Again, in practice it is useful to group @ observations of a STC block into a single vector, similar
to equations (6.8) and (6.9):

dmop = [dmZDv : (dmzo) ",
_ M-1
Mm2p = [r_‘?nT,zoa"' _(mZD) ]

The different contributions

% |
o [P
e

are extracted by pre-multiplication df,2p by (W ® 1 op)" instead of W @ I p)H as used in equation
(6.11):

r CISID T
CIBI,D p
L ~Y1Im |
N W @ 1Io0) dmap = NTHW @ 120)™ (W @ 12p) : : (6.15)
=Nel2p.ny i ClN‘Slr?\ ] p

R

The resulting noise expression is givenMyl(W ® lp)H Nm2D-

The channel coefficients are finally extracted by a MMSE apgiioas given in chapter 3.3.1 by
equation (3.11).



6. PSEUDORANDOM POSTFIX ORTHOGONAL FREQUENCY DIVISION MULTIPLEXING FOR
96 MULTIPLE ANTENNAS SYSTEMS

6.3.3 Doppler Context

Let extend the above channel estimator to mobile envirotgnétor this purpose, it is assumed that the
CIR remains static within one STC block 8f OFDM symbols.

With these assumptions, let us investigate how to estinhateliannel coefficients if the mean value

— I1SI,.D
window size is settd = 1: then, the extraction dfC;>.° + C;:°] p or [ gi'gﬂD pinotimpacted as given
m
by equation (6.11) and (6.15) respectively. Based on thigisfation, it is clear that the CIR estimation
methodology derived in chapter 3.3.2 is straightforwaiabplied to the MTMR case by performing the

following steps:

1. extract the channel convolved by the postfix sequencesnasg that a mean value window over
Z =1 STC block is used.

2. perform the first ste@ times leading t& independent observations of the postfix sequences con-
volved by the channel plus noise.

3. regroup all postfix sequences convolved by the channel for €jgfi, C>:° separately and treat
these observations as in the STSR case presented in ch&p&r 3

Similar to the STSR results presented in chapter 3.3.2réifit trade-offs are possible in terms of
system latency and MSE of the CIR estimates.

6.4 Examples of transceiver designs

This section presents two Alamouti [93] based modulataas dhe adapted to the use of pseudo-random
postfixes at the transmitter and also to the equalizer sirestetailed in this section. The two equalizers
proposed are based on the ones already derived for the Siragiemit Single Receive (STSR) case in
chapter 3: one is based on the transformation of the rec&®IOFDM vector to the ZP-OFDM case,
the other one on the equalization of the full received block.

The system of interest is chosen to h&ye= 2 transmit andN; = 1 receive antennas. The ST encoder
operates ovel; x M vectors withM = N; = 2. SinceN; = 1, the subscript £ m< N; is not used in the
sequel. A perfect knowledge of the channglsl <1 < N is assumed.

Section 6.4.1 first defines a transmission scheme that sairgéte receiver a transformation of the
received symbols to a MTMR ZP-OFDM context (see for examp83 for more details on MTMR ZP-
OFDM). The corresponding receiver is derived by extendirggderivations presented in chapter 3 to the
single antenna case. Then, section 6.4.2 illustrates halefine a transmission scheme that allows an
equalization based on the properties of pseudo-circulaamimel convolution matrices; as an advantage,
the postfix suppression step is (partially) avoided.
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6.4.1 ZP-OFDM based decoding approach

Let apply at the transmit the:21 ST encodemr proposed by [119] in the ZP single-carrier context,
which takes two consecutive OFDM symbg|&i) ands(2i + 1) to form the following coded matrix:

s(2) s2+1)]. [ s@) —Pds(2i+1)
S(2) %(2i+1) ] B [ S(2i +1) PN%S*(zi) (6.16)

where the permutation matricB§ are such that, forax 1 vectora= [a(0),--- ,a(J—1)]T, {Pja}p, =
a((J—1—p+n)modJd), with0< p<J—1. Note that (6.16) reduces to the Alamouti ST block code [93]

if N=1:

51(21) szl(zwl)} [ s(2)  -s(2+1) (6.17)
$(2) S( '

2i+1) s (2)

Since the channel is known, as for the single antenna caskajpter 3, it is always possible to
retrieve the MTMR ZP-OFDM signals from (6.3) by subtractingm the received signal the known
PRP contribution wher€® andC;® are estimates of the channel matri€% andC® respectively:

[CE'vi(n—1) + CFvi (n)] (6.18)

Mo

r‘P(n) :==r(n) —
|

which leads to

r“P(n) = iC|sz§(n) +n(n). (6.19)
=

Note that i) no constraint has to be set dh for the symbol recovery, ii) the PRP interference
cancellation procedure proposed is generic and can besddpliany ST encodew .

Now the same detection algorithm as in [119] can be appli¢dasignal in (6.18). Noticing that

PRTzp = TzpPY,

we denote by
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[31 = diag{¢1},
[32 = diag{C,},
fi(2i) = Fpn(2i)and
A(2i+1) = FpPdn*(2i+1);

if we switch to the frequency domain by computing

F(2i) = Fpréf(2i),
F(2i+1) = Fp(PPreP(2i+1))%, (6.20)

exploiting the fact thaC, = FE I5| Fp, 1 <1 <2, we can write as in [119]:

F(ZI) i [:)1 |5~2 FPTZPS(Zi) ﬁ(ZI)
F(ZI + 1) - DE —Di FpszS(Zi + 1) ﬁ(ZI + 1)
N——
=B
whereD is an orthogonal channel matrix. Thus multiplyiffg2i)T,7(2i +1)7]™ by D" achieves the
separation of the transmitted signal®i) ands(2i + 1), and it can be shown [119] that full transmit
diversity is achieved. Note that the separation of signiédsva to use the same equalization schemes as
in the single-antenna case discussed in chapter 3.

6.4.2 Decoding based on diagonalization of pseudo-circulachannel matrices

The ST data encodew considered here is based on a modification version of the dddiracheme [93]
and outputs blocks df; x M vectors withN; = M = 2. The modification proposed are required for
enabling the equalization structure that is detailed belibvexploits the diagonalization properties of
pseudo-circulant matrices similar to the equalizationringiroposed by theorem (3.5.1) in the SISO
case.m andw are specified such that they generate the following m&(i} := {q;(2i + k), 1 <1 <

2, 0 < k < 2} at the antennas outputs:

s(2i) (241
L [G(Zi)p} _PgQB(i)[B*(i)a*(2i+1)p*]
QU= rs@isn] s(20)

[ a(2)p } PQB(i)[B*(i)a*(2i+1)p*}

P being a permutation matrix defined as previously (invertirgorder of the vector elementsi)i) € C
with |a(i)| = 1 being pseudo-random complex weighting factors as defmelapter 3 witho (2i + 1) =
B(i)a(2i) andB(i) = a*(2i —1)/a(2i). Qg is defined as:

Opxn B(i)-Ip } .

In OnxD

Qg = [
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TheD x 1 postfix vectomp is chosen such that it has hermitian symmetry, i.e. with @i )" as
an operator that reads the vector argument in inverse ondegbtain: (p*)F = p. Similar to [4], the
channels are represented®y P pseudo-circulant channel matri(ﬁg('), 1< < 2. These are identical
to standard circulant convolution matrices with the upp@ngular part multiplied by the scalar factor
B(i), i.e.CP = o4 Bi)CP.

With R(i) := [rT(2i) r7(2i + 1)]" and the noise matrif(i) = [n"(2i) nT(2i + 1)]T, the received
signals oveM = 2 symbol times are given as follows:

[CP'qi(2i — 1) + Ci%'qy (2)]
R() = | '52 +N(i)
[CE'qi(20) + CSq (2 + 1)]

Mr M

=1

Exploiting the fact thatP3CP"P2)* = (CP")H andQg;, P = ¢ Qg), since both are diagonal
in the same basis, we compute:

RQ) = r(2)+ 203" (i)
Tl (R (r@+n+p80)))
- i i s(2i)
e o 7] o]
= (CB(i))H _(CB(i))H s2+1)7 |’
- 2 : [G(Zi)p }
_ =Wh(i)
py"() = a(2)B()CP Tep, (6.21)
Py = —2[Re{a(2))}CF + jIm{a(2i)} C¥'] Tep. (6.22)

Corresponding to Alamouti’s derivations [93], the data bgafs can be straightforwardly separated
by pre-multiplication ofR (i) by the hermitian of the upper channel mati; (i), sinceW! (iYW (i) is
a block diagonal matrix. The equalization based on pseudalant channel matrices is then performed
on WH(i)R(i), as presented in chapter 3. The MIMO channel estimationepted in section 6.3 is
performed orR(i).

In practice, however, the equalization procedure contammterference suppression step based on
the calculation of (6.21) and (6.22). This calculation rieggithe use of channel estimates in the matrix
CT'. Since such a suppression step is not required in the agpprasented in section 6.4.1, the latter
approach is typically preferred.

6.5 Simulation results

Figures 6.2 to 6.9 presents Bit Error Rate (BER) and Packet Rate (PER) simulation results that have
been obtained based on an MTMR system with two transmit aed-@ceive antennas in the context of
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the 5.2GHz IEEE802.11a WLAN standard. All simulations haeen performed for BPSK, QPSK,
QAM-16 and QAM-64 symbols, a convolutional code with coderaf R= 1/2 (1330/1710) and un-
correlated BRAN-A channels [37] with mean unit power. Thenie length is set such that 72 OFDM
data symbols are used for any constellation type, eachmiited over at least 2000 channel realizations.
Dummy symbols are added prior and following the frame in ptdellow a seamless postfix based CIR
estimation. The pseudo-random weighting factors are chtisbe a zero-mean pseudo-randerh se-
guence. Different mobility conditions have been considere mobility (Om/s) and 32m/s of mobility.
At the receiver side, the Doppler frequency and the noisanee are assumed to be known; the channel
power delay profile, however, is typically hard to obtain ragiice and it is thus assumed to be unknown.
In the MMSE estimation matrix derivations, a rectangulasfiie over the postfix duration is assumed.
The following systems are compared:

e modified IEEE802.11a standard using Alamouti STBC (CP-OFDMth ZF equalization and
MMSE MIMO channel estimation based on preambles;

¢ MTMR PRP-OFDM modulator with ZP-OFDM decoding as presentedection 6.4.1, with
MMSE equalization, channel estimation based on 41 receiachouti blocks of 2 PRP-OFDM
symbols (from 20 before to 20 after the latest block) for BRPIRSK and QAM-16. For QAM-
64, 121 received Alamouti blocks are used due to the incdeesestraints on the CIR MSE. No
preambles sequences are introduced at the header of thesfram

Considering the BPSK and QPSK simulation results preséntEajures 6.2 to 6.5

Without mobility and using an Overlap-Add (OLA) based loantplexity decoding approach (sim-
ilar to chapter 3.7 for the STSR case), the PRP-OFDM MTMR iveceoutperforms a standard CP-
OFDM architecture by approx. 1dB for BPSK and QPSK congielia. For QAM-16 and QAM-64,
both schemes show comparable performances with a slighntatye for PRP-OFDM. The more com-
plex MMSE decoding approach, however, lets the PRP-OFDMmsehoutperform the classical scheme
by approx. 1.5dB in all cases and shows performance realtsite close to the known-channel limit.

In the presence of mobility and without tracking, CP-OFDMergiing at 5GHz carrier frequency
combined with a preamble based channel estimation is aideifor mobility levels that are higher
than pedestrian mobility (see analysis for the STSR caséapter 3.8). The PRP-OFDM scheme in
combination with Wiener filtering for channel estimationdesailed in chapter 3.3.2, sectiBfock based
CIR update based on Wiener filtering (increased latemstyyws the following results for a mobility of
32m/s at 5GHz carrier frequency:

1. BPSK simulation results show a small performance degjadtor the time-variant scenario com-
pared to the MMSE decoding approach applied in a static goritee loss is approx. 0.2dB for
the BER results and 0.3dB for the PER results.

2. QPSK simulation results also show a small performanceadagjon for the time-variant scenario;
approx. 0.3dB and 0.4dB are lost for the BER and PER resudfsertively.

3. QAM-16 simulation results illustrate the impact of anufiicient MSE of the CIR estimates.
While the time-variant performance results are close tdithe-invariant observations, there is a
degradation for C/I higher than approx. 14dB. Still, thetsgsperformance allows an application
of the proposed scheme in a practical scenario at the givéilityo
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4. QAM-64 applies PRP-OFDM based channel estimation oveolsmervation size of 121 STC
blocks. Still, it is not sufficient since the performance i@etgtion is visible above approx. 17dB.
Itis obvious that the proposed scheme needs to be combirnkedter CIR estimation approaches
in order to deliver satisfying results.

6.6 Conclusion

A new OFDM modulation scheme based on pseudo random possiéxtion has been presented for
multiple antenna systems. It has been shown that the poatiike, similar to the data stream, encoded
based on a suitable STC. This allows a semi-blind identiinadvf the MIMO channel in the receiver
requiring a very low arithmetical complexity. The simutatiresults given for an Alamouti based MTMR
system with two transmit and one receive antennas showlibgtroposed CIR estimation techniques
work very robustly, even in a high mobility scenario (malyilup to 30m/s is considered here) applying
constellation settings BPSK, QPSK or QAM-16. QAM-64 coliat®ns should not rely on PRP-OFDM
based channel estimation alone, but should be combineddiffignent approaches (e.g. in combination
with rotating carrier based CIR estimation, iterative iféeence suppression, etc.).
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Chapter 7

lterative Interference Suppression

This chapter presents an approach which heljigtativelyimprove the Pseudo Random Postfix OFDM
(PRP-OFDM) based channel estimation by exploiting sofpoudecoder messages.

7.1 Introduction

The general principles of the Pseudo Random Postfix OFDM {PRBM) modulation scheme have
been introduced in chapters 3, 4, 5 and 6 of this thesis: thlcqyrefix extension of classical Cyclic
Prefix OFDM (CP-OFDM) is replaced by a known postfix weightg@lpseudo random scalar sequence
changing at the OFDM block rate. This way, unlike for classi©FDM modulators, the receiver can
exploit an additional information: the prior knowledge qdat of the transmitted block and track channel
variations. Chapter 3 details several equalization anddleg schemes compatible with PRP-OFDM.

With PRP-OFDM, an estimate of the CIR can be derived by a sirapéraging of the time domain
OFDM received block. The averaging is required in order tocefthe interference of the samples
carrying useful information on the pseudo-random postfisiiaed to be zero-mean). A practical trade-
off needs to be established between the length of the amgragindow and the resulting amount of
residual interference impacting the channel estimati@ui@cy. For a large averaging window and in
a typical scenario, [7] shows that PRP-OFDM CIR estimatiotperforms schemes relying on rotating
pilot patterns interpolation in terms of mean-squarefefSE) up to an SNR of approx. 15dB.

Considering the results of chapters 3 and 6, however, onerstashds that there are the following
two main limiting factors for PRP-OFDM based channel estioma

1. higher order constellations (QAM-64, etc.) require ehh8NR working point (e.g., targeting a
PER of 102 in the context of the simulation conditions defined in chept8 for channel BRAN-
A, approx. 21dB of C/I are required) and thus correspongimgkcise channel estimates; the
corresponding window sizes of PRP-OFDM based channel astimthen become impractically
large: e.g., targeting a CIR estimation of 24dB, a windove sizapprox. 252 postfix observations
is required (based on a minimum dimension circulant diatiet#on for the CIR estimation as
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detailed in chapter 3.3). Standard PRP-OFDM channel estimapproaches are thus unsuitable
for higher order constellation symbols in a practical cahtéote that standard CP-OFDM sys-
tems typically target an estimation MSE (mean square eobapprox. MSE! ~ SNR+ 3dB
(e.g. IEEE802.11a [56]).

2. in the context of very high mobility, the channel is higltilme-variant. As a consequence, even the
Wiener based channel estimators presented in chaptera@e3i@sufficient, since postfixes cannot
be considered if they are convolved by a CIR that is de-catedl from the CIR to be estimated
(the Wiener filter then introduces a weighting factor claseéro). Again, the MSE of the CIR
estimates is insufficient and will impact the system pertamoe.

In order to solve these issue, this chapter proposes amivee@IR estimation scheme. While the
first CIR estimation step is typically performed based on amrealue and de-convolution calculation
as presented in chapter 3, it is refined exploiting the ostpfia soft output decoder which makes PRP-
OFDM suitable for high throughput systems. As a result, auete CIR estimation is possible applying
a small observation window size.

The added complexity introduced by this iterative datarfatence cancellation on the channel es-
timation can be mitigated when the system considered ajrigaglements an advanced coding scheme
such as turbo code which requires already the presence ofvarfibbackward decoder in the receiver.

The chapter is organized as follows. Section 7.2 settlesntit@tions and defines the PRP-OFDM
modulator. The new iterative channel estimation technigeempared to classical one and discussed in
section 7.3, followed by practical considerations in seti.3.3. Finally section 7.4 provides simulation
results.

7.2 Notations and PRP-OFDM modulator

This section briefly recalls the baseband discrete-timekbkquivalent model of & carrier PRP-
OFDM system. Théth N x 1 input digital vectot 3y(i) is first modulated by the IFFT matrikf] :=

;i\ H i 21 T .
% (WIL‘) ,0<i<N,0< j<NandWy .= e ¥ . Then, a deterministic postfix vectos := (Po, ..., Po_1)"
weighted by a pseudo random valaéi) € C,|a(i)| = 1 is appended to the IFFT outpusg(i) :=

F&(i). A pseudo randonu (i) prevents the postfix time domain signal from being deterstimiand
avoids thus spectral peaks, see chapter 4. Witk N + D, the correspondin® x 1 transmitted vector

issp(i) := FHL&(i) +a(i)pe, where

I
oim o] R and pei= (0upd)"
DN IpxN

The samples o (i) are then sent sequentially through the channel modeleddseat th-order FIR

C(2) = Z ¢z " of impulse response_ = (cp,---,c.). The OFDM system is designed such that the
postfix duratlon exceeds the channel memlory D.

1L ower (upper) boldface symbols will be used for column ves{anatrices) sometimes with subscriptsD or P empha-
sizing their sizes (for square matrices only); tilde wilhdée frequency domain quantities; argumentll be used to index
blocks of symbolst! (T) will denote Hermitian (Transpose).
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Let Ci5i(P) and Ci(P) be respectively the Toeplitz inferior and superior tridiagunatrices of
first column:[co, ¢y, -+ ,¢.,0,—,0]T and first row][0,—,0,c_,---,c1]. As already explained in [80], the
channel convolution can be modeledp(i) := CisiSp(i) + CigiSp(i — 1) + np(i). Cisi(P) andCig (P)
represent respectively the intra and inter block interfeee Sincesp (i) = F53 (i) + a(i)pp, we have:

re(i) = (Cisi+BiCigi)se(i) +np(i)

wherep; := “S(i)l’ andnp(i) is theith AWGN vector of element varianag;. Note thatCg, := (Cis| +

BiCig) is pseudo circulant: i.e. a circulant matrix whad2— 1) x (D — 1) upper triangular part is
weighted byf;.

The expression of the received block is thus:
rp(i) = Cp (F¥&n(i)+a(i)pp) +np(i) (7.1)

_ FRSu (i) -
- CBi( ali)po >+np(')

With these notations, CIR estimation is discussed in tHewahg.

7.3 Channel estimation

Below the standard low-complexity PRP-OFDM CIR estimatiechnique detailed in chapter 3 based
on interference suppression by mean value calculationiédlyrecalled. Then a description of the
proposed iterative scheme improving the CIR estimate M3Bws. All derivations are detailed in the

static context, extension to mobility environment is pbkesapplying the techniques presented in [5, 7].

7.3.1 Standard channel estimation

DefineCcir(D) := Cisi(D)+ Cygi (D) as theD x D circulant channel matrix of first row raWCcir(D)) =
[C0,0,—,0,cL,---,C1]. Note thatCis|(D) andCyg (D) contain respectively the lower and upper triangular
parts ofCcir(D).

Denoting bysy (i) := [so(i),--- ,sv_1(1)]T, splitting this vector in 2 parts:

svo(i) = [so(i),s0-1(D)]",
svi(i) = [sv-p(i),-,sn-1(D)], (7.2)

and performing the same operations for the noise vector:

ne(i) = [no(i),--,np_1(i)]",
I’]D’o(i) = [no(i),'-' ,nD_l(i)]T,
npa(i) = [p_p(i), - ,np_1(i)]",

the received vectarp(i) can be expressed as:
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Cisi(D)sno(i) +a(i—1)Cig (D)pp +Npyo

rp(i) = (7.3)

Cigi(D)sv.1(i) + C‘(.i)CISI(D)pD +Np1

As usual the transmitted time domain sigsgli) is assumed zero-mean. Thus the fibstamples
rpo(i) of rp(i) and its lasD samplegp1(i) can be exploited very easily to retrieve the channel matrice
relying on the deterministic nature of the postfix as follows

feco == E (;(P,O,(Il)) = Cii(D)pp,

rea(i)

rC,l = E ai) = CISl(D)pD'

(7.4)

SinceCisi(D) + Cigi (D) = Ccire(D) is circulant and diagonalizable in the frequency donfain
combining equations (7.4) and using the commutativity ef¢bnvolution yields:

fc = feot+fct
= Ccire(D)pp (7.5)
= Ppep
= FHPpFpop, (7.6)

wherePp is aD x D circulant matrix with first row row(Pp) := [Po, Po—1, Po—2, - , P1] and Pp =
diag{FDpD}.

Since in practice the expectati@j-] in (7.4) is approximated by a mean value calculation over a
limited numberZ of symbols, we can model the estimation error as nbjse

Assuming both the received OFDM time domain data samplesand be Gaussian of respective
covariance®?ly anda?lp, the covariance dip is:
RﬁD = E [ﬁDﬁB]
02+ 203
——Ip.
Z

Thus, an estimate of the CI& can be retrieved by either a ZF or MMSE approach as discussed i
chapter 3.

7.3.2 The new iterative channel estimation

The iterative estimation scheme presented here requir@siteh CIR estimate which is for example
obtained by the techniques presented above. In order tagréme presentation of the detailed algorithm,
the following theorem is defined:
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Theorem 7.3.1 Define the latest CIR estimatéi (i) represented by matrik:'éi‘l(i) multiplication.
Denote byfk eq( ) = &(i) + W ! the frequency domain equalized vecteti) (WX representing the
residual error) performed with the CIR estimate (i) of the previous step With(§ (1) = an|FK;, eq( )

being the likelihood thaty was sent knowing the received vecer , the optimum time domain
interference estimate in the minimum MSE sense is thus given

us)= S p((i) = anlF g()Ch TFEean(i) (7.7)
an€lao, - agy 1N

{an € C,ne0,---,Qu — 1]} is the set of constellation symbols (alphabet) and Qe constellation
order[]

Proof of theorem 7.3.1:

Definef&(i) =rp(i) — C'éifl(i)a(i)pp as the received vector after subtraction of the zero-fgreiRP

interference estimate based on the previous CIR estim? &(i). Assuming thatl&(i) is a vector used
in order to reduce the interference onto the postfix coneblyethe channel imp(i), the remaining total
square error is given by

) = 3 ) = el H0ET] (Fesul) = aw) - ub() (Felsu() —aw - k() |

anelag, - agy 1N

wheret{-} is the trace matrix operator. The optimur§(i) is found by setting

20 ) o |
TUENT e g, " = AR50 = Gy Foan(i) =0

which leads to the expression given by theorem 7.3.1. Q.E.D.

Finally, the iterative CIR estimation is performed in saleteps:

1. Initial CIR estimation: at iteratiok = 0, perform an initial CIR estimatioﬁo(i), for example as
proposed in section 7.3.1.

2. Increment iteration indeX «— k+ 1

3. Perform FEC decoding based on latest CIR estinttesi): buffer the outputs of the soft-output
decoder which indicate the bit-probabilities of thike encoded bit of the constellation on carrier
n of OFDM symboli: pf(xa(i)) with n€ [0,--- ,N — 1] andl € [0,---,1092(Qm) — 1]; Qu is the
constellation order.

4. Interference estimation: as detailed in section 7.33rtterference estimatian(i) from OFDM
data symboi is generated based on the bit-probabilitigf§x,(i)) and the latest CIR estimates
¢“1(i) as given by theorem 7.3.1.
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5. Interference suppression: subtract estimated intaréer from received vectok (i) and form a
new observation vectork (i) = rp(i) — uf(i).

6. CIR estimation: derive a new CIR estimat¢i) from r(i) e.g. as proposed in section 7.3.1. The
resultinge*(i) yields to a more accurate estimate since interference @H2aM data symbols on
the postfix convolved by the channel has been reduced.

7. lterate: until a given performance criterion is met gotep<2.

The iterative CIR estimation is compatible to any FEC decadeich delivers at its output bit-
probabilities of encoded information bits among which dre $OVA (Soft-Output-Viterbi-Algorithm)
decoders and forward backward algorithm. If such a decadapplied for the sake of CIR estimation
only, the complexity increase is considerable. Howevehef proposed technique is used in a system
where iterative decoding is used anyhow (e.g. in the comEXurbo Codes, etc.), the additional com-
plexity can be considered for implementation.

7.3.3 Practical considerations related to Iterative Inteference Suppression

This section details the practical derivation of some ofdhantities required by the above presented
Iterative Interference Suppression based CIR estimatgorithm.

The expressiom(3y(i) = aN|F'I§[e1q(i)) is calculated using Bayes’ rule:

(7.8)

P(En (i) = anlF &) = — _

The a-priori probabilitiesp(Sy(i) = an) = [] p(& (i) = an) are obtained by exploiting the bit-
0
probabilitiesh; (a,) of the soft-decoder outputs:

log2(Qm)—1

P(&(i) =an) = IEL p(bi(an))

assuming that the bits are independent. This property iallysassured by a large interleaver. The
distribution of the received samplp@hféq(i) |5 (i) = an) is given by a multivariate Gaussian probability
density function (PDF) WitrRg 1 g1 = EWK LW )M (WK represents the residual error in the

frequency domain equalized vecftf (i) =3 (i) + Wy *):

PPk i) an() —an) = 1Mot {Ryys s b exp] —(Fid() — an) "R 1 (Pl () —an) |

N

The expressiorp(mjelq(i)) is calculated according to (7.8) by exploiting
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If karlwﬁl is diagonal (or approximated by a matrix containing its dizg elements only), (7.7)

N-1
can be considerably simplified, sinp& (i) = an|F\ (1) = [ P(& = an|f(0)):
n=0

% P(& = anfy (i ))Ck‘lepaN (i)
anclag, aQM 1]

with a,(\,”) =(0,---,0,a4(i),0,---,0)T is derived from vectoay in which only thenth element is non-zero.

7.4 Simulation Results

In order to illustrate the performances of our approachukitions have been performed in the IEEE802.11a
[56] WLAN context: aN = 64 carrier 20MHz bandwidth broadband wireless system ¢pgran the
5.2GHz band using the 16 sample postfix defined in chapterll, Z2. The frame length is chosen

to be 72 OFDM symbols for all constellation types. Dummy OFRP&&tfix symbols are introduced
prior and following the frame in order to allow a seamless @dmation. The CP-OFDM modula-

tor is replaced by a PRP-OFDM modulator. A r&e= 1/2, constraint lengtikk = 7 Convolutional

Code (CC) (0171/0133) is used before bit interleaving fo#d by 64QAM constellation mapping. The
pseudo-random weighting factors are chosen to be a zerao-pseaido-random:-1 sequence.

Monte Carlo simulations are run and averaged over at le&$t &alizations of a normalized BRAN-
A [37] frequency selective channel without Doppler in ortiepbtain BER curves.

Based on a SOVA decoder, figure 7.1 illustrates several itappbproperties of PRP-OFDM com-
bined with Iterative Interference Suppression:

1. for afixed carrier-over-interference (C/1) ratio®fl = 24dBthat the MSE of the CIR is decreased
by approx. 12dB after three iterations using the new allgriproposed in section 7.3.2 compared
to the initial estimates obtained by the algorithm propdseskction 7.3.1.

2. this gain varies only slightly with the size of the obsé¢ia window for the mean-value calcula-
tion postfix convolved by CIR plus noiske. Iterative Interference Suppression is applicable to
high SNR scenarios where correspondingly low MSE valuesherCIR estimates are required.
Moreover, Iterative Interference Suppression is alscablét for a very high mobility scenario
combined with lower order constellations and a very smafideiv size for CIR estimation: the
iterative process considerably improves the CIR estimaMi®E (e.g., approx. 12dB are gained
with a single iteration assuming a mean window size of 20 OFyMbols).

3. the gain in MSE is considerable for the first iteration ¢app 12dB in all cases); however, the
differences are small for further iterations. In pract&sjngle iteration may be sufficient.



112 7. ITERATIVE INTERFERENCESUPPRESSION

Concerning the performance evaluation of the Iterativerfetence Suppression, the time-invariant
(improvement for higher order constellations) and timeara (very high mobility for lower order con-
stellations) are considered independently:

1. time invariant case: The BER/PER results (of decoded bits) for a mean-value tzdion window
size of 31 are given by Figure 7.2 and 7.3 for QAM-64 condiielfes and by Figures 7.4 and 7.5
for QAM-16 constellations. Using QAM-16 constellations aombination with the (relatively
small) window size of 31 symbols for PRP-OFDM based changsgination does not lead to a
visible error floor in the considered SNR range, but the PERIte show that over 1dB is lost
compared to standard CP-OFDM schemes. This loss is regaftexda single iteration applying
the Iterative Interference Suppression. In the case of (G¥Mthe performance degradation of
basic PRP-OFDM based channel estimation compared to sth@dRxOFDM is important: there
is approx. 4dB loss at a BER of 16and the loss in PER is even higher. Again, a single iteration
is sufficient in order to obtain satisfying results, even iaying the performance compared to
standard CP-OFDM by approx. 0.5dB.

2. time variant case: The mobility context is evaluated based on QPSK symbols amici@dow size
of only 5 OFDM symbols for PRP-OFDM based channel estimatimexpected, the system per-
formance changes only slightly when the mobility is inceshffom Om/s (cf. Figure 7.6 for BER,
Figure 7.7 for PER) to 36m/s (cf. Figure 7.8 for BER, Figur@ far PER) and finally to 72m/s
(cf. Figure 7.10 for BER, Figure 7.11 for PER). Obviouslye ttesulting system performance
is approx. 0.75dB below the standard CP-OFDM case in BER ppdoa. 2dB in PER. Siill,
these results show that acceptable performance resulachievable in presence of extremely
high Doppler and low system latency due to a small obsenvatimdow for PRP-OFDM based
channel estimation.

7.5 Conclusion

A new iterative interference cancellation scheme for PRIBM based systems has been proposed. In
a typical example the MSE of the resulting CIR estimated iprowed by approx. 12dB over three
iterations. This makes PRP-OFDM modulators applicableigbdr order constellations, e.g. 64QAM,
etc. For the reasons given in section 7.4, the proposed schambe applied in high mobility scenarios
without losing throughput nor spectral efficiency compai@@P-OFDM systems designed for a static
environment, since no additional redundancy in terms aft pines, learning symbols, etc. is necessary.
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CIR MSE for QAM-64, R=1/2, BRAN-A Channels, C/I = 24dB
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Figure 7.1:CIR MSE for 64QAM, BRAN-A, C/I=24dB.
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Chapter 8

Low Density Parity Check (LDPC) Coding
for OFDM

This chapter illustrates how to adapt the LDPC code word rimgpgnto OFDM carriers assuming perfect
Channel State Information (CSI) knowledge [27, 28].

8.1 Introduction

Low Density Parity Check (LDPC) codes have been extensistlgied, originally by [91, 120] and
more recently by [121-123] and others. Initially, regulades were studied and shown to exhibit a
threshold phenomenon: with the block length tending towandinity, an arbitrarily small bit-error-
rate (BER) can be achieved for any Signal-to-Noise RatioRpBMvel above a given threshold. [91]
first observed this behavior for binary symmetrical chasar{8CS). It was then generalized by [124]
to randomly constructed irregular codes and further exdrxy [123] to various binary-input channels
(BCS, Laplace, AWGN) and several decoding algorithms iticig the belief propagation (sum-product)
algorithm. Also in [123], a general concentration theoreaswproven: the decoder performance on
random graphs converges to its expected value as the lehtjte code increases.

Based on these results, LDPC codes have been designedfoutpeg turbo codes [90] on Additive
White Gaussian Noise (AWGN) channels [125]. While rathexcige derivation techniques exist for
asymptotic LDPC codes [92] under the pseudorgensity evolutionthe derivation complexity is im-
portant and has been subject to further studies: e.g., [i2joses an elegant way to deal numerically
with the calculation of the distribution of combined randwariables (RVs) as they occur in [92]'s algo-
rithm. The same authors introduce a simplified techniquedas a Gaussian approximation (message
densities are approximated to be Gaussian or Gaussianresxir irregular LDPC codes) [126]: they
prove that the calculation complexity is reduced by severdérs of magnitude while the results often
are as accurate as the ones obtained from full density éwolut

Please note that there is no simple way to express updatisgage densities in the framework of
turbo decoding and thus Monte Carlo simulation based tegclasi are typically used in order to analyze
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the approximate evolution of Gaussian messageg Chart9 [127,128].

While the practical problem of how to efficiently encode anR@code has been addressed in [129],
many other issues have only been considered from a thegirptint of view (e.g. limited to AWGN
channels). In the framework of this thesis, we focus on sughaatical context by considering the
efficient use of LDPC codes for Orthogonal Frequency Divididultiplexing (OFDM) based systems
in combination with frequency selective fading channatsthie framework of this chapter, the case of a
time invariant propagation channel is considered as icsffyi occurs in Wireless Local Area Network
(WLAN) systems, e.g. IEEE802.11a/n [56, 58]. For this pgmave build on results and ideas of [130,
131]: LDPC analysis techniques are derived for OFDM systeyrapproximating the frequency domain
channel as a step-profile where each sub-band is charactéyza constant complex channel coefficient.
For each sub-band, a sub-LDPC code is defined and considaréaefglobal optimization. Moreover,
a new optimization technique is proposed taking the numbgermations in the LDPC decoding process
as well as the resulting error probability of data bits into@unt. This allows to optimize the allocation
of data and redundancy bits which is not possiblediemsity evolutiobased approaches, since the error
probability asymptotically tends to zero above a given SNigghold for both, data and redundancy bits.

In this chapter, we extend the LDPC optimization algorithifil@0, 131] to a sub-carrier based ex-
pression (omitting the notion of sub-bands covering sdwdiers): exploiting that in the context of
OFDM the frequency selective fading channel is transforiada set of parallel attenuations in the dis-
crete frequency domain. Both, the derivation of optimum KDd®ddes and the carrier-allocation (which
can be interpreted as an adaptive interleaving) for dataedhuhdancy bits are studied in a time-invariant
context [27,28]. While both optimization steps are ideakyformed jointly, the carrier-allocation algo-
rithm is straightforwardly applicable to existing LDPC esdwhich are not necessarily optimized for a
given frequency selective propagation channel. The cooreding results will prove to be straightfor-
wardly applicable to a context where LDPC codes and/or theesponding carrier mapping are derived
based on approximate estimates of the propagation chamhahks to the Gaussian approximation, a
reliable result is expected (relying on the conclusionsl@f]) at low arithmetical calculation complex-
ity requirements. The proposed architectures are thuscapp# to practical hardware implementation.
A typical example is a closed-loop WLAN system where the pggtion channel is known to the trans-
mitter (TX) and receiver (RX) and thus suitable LDPC codeslzaxnegotiated prior to transmission.

This chapter is organized as follows. Section 8.2 definesdtations and assumptions we use. The
presentation of a new optimization procedure adapted t@#BM context follows in section 8.3: two
different low-complexity algorithms are derived based dfetent assumptions on the structure of the
LDPC code. Simulation results and a final conclusion area@spely given in sections 8.4 and 8.5.

8.2 Notations and definitions

This section briefly presents the basic definitions intreduin chapters 2 and 3 for aw carrier PRP-
OFDM system. Théth N x 1 input digital vectot 3y(i) is first modulated by the IFFT matrikf] :=

L

N (WILJ) ,0<i < N,0<j< N whereW := e I¥. Then, a deterministic postfix vect@p =

1 ower (upper) boldface symbols will be used for column ves{matrices) sometimes with subscripter P emphasizing
their sizes (for square matrices only); tilde denotes feagy domain quantities; argumenwill be used to index blocks of
symbols;H (T) denotes Hermitian (Transpose).
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(po,...,pD,l)T weighted by a pseudo random valaé) € C is appended to the IFFT outpusg(i).
With P := N+ D, the correspondin@ x 1 transmitted vector isp(i) := Fhs8n (i) +a(i)pp, where

Foo = [I—N} FR and pp:= (Onpp)"
OoN [pyn

Without loss of generality, the elements ®f(i) = FR&y(i) are assumed to be i.i.d. and zero mean
random variables of varianag = 1 which are independent of(i)pp. The samples o (i) are then

L

sent sequentially through the channel, modeled here ashaarder FIR filterC(z) :== S ¢,z ". The
n=0

OFDM system is designed such that the postfix duration excéedchannel memoly < D.

Let Cisi(P) andCig, (P) be respectively the Toeplitz lower and upper triangularioes of first col-
umn|co,Cy, - - ,C,0,—,0]" and first row[0,—,0,cL,--- ,¢1]. As already explained in [80], the channel
convolution can be expressedragi) := Cisi(P)sp(i) + Cigi (P)sp(i — 1) + np(i). Cisi(P) andCig (P)
represent respectively the intra-symbol and inter-blatkrference.np(i) is theith AWGN vector of
i.i.d. elements with variance2. Sincess(i) = FH8(i) +a(i)pp, we have:

re(i) = (Cisi + BiCigi)sp (i) +np(i) (8.1)

wherep; ;= % Note thatCg, := (Cis) + BiCigi) is pseudo circulant: i.e. a circulant matrix whose

(D—1) x (D—1) upper right triangular part is weighted IBy. Such a matrix is no longer diagonal on
a standard Fourier basis, but on a new one still allowing ciefit implementation based on FFTs (see
appendix A).

The expression of the received block thus becomes:

rp(i) = CBi (ngsu(l)+a(l)pp)+np(l)

FRSu (i) .
CBi( alijpo )Hw)

Several equalization approaches are presented in chapt&sfuming the application of a low-
complexity Overlap-Add (OLA) based decoding architecttine following expression is obtained with
Ccirc(N) :=Cigi (N) + Cis5i(N):

rn = Ccire(N)sn(i) +nn(i)
= FRDc (i) +nn(i) (8.2)
in = Dc3u(i)+in() (8.3)

with fy = Fnr(i) andfiy (i) = Fyn(i). The circulant channel matri€circ(N) = FRDcFy is diag-
onal on a Fourier basis withc = diag{Fy|co,c1, - ,¢,0,—,0]T}. diag{-} transforms a vector into a
diagonal matrix. Thus, each carrier is weighted by its agroading complex channel coefficient given
in D¢ = diag{€o, - ,En_1}. Note that equation (8.3) also corresponds to the receixpression in a
standard Cyclic-Prefix OFDM (CP-OFDM) transceiver cont&ie LDPC mapping approach presented
below is thus directly applicable to CP-OFDM system, too.

[130] points out that the choice of the constellation magpine. the set oBy(i) amplitudes)
plays an important role for the system performance analfslata bits are encoded based on LDPC
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Codes. Log-likelihood ratio (LLR) based messages gengrfaben BPSK and QPSK constellations are
Gaussian, symmetric and consistent as required for deegitjution [123] (the consistency condition
guarantees that the error probability is a large sense asoge function over the iteration numbler
moreover, this condition guarantees that the block errobgiility tends towards zero if and only if the
message densities tend towards a Dirac mass at infinity) syiinenetry condition, however, is not valid
for M-QAM constellations withM > 4 [130, 131]. In order to resolve the issue, [132] proposeisi.an
channel adaptation technique where the data bit sequemoenigined with a pseudo-random i.i.d. bit
sequence. As a result, the symmetry condition is verifiechemtessages.

Definingt. as the variable node degree apds the parity check node degree, a regular LDPC code
characterized by the parameter &8tppc, tc,tr) is a linear block code defined by a sparse parity check
matrix H of dimensionZ, ppc x M| ppc With Z, ppc = %MLDPC [120]. The code wordsny, .. consists
of My ppc bits which all satisfyZ, ppc parity check equations:

Hm Mippc — OZLDPC71 (8.4)

There areK| ppc = M\ ppc — Z1 ppc iInformation bits and the code rateRs> 1 — % (there only is equality
if the matrixH is full rank). Such a code can be graphically representeddoyaalledfactor graph[133].
Fig.8.1 illustrates such a graph fgvl = 9,t. = 2,t, = 3):

QOQOQOOOOO0) =
N =

A

parity
check

Figure 8.1:Example of a factor graph.

The correspondingl matrix is presented by [130]:

100010100
011000001
010100100

H = 000011001 (8:5)
100100010
001001010

Fig.8.1 helps to identifgyclesof lengthv which is a path comprising edges closing back on itself.
An important code design parameter is thigh of a graph: it defines the minimum cycle length of a
graph and should be as large as possible (note that the patiom of LDPC codes is typically performed
under thdocal tree assumptiani.e. the girth is assumed to be large enough such that thgrsy forms
a tree and the incoming messages to every node are theneflageindent).
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A further generalization of LDPC codes has been introdugefllB4] with irregular LDPC codes
characterized by a non-uniform distribution of '1's ovee tftows and columns of the matrix. [124]
shows that good irregular codes outperform regular onegically, the code is represented by two
polynomials;A; (p;) respectively represent the percentage of branches ceaheovariable nodes (check
nodes) of degree(]). tcmax (trmax) iS the maximum connection degree of variable nodes (chedks):

tc.max

A(X) :_;AM* (8.6)
-

p(¥) = me“l (8.7)
=

Both polynomials are link to each other via the code Rate
tc.max tr.max

a—m;szJ.

In a another common representatianin (8.6) is replaced by

~ Ai/i
)\i - tc,maxl/
> )\k/k
=2
andp; in (8.7) is replaced by
~ i/i
Pi = tr.mZI/
> pPr/k
k=2

In the framework of this thesis, onlgystematid. DPC codes are considered; this is proper because
practically only systematic codes are used in reality. Toieesponding generating matr® of the
LDPC code is applied to the initial vector of informationdditas follows:m = Gb with HG = 0. More-
over, the analysis is limited to binary LDPC codes (i.e. &heents arec GF(2)). Non-binary codes
with elementse GF(Q) have been proven to provide improved performances, buireequdecoding
complexity which rises exponentially with= log,(Q) [134].

As commonly used, we choose to work with LLR messages in coatioin with received carrier
amplitudes':
p(rix=1)
p(rix=—-1)
are the output messages of variable node wRkesethe bit value of the corresponding node. Likewise,
the output messages of a check node are defined as

Pl =1
P =1

v=log

u=log

wherex is the bit value of the variable node arriving from the checl@and’ contains all information
available to a check node up to the present iteration. Unaermoduct decoding [126} is equal to
the sum of all the incoming LLRs:

dy-1
V=Up+ Uj (8.8)
2"
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whereuy is the observed LLR of the decoded bit amdi = 1,--- ,d, — 1 represent all incoming LLRs
from neighbors of the variable node except from the checlenbdt will get the messagq(i.e. its input

must be independent of its previous output). Theessages are then recalculated based on the so-called
“tanh” rule [135, 136]:

tanh(;) = cjijltanh(%) (8.9)

wherevj, j = 1,--- ,d. — 1 are the incoming LLRs from thd; — 1 neighbors of a check node. Note that
the message of the node itsejf= 0) is omitted in the product calculation.

In the case of QPSK mapping, [130] shows that the messagessponding to the real (imaginary)
part of thek™ OFDM carrier iSUp 2k (Up,2x+1) and depends on the frequency domain channel coefficient
& and the noise varian(ra%_k of the corresponding carrier (assuming that the ampligigdel "has been
sent on the corresponding carrier):

4> 4 ~
Upok = #-ﬁ-TD{ﬁﬁnk}
c’n,k 0n,k
4|8|? 4 N
Upokt1 = C|)'2‘ +GTD{5ﬁnk}
n,k nk

O(-) (O(+)) represents the real (imaginary) part of the argument. dhesponding distribution is Gaus-
sian, symmetric and consistent (ifgx) = ef(—x)Vx € R):

b —fy = 4/&/* 8|6l
o2k — 'Uo2k+1 — 2 2
! 0n,k 0n,k

With the notations and definitions presented above, theviiig sections will show how to derive a
suitable LDPC code assuming the channel is known and tivesiant.

8.3 LDPC Code optimization with known and time-invariant channel

We choose to perform the optimization of LDPC codes basedhe@aussian Approximatioassump-
tion which has been studied and validated in [126] due tonitelient low-complexity implementation
properties. However, instead of performing an asympttiieghold optimization (i.e. a joint search for
a H matrix and a minimum SNR level which lead to error free desgdiroperties if the matrix size
and the number of decoding iterations tends towards injimiy apply the idea of [130] to optimize the
error probability of useful data bits with a fixed number ef#tions. As [130] mentions correctly, such
an approach may be slightly inconsistent, since asympaoticnon-asymptotic properties are mixed up.
However, this analysis is better adapted to a practical wegpgiring a limited number of decoding it-
erations and [130] shows that the results of the correspgndbde optimization has shown satisfying
performances for small code word sizes.

In the following sections, important properties of tBaussian Approximatioare first recalled. It is
shown that a generic optimization of the LDPC code-word nrappnto OFDM carriers is difficult to
achieve; instead, we propose to apply in typical practicaharios the following two analysis approaches
which are sub-optimum approximations:
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1. it will be shown that the LDPC code-word should be mapped @FDM carriers such that the
message values from all variable nodes in the factor graphldiioe identical in the belief propa-
gation decoding. In an asymptotic context (hnumber OFDMieesN — oo, LDPC codeword size
— oo, numMber of different node degrees ) this is theoretically feasible; note that [130, 131]
observed an identical behavior if new LDPC codes are defioed given propagation channel
and in combination with OFDM symbols. In practice, howewesmall number of different node
degrees is often defined and this result leads to a sub-optiopiimization result.

2. a second order approximation of the message updatindieq)ud the Gaussian Approximation
approach will be used in order to optimize the LDPC code-woagping onto OFDM carriers.

8.3.1 Properties of the Gaussian Approximation applied tolie analysis of message pass-
ing decoding

Denoting the mean values of(v) by my, (m,), the update equation (8.8) at iteratibhecomes for every
node withd, branches [126]:

my) = my + (cy— 1)mi (8.10)

with m.(JO) = 0. This means that the arriving messages to each node ames$a be identical for the
whole graph. The difference lies in the fact that more message arriving at the higher order nodes

and thus the corresponding bit reliabilities are impro%‘edrnﬂ), equation (8.9) leads to the following

expression [126]:
de—1
0 U ‘
E [tanh(%)] —E [tanh(%)] (8.11)

In the case of OFDM systems, the initial LLR message dependssochannel coefficierty 6f the corre-
sponding carriek providing the bit information [130]my, = my,(€). [130] further derives the updating
equation ofm(,') based on an approximation &by a step-function characterized by a constant channel
coefficient per step and representing each step by a cormgisigoLDPC sub-code. In the following,
we avoid this step function approximation by expressingupdating equation based on the channel
coefficient of each OFDM carrier and the node connectionete@re. number of brancheg)k) of each

bit modulated on the corresponding sub-carrier. The inngm’neanmﬁ'_l) in (8.10) are, however, still
assumed to be constant for each nodes. The correspondiagngpdquation is expressed with the help
of @(x) (convex forx > 0) defined in [126] (see same reference for low complexityr@aamations of

®(x))

u—x)2
o) 1= l—ﬁétanh(%)e‘%du if x>0
1 ifx=0

as presented in (8.12):
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%:Z: (1-0(me(@)+ @K -1m™)) (8.12)

tr max
,1

mu Ezpl 1-

[tanh( “)ﬂ with de=| ]

—E]tanh( %5 )| with de=j

argument ofp~1(1-x) is (17E[tanh(“<¥>]), the result is the distribution af (via mean value)

The mean distribution is given by the sum of mean values weibhy occurance probability

After a maximum number df= L iterations, the output means corresponding to cakreme calcu-

lated takingall incomingm(JL) into account:
L (8.13)

Myk = My, g +C(K)My

Prior to the calculation of the BER, we define

2 if carrierk carries 2 data bits
1 if carrierk carries 1 data bit

(k) =
0 if carrierk carries 2 redundancy bits
The BER is then calculated based on the results of [130] @itt) = %Tfe*%dt
X
><*mu k)2
P = —— / Mk dx
Z LIJ( ) V4
1 Myg( 5.<
R <\/ ) (8.14)
> Wik

The optimization of the data bit attribution to OFDM carsér(x) is obtained as follows

(8.15)

P(K)vk = argminPe (€, (ank) vk, P(K)) -
W(K)vk

The following section will study the optimization of the L@Pcode word mapping onto OFDM

carriers with the goal to minimize the decoding error praligb
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8.3.2 Direct interpretation of the message passing updateaation

The goal is to choose the LDPC code-word mapping onto OFDMerarsuch that the message passing
LDPC code decoding algorithm provides optimum performaeselt as defined in equation (8.15). For
this purpose, the channel coefficients of the different OF€dvtiers are taken into account as well as
the variable/check node degrees of the applied LDPC code.

The optimization is prepared by the definition of the follogitheorems:

N-1 N-1
3 f(x) X
Theorem 8.3.1 Jensen’s inequality: With(f) being a convex function, it is%g— > f ( = ) .

Proof of theorem 8.3.1:See [137,138].

Theorem 8.3.2Itis ¢t {l— [1— 2 [p(my, (k) +€) + p(my, —€)]] j_l} <@l {l— [1— (p(muo(ck))]j‘l}
fore >0, my(ck) >0and je (2, ,tymax). O

Proof of theorem 8.3.2:The application of theorem 8.3.1 immediately leads to th@ession given
by theorem 8.3.2. Q.E.D.

N-1
In order to maximizen!’ in (8.12), it is required to minimizey cp(muo(ék) + (k) — 1)m£,'_l)).
k=0

Using theorem 8.3.1 with equation (8.12), it is obvious théat goal is achieved if the argumentsggf)
are equal for alk:

N-1

N2, o(mo(@)+ @ -1mi ) =g (% :g (M@0 + (@) - 1)m&'1))> (8.16)

with equality for

(muo(ék)Jr(Z(k) —1)mﬁ'*1>) - (mu(,(ek,)ﬂz(w) —1)mﬁ'*1>) kK. (8.17)

Equation (8.17) guarantees that all messages leaving tigbleanodes and arriving at the check
nodes in the factor graph are of identical value. If this proypis given, the LDPC code-word mapping
is optimum (with the limitations inherent to tii&aussian Approximatioapproach). Note that we assume
for the optimization process that the observed messaggsy) have the correct sign with respect to the
corresponding information bit that it carries.

If equality cannot be achieved (due to the given channelficgsits ¢, a limited number of differ-
ent variable node degreésk) — 1), etc.), theorem 8.3.2 gives some arguments that equalityldibe
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achieved as closely as possible in terms of absolute difteréo the optimum. For this case, further re-
sults are derived in the following section by a second orgdpr@aimation of the message passing update
equation.

8.3.3 Second order approximation of the message passing gid equation

The goal of this section is to continue on the problem thatbdesen addressed in the previous section:
an optimum carrier mapping (i.e. attribution wf,, (&) to node degreeé(k)) needs to be found such

N-1

that the expressionﬂ) in equation (8.12) is maximized. This goal requires to miagny @(my, (&) +
k=0

Q) —1miY)in (8.12).

The asymptotic analysis presented in section 8.3.2 iscgipt if the set of available channel co-
efficients and variable node degrees allows to create mess#gdentical value leaving the variable
nodes in the message passing decoder as defined in equaltigh (8 a practical scenario typically few
different node degrees are defined and the results of thepasiimanalysis are sub-optimum (e.g., it is
the case for the TGnSync LDPC code [41]). This context iseskird in this section by evaluation of a
second order approximation of (8.12) and its use in (8.12) bgcond order approximation @fx) and
a first order approximation af*(x). We start the optimization by observing that he mean valubef
argument ofp(-) in equation (8.12) is

1N .
- NKZ (@) - ymY)
N— N-1
(% ) (g e -ami )

Note thatxg is independent of the mapping of the LDPC code-words onto KdFRrriers. Sec-
tion 8.3.2 has shown that the mapping is ideally chosen s, (&) + ({(k) — l)m.(J'*l) iS approx.

constant for all carrierk and thusxp ~ my, (&) + ({(k) — 1)m£,'_l) ~ constk. We therefore choose to
developg(-) around the poinkg with constantsig, By, Yo

00 0% 2
W) = 9x0) + 37 (X0)(X—X0) + 5,57 (%) (X—X0) + 0 () (8.18)
~ O+ Bo(X—Xo) + Yo(X— X0)? (8.19)

Note in particular thatg—;P(x)‘ <0 (i.e. By < 0) and axz( ) o > 0 (i.e. yp > 0). Concerning
x>0 x>

¢ 1(x), itis 22 (X)‘X>O<0'
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> cp(muo(ék) + (¢(k) — 1)m&'*1)) is thus approximated as follows:
=0

(w (Mg () <z<k>—1>rn<}”—xO>2> (8.20)
k=

=f3(")
v RO+ S my(@Zoml Y (8.21)
~ h) vcpk;rnuo k :

=const

Note thatfi(-) is defined to cover all contributions that are independerthefLDPC code word
mapping onto OFDM carriers. As discussed in section 8.3j@agon (8.21) needs to be minimized in

order to maximize the resulting messagé.'% in the update equation (8.12). The solution is given by the
following theorem:

N—
Theorem 8.3.3In order to minimize equation (8.21), it is sufficient to miize z muo(ck)Z(k) This

goal is achieved by attributing the smallest channel caefiis |€| to the hlghest degree variable nodes
and vice versal

Proof of theorem 8.3.3: It is my, (€k){ (k) + my, (€ )L(K') < my,(€)C(K) + my, (€ )C(k), VKK if
my, (&) < my,(€) and{(k’) < ¢(k), since this inequality can be rewritten as
N-1
(Myy (€k) — My, (k) ((K) —Z(K')) < 0. Applying this property to all elements of my,(&){(k) leads
k=0

<0 >0
to theorem 8.3.3. Q.E.D.

Theorem 8.3.3 complements the results of section 8.3.2pmaing the update equation (8.12) in
the case that the elememtg, (€) + (¢(k) — 1)rr1(1'*1) cannot be guaranteed to be constdatthe smallest
channel coefficient&y| should be attributed to the highest degree variable nod#siae versa. Based
on this results derived above, a LDPC code word mapping mggdgorithm is derived in the following
section.
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8.3.4 An algorithm for LDPC code word mapping onto OFDM carriers

The optimization of the LDPC code word mapping onto OFDM ieasris based on the following com-
ments with respect to the results derived in the previouscser

1. P-given by equation (8.14) is calculated over the data bitg;aatlundancy bits are not considered
for the final BER.

2. Typically, an LDPC code is larger than one OFDM symboll, shie equation (8.14) is applicable
if the length of the codeword is an integer multiple of the twemof bits modulated in one OFDM
symbol.

3. Both, the resulting degree distributiohéx), p(x) and the data bit attribution to OFDM carriers
depends on the channel coefficieats

4. Ideally, a joint optimization oh(x), p(x) and the data bit attribution to OFDM carriers is per-
formed. However, the optimization of the BER expressioa48may also be performed based on
a given LDPC code. In the simulation results section, it lshown that the resulting data bit
attribution to OFDM carriers can improve the code perforoeaconsiderable compared to a poor
choice.

If only an optimization concerning the data bit attributinOFDM carriers is required for a given
LDPC code, the upper result can be interpreted in a first appedion as follows: In order to minimize

the BER, the expressiamyg,) + Z(k)m&L) in (8.14) must be as large as possible. Thus,

1. sinceP: is calculated only over useful data bits, use lowest orddeadi.e.{(k) is minimum) for

redundancy nodes and maximize tIile)rrﬁL).

2. moreover, put data bits on the strongest carriers|(igis maximum) in order to maximizey, ¢, )-

3. assure a maximum finalE,L). It turns out from theorems 8.3.1, 8.3.2 and 8.3.3 that thixhieved
if the argument ofp(-) in (8.11) is as homogeneous as possible; in particular, srajl arguments
should be avoided. Consequently, high order nodes{(lg.is large) should be attributed to small
|ck| and low order nodes (i.€.(k) is small) to larggc|.

4. if homogeneous arguments @f) in (8.11) cannot be achieved in all cases, try to maximize the
arguments for these exceptions siigge — ) — 0.

This observation is illustrated in Fig.8.2 for an exempl@&yDM channel and an imaginary LDPC
code of rateR = 1/2 with variable node degrees 2, 3 and 4:

It is interesting to note that [130, 131] observe an idehtiedavior in a different context: the cor-
responding authors search a new LDPC code for a given OFDphgaiion channel profile (while we
present in this chapter how to perform an optimum mapping@igigiven LDPC code). At the output of
the optimization process, they obtain results identicgraperties of Fig.8.2 - however without further
analyzing the underlying mechanisms.
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Variable node
degree

A

Channel
coefficients |C|
Data bits Redundancy bits

< >l »
¢ < L

p» OFDM carrier
number

Figure 8.2: Example of LDPC code-word assignment.

In order to apply this LDPC code-word mapping in a practiaatext with a limited numbeN of
OFDM carriers and a given LDPC code by a matrxof limited dimension, the following mapping
algorithm is proposed based on the upper observations:

1. Assume that BPSK constellations are used for explanatika. We further assume that lsllf ppc
bits of an LDPC code-worthy, .. fit into P OFDM symbols, where the fir$t, ppc = M ppc —
Z ppc entries ofmy, .. are information bits'ml?atal and the remaining ones are redundancy bits
m2ed . Each OFDM symbol is defined to consistNéfcarriers, of whichN < N are attributed to
data/redundancy symbols, i}, ppc = PN. The channel coefficients of tivkused OFDM carriers
are regrouped in the vectéy := [, - - ,C,q,l]T. The variable node degrees (i.e. the number of
ones in the column of the LDPC codie matrix corresponding to a specific code-word bit) of all
M_ppc code-word bits shall be contained in a vectay, .; its first K.ppc = MiLppc — ZiLppc
entrieswEf‘t""c are linked to data bits while the remaining one%fd are linked to redundancy

. DP DPC
bits.

2. Duplicate the complex valued channel coefficients vegjae= [&, -+ ,&y_4]" P times and keep
T

: N P ~T
the result in the vectdipy := |Cy, - ,Cy
——
P times
3. With |5 = [|Col,---,|Ey_1]]", sort|Exy| starting with the smallest element (up to the largest one);
the vectompje,i| = [Po,- - pp,q,l]T shall contain the sorting result as integer elemepgpoints
to the position iNCpy| with the smallest element, etc.
: : . _ 1T . . T
4. Split the pointer vectop g, | ‘= [Po, ", Ppn—1] iNto two parts.pfésgl = [Po, ", Pzppc—1] CON-

tains pointers to the channel coefficients that will be assigto redundancy bits amﬁ‘:’g"’l‘ =

[Pziopcs s Pev_1]' contains pointers to the channel coefficients that will lsigaeed to data bits.
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5. Sortwa‘;’;}C andwRed correspondingly; the resulting pointers shall be contimethe vectors

Ziprc
Uypaa and Uyges respectlvely (the first element af, pa /UWRed points to the smallest value
Kippc PC KLprc
Data Red
in WKiopc / WZiopc etc.).

6. Defining(- )F as an operator that reads a vector in inverse order, aﬁrthetOFDM symbol and
carrier number indicated by the pointer vecp%ata [Pziopcs """ » PPN 1] (the OFDM symbol

number of entryp, is floor( p”) and the carrier number among tNeuseful carriers i$p, modN])
F
to the data bltsnEata indicated by the pointer vect ruWEata . This means that the variable

nodes of data bits with the lowest node variable node degw&tulbuted to the strongest channel
coefficients. In the same way, attrlbute the OFDM symbol amdier number indicated by the

pointer vectorp‘Ff:ed| = [P0, » PZppe— 1] to the redundancy bllls1Red indicated by the pointer

vector(uWRed ) .
ZLppPC

The performance of a corresponding optimization in theexdndf a typical propagation channel and
a typical LDPC code is presented in the following.

8.4 Simulation results

Simulation results are presented in the following basecherrateR = 1/2 LDPC code proposed in the
TGnSync IEEE802.11n draft specification [41]:

Parity check matricesl used in the encoding procedure are derived from one of thee"b@arity
check matricesHp, specified below. One base matrix is defined per code ratee @ia base parity
check matrix is denoted &, x M. My, the number of columns in the base matrix, is fixed for all
code ratesMy = 24. Zy,, the number of rows in the base matrix, depends on the codeasafollows:

Zp = Mp(1—R). Parity check matriX of sizeZ, ppc x M ppc is generated by expanding the base matrix
for the selected raté{yp, z-times: z= Z, ppc/Zp = MLppc/Mp. The expansion operation is defined by
element values of the base matrix. Each non-negative baserakement,s, is replaced by @& x z
identity matrix, |, cyclically shifted to the right = spqq) times. Each negative numbgr 1) in the
base matrix is replaced byza zzero matrix0,,. For the codeword of size 576 bits= 24, for codeword

of size 1152 bitsz = 48, and for the codeword of size 1728 bitss 72.

The base matrices specification is Rt 1/2 andZ, x M = 12 x 24 defined as follows:

) 0 -1 0 -1 0 -1 -1 -1 0 -1 -1 1 0 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1
29 -1 0 26 -1 -1 0 -1 0 -1 -1 -1 -1 0 0 -1 -1 -1 -1 -1 -1 -1 -1 -1
-1 -1 -1 21 0 -1 7 -1 -1 38 -1 0 -1 -1 0 0 -1 -1 -1 -1 -1 -1 -1 -1
43 -1 -1 3 -1 -1 -1 0 -1 4 0 -1 -1 -1 -1 0 0 -1 -1 -1 -1 -1 -1 -1
5 -1 1 -1 -1 20 3% -1 -1 2 -1 -1 -1 -1 -1 -1 0 0 -1 -1 -1 -1 -1 -1

-1 -1 -1 9 -1 -1 18 3 -1 3% -1 227 -1 -1 -1 -1 -1 -1 0 0 -1 -1 -1 -1
2 -1 4 -1 -1 -1 27 -1 -1 25 % -1 -1 -1 -1 -1 -1 -1 -1 0 0 -1 -1 -1
33 3% -1 29 -1 -1 1% -1 -1 -1 -1 3¢ -1 -1 -1 -1 -1 -1 -1 -1 0 0 -1 -1
-1 -1 -1 4 4 -1 -1 -1 15 7 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 0 0 -1

0% -1 -1 -1 21 -1 18 8 -1 -1 -1 -1 1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 0
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The column weights of the resultirtlg matrix are illustrated in Fig.8.3 for a code-word size of 576
bits.

Columns weight of H matrix, R=1/2, LDPC code-word length 576
8 T T T T T

Column Weight|

Column Weight

i i i i i
0 100 200 300 400 500 600
H Column Number

Figure 8.3:LDPC column weights, 576 bits code-word.

Simulations are performed over here for the 576 bits LDP@eamrds (15.000 code words are sim-
ulated per SNR value combined with the normalized BRAN-Arcte definitions [37]) applying the
mapping optimization approach are presented in Fig.8.4figaB.5 for the BER and PER respectively
(only the data bits are used for BER/PER calculation, thamdency bits are not considered); one LDPC
code-word of 576 bits each is considered to be a packet. Wldhe pointed out that the PER results are
improved by approximately 0.95dB at a PER of #0As noted in section 8.3.4, if homogeneous argu-
ments ofg(-) in (8.11) cannot be achieved in all cases, it is proposed tomize the arguments for these
exceptions (sincg(x — o) — 0). Finally, the impact of a (slightly) sub-optimum LDPCeénleaving is
illustrated in Fig.8.6 and Fig.8.7 by rotating the optindzgarrier mapping vector. This test illustrates
the sensibility of the LDPC interleaving. As a result, a veryall difference is observed (< 0.1dB) for
a small rotation of 2.5% of all carriers (14 carriers); hoethis gap increases for larger rotations: the
difference is approximately 0.25dB for a rotation of 20% lbtarriers (115 carriers).

8.5 Conclusion

We have proposed in this chapter a simple way to derive optirdegree distributions and an optimum
carrier attribution to data/redundancy nodes of diffeegree in the context of an OFDM system: it
is sufficient to sort the available variable node degreeesmbf the LDPC code and the absolute values
of the frequency domain channel coefficients in order toveesi suitable mapping. This result can be
interpreted as an optimum interleaver adapted to a givepagation channel. Simulation results show
that a gain of approximately 0.95dB in PER performance caadbéved in a typical scenario. Due to
the simplicity of the proposed approach, it is expected tstkaghtforwardly applicable in the context
of systems such as IEEE802.11n WLANSs: the study results baea presented at the IEEE 802.11n
standardization group; they are currently under consiaerfor implementation in the standard [31,32].
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Performance results of optimized LDPC code-word mapping, R=1/2, 512 bits code-word, BPSK, Channel BRAN-A Performance results of optimized LDPC code-word mapping, R=1/2, 512 bits code-word, BPSK, Channel BRAN-A
10 T T T T T 10 = T T T T
— © — No optimized LDPC interleavin - o — © — No optimized LDPC interleavin
—#— Optimum LDPC i RN —#— Optimum LDPC interleaving
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Figure 8.4:BER for LDPC code performance after dpigure 8.5:PER for LDPC code performance after op-
timization, channel BRAN-A, 576 bits code-word. timization, channel BRAN-A, 576 bits code-word.

Performance resdilts of optimized LDPC code-word mapping, R=1/2, 512 bits code-word, BPSK, Channel BRAN-A Performance resdilts of optimized LDPC code-word mapping, R=1/2, 512 bits code-word, BPSK, Channel BRAN-A
10 T T T T T 10 = T T T T
— © — No optimized LDPC interleaving Sty o — © — No optimized LDPC interleaving
—*— LDPC interleaving, carriers rotated by 11! > —*— LDPC interleaving, carriers rotated by 11!
—&— LDPC interleaving, carriers rotated by 14 ~ (| —=— LDPC interleaving, carriers rotated by 14
Bl —%— Optimum LDPC interleaving ~"{ —*— Optimum LDPC interleaving
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Figure 8.6:BER for LDPC code performance after dfigure 8.7:PER for LDPC code performance after dif-
ferent optimization approaches (including circular rdeent optimization approaches (including circular rota-
tion), channel BRAN-A, 576 bits code-word. tion), channel BRAN-A, 576 bits code-word.
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Chapter 9

Conclusion

This thesis deals with detailed studies of the following twain topics

e Proposal of an improved OFDM modulation scheme applyingtardenistic pseudo-randomly
weighted postfix sequence instead of a cyclic prefix as itesl der standard CP-OFDMPseudo
Random Postfix OFDM (PRP-OFDM).

e Derivation of an optimum mapping of LDPC code-word bits oB#eDM carriers based on known
channel state information (CSI).

In the context of the first item, the proposal of the novel BseRandom-Postfix OFDM scheme, itis
furthermore shown how to derive suitable finite postfix sees and how to estimate/track the channel
impulse response in a time-invariant and time-variant agenin the given typical examples, a mobility
up to 72m/s is demonstrated to be applicable based on BPSEKQ@Rd QAM-16 constellations at a
carrier frequency of 5.2GHz. Finally, time and frequencyayonization refinement techniques are
detailed; they allow to constantly refine an initial (predeabased) synchronization.

Concerning the optimized LDPC code-word mapping onto OFR2ktiers taking into account that
the knowledge of channel attenuations is available, twizidiit approaches are presented in order to
derive an optimum mapping. The first approach is optimum dmbgeneous messages can be achieved
in the belief propagation decoder, while the second apprima refinement taking the practical case
into account where only few different node degrees exist@ndgeneous messages are not feasible.

This thesis thus addresses two related, but still distiraitlpms in the framework of OFDM systems.
As aresult, the PRP-OFDM study presents a ready-to-uskitttiwdt allows to implement a high-velocity
OFDM system with minimum redundancy overhead. The LDPCiehabso provides a simple algorithm
that is ready to be implemented in a practical system.
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9. CONCLUSION

Further study topics

Further study topics and follow-up work of this thesis masiuile the following items

Study of sub-optimum, but reduced-complexity channeheaiion/tracking architectures. In par-

ticular, the multiplication with large estimation matricas proposed in chapter 3 is a limiting
factor if the observation window size grows. It may, for exden be possible to obtain separate
CIR estimates for each OFDM symbol within the observationdeiv. By means of suitable com-

bination approaches, it is expected to achieve CIR estsrgtitable for the equalization steps.

The impact of the availability of the channel power delayfieqPDP) needs further consider-
ation. Since it is unlikely that a perfect estimate of the FBRvailable in a practical system
implementation, all simulations in this thesis are basea oactangular PDP with its length cor-
responding to the PRP-OFDM postfix size. It may though beiplest inject the knowledge of
typical TX/RX filter designs in the approximation of the PBR)ce the observed channel corre-
sponds to the convolution of TX/RX filters by the over-thefaibpagation channel. Moreover, it is
expected that real propagation channels can be bettenapted by a ramp function, depending
on the considered frequency band.

The proposed Iterative-Interference-Suppression aphegaare leading to satisfying results after
few iterations (typically one iteration is sufficient). Hewer, they are numerically complex as
illustrated in Appendix C. A future topic is to find look-upbla based architectures leading to a
trade-off in terms of memory requirements and calculatmmiglexity. In particular the calculation
requirements of the interference suppression vector ictiimm of the a-posteri probability outputs
of the soft-output decoder in the receiver are expected tphbmized.

Considering the LDPC code-word mapping optimization, areitstudy topic is to consider the
availability of several LDPC codes for each code-rate angktize. It is thus possible not only
to optimize the mapping for one single code with a given clehimpulse response, but also to
choose the most suitable LDPC coding matrix for the consiiscenario.
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Appendix A

Proof of Diagonalization Properties of
Pseudo circulant matrices

This appendix details the proof of the diagonalization afym circulant matrices [81]. These matrices
correspond to standard circulant convolution matriceh thié difference that the upper triangular part is
weighted by a complex factar. In the framework of this paper, it assumed tjdt= 1.

Proposition: The matrixCy defined as

Co a-CN—1 A:-CN-2 — O-C
C. — C1 Co a-CN—1 — O-C
@ ! N N N
CN—1 — — — Cp
= Cisi+0a-Cp,

is diagonalized as follows:

with
1N—1 2 . B
VN = <NZJ\G\ N) FNdlag{l,--~,a¥},
n=
1 ii 2n
Fy o= —(W”) W= e F
N VN U N Jo<icNo<j<N

C(zg = ¢,z "andza,cy,...,cn_1 € C.
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Proof: C4 can be rewritten as

Ca = coln +C1J,{| +... +CN_1JN_1,

I = Onn-rny @l n=1---N.
I(N—n) 0(N—n),n
Denoting by(Ak,Xk) the eigenvalues and associated eigenvectody pfA7, xi) are the corresponding
ones forl). A is obtained by setting déiN — ANy ) = (a — AN)™ = 0. Thus\ = a® = |a|tel- e i2n,
k=0,---,N—1whereg(a) is the phase ofi. By settingdnXx = AkXk, the unitary eigenvectors diy
can be verified to be

11
2 |q|—%e—j¢(a)%ejkzﬁn

N-1 on
n=

with k=0,...,N — 1. Stacking all thex in matrix Xy, we have:

_ . — o, 2(N—=1
o]~ e ot N @ik R

B N-1
N

N-1 2
1 _2n . _ H
< al~w~ diag<1,---,a- ~ »FL.
[N nZO‘ ‘ } g{ } N

Sincex is an eigenvector afy associated ta, one can easily verify th&yXx = CiXk + C1(InXk) +
- en_1(INIxk) = C(A D)X« This shows thatC(A, 1), x«) are the eigenvalues &f;. Thus Xy CoXn =
diag{C(A\1), -+ ,C(Ayt )} which proves that:

Ca =Xndiag{C(a ¥}, C (Or%ejw) bx

SinceVy = Xﬁl we reach the desired result: QED.
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Appendix B

Biased and unbiased MMSE equalizers

Based on a received PRP-OFDM signal as derived in chapter 3

tp(i) = Cp (Fbdn(i)+ali)pe) + (i)

FR&(i) ,
CBI( GI\(II)pD >+nP(I)> (Bl)

this section derives a standarthsedMMSE equalizer and anonbiasedMMSE equalizer as intro-
duced by [42-44].

B.1 Biased MMSE equalizer

Theorem B.1.1 The biased equalization matrix in the MMSE sense for reétrgean estimate dy (i) in
(B.1) is given by

Ghnvise = Fn[INOnp] RSF,CEQ_1
= Fn([InOnp]Rs:VE()DI'Q V(i)

with Q := Rn, +Cp Rs.Cf, Q := R, +DiRs.D", Ry := E [np(i)nB(i)] = 62Ip, Rs, := E [sp (i) ()],
Rs, := Vp(i)Rs,VE ().
0

Proof of Theorem B.1.1: With (B.1) the received signal after equalization by ke P equalization
matrix GHRISC is

ceq: FRaN( :
70) = GlfseCa (e ) + GEfiRene(
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The resulting MSE to be minimized in function 0GR is thus

e = {E [0 -30) (70 -50) "]}

i ; 0 _ .
The MMSE is found by settmgm =01[108, 139]:

o€

. FREG) O\
m —GimseCh, RSPCE: + GimseRne — E [SN(') ( N ) ] Cp, (B.2)

a(i)po

Sincea(i)pp and%y(i) are assumed to be independent B = o?l:

~ H
E[éu(i)( FHSMI)) ] = [Rs, Onp]Fn,

FnRsy [In Onp],
= FnIIn Onp]Rss,

exploiting

Rs, = [INOnp] R [INOND]™

Rs[INn Onp | =] In Onp |Rs is not generally true for full matriceRs, andRg, and only
holds sincen(i)pp and3y (i) are independent. Forcing (B.2) to zero leads to the MMSElagu& R
given in the proposition. Q.E.D.

B.2 Unbiased MMSE equalizer

Theorem B.2.1 The unbiased equalization matrix in the MMSE sense forawing an estimate & (i)
in (B.1) is given by

GiRfews = (Rs, —diag{o. - A_1))FnC} [CaReCl +Ry|
— GGiiVse
G = I—diag{ho, -+ ,An-1}Rg}
An = [RgBi—In|yn/ [Bilnn
B = FnCH [CBiRSPCEHRn}_lCOFH

whereRg, = [InOn,p] R [INOnp]" is assumed to be diagonds, = E [sp(i)s(i)] andC is the Px N
matrix containingCisi(P) N first columns.
O
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Proof of Theorem B.2.1: Denote byG{Rfse ., the N x P MMSE matrix equalizer for a system
where the original data vector has been multiplied by a pseirdulant channel matri as explained
in appendix A. Thus, theth equalized received OFDM vectorfig!(i) := GFfie np (Ca sp(i) + (i)
In consequence, the estimation error on camiergiven by

en() = Fnli)— &)
= [(GF/IF;/IPSE,uanBiSP(i) - éﬂ(')) + Gml?VIPSE unbn(l)]

where[-], indicates thekth vector element. The offset on carrieis then given by

Eoffsetn(i) ‘= E[en(i)|5(i)]

=E (GMMSE unbCp P — SN(( 51 '
PRP H On 1 ' On,
= | GmmsE,unbCoFN +E | Gumse.untChp < a(i)po )
ON n-11 n
=0, since E[a(i)]=0
:§1(i) [GFATAPSE7UanOFH - IN:| n7n7 (B'3)
Where[] is the operator isolating rovy and columnk element of a matrix.C, is the P x N matrix

contalnlngC|g|( ) N first columns. In accordance to the definition of Lagrangetnpilérs [104], the
following term C(G{{fse unp) is @dded to the cost functioh:= E [|GK’AMSE unt’ P (i) — (i)ﬂ that is
minimized in order to derive&{ise oy

C(Gimseunn) = 22 Re{)\* [GFAMSEuanOFN IN}kk}
ac:(GMRMPSE unb)
“PrP 1% = Aj|FnNCHY .
a[GMMSEunb]Jk J[ N O]J’k
aC(GMMSEunbz = diag{Ao, - ,An—1} (FNCH)
a(GMMSE.unb)
Thus,
OC(Giise.unb)

— == =diag{Ao, -+, An—1} (FNCE)
0 (GTRReums)

and the minimization of the total cost functi 83+ CGHEew) _

= Oresults in
a(GEAﬁ{\APSE,unb)

-1
GI\P/II§/IPSE,unb = (FN RSN FH — diag{Ao, cee ,)\N_l}) FNCE [Cﬁi RSPCE: + Rn:|

The Dy = (Ao,---,An_1)" introduce additional degrees of freedom and are used irr ¢odi@rce
Eoftsetn(i) = 0. Using (B.3), this condition is expressed by

[GlMsEuntCoFN —1],,=0%n (B.4)
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It is straightforward to show that the resulting expressifor Ag, - - - ,An_1 are the ones given by the
-1
theorem; WithB; = FNCH [CgRs.CH +Rn| ~ CoFf:

Z [FNRsyFN — D] [Bilkn =171

and thus

[FnRsN,sN Bi — IN]n,n = [D)\FNBi]n,n
= An [FNBi]n,n
=0

leading to the resulting expressions are for diagétl
An = [Rg,Bi — IN]yn/ [Bilpn:n=0,...,N—1

Q.E.D.
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Appendix C

Complexity Considerations

This Appendix gives calculation complexity estimates foe PRP-OFDM related channel estimation
and equalization approaches presented in chapters 3to 7.

C.1 The complexity of basic operations

The complexity of the operations used is expressed by thébaunfreal multiplications(ug) andreal
additions(ag) necessary in order to perform the calculation. Tab. C.&ets the complexity of basic
complex operations ipr andag [140, 141].

\ Operations | Abbreviation || R multiplications | R additions |
real multiplication MR 1 -
real addition aR - 1
complex multiplication Mc 3 3
complex addition oc - 2
real x complex multiplication HrC 2
complexN-points FFT DFTc(N) — section C.2 | — section C.2

Table C.1:The complexity of basic operations.

C.2 The complexity of Fast Fourier Transformation (FFT) algorithms

Tab. C.2 presents the complexity of different FFT algorishriVherever possible, we use traslix-4
FFT (N must be a number that can be expressed expressid=a4*,x € N*). The split-radix offers
the lightest load whereas thadix-4 is more power consuming; thradix-2 comes last. On the other
hand, however efficient theplit-radix algorithm is, its memory access requirements are greaerfur
radix-4[142].
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| FFT type || R multiplications | R additions | RAM access |
radix-2 3N logz(N) —5-N+8 N 1oga(N) —5-N+8 | 4-N-logy(N)
radix-4 || 2F -loga(N) — 73 N+ 22 | 28 .Jogy(N) — 73N+ 2 | 2-N-log,(N)
split-radix N-logo(N)—3-N+4 3-N-log2(N)—3-N+4 | 3-N-log2(N)

Table C.2:The complexity of FFT operations.

C.3 PRP-OFDM Complexity Evaluation

The parameters that are used in the complexity evaluatioegmond to the notations in chapters 2 to 7.
They are recalled in Tab. C.3

| Paramete] Comments \

D Size of the postfix sequence
K Number of iterations for Iterative Interference SuppresgilS)
N Number of OFDM carriers
P Number of samples per OFDM symbol plus postfix sequence
Qm
z

Modulation order
Observation window size of channel estimation in number BD®I symbols

Table C.3:Notations.

The following considerations have been taken into accoumthie complexity evaluation:

e The derivation of estimation and/or equalization matrisg®t considered in the complexity eval-
uation, since they are assumed to be precalculated. In Hgadaapplication, they are preferably
stored in look-up tables.

e Any multiplication/division of samples by the pseudo-randweighting postfix factora (i) is not
considered in the complexity evaluatiom(i) is assumed to be chosen such that these operations
are negligible, e.ga(i) € (£1) ora(i) € (+£1,£j).

e The Fast Fourier Transform of a vector of slzex 1 followed byN — D (P — D) padding zeros is
assumed to require the calculation complexity BAY) (DFT¢(P)). It should be noted, however,
that the corresponding generic FFT architecture can badurptimized taking the fixed zero
positions into account.

e The frequency domain channel coefficients are obtained Hpmpe@ng an FFT on the estimated
postfix sequence convolved by the channel divided by theuénecy domain postfix coefficients
(ZF equalization) or by division by the corresponding MMSiefficients (MMSE equalization).
These complex divisions are evaluated as a complex muhipdn since the corresponding mul-
tiplicative coefficients can be pre-calculated. Note thatriactice, a full complex multiplier may
not even be necessary, since an optimized hard-wired ecthie may be used for each frequency
domain channel equalization coefficient.

e The channel estimation step is assumed to include the dg&iimdd the postfix sequence convolved
by the channel; this result is re-used by transforming P22 symbols to ZP-OFDM.
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C.3.1 Generic Complexity Evaluation

The following table Tab. C.4 resumes the complexity of thadBRP-OFDM related channel estimation
and equalization approaches presented in chapters 3to 7.

| Index | Operation | Complexity \

1 N-point frequency domain CIR estimation D x (DZ—-1)ac, (D?Z+N)uc,
based orZ D x 1 observation vector DFTc(N)

2 P-point frequency domain CIR estimation D x (DZ—-1)ac, (D?Z+P)uc,
based orZD x 1 observation vector DFTc(P)

3 | N-point frequency domain CIR estimation D x (2DZ —1)ac, (2D?Z + N)yc,
based on 2D x 1 observation vector DFTc(N)

4 P-point frequency domain CIR estimation D x (2DZ —1)ac, (2D?Z + P)uc,
based on 2D x 1 observation vector DFTc(P)

5 Interference Suppression step for one CIR estimatipr2DZa ¢, ZNQulrc,

N2D x (2D — 1)puc, Z DFT¢(N)

6 CP-OFDM ZF equalization Npc, 1 DFT¢(N)

7 MMSE equalization of one OFDM symbol N x (P—1)ac,
(pseudo-circulanP x P CIR matrix equalization) NP (FFT included)

8 MMSE equalization of one OFDM symbol D+Nx (P—1)ac,
(transformation to ZP-OFDM and matrix equalizationN Puc (FFT included)

9 OLA equalization of one OFDM symbol 6Dac, Npc, DFT¢(N)

Table C.4:Generic Complexity Evaluation.

C.3.2 Numerical Examples

Tab. C.5 gives some numerical examples on calculation caxitplfor an IEEE802.11a [56] related
parameter sefN = 64,D =16,Qy =16,K =1,Z=41.

C.4 Conclusion

The complexity evaluation presented in this Appendix ris/ézat the optimum MMSE based channel
estimation and symbol equalization approaches are of ddsmable complexity: symbol equalization

is approx. 38.4 times more complex compared to standard EIPMD As it is stated in the general

conclusions chapter 9, future work should consider conitglerduction of the proposed approaches.
For this purpose, some directions are given by [39] for theQFDM related equalization structures.
The low-complexity OLA equalization approach, howeverpigy of limited complexity increase and

thus PRP-OFDM in combination with such a decoder is an atemto existing CP-OFDM systems.
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| Index | Operation | k| oar |
1 N-point frequency domain CIR estimation 31888 | 53616
based orZD x 1 observation vector
2 N-point frequency domain CIR estimation 63376 | 106096

based on 2D x 1 observation vector
3 Interference Suppression step for one CIR estimatipr282960 | 233104

IS

CP-OFDM ZF equalization | 400 | 1168 |

5 MMSE equalization of one OFDM symbol 38.4 21.8
(pseudo-circulanP x P CIR matrix equalization)
Normalized by CP-OFDM complexity

6 MMSE equalization of one OFDM symbol 38.4 21.8
(transformation to ZP-OFDM and matrix equalization)
Normalized by CP-OFDM complexity
7 OLA equalization of one OFDM symbol 1 1.16
Normalized by CP-OFDM complexity

=]

Table C.5:Numerical Examples on Complexity Evaluation.
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Appendix D

Modeling of the channel evolution in a
Doppler context

This section resumes the modeling of the channel impulg®mnse and its covariance in a time-variant
Doppler environment as studied by [105]; in the context &f thesis, the validity of the so-calleldikes
Doppler spectrum is assumed as derived in the latter referérhen, several modeling approaches with
different accuracy vs complexity trade-offs are present&tlese models will help to derive suitable
channel estimators following standardenerandKalmanfiltering approaches [104].

D.1 Modeling time-variant channels

The relation between a time-variant channel impulse resgpa(mg) andc(n;) at instantsg = ngAT and
ty = AT respectively can be formalized as follows:

c(ny) = a¢(ng,n1)c(ng) + €(No).

¢(np) is the so-callegbrocess-noisavhich is Gaussian. Following the derivations in [105], thetér
0¢(no, ) is

E [ci(no)cf ()]
Ellci(no)?]
= Jo(ZT[fD |n1 — no|AT)

ac(Ng,n1) =

wherec (n) is thel component of the CIR(n) at instantT, = nAT, Jy(-) is the 6" order Bessel
function of the first kind andp the Doppler frequency.
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In the framework of this thesis, this model is assumed to laetexn the following, two simplified
and sub-optimum models are derived suitable for use WignerandKalmanfiltering theory.

D.2 Auto-Regressive model of first order

Recent publications discuss the possibility to approxédakes’ model by an order-one Auto-Regressive
(AR) filter given by [106] and illustrated by Fig.D.1.

c(n+1) = Jp(2nfpTy)c(n) +¢(n+ 1) (D.1)

¢(n+ 1) is the so-called process-noise.

60— 3y +1)

71
JQ(ZT[fDAT )

Figure D.1:0rder one AR Doppler model.

This model has several advantages; in particular, an MM8Batr of the CIRc(0) based on noisy
observationg(n) + n(n) is straightforwardly derived by Kalman filtering [104, 10Rewriting equation
(D.1) as

c(0) =¢(0)
c(1) = Jo(2mfp T1)E(0) + &(1)

c(n) = kgng(znfDTl)é(n _K)

clearly shows that the AR model inherently approximalg2rmfpkAT) by J'g(anDAT). The latter
expression is justified by the Bessel function addition theostating

00

ox+y) =5 (DK ~ Bo(x)o(y) (D.2)

k=—o00

for smallx andy. However, these approximations are not quite valid in theed of high Doppler fre-
guencies which occur, for example, in the context of high ititglWWLANS or at high carrier frequencies
if their application is required over the duration of a lorarket.

This motivates the Moving-Average (MA) based approachemes] in the following.
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D.3 Moving Average model

The MA filter approach is based on expressing the time dontanrel vectoc(n) by the following set
of equations:

c(0) = &(0)
(1) = Jo(2mfpTy)E(0) +€(1)
: (D.3)

c(n) = éOJO(ZHfDTk)E:(n _K)

The norm of the process noiggn) is such that the norm af{n) is dependent af: in the framework
of this thesis, it is assumed without loss of generafiitic™ (n)c(n)] = 1. The corresponding filter is
illustrated in Fig.D.2.

S B

® + —————— H@ﬁ e

Figure D.2:MA Doppler model.

Since the Pseudo Random Postfix OFDM modulation providessniea channel tracking even at
high Doppler frequencies, the Doppler model applied thhawg this paper is based on the MA model
presented before, conveniently rewritten as follows:

n) = i Jo(21tfp Ty)E(n — k). (D.4)
=0

with ¢(k) = 0 for k < 0. Similar to Kalman filter theory [104], so-called procegsse vector€(n) are
introduced withg [¢(n)¢" (k)| = 0 for n # k and€(0) = c(0). They represent the evolution of the CIR
in time. This representation directly follows from Jake’'sdel (see above) and is very suitable for high
mobility WLAN environments. Please note that (contraryiie AR model), (D.4) isiotcompatible with
the standard Kalman filter process equation, usually egpdeas [104] (note that a Kalman filter can be
derived for a general AR-MA model):

c(n) = F(n,n—1)c(n—1) +&(n).

F(n,n—1) is the transition matrix an@(n) is the so-called process noise which is i.i.d. and Gaussian.
Thus, a MMSE estimator af(0) based on noisy observations

c(n)=c(n)+n(n),n=0,...,N—1 (D.5)
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is complex to handle by Kalman filters contrary to the exanghlewn by [107] for the AR model.
A feasible (but complex) solution is to express the MA filtgrtbe corresponding equivalent AR model
(of infinite order), to truncate it and to derive the Kalmatefilbased on this approximation [143]. More
suitable alternative solutions are discussed in chaptefr tBi® thesis. There, the simulation section
illustrates the limited validity of the different modelirsgpproach.
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Appendix E

Permutation product theorem for
correlation and channel matrices

This section proves in the context of time synchronizatefimement the product of the circulant channel
matrix by the correlation matrix is merely commutative ugtwanspose operator:
Proposition: Given aP x P J-circulantcorrelation matrixM ; as defined by (5.6)

[ po P - ppo1 0O — — 0 ]
P1 /! Po
LS :
Pp-1 Pp-2
Mj= 0 Po-1
0 0
0 ys 0
i /! !
| 0 po - pp2 Ppo1 O — 0O |

and aP x P circulant convolution matriXCcirc(P), the following expression holds:

M;Ccirc(P) = HEire(P)M.

Proof: M ; andCcrc(P) are diagonalized as
M = FpD,Fp, Ccire(P) = FDHFp
whereD; andDy are diagonal matrices. Thus,
MyCcirc(P) = FpDuDsFp = FpDuFpM;
= FpFpCcirc(P)FEFEM
= PCcirc(P)PM; = Hirc(P)My,

where P is the permutation matrix WithP],, moduqn-nn) = 1,n =0,...,N — 1 and zero otherwise.
Q.E.D.
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Appendix F

Complex derivation

This chapter recalls some useful rules on derivates witbe@so a complex matrix. In particular, the
derivation of thetrace of a matrix expression is discussed, since the correspgrésult is often used
throughout the document.

As proposed in [104, 139, 144], we define the partial ders/afea scalar functiod(X) with respect
to a complex matrix as follows:

X)) . 1[0IX) IX)
[ax ]kl a 2[0xﬁe JE’XLT}
] - i

With X = [Xia]yer With X := XRe+ jxi".

The complex gradient can be defined as proposed in [104, 145]:

0

03(X) 1= 250

J(X) (F.1)

As detailed in [104], cost functions as they occur in an eegiimg context are often nablomorph
(or analytig. A differential algebra adapted twon-holomorphfunctions has been proposed by [146].
The upper definitions are in accordance with these results.
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F. COMPLEX DERIVATION

Useful partial derivates with respectXd are presented in the following witt{X ) denoting the trace

of matrix X [139]:

X

(XM

0X*

d
AXHB
ax )

55 AX'B)

550 [(AXB)

(XX

oX*
0 Hy K
GX*T((X )

0\ H
Sy T(XAXB)

1(X"HAxHB)

0X*

(X1

(&)

0X*

0X*

BA
ATBT

0

0
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AXB
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0

0
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