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Abstract

This thesis presents a novelOrthogonal Frequency Division Multiplexing (OFDM)modulation scheme
replacing the cyclic extension known from classicalCyclic Prefix OFDM(CP-OFDM) by a deterministic
pseudo randomly weighted postfixsequence:Pseudo Random Postfix OFDM (PRP-OFDM)[1–26].

The postfix sequence is known to both, the transmitter and thereceiver and can thus be exploited for
order-one (semi-)blind channel estimation without any repeated introduction of learning symbols and/or
pilot tones within a frame. The corresponding overhead, usually present in CP-OFDM and Zero-Padded
OFDM (ZP-OFDM) systems, is thus reduced or even avoided leading to an improved spectral efficiency.
Suitable approaches, including postfix design considerations, are discussed for both, single-antenna and
multiple-antennas systems in static and time-variant environments.

The studies are then further extended to time and frequency synchronization [2]. It is shown how to
exploit the pseudo-randomly weighted postfixes for the refinement of an initial (rough) time/frequency
synchronization. This part is followed by a study on Low-Density Parity Check (LDPC) coded OFDM
systems [27, 28], proposing an adaptation of the LDPC code word mapping onto OFDM carriers to the
constraints of OFDM systems in a frequency selective fadingenvironment; this approach can be inter-
preted as the design of an adaptive interleaver for a specificcontext. For a given irregular LDPC code,
a low-complexity algorithm is derived indicating which code word bits should be modulated onto which
OFDM carriers in function of a known or estimated channel impulse response.

The PRP-OFDM modulation scheme is one of several modulations considered in the framework of
the European Projects IST-BroadWay [14–20, 29] and more recently IST-WINNER [21–24, 30]: IST-
WINNER is a 6th framework Integrated Project (IP) with the goal to study candidate air interfaces for
future (4th generation) mobile communication systems preparing a corresponding standardization phase.
The study results on LDPC codes in combination with OFDM modulators have been presented at the
IEEE 802.11n standardization group; they are currently under consideration for implementation in the
standard [31,32].

Finally, conclusions are drawn on the future research topics in connection with this work. Note that
all chapters start with a definition of symbols in order to facilitate the lecture of this thesis, in particular
for readers who wish to read selected chapters only.

Keywords: Cyclic Prefix Orthogonal Frequency Division Multiplexing (CP-OFDM), FFT equalization,
Frequency Synchronization, Low-Density Parity Check (LDPC) codes, Minimum Mean Square Error,
Pseudo Random Postfix Orthogonal Frequency Division Multiplexing (PRP-OFDM), Time Synchroniza-
tion, Zero Padded Orthogonal Frequency Division Multiplexing (ZP-OFDM).
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Résumé en français

Dans le contexte de cette thèse, un nouveau schéma de modulation est proposé en introduisant une
séquence déterministe pondérée par un scalaire pseudo aléatoire: Pseudo Random Postfix OFDM
(PRP-OFDM). Il est proposé de remplacer l’extension cyclique du CyclicPrefix OFDM (CP-OFDM)
classique par un postfixe connu à l’émetteur et au récepteur [1–26].

Grâce à la nature déterministe de cette séquence, le récepteur peut exploiter sa connaissance afin
d’estimer la réponse impulsionnelle du canal de propagation par une approche semi-aveugle d’ordre un.
Ceci permet d’éviter l’introduction des séquences d’apprentissage ou des symboles pilotes. L’efficacité
spectrale du système est donc améliorée par rapport à des architectures classiques comme le CP-OFDM,
Zero-Padded OFDM (ZP-OFDM), etc. Par la suite, plusieurs algorithmes sont proposés. Ceux-ci perme-
ttent d’effectuer une estimation du canal dans un contexte statique et dans un contexte de mobilité. En
delà, la dérivation d’une séquence de postfixe optimisée estprésentée.

Ensuite, les études sont étendues à un raffinement de la synchronisation temporelle et fréquentielle
d’une estimation initiale approximative. Après, une utilisation optimale des codes LDPC (Low Density
Parity Check) est discutée dans le contexte de l’OFDM: il estmontré comment il faut attribuer des mots
de codes LDPC à des porteuses OFDM en prenant en compte une connaissance préalable du canal de
propagation à l’émetteur.

Le schéma de modulation PRP-OFDM est une de plusieures propositions dans le contexte du projet
européen IST-BroadWay [14–20, 29] et plus récemment par IST-WINNER [21–24, 30]: IST-WINNER
est un projet IP (Integrated Project) du 6ème framework qui cible l’étude des systèmes candidats pour
la prochaine génération de la communication sans file (4ème génération). Concernant l’optimisation des
codes LDPC pour une utilisation avec l’OFDM, les résultats de cette thèse ont été présentés a la standard-
isation de IEEE802.11n; ils sont actuellement en considération pour l’adoption dans la norme [31,32].

Efin, le dernier chapitre présente les conclusions des travaux de recherche de cette thèse, ainsi que
de futurs axes de recherche.

Mots clés: Cyclic Prefix Orthogonal Frequency Division Multiplexing (CP-OFDM), FFT equalization,
Frequency Synchronization, Low-Density Parity Check (LDPC) codes, Minimum Mean Square Error,
Pseudo Random Postfix Orthogonal Frequency Division Multiplexing (PRP-OFDM), Time Synchroniza-
tion, Zero Padded Orthogonal Frequency Division Multiplexing (ZP-OFDM).
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Résumé étendu en français

La théorie des communications numériques connaît actuellement une nouvelle phase d’application: des
progrès récents dans la technologie des semi-conducteurs permettent l’utilisation des algorithmes puis-
sants, mais complexes dans le cadre des produits de large échelle. Par exemple, la future génération des
réseaux locaux sans fils (WLAN) proposera un débit élevé de 500Mbps et en delà de la couche MAC
(Medium Access Control); ce système est en phase de normalisation sous l’acronyme IEEE802.11n
[31, 32]. Afin d’arriver à des performances élevées, IEEE802.11n s’appuie sur la modulation CP-
OFDM (Cyclic Prefix Orthogonal Frequency Division Multiplexing) en combinaison avec des tech-
niques d’antennes multiples à l’émetteur et au récepteur (Multiple Transmit Multiple Receive (MTMR)
antennas): le multiplexage spatial (Spatial Division Multiplexing (SDM)) est normalisé au niveau de
l’émetteur; un décodage efficace nécessite l’implémentation des schémas à moindres carrés (Minimum
Mean Square Error (MMSE)) ou à maximisation de vraisemblance (Maximum Likelihood (ML)). La ro-
bustesse d’un lien point à point est améliorée en définissantdes schémas d’adaptation au canal (TX beam-
forming) basés sur une décomposition en valeurs singulières (Singular Value Decomposition (SVD)) du
canal de propagation. Le dernier est disponible grâce à un retour explicite par le récepteur. Concernant le
codage de canal, l’évolution actuelle tend vers l’utilisation des codes LDPC (Low Density Parity Check
codes). Ces codes améliorent les performances du système d’environ 2dB à 3dB par rapport à des codes
convolutifs classiques. Les bases théoriques de ces schémas sont pour la plupart connues et publiées;
en revanche, il a y de nombreux aspects pratiques qui restentà étudier. En particulier, une utilisation
conjointe des schémas nommées ci-dessus nécessite toujours une évaluation détaillée.

Cette thèse présente les aspects pratiques suivants qui peuvent servir à améliorer des systèmes de
communication numérique comme celui cité ci-dessus: une modification du CP-OFDM classique est
proposée; ceci permet au récepteur d’effectuer une estimation ou mise à jour de l’estimation du canal
de propagation semi aveugle d’ordre un:Pseudo Random Postfix OFMD (PRP-OFDM)[1–26]. En
conséquence, l’OFDM devient utilisable dans un contexte demobilité élevée (une vitesse de 72m/s à
une fréquence porteuse de 5GHz est considéré dans le cadre dece document) sans avoir besoin des
séquences d’apprentissage ou des symboles pilotes. Cette propriété aide à améliorer l’efficacité spectrale
du système. A cet effet, plusieurs algorithmes sont proposés, avec des différences en terme de qualité
d’estimation et latence. Le dernier chapitre s’intéresse àune optimisation conjointe des codes LDPC en
combinaison avec les propriétés d’un système OFDM dans le contexte d’un canal sélectif en fréquence.

Dans la suite, un compte rendu des chapitres du rapport de thèse est présenté:

Orthogonal Frequency Division Multiplexing

Le chapitre 2 introduit une définition de l’OFDM en temps continu basée respectivement sur un schéma
de bancs de filtres - CP-OFDM, Zero Padded OFDM (ZP-OFDM) et PRP-OFDM. Le modulateur du
PRP-OFDM comprend une transformation de Fourier inverse comme le CP-OFDM classique; cette
opération est suivie de l’ajout du postfixe pondéré par un scalaire complexe pseudo aléatoire de moyenne
zéro, préférablement de module un. Le posfixe est composé d’une séquence prédéfinie, typiquement
d’après les critères suivants: facteur de crête, radiationhors-bande et homogénéité du signal in-bande
(voir chapitre 4). Fig. 1 illustre la définition du CP-OFDM, Fig. 2 la définition du ZP-OFDM et Fig. 3
la définition du PRP-OFDM.
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Figure 3:Modèle discret du modulateur PRP-OFDM.

Il est ensuite expliqué comment PRP-OFDM arrive à avoir des propriétés semblables au CP-OFDM
dans un contexte de propagation à chemins multiples:

• la séquence du postfixe pseudo-aléatoire prend un rôle similaire à l’intervalle de garde de CP-
OFDM en évitant toute interférence entre des bloques.

• l’extension cyclique qui est introduite dans le cadre du CP-OFDM sert à rendre circulante la con-
volution avec le canal de propagation; puisque la matrice deconvolution correspondante est di-
agonalisée dans une base de Fourier, la convolution du canalse traduit par une pondération de
chaque porteuse par un coefficient distinct. Ce chapitre démontre une proprieté proche de cette
diagonalisation dans une base de Fourier dans le contexte duPRP-OFDM: on démontre que la
convolution du canal n’est pas circulante, mais pseudo-circulante, c’est-à-dire que la matrice de
convolution est circulante avec une pondération de la partie triangulaire supérieure par une con-
stante qui dépend de la pondération pseudo-aléatoire des séquences des postfixes. On démontre
alors que la matrice de convolution de canal est diagonalisée sur une nouvelle base similaire à la
base de Fourier observée dans le contexte du CP-OFDM.

Ensuite, le modulateur PRP-OFDM est comparé au modulateur ZP-OFDM. Ceci s’explique par le fait
que le chapitre 3 démontre que le PRP-OFDM possède aussi les avantages du ZP-OFDM. En particulier,
il est possible de récupérer les symboles des données même enprésence d’un gain nul de porteuses du
canal de propagation.

Il est ensuite démontré qu’un décalage de synchronisation temporel limité est bien absorbé par la
séquence du postfixe, comme c’est le cas pour l’intervalle degarde du CP-OFDM. Les effets d’une
erreur de synchronisation fréquentielle sont également discutées et il est montré comment le PRP-OFDM
fonctionne dans un contexte de offsets de synchronisation limités.

Pour donner un exemple d’un système OFDM avancé, nous choissons de citer et de détailler la
propositionMITMOT[33–36] à la standardisation IEEE802.11n: celle-ci présente un système CP-OFDM
MTMR avec un nombre d’antennes inférieur ou égale à quatre auniveau de l’émetteur; le débit maximal
monte jusqu’à 180Mbps (360Mbps) pour un largeur de bande de 20MHz (40MHz) et une constellation
MAQ-64. Une application d’un modulateur PRP-OFDM peut-être envisagée pour un tel système dans
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le contexte de mobilité pour un schéma mono-antenne et multi-antennes. En particulier, les propositions
de MITMOT concernant des modes asymétriques sont compatibles avec le PRP-OFDM: un schéma de
codage spatio-temporel est proposé. Celui-ci permet d’implémenter un nombre d’antennes différent au
niveau de l’émetteur et récepteur. Ceci est particulièrement utile dans un contexte de téléphonie mobile
où le mobile est supposé être équipé avec moins d’antennes par rapport au point d’accès.

Pseudo Random Postfix OFDM: estimation de canal et égalisation

Le chapitre 3 continue l’étude d’un système PRP-OFDM basé sur le schéma de modulation proposé
précédemment. En particulier, le chapitre explique comment les symboles de données de l’OFDM peu-
vent être vus comme du bruit Gaussien dans le domaine temporel qui s’ajoute au bruit thermique. En
supposant un canal de propagation statique, ceci permet d’extraire la séquence du postfixe convolu par
le canal de propagation en effectuant un moyennage sur une multitude de séquences, précédé par une
multiplication par l’inverse des scalaires de pondérationpseudo aléatoires qui sont connus au récepteur.
La réponse impulsionelle du canal est ensuite déterminée par une dé-convolution en forçage à zéro (Zero
Forcing (ZF)) ou à moindres carrés (Minimum Mean Square Error (MMSE)). Puisqu’il est souvent utile
d’introduire un postfixe qui possède des contributions spectrales près de zéro dans la partie hors-bande,
un schéma d’estimation de canal gardant la partie d’interférence intra-symbole et la partie interférence
entre-bloques séparée. En exprimant la convolution canal-postfix par une matrice circulante contenant
des coefficients du postfix, cette operation permet d’améliorer le conditionnement de la matrice. En con-
séquence, l’amplification du bruit est limitée.

Afin de pouvoir effectuer l’estimation du canal de propagation dans un contexte de mobilité, il est
d’abord constaté que le modèle d’évolution du canal et ses approximations inhérentes jouent un rôle
important. La littérature propose souvent un schéma auto-régressive d’ordre un pour modéliser des
corrélations du canal en fonction du temps. Nous montrons que cette approximation implique une forte
limitation des performances du système à mobilité élevée; àla place, un filtrage de Wiener nécessitant
aucune simplification est utilisé. La performance de l’estimation dépend finalement de la fréquence de
Doppler et des contraintes sur la latence maximale de décodage. Des exemples démontrent l’application
des algorithmes proposés dans un contexte des réseaux locaux sans fils à 5GHz jusqu’à une mobilité de
72m/s. En delà de ces considérations, le récepteur peut choisir entre un niveau de latence d’estimation
du canal et l’erreur moyenne quadratique des estimations. Le schéma à latence minimale est illustrée
dans la suite :
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Figure 4:Estimation du canal à latence minimale.
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Le schéma à l’erreur moyenne quadratique minimale est présenté dans la Fig. 5 :
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Figure 5:Estimation du canal à erreur moyenne quadratique minimale.

La performance de l’égalisation d’un signal PRP-OFDM au niveau du récepteur dépend de sa com-
plexité en terme de puissance de calcul. Une architecture simple est proposée basée sur l’algorithme
Overlap-Add (OLA). Les performances du systèmes en terme deBit Error Rate (BER)et Packet Error
Rate (PER)sont ensuite semblable à celles de CP-OFDM. Le coût de l’utilisation du PRP-OFDM est
environ de l’ordre de grandeur de 16% en complexité arithmétique pour l’égalisation, ce qui permet
d’effectuer le raffinement de l’estimation du canal comme présenté ci-dessus. Un gain d’environ 1dB
à 1.5dB peut-être obtenu en s’appuyant sur des schémas d’égalisation à moindres carrés (MMSE). Les
figures Fig.6 à Fig.10 illustrent des résultats de simulation en terme de BER (probabilité d’erreur de bits)
et PER (probabilité d’erreur de trames) obtenus dans le contexte d’un canal BRAN-A [37] et pour des
constellations QPSK et MAQ-16. Une trame se compose ici de 72symboles OFDM.
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Figure 6:BER pour IEEE802.11a, BRAN canal
A, QPSK.
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Figure 7: PER pour IEEE802.11a, BRAN canal
A, QPSK.



viii

−2 0 2 4 6 8 10 12
10

−4

10
−3

10
−2

10
−1

10
0

C/I [dB]

B
E

R

CP−OFDM vs PRP−OFDM for QPSK, CC, R=1/2, Channel BRAN−A, Mobility 0m/s − 72m/s

CP−OFDM, CIR est. over 2 symbols
PRP−OFDM, MMSE eq., CIR−window 41 symbols
72ms, PRP−OFDM, MMSE eq., CIR−window (SS) 41 symbols
72ms, PRP−OFDM, MMSE eq., CIR−window (DS) 41 symbols
CP−OFDM, CIR known

Figure 8:BER pour IEEE802.11a, BRAN canal
A, QPSK.
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Figure 9:BER pour IEEE802.11a, BRAN canal
A, MAQ-16.
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Figure 10:PER pour IEEE802.11a, BRAN canal
A, MAQ-16.

Pseudo Random Postfix OFDM: Conception du Postfix

Les chapitres présentés ci-dessus détaillent l’estimation du canal de propagation en exploitant la présence
d’une séquence de postfixe à la suite de chaque symbole OFDM. Le chapitre 4 s’intéresse aux méthodes
qui permettent de trouver une telle séquence en fonction de plusieurs critères. Dans le cadre de cette
thèse, nous nous limitons à l’ensemble des critères suivants:

• minimisation du facteur de crête du signal temporel (Peak-to-Average-Power-Ratio (PAPR)).

• minimisation de la radiation hors-bande en concentrant l’énergie du signal sur des porteuses utiles.

• minimisation de l’ondulation du signal intra-bande, afin d’assurer une qualité d’estimation du canal
de propagation qui est homogène sur tous les porteuses du système.

• toute cyclo-stationnarité est évitée en introduisant des scalaires de pondération pseudo-aléatoire
de moyenne zéro.
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Les séquences sont trouvées en exprimant chaque critère parune fonction de coût. Une fonction de
coût globale est en suite définie par simple addition des fonctions par critère, pondérées par un scalaire :

• γFlatJFlat(pD) avecγFlat ∈ R,JFlat(pD) ∈ R pour forcer le signal à être le plus plat possible dans la
partie in-bande;

• γOutJOut(pD) avecγOut∈ R,JOut(pD) ∈R pour minimiser la radiation hors-bande;

• γClipJClip(pD) avecγClip ∈R,JClip(pD) ∈ R pour minimiser le facteur crête.

La fonction de coût résultante est donc:

JTot := γFlatJFlat(pD)+ γOutJOut(pD)+ γClipJClip(pD).

Nous proposons d’effectuer la recherche en utilisant un schéma itérative de gradient. Pour ce but, les
dérivés de chaque fonction de coût sont proposées.

Finalement, des exemples sont donnés adaptés à un contexte des réseaux locaux sans fils comme
l’IEEE802.11n: des séquences de longueurD = 16, D = 32 et D = 48 échantillons sont présentées.
Ces résultats sont comparés à des fenêtres deKaiser, qui ont des meilleurs propriétés spectrales; en re-
vanche, les séquences souffrent d’un facteur de crête temporel souvent très élevé. Dans le cas du postfixe
de longueurD = 32 échantillons, par exemple, la fenêtre deKaiser est caractérisée par un facteur de
crête temporel de 14.443dB et la séquence optimisée par la technique proposée dans ce chapitre est de
6.762dB.

Ci-dessous, des resultats d’optimisation de posfixes sont présentés.

Paramètres fenêtre de PAPR
Kaiser opt. Postfix

PAPR 11.548dB 7.489dB
‖pD‖2∞

1
D

D−1
∑

n=0
|pn|2

Radiation hors-bande -16.33dB -12.581dB
∑

n∈O
|pf

n|2

N−1
∑

n=0
|pf

n|2
, p f = FN

[
pD

0N−D,1

]

Ripple in-bande 0.025dB 0.742dB
calculé sur porteuses

C 2 = C \{21, . . .27,39, . . . ,45}
(i.e. transition au stop-bande non prise en compte)

Table 1: Analyse des postfixes (16 échantillons postfix).
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Paramètres fenêtre de PAPR
Kaiser opt. Postfix

PAPR 14.443dB 6.7626dB
‖pD‖2∞

1
D

D−1
∑

n=0
|pn|2

Radiation hors-bande -16.719dB -31.501dB
∑

n∈O
|pf

n|2

N−1
∑

n=0
|pf

n |2
, p f = FN

[
pD

0N−D,1

]

Ripple in-bande 0.0252dB 1.986dB
calculé sur porteuses

C 2 = C \{21, . . .27,39, . . . ,45}
(i.e. transition au stop-bande non prise en compte)

Table 2: Analyse des postfixes (32 échantillons postfix).

Paramètres fenêtre de PAPR
Kaiser opt. Postfix

PAPR 16.174dB 7.691dB
‖pD‖2∞

1
D

D−1
∑

n=0
|pn|2

Radiation hors-band -16.153dB -39.715dB
∑

n∈O
|pf

n |2

N−1
∑

n=0
|pf

n|2
, p f = FN

[
pD

0N−D,1

]

Ripple in-bande 0.017dB 0.000176dB
calculé sur porteuses

C 2 = C \{21, . . .27,39, . . . ,45}
(i.e. transition au stop-band non prise en compte)

Table 3: Analyse des postfixes (48 échantillons postfix).
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Figure 11:Différents postfixes en domaine temporel (16 échantillons).
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Figure 12:Différents postfixes en domaine fréquentiel (16 échantillons).
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Figure 13:Différents postfixes en domaine temporel (32 échantillons).
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Figure 14:Différents postfixes en domaine fréquentiel (32 échantillons).



xiii

5 10 15 20 25 30 35 40 45
0

1

2

3

4

5

6

Time Domain Sample Number

A
bs

ol
ut

e 
A

m
pl

itu
de

Suitable Time Domain Postfix

 

 
Kaiser Window
Low−PAPR−Window

Figure 15:Différents postfixes en domaine temporel (48 échantillons).
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Figure 16:Différents postfixes en domaine fréquentiel (48 échantillons).
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Raffinement de la synchronisation pour le Pseudo Random Postfix OFDM

Le chapitre 5 s’intéresse à la question suivante: est-ce quele récepteur peut exploiter sa connaissance sur
les séquences de postfixes pour améliorer une synchronisation temporelle et fréquentielle initiale. Cette
estimation initiale n’est pas étudiée dans le cadre de ce chapitre et peut être effectuée, par exemple, sur
une séquence d’apprentissage à l’entête de chaque trame. Ces techniques sont détaillées, entre autres,
dans [38].

L’amélioration de la synchronisation temporelle permet demieux utiliser le postfixe afin d’éviter
une interférence entre bloques au niveau du récepteur: dansle cas optimale, la fenêtre d’observations
à l’entrée de la transformation de Fourier ne contient que des échantillons d’un seul symbole OFDM.
Avec une réponse impulsionelle d’un canal assez longue, la marge d’erreur décroît. La synchronisation
fréquentielle, en revanche, est importante afin d’éviter des interférences entre porteuses OFDM (inter-
férence intra symbole).

Ce chapitre présente un algorithme de raffinement de la synchronisation temporelle basé sur une
corrélation avec la séquence du postfixe, précédée par une pondération par l’inverse du scalaire pseudo-
aléatoire de chaque postfixe. L’algorithme est optimal dansle sens de la maximisation de vraisemblance
dans un contexte de bruit blanc Gaussien additive (Additive White Gaussian Noise (AWGN)). Les résul-
tats de simulations montrent que ce schéma donne aussi des performances améliorées pour des canaux à
trajets multiples sans connaissance préalable du canal au récepteur, mais la technique est sous-optimale.
Dans l’exemple des réseaux locaux sans fils (IEEE802.11a) etd’un canal BRAN-A (50ns rms delay
spread), des simulations montrent qu’un algorithme de référence de synchronisation temporelle donne
une incertitude sur le début de la trame dans l’intervalle [-5; 5] échantillons (en ne prenant en compte
que des échantillons des décalages de synchronisation temporelle qui apparaissent avec une probabilité
supérieure à 10−3). Le raffinement basé sur le PRP-OFDM permet d’améliorer ces résultats dans le con-
texte donné l’intervalle [-1;4] échantillons environ.

La synchronisation fréquentielle est raffinée en exploitant le fait qu’un décalage fréquentiel conduit à
la présence d’une phase linéaire dans le signal temporel. Cette phase, et finalement le décalage fréquen-
tiel, est estimée par une auto-corrélation. Des résultats de simulation montrent que dans le scénario donné
l’ecar-type s’approche de zéro en moyennant sur environ 20 postfixes et à partir d’un rapport de signal
à bruit d’environ 10dB. Pour un contexte d’une variance de bruit plus élevée, la fenêtre de moyennage
doit évidemment être agrandie.

Pour le scénario d’une présence jointe d’un décalage temporel et fréquentiel, il est proposé d’effectuer
d’abord le raffinement temporel. On montre que la présence d’une phase linéaire en temps ne dégrade
que le rapport de signal à bruit des sorties du corrélateur. Ensuite, ce résultat est utilisé pour estimer le
décalage fréquentiel.

Pseudo Random Postfix Orthogonal Frequency Division Multiplexing pour des sytèmes à
antennes multiples

Le chapter 6 étend l’étude PRP-OFDM au contexte d’antennes multiples au niveau de l’émetteur et du
récepteur (Multiple Transmit Multiple Receive (MTMR) antennas). L’enjeu consiste maintenant à met-
tre en œuvre l’estimation des tous les canaux de propagationentre toutes les antennes d’émission et
toutes les antennes de réception. Il est important de noter que ce problème est indépendant du schéma de
codage spatial et temporel. Les résultats de ce chapitre seront donc applicables à tout choix d’un tel code.
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Figure 17:Modèle discret du modulateur MTMR PRP-OFDM.

L’idée consiste à introduire un seul scalaire de pondération pseudo-aléatoire pour un sous-ensemble
de postfixes. Par la suite, chaque élément d’un sous-ensemble est pondéré par un nouveau facteur
qui représente un élément d’une matrice unitaire et orthogonale, par exemple d’une matrice de Walsh-
Hadamard ou d’une matrice de Fourier. Ceci permet d’extraire l’ensemble des différents canaux, appellé
généralement canal à entrées et sorties multiples (Multiple Input Multiple Output (MIMO) channel). Les
symboles des données ainsi que le bruit thermique sont traités comme du bruit Gaussien dont la variance
est réduite en moyennant sur de nombreux bloques.

Deux exemples spécifiques sont donnés pour la mise en place d’un modulateur et démodulateur PRP-
OFDM. La première proposition permet un décodage efficace enexploitant les propriétés des matrices
pseudo-circulantes. Le deuxième cas nécessite une transformation du signal PRP-OFDM en ZP-OFDM
au niveau du récepteur. Ensuite, des algorithmes d’égalisation ZP-OFDM peuvent être utilisés tels qu’ils
sont disponibles dans la littérature [39, 40]. Dans l’exemple d’un contexte réseaux locaux sans fils, des
résultats de simulation montrent qu’un récepteur MTMR PRP-OFDM avec deux antennes à l’émission
et une antenne pour la réception permet d’obtenir une amélioration des performances d’environ 1.5dB
par rapport au CP-OFDM classique pour des modulations BPSK,QPSK, MAQ-16 et MAQ-64. Dans
un contexte de mobilité, des estimateurs dérivés en chapitre 3 sont adaptés au contexte MTMR. Pour
l’exemple d’une mobilité de 32m/s et une fréquence porteusede 5GHz, des résultats proche du cas
statique sont obtenus pour le PRP-OFDM pour des constellations d’ordre inférieur (environ 0.3dB de
perte pour BPSK, environ 0.5dB de perte pour QPSK et environ 1.5dB de perte pour MAQ-16). Pour
les constellations MAQ-64, les dégradations de performances deviennent importantes (environ 4dB de
dégradation pour un BER de 10−3). Les figures Fig.18 à Fig.21 illustrent des résultats de simulation
en terme de BER (probabilité d’erreur de bits) et PER (probabilité d’erreur de trame) obtenus dans le
contexte d’un canal BRAN-A [37] et pour des constellations QPSK et MAQ-16 et une configuration avec
deux atennes au niveau de l’émetteur et une antenne au niveaudu récepteur. Une trame se compose ici
de 72 symboles OFDM.

Pour l’instant, le PRP-OFDM n’est pas appliqué dans une norme MIMO de type IEEE 802.11n.
En revanche, il est envisageable de proposer ces schémas pour un contexte de mobilité élevée (voir
discussion ci-dessus) et dans un contexte d’un grand nombred’antennes. Un grand nombre d’antennes
nécessite des préambules de taille importante et introduitdonc un over-head non-négligeable; le PRP-
OFDM peut donc contribuer à une amélioration de l’efficacitéspectrale en proposant que les canaux de
propagation soient estimés à partir des postfixes.
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Figure 18: BER pour IEEE802.11a, MIMO 2x1,
BRAN canal A, QPSK.
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Figure 19: PER pour IEEE802.11a, MIMO 2x1,
BRAN canal A, QPSK.
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Figure 20: BER pour IEEE802.11a, MIMO 2x1,
BRAN canal A, MAQ-16, Doppler.
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Figure 21: PER pour IEEE802.11a, MIMO 2x1,
BRAN canal A, MAQ-16, Doppler.
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Suppression itérative d’interférence

Le chapitre 7 propose des moyens qui permettent d’améliorerles estimations du canal de propagation
en supprimant une partie de l’interférence: l’idée consiste à décoder les données utiles en supposant
qu’une première estimation (grossière) du canal est disponible. Ce décodage est supposé être éffectué en
utilisant un décodeur à sorties souples. Ensuite, ces données seront ré-encodées (en utilisant les sorties
souples du décodeur), convoluées par l’estimation de la réponse impulsionelle du canal et soustraites
du signal reçu. Ensuite, le canal est estimé à nouveau en profitant du fait que l’interférence venant des
symboles utiles est réduite ou (idéalement) supprimée.

Ce processus est illustré ci-dessous:

1. Estimation initiale de la reponse impulsionelle du canal(CIR): à l’itérationk = 0, effectuer une
estimation initiale du canal de propagationĉ0(i), par exemple d’après l’algorithme proposé en
section 7.3.1.

2. Incrémenter l’index d’itération:k← k+1

3. Effectuer le décodage à sorties souples en utilisant la dernière estimation du canalĉk−1(i): mé-
moriser les sorties du décodeur à sorties souples qui indiquent la probabilité d’erreur dul th
bit décodé de la la constellation sur porteusen du symbole OFDM symboli: pk

l (xn(i)) avec
n∈ [0, · · · ,N−1] et l ∈ [0, · · · , log2(QM)−1]; QM est l’ordre de la constellation.

4. Estimation de l’interférence: comme détaillé en section7.3.3, l’estimation de l’interférenceuk
P(i)

du symbole OFDMi est générée à partir des probabilités d’erreurpk
l (xn(i)) et à partir des dernières

estimations du canalĉk−1(i) comme indiqué par le théorème 7.3.1.

5. Suppression d’interférence: soustraire l’interférence estimée du vecteur reçurP(i) et générer un
nouveau vecteur d’observation:r̄k

P(i) = rP(i)−uk
P(i).

6. Estimation du canal: dériver une nouvelle estimation du canal ĉk(i) à partir der̄k
P(i), comme

proposé par example dans la section 7.3.1. Le resultatĉk(i) montre typiquement une estimation
plus exacte puisque l’interférence des symbols OFDM des données sur la séquence du postfixe a
été réduite.

7. Itérer : autant que nécessaire.

Ce schéma peut être utilisée, entres autres, pour les applications pratiques suivantes:

• L’estimation du canal de propagation basée sur les postfixesPRP-OFDM devient utilisable dans
le contexte des constellations d’ordre supérieure qui nécessitent un faible erreur sur les estimés.
Il est possible d’effectuer une première estimation approximative du canal et ensuite un premier
décodage qui conduit probablement à un niveau d’erreurs assez élevé. Après, l’interférence est
calculée en prenant en compte les probabilités d’erreur desbits décodés et ce résultat permet
d’améliorer l’estimation du canal dans l’étape suivante. Au bout de plusieurs itérations, des perfor-
mances en PER du PRP-OFDM dépassent le CP-OFDM comme c’est montré par des simulations.

• Puisqu’il est possible de commencer un décodage itératif par des estimations grossières du canal
de propagation à la première itération, cette technique permet de réduire la taille de la fenêtre
d’observations qui est utilisée pour extraire la séquence du postfixe convoluée par le canal. Dans
le cadre des constellations d’ordre inférieur (BPSK, QPSK), il est donc possible d’effectuer cette
estimation dans un contexte de mobilité très élevée où une forte corrélation du canal ne peut être
garantie que dans une telle petite fenêtre. Ceci permet doncd’améliorer la robustesse du système
dans un contexte de mobilité.
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Les résultats de simulations présentés ci-dessous qui illustrent l’évolution de l’erreur moyenne quadra-
tique sur plusieurs itérations.
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Figure 22:Erreur moyenne quadratique du CIR pour MAQ-64, BRAN-A, C/I=24dB.

Codage Low Density Parity Check (LDPC) pour l’OFDM

Le chapitre 8 regarde les aspects de l’utilisation de l’OFDMdans un contexte pratique sous un angle
différent. Puisque le problème de l’estimation du canal de propagation a été abordé dans des précédentes
discussions, ce chapitre s’intéresse en particulier à une utilisation optimale des codes LDPC (Low Den-
sity Parity Check) en combinaison avec l’OFDM (PRP-OFDM, CP-OFDM, ZP-OFDM ouautre): dans
des systèmes existants, l’attribution des mots de code LDPCaux porteuses OFDM est souvent linéaire
(c’est-à-dire, il n’y a aucun algorithme d’adaptation). Ilest démontré dans le contexte de cette thèse
que les performances peuvent être améliorées d’environ 1. 5dB en PER en appliquant un entrelacement
optimisé en prenant en compte une connaissance du canal de propagation au niveau de l’émetteur. Cette
connaissance peut être obtenue en pratique en exploitant laréciprocité du canal ou en utilisant des sché-
mas de boucle fermée où le récepteur communique ses estimations de canal à l’émetteur. Cette étude se
base sur des codes de taille infinie et sans cycles. Il est possible qu’une optimisation différente puisse
donner de meilleurs résultats dans le contexte des codes utilisés en pratique, c’est-à-dire des codes de
taille limité et avec des cycles.

Une fois que la connaissance du canal est établie, un algorithme est proposé afin d’effectuer la
recherche d’un entrelaceur. La complexité arithmétique decet algorithme est très faible, puisqu’il con-
siste principalement en un triage du module des coefficientsdu canal en fréquence combiné avec un
triage des degrés de nœud de variables du code LDPC.
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Figure 23: Exemple de l’optimisation du mapping des mots de code LDPC.

L’optimisation est effectuée en exploitant l’approximation Gaussienneconnue de l’analyse théorique
des codes LDPC. La littérature propose des outils qui permettent d’évaluer l’évolution des métriques
pendant le codage itératif (en supposant un algorithme depropagation de croyances). Ces outils sont
consultés afin de dériver des attributions optimales des bits des mots de code aux porteuses OFDM. En-
suite, une décomposition en série d’ordre deux est présentée afin de trouver un algorithme d’optimisation
dans un contexte pratique où peu de degrés élevés de nœuds de variables existent.

Des résultats de simulations sont présentés pour le code LDPC proposé dans le contexte de la nor-
malisation des réseaux locaux sans fils IEEE802.11n [41]. Nous choisissons une longueur de bloque de
576 bits et un canal de propagation à trajets multiples (BRAN-A [37]).
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Figure 24:BER pour code LDPC après optimisation,
canal BRAN-A, 576 bits mot de code.
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Figure 25:PER pour code LDPC après optimisation,
canal BRAN-A, 576 bits mot de code.
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Conclusion

Le chapitre 9 donne quelques conclusions et présente de futurs axes de recherche. Entre autres, les sujets
suivants sont proposés:

• Etude d’architectures à faible complexité pour l’estimation du canal basée sur les postfixes PRP-
OFDM.

• Etude d’architectures à faible complexité pour l’estimation du canal basée sur les postfixes PRP-
OFDM en applicant la suppression itérative d’interférence.

• Etude de l’influence dupower delay profile (PDP)(et l’exactitude des estimations disponibles) sur
l’estimation du canal.

• Etude LDPC: Prise en compte de connaissances sur des matrices LDPC à petite taille et en présence
de cycles.

Appendices

Les appendices présentent des outils et des démonstrationsqui sont utilisés dans des chapitres principaux:

• L’appendice A présente une démonstration de diagonalisation des matrices pseudo-circulantes.

Proposition: La matriceCα définie comme suit

Cα :=







c0 α ·cN−1 α ·cN−2 → α ·c1

c1 c0 α ·cN−1 → α ·c2

↓ ց ց ց ↓
cN−1 → → → c0







= CISI + α ·CIBI ,

est diagonalisé comme indiquée ci-dessous:

Cα = V−1
N diag

{

C
(

α−
1
N

)

, · · · ,C
(

α−
1
N ej 2π(N−1)

N

)}

VN

avec

VN :=

(

1
N

N−1

∑
n=0

|α|− 2·n
N

) 1
2

FN diag
{

1, · · · ,α N−1
N

}

,

FN :=
1√
N

(

Wi j
N

)

0≤i<N,0≤ j<N
,WN := e− j 2π

N ,

C(z) :=
N−1

∑
n=0

cnz−n andz,α,c0, ...,cN−1 ∈C.

• L’appendice B dérive des égaliseurs à moindre carrés (MMSE).

A partir d’un signal reçu PRP-OFDM comme présenté en chapitre 3,

rP(i) = Cβi

(
FH

ZPs̃N(i)+ α(i)pP
)
+nP(i)

= Cβi

(
FH

Ns̃N(i)
α(i)pD

)

+nP(i), (1)
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il est démontré comment dériver un égaliseur standard MMSE et un égaliseur sans bias d’après les
travaux de [42–44]. L’égaliseur à moindre erreur moyenne quadratique déterminant les estimations
de s̃N(i) en (1) est donné par:

GPRP
MMSE := FN [IN0N,D]RsPCH

βi
Q−1

= FN [IN0N,D]RsPVH
P(i)DH

i Q̂−1VP(i),

with Q := RnP +Cβi
RsPCH

βi
, Q̂ := RnP +DiR̂sPDH

i , RnP := E
[
nP(i)nH

P(i)
]
= σ2

nIP, RsP := E
[
sP(i)sH

P(i)
]
,

R̂sP := VP(i)RsPVH
P(i).

�

L’égaliseur à moindre erreur moyenne quadratique et sans biais déterminant les estimations de
s̃N(i) en (1) est donné par

GPRP
MMSE,unb := (Rs̃N−diag{λ0, · · · ,λN−1})FNCH

o

[

Cβi
RsPCH

βi
+Rn

]−1

= ĜGPRP
MMSE

Ĝ := I −diag{λ0, · · · ,λN−1}R−1
s̃N

λn := [Rs̃NBi− IN]n,n/ [Bi ]n,n

Bi := FNCH
o

[

Cβi
RsPCH

βi
+Rn

]−1
CoFH

N

où RsN = [IN0N,D]RsP [IN0N,D]H est supposée diagonale,RsP = E
[
sP(i)sH

P(i)
]

et Co est la matrice
de dimensionP×N contenantCISI(P) N premières colonnes.
�

• L’appendice C donne des résultats d’évaluation de complexité des architectures d’estimation de
canal et d’égalisation pour le CP-OFDM et PRP-OFDM.

• L’appendice D présente et discute plusieurs schémas de modélisation de l’évolution du canal de
propagation dans un contexte de mobilité.

• L’appendice E présente un théorème de permutation entre desmatrices circulantes et des matrices
de correlation.

Proposition: A partir de la matrice suivante de corrélationJ-circulanteM J de tailleP×P par (5.6)

M J =


















p0 p1 · · · pD−1 0 → → 0
p1 ր p0
... ր ...

pD−1 pD−2

0 pD−1

0 ր 0
0 ր 0
↓ ր ↓
0 p0 · · · pD−2 pD−1 0 → 0


















et de la matrice de convolution circulanteCCIRC(P) de taille P×P, la validité de l’expression
suivante est démontrée:

M JCCIRC(P) = HT
CIRC(P)M J.
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• L’appendice F rappelle quelques propriétés utiles des trace de matrice et de la dérivation de ces
traces.
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Abbreviations, Definition of Operators and
List of Symbols

ABBREVIATIONS

ADC Analog to digital conversion
ADSL Asymmetric digital subscriber line
AP Access Point
AR Auto-Regressive
AWGN Additive white Gaussian noise
BER Bit error rate
CC Convolutive coding
CDMA Code Division Multiple Access
CIR Channel Impulse Response
COFDM Coded OFDM
CP Cyclic prefix
CSI Channel State Information
DAC Digital to analog conversion
DFE Decision feedback equalizer
DMT Discrete Multi-tone Transmission
ETSI European telecommunications standard institute
IBI Inter-Block-Interference
i.i.d. Independent and identically distributed
ICI Inter-Carrier-Interference
ISI Inter-Symbol-Interference
FIR Finite impulse response
GI Guard interval
(I)FFT (Inverse) Fast fourier transform
LLR Log-Likelihood-Ratio
LOS Line of Sight
MA Moving-Average
MIMO Multiple inputs multiple outputs
ML Maximum likelihood
MMSE Minimum mean square error
MT Mobile terminal
MTMR Multiple Transmit Multiple Receive antennas
OFDM Orthogonal frequency division multiplexing
PA Power Amplifier
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PAPR Peak to average power ratio
PDF Probability density function
PDP Power Delay Profile
PRP Pseudo Random Postfix
QAM Quaternary Amplitude Modulation
QPSK Quadrature Phase shift keying
SDM Spatial Division Multiplexing
SINR Signal to Interference plus Noise Ratio
SISO Single Input Single Output
SNR Signal to Noise Ratio
STSR Single Transmit Single Receive antenna
SVD Singular Value Decomposition
TZ z transformation
WLAN Wireless Local Area Network
ZF Zero forcing
ZP Zero Padded

OPERATORS

(·)⋆ (.) Convolution operator
(·)⊗ (.) Kronecker multiplication
(·)⋆ Complex conjugation
(·)F Operator which reads a vector in inverse order
(·)T Transposition operator
(·)H Hermitian transposition operator
(·)† Moore-Penrose pseudo-inverse
‖ · ‖2 Corresponds toE

[
| · |2
]

⌊·⌋ Floor operator
coln(·) nth column of the matrix argument
det(·) Determinant of the matrix argument
diag(·) Diagonal matrix whose diagonal elements are the componentsof vector

X
rank(·) Matrix rank operator
rown(·) nth row of the matrix argument
rowmax(·) operator that is applied on a vector of real values returningthe integer

row of the its largest element
E[·] Statistical expectation operator
Eα[·] Statistical expectation operator including de-weightingby PRP-OFDM

related pseudo-random weighting factors
F {·} Fourier transformation
F −1{·} Inverse Fourier transformation
z−1 Unit delay operator
∇ Nabla operator, derivation operator
τ(·) Trace of a matrix
ℜ(·) Real part operator
ℑ(·) Imaginary part operator
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NOTATIONS

0D×D D×D matrix containing zero elements
aN A N×1 vector containing arbitrary symbols
C̃N Diagonal frequency channel matrix of sizeN×N
CISI(P) P×P Intra-Symbol interference channel matrix
CIBI (P) P×P Inter-Block interference channel matrix
CD×N

ISI (P) First D rows ofP×P Intra-Symbol interference channel matrix
CD×N

IBI (P) First D rows ofP×P Inter-Block interference channel matrix
CISI

lm Intra-Symbol interference MIMO channel matrix betweenl th transmit
andmth receive antenna

CIBI
lm Inter-Block interference MIMO channel matrix betweenl th transmit

andmth receive antenna
CISI,D

lm D×D Intra-Symbol interference MIMO channel matrix betweenl th
transmit andmth receive antenna

CIBI ,D
lm D×D Inter-Block interference MIMO channel matrix betweenl th trans-

mit andmth receive antenna
CCIRC(P) P×P circulant channel matrix
Cβk

Circulant channel convolution matrix with upper triangular part
weighted byβk

Cβk
l MIMO channel convolution matrix forl th transmit antenna with upper

triangular part weighted byβk

Ck
βi
(i) Estimated pseudo-circulant CIR matrix ofith OFDM symbol atkth iter-

ation with upper triangular part weighted byβi

Co P×N channel convolution for ZP-OFDM context
C(z) Channel convolution matrix with upper triangular part weighted byz−1

Clm Channel convolution matrix betweenl th transmit andmth receive an-
tenna

cD D×1 vector containing the channel impulse response
clm Time domain vector containing the MIMO channel impulse response

betweenl th transmit andmth receive antenna
ĉk(i) Estimated CIR atkth iteration forith OFDM symbol
c̃lm Frequency domain vector containing the MIMO channel impulse re-

sponse betweenl th transmit andmth receive antenna
c̄n D×1 vector containing the channel impulse response plus noise
ĉD D×1 vector containing the channel impulse response estimates
ĉMMSE

D D×1 vector containing the channel impulse response estimates(based
on a Minimum Mean Square Error (MMSE) estimation approach)

ĉZF
D D×1 vector containing the channel impulse response estimates(based

on a Zero Forcing (ZF) estimation approach)
c(t) Continuous time domain channel impulse response
c̃k Channel frequency response on thekth OFDM carrier
c[T] Time domain channel impulse response sampled at instantT
c(z) z transformation of channel impulse response
ck(z) z transformation ofkth sample of the channel impulse response over all

OFDM symbols
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c∆T,k(z) z transformation ofkth sample of the channel impulse response over all
OFDM symbols including a time synchronization offset

ck kth time domain coefficient of the channel impulse response
clm(k) kth time domain coefficient of the MIMO channel impulse response be-

tweenl th transmit andmth receive antenna
c̃k kth frequency domain channel coefficient
c̆(n) Process noise
cL Clipping amplitude
Dk Diagonal matrix containing channel coefficients
DJ Diagonal matrix used for diagonalization ofM J

D̃l Diagonal matrix containingl th frequency domain channel impulse re-
sponse

D̃ Matrix regrouping fourD̃l

D Size of the guard interval
DFTC(N) Complexity of a Fast Fourier Transform
dk

m(i) Sum of first and lastD elements of the received vector ofmth receive
antenna andkth OFDM symbol of theith received ST block de-weighted
by the corresponding pseudo random weighting factorα(·)

dk
m Expectation ofdk

m(i)
dk

m,2D Expectation ofdk
m(i) with IBI and ISI contributions kept separately

dm Concatenation of alldk
m for a givenm

dc Variable node degree in LDPC code
dν Check node degree in LDPC code
FN Matrix performing the Fourier Transform
FH

CP Matrix performing the Inverse Fourier Transform combined with the
insertion of the CP-OFDM cyclic prefix sequence

FH
ZP Matrix performing the Inverse Fourier Transform combined with the

insertion of the trailing zeros sequence
F(n,n−1) Transition matrix for Kalman filter process equation
FC The sub-matrix ofFP stacking the rows associated to in-band carriersC
FO The sub-matrix ofFP stacking the rows associated to out-of-band carri-

ersO
fCn A 1×P vector containing the row ofFC corresponding to carrierCn
fOn A 1×P vector containing the row ofFO corresponding to carrierOn(
fCn
)

m Themth component offCn(
fOn
)

m Themth component offOn
f0 Frequency offset
f̂0 Estimated frequency offset
fD Doppler frequency
fPA(z) Power Amplifier transfer function
fu0,l Distribution of thel th LLR message arriving at variable nodes in LDPC

belief propagation decoder corresponding to a zero-bit
G Generic equalization matrix
Gc Channel estimator matrix
GZF Zero Forcing (ZF) based equalization matrix (ZP-OFDM based)
GMMSE Minimum Mean Square Error (MMSE) based equalization matrix(ZP-

OFDM based)
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GPRP
ZF (i) Zero Forcing (ZF) based equalization matrix (PRP-OFDM based) for

ith OFDM symbol
GPRP

MMSE(i) Minimum Mean Square Error (MMSE) based equalization matrix(PRP-
OFDM based) forith OFDM symbol

G(z) Ensemble of allg(l)
k (z) of all time domain samplesl and OFDM symbols

Gd Diagonal matrix containing carrier weighting factors after equalization
G f Matrix detailing sample correlation after equalization
gk(t) shaping filter forkth OFDM sub-carrier
g′k(t) cyclically extended shaping filter forkth OFDM sub-carrier

g(l)
k (z) Sum over all OFDM symbols of thel th time domain sample of shaping

filter for kth OFDM sub-carrier
H LDPC code matrix
Hb LDPC code base matrix
IN N×N unitary matrix
i0 OFDM symbol number used as a reference for channel estimation, syn-

chronization refinement, etc.
J0(·) 0th order Bessel function of the first kind
Jn Correlation coefficients
JClip Sub-optimum cost function for criterion of clipping
JClip,ideal Optimum cost function for criterion of clipping
JFlat Cost function for criterion of spectral flatness
JOut Cost function for criterion of out-of-band radiation
JTot Total cost function of postfix optimization
K Number of used sub-carriers per OFDM symbol
L Channel order
M J J circulantcorrelation matrix for synchronization refinement
MLDPC Number of bits in an LDPC code-word
Mb Number of columns in the LDPC base matrix
mM LDPC code-word
mData

ZLDPC
Data bits of an LDPC code-word

mRed
ZLDPC

Redundancy bits of an LDPC code-word

m(l)
u Mean value of messagesu in an LDPC belief propagation decoder at

iterationl

m(l)
ν Mean value of messagesν in an LDPC belief propagation decoder at

iterationl
N(i) Matrix containing MTMR receiver noise vectors forith ST block
nN(i) Time domain noise vector of sizeN× 1 associated to theith OFDM

symbol
n̄N Time domain estimation noise vector of sizeN×1
n̄N(i) Time domain estimation noise vector of sizeN×1 associated to theith

OFDM symbol
nD,0(i) FirstD elements of the time domain noise vector of sizeP×1 associated

to theith OFDM symbol
nD,1(i) LastD elements of the time domain noise vector of sizeP×1 associated

to theith OFDM symbol
nm,0(i) First D elements of the MIMO time domain noise vector of sizeP×1

associated to theith OFDM symbol of themth receive antenna
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nm,1(i) LastD elements of the MIMO time domain noise vector of sizeP× 1
associated to theith OFDM symbol of themth receive antenna

ñ Frequency domain noise vector
ñN Frequency domain noise vector of sizeN×1
n̄u Observation noise vector
nW(i) Noise plus interference associated to theith OFDM symbol
n2ZD(i) Z regrouped vectors of 2D noise samples each
n̄2ZD(i) Z regrouped vectors of 2D noise samples each
nm(i) Time domain noise vector on themth receive antenna
n̄k

m Mean noise contribution (calculated overZ observations) onmth receive
antenna andkth symbol inside the current ST block

n̄k
m,2D Mean noise contribution (calculated overZ observations) onmth receive

antenna andkth symbol inside the current ST block with IBI and ISI
contributions kept separately

n̄m Concatenation of all̄nk
m for a givenm

n̄m,2D Concatenation of all̄nk
m for a givenm with IBI and ISI contributions

kept separately
N Number of samples per OFDM symbol (not including the prefix/postfix

sequence)
N̄ Number of used (non-zero) carriers of an OFDM symbol
Nr Number of receive antennas in the MTMR configuration
Nt Number of transmit antennas in the MTMR configuration
PQ Permutation matrix used for PRP-OFDM synchronization
PD D×D circulant convolution matrix with postfix sequence coefficients
PIBI ,D Upper triangular part ofD×D circulant convolution matrix with postfix

sequence coefficients
PISI,D Lower triangular part ofD×D circulant convolution matrix with postfix

sequence coefficients
P̃D D×D circulant convolution matrix with postfix sequence coefficients in

frequency domain
P0

N N×N permutation matrix
PN

P P×P permutation matrix
P Number of samples per OFDM symbol including the prefix/postfix se-

quence
pD D×1 time domain postfix sequence vector
p̄l (i) ith D× 1 time domain MIMO postfix sequence vector forl th transmit

antenna
pP vector consisting ofN zero elements followed by theD samples time

domain postfix sequence vector

pβ(i)
l (i) l th interference vector used in MTMR decoder forith block

p̂P vector consisting of theD samples time domain postfix sequence vector
followed byN zero elements

ps(t) Continuous time domain postfix sequence
p(l)(z) Sum over all OFDM postfix sequences of thel th time domain sample of

continuous postfix sequence
pk

l (xn(i)) Decoded bit-probabilities of thel th encoded bit of the constellation on
carriern of OFDM symboli on decoding iterationk



xxix

p̃(z) z transformation of time domain postfix sequence weighted by pseudo-
random factorsα(i)

p(z) z transformation of OFDM postfix time domain samples (not including
OFDM data symbol)

Q(i) Matrix containing MTMR transmission vectors forith ST block
Q Time synchronization offset
QM Constellation order
Q̂ Estimated time synchronization offset
Q̄ Variable related to time synchronization offset
ql (i) l th output of ST encoder ofith block including pseudo randomly

weighted postfix sequences
R(i) Matrix containing MTMR receiver vectors forith ST block
R̂(i) Matrix containing estimated MTMR receiver vectors forith ST block
RcD Covariance matrix ofcD

R̃cD Covariance matrix ofcD in frequency domain
Rn̄D Covariance matrix of̄nD

R̃n̄D Covariance matrix of̄nD in frequency domain
r(i) Received vector ofith OFDM symbol
r̃ (i) Received vector ofith OFDM symbol in frequency domain
rZP(i) Received vector ofith OFDM symbol
rm(i) Received vector ofith OFDM symbol on themth receive antenna
rN(i) Received vector of sizeN×1 of ith OFDM symbol
r2ZD(i) Z regrouped vectors of 2D received samples each
rN Received vector of sizeN×1
rD,0 First D coefficients of the received vector of sizeP×1
rD,1 LastD coefficients of the received vector of sizeP×1
rm,0(i) FirstD elements of the received vector ofith OFDM symbol on themth

receive antenna
rm,1(i) LastD elements of the received vector ofith OFDM symbol on themth

receive antenna
r̄k

P(i) Received vector of sizeP× 1 of ith OFDM symbol including postfix
sequence after interference suppression onkth decoding iteration

r̂c,0 Mean value ofrD,0 de-normalized by pseudo random weighting coeffi-
cients

r̂c,1 Mean value ofrD,1 de-normalized by pseudo random weighting coeffi-
cients

r̂c Estimated postfix sequence circularly convolved by the channel of size
D×1

r̂c,2D Estimated postfix sequence circularly convolved by the channel of size
2D×1 keeping IBI and ISI parts separate

r(z) vector containingz transformation of received samples
rk(n) kth time domain component of theN× 1 received vectorrN at OFDM

symboln
r(t) Continuous time received signal
[r(t)]∆T Continuous time received signal including a time offset
[r(t)]∆F Continuous time received signal including a frequency offset
r[T] Time domain received signal sampled at instantT
r(z) z transformation of the received time domain samples
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r∆T(z) z transformation of the received time domain samples including a time
synchronization offset

r∆F(z) z transformation of the received time domain samples including a fre-
quency synchronization offset

rn(i) nth sample of the received signal in theith OFDM symbol
[r(t)]∆F Continuous time received signal including a frequency offset
r l (z) l th polyphase component ofz transformation of the received time do-

main samples
rk(z) z transformation ofrk(n)
R Code rate

R(0)
s,s (l ,k) Sample correlation

S(0)
s,s (z) Cyclospectrum of order 0 of the transmitted time domain sequence

RectT(t) Rectangular function
S̄(i) Grouped ST encoded outputs ofith block
sN N-dimensional time domain transmit vector
sD,0 The firstD elements of theN-dimensional time domain transmit vector
sD,1 The lastD elements of theN-dimensional time domain transmit vector
s(i) N-dimensional time domain transmit vector associated toith OFDM

symbol
s̃(i) N-dimensional frequency domain transmit vector associatedto ith

OFDM symbol
˜̄s(i) AlternativeN-dimensional frequency domain transmit vector associated

to ith OFDM symbol
sig(i) P× 1 vector containingith CP-OFDM symbol including cyclic prefix

extension
s̃(z) z transformation of̃s(n)
s̃ Estimated OFDM symbol in frequency domain
s̄l (i) l th ST encoder output ofith block
s̄l ,0(i) First D elements ofl th ST encoder output ofith block
s̄l ,1(i) LastD elements ofl th ST encoder output ofith block
sk(n) kth time domain component of theN× 1 transmit vectorsN at OFDM

symboln
s̃k(n) kth frequency domain component of theN× 1 transmit vectorsN at

OFDM symboln
s̃k(z) z transformation of ˜sk(n)
s(z) z transformation of OFDM data symbol time domain samples (not in-

cluding postfix sequence)
sCP(z) z transformation of CP-OFDM data symbol time domain samples in-

cluding cyclic prefix sequence
TZP ZP-OFDM precoding matrix
T Sampling rate
TB OFDM symbol block duration (including prefix/postfix sequence)
TCP OFDM symbol prefix/postfix duration
Tg OFDM symbol block duration (not including prefix/postfix sequence)
t Time variable
tc Variable node degree of regular LDPC codes
tc,max Maximum variable node degree of an irregular LDPC code
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tr Check node degree of regular LDPC codes
tr,max Maximum check node degree of an irregular LDPC code
TZ[xn] z transformation of sequencexn

U Observation matrix
ũ(z) z transformation of̃u(n)
ul (i) l th output of ST encoder ofith block including trailing zeros
uk

P(i) Estimated interference vector of sizeP×1 onkth decoding iteration
uwData

ZLDPC
Pointer to variable node degrees of data bits of an LDPC code-word

uwRed
ZLDPC

Pointer to variable node degrees of redundancy bits of an LDPC code-
word

u(t) Transmitted continuous OFDM time domain signal
u[T] Transmitted continuous OFDM time domain signal sampled at instant

T
un(i) nth sample of theith Transmitted continuous OFDM time domain sym-

bol
un(z) z transformation ofun(i)
ui LLR messages arriving at variable nodes in LDPC belief propagation

decoder
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Chapter 1

General Introduction

Advanced digital communications theory is currently facing a considerable amount of attention: recent
advances in semiconductor technology make the applicationof high performing, but complex algorithms
attractive for mass-market products. To give an example, the future generation of high throughputWire-
less Local Area Networksis about to be standardized in the IEEE802.11n Working Group[31, 32]. It
will provide data throughput of 500Mbps and beyond above thePhysical Layer(PHY), applyingMul-
tiple Transmit Multiple Receive(MTMR) Orthogonal Frequency Division Multiplexing(OFDM) archi-
tectures:Spatial Division Multiplexing(SDM) is standardized on the transmission side, whileMinimum
Mean Square Error(MMSE) andMaximum Likelihood(ML) receiver architecture are already a reality.
In order to increase the link reliability in a point-to-point scenario, the draft standard proposesSingu-
lar Value Decomposition(SVD) based beam-forming approaches combined with explicit Channel State
Information (CSI) feedback. On the channel coding side, the current evolution tends towards the use
of Low Density Parity Check(LDPC) codes providing approx. 2dB to 3dB of coding gain compared to
standard convolutional codes in a typical scenario. While the basic theory of these approaches is well
known and extensively published, numerous practical aspects are still unresolved. In particular, the joint
use of these advanced technologies still requires scientific studies.

This thesis addresses the following practical aspects targeting an improvement of communication
systems as the one discussed above: a modification of standard Cyclic Prefix OFDM(CP-OFDM) is
proposed which enables the receiver to perform a first-ordersemi-blind channel estimation and tracking
approach:Pseudo Random Postfix OFDM(PRP-OFDM) [1, 3–26]. As a consequence, OFDM is appli-
cable in a high-velocity scenario (up to 72m/s of mobility ata 5GHz carrier frequency is considered)
avoiding the introduction of learning sequences and/or pilot tones. As a consequence, the spectral effi-
ciency of the system is improved. Several efficient algorithms are proposed for this purpose, providing
different trade-offs in terms of receiver performance and decoding latency. In the final chapter, an opti-
mum use of LDPC codes in combination with the OFDM modulationscheme is addressed in a frequency
selective propagation channel environment.
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The chapters of this document are organized as follows:

• Chapter 2 gives a general overview on the OFDM modulation scheme and presents the novel
Pseudo-Random-Postfix OFDM (PRP-OFDM) modulator. Standard receiver architectures are dis-
cussed and the impact of time and frequency synchronizationerrors is illustrated.

• The novel Pseudo-Random-Postfix OFDM (PRP-OFDM) modulation scheme is further studied
in chapter 3. The focus is on the receiver architectures where the following two basic equal-
ization approaches are proposed: i) it is shown how to transform the PRP-OFDM signal in the
receiver to the known Zero-Padded OFDM (ZP-OFDM) which allows the use of available equal-
ization schemes [39]; ii) alternatively, a symbol-based equalization approach is derived exploit-
ing the diagonalization properties of pseudo-circulant matrices. Then, it is shown how to exploit
the pseudo-randomly weighted postfix sequence of PRP-OFDM for channel estimation in both,
a time-invariant and time-variant case. In the time-invariant scenario, a low-complexity receiver
architecture is proposed. Simulation results show that PRP-OFDM allows to guarantee improved
performances with respect to CP-OFDM for lower-order constellations (BPSK, QPSK, QAM-16);
in a high-mobility context (considering velocities up to 72m/s at a carrier frequency of 5.2GHz),
PRP-OFDM suffers only a slight performance degradation: inthe example of QPSK constella-
tions, rateR= 1/2 convolutional channel coding and 4.0µs OFDM symbols of 64 carriers plus 16
postfix samples each, approx. 0.4dB of performance penalty in packet error rate (PER) is observed
compared to the time-invariant results with one packet containing 72 OFDM symbols.

• The specific design of the deterministic postfix sequences isaddressed in chapter 4. For this
purpose, several design criteria are taken into account: i)spectral flatness of the in-band signal,
ii) minimum signal power on out-of-band carriers and ii) minimum Peak-to-Average-Power-Ratio
(PAPR) in time domain. Exemplary postfix sequences are presented meeting these requirements.

• The exploitation of PRP-OFDM’s pseudo-randomly weighted postfix sequences for time and fre-
quency synchronization refinement is discussed in chapter 5, assuming that an initial synchroniza-
tion is available based on standard techniques (e.g., [38]). The time synchronization is shown to
be improved by performing a cross-correlation of the received PRP-OFDM signal by the deter-
ministic postfix sequence. The frequency offsets are then refined by autocorrelation. Simulation
results illustrate the performance of the proposed scheme in context of a frequency selective fading
channel.

• Chapter 6 generalizes the PRP-OFDM modulation scheme to theMTMR antennas context: a block
based approach is presented introducing orthogonal weighting factors on the different postfix se-
quences. The approach enables the receiver to estimate the channel impulse responses between any
transmit and receive antenna of the system based on postfix sequences only. Two transmit/receiver
architectures are derived: one is targeting a transformation of the received signal to ZP-OFDM
(applying then known equalization and decoding approaches[39]); the second approach benefits
from the diagonalization properties of pseudo-circulant matrices. Simulation results illustrate the
system performance for different constellation types (BPSK, QPSK, QAM-16 and QAM-64) and
velocities (0m/s to 32m/s at a 5GHz carrier frequency).

• An Iterative Interference Suppression(IIS) approach is presented in chapter 7. The idea consists in
exploiting decoded OFDM data symbols in order to reduce the interference on PRP-OFDM postfix
sequences; this approach helps to improve the channel estimation properties and makes PRP-
OFDM applicable to higher-order constellations (QAM-64 and above). Moreover, it is explained
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how IIS can be used in order to reduce the observation window length for estimation of the postfix
sequences convolved by the propagation channel. This technique helps to further increase the
robustness to mobility.

• Chapter 8 complements the PRP-OFDM related study results byconsidering an optimum use of
OFDM in combination with LDPC coding. An adaptive interleaver is derived (assuming CSI to
be known) guaranteeing an optimum mapping of LDPC code word bits onto OFDM carriers. The
corresponding mapping algorithm mainly requires the sorting of the absolute value of channel
coefficients and the degrees of LDPC variable nodes; it is therefore of limited complexity and
expected to be applicable in practice: the proposed approach has been presented at the standard-
ization Working Group IEEE802.11n. Simulation results show that the optimized scheme leads to
approx. 0.95dB gain in PER performance over a random mapping.

• A final conclusion and further study ideas are presented in chapter 9.

The appendices are organized as follows:

• Appendix A presents a generic proof of the diagonalization properties of pseudo-circulant matri-
ces. This theorem is applied throughout this thesis in orderto derive low-complexity PRP-OFDM
equalization architectures.

• Appendix B derives biased and unbiased MMSE equalizers for PRP-OFDM.

• Appendix C gives complexity estimates of the proposed PRP-OFDM equalization and channel
estimation architectures.

• Appendix D presents several approaches for modeling the time evolution of time-variant propaga-
tion channels.

• Appendix E derives a permutation theorem that is useful for time synchronization refinement.

• Appendix F recalls several rules of how to differentiate thetrace of complex matrices.
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Chapter 2

Orthogonal Frequency Division
Multiplexing

This chapter presents a novelOrthogonal Frequency Division Multiplexing(OFDM) based modulation
scheme:Pseudo Random Postfix OFDM(PRP-OFDM) [1–26]. A time-continuous and time discrete
model is presented and compared to the corresponding expressions for the classicalCyclic-Prefix OFDM
(CP-OFDM) and the recently presentedZero-Padded OFDM(ZP-OFDM).

2.1 History and recent evolutions of Orthogonal Frequency Division Mul-
tiplexing

OFDM is a multi-carrier modulation technique which uses distinct and orthogonal carriers for signal
transmission. [45] initially proposed the OFDM principlesin 1966 and was granted a corresponding
patent in 1970. The original system proposal, however, turned out to be challenging in terms of modula-
tion, synchronization and coherent demodulation as soon asa large number of carriers is used [46]. Based
on this observation, [47] proposed a modified modulation approach based on the Discrete Fourier Trans-
form (DFT) in 1971. In order to fight Inter-Block-Interference (IBI), [48] originally proposed the use of
a redundant cyclic prefix extension of each OFDM symbol in 1980. Also in 1980, [49] introduced an
equalization algorithm for the suppression of Intra-Symbol-Interference (ISI) and IBI which may result
from a frequency selective propagation channel, synchronization error or phase error. The same author
applied Quadrature-Amplitude-Modulation (QAM) to OFDM sub-carriers, pilot tones and trellis based
coding techniques leading to a high-speed OFDM system operating in the voice-band. In 1985, [50] in-
troduced a pilot-based scheme which helps to reduce the interference from multi-path propagation. [51]
proposed in 1987 a practical OFDM modulation concept based on the generation of a discrete time do-
main digital signal followed by a Digital-to-Analog (D/A) conversion. [52] proposed 1989 to allocate
more data on the carriers near the DC component in order to increase the throughput. During the 1990s,
OFDM was widely applied in standardization: Asynchronous Digital Subscriber Line (ADSL) [53] and
ETSI’s Digital-Audio-Broadcasting (DAB) [54] were among the first OFDM based standards published
in 1993 and 1995 respectively, followed by terrestrial Digital-Video-Broadcasting (DVB-T) [55] in 1996,
the WLAN standards IEEE802.11a [56] and ETSI BRAN HIPERLAN/2 [57] in 1999 and others. Later,
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this trend continues as illustrated for example by the OFDM based standardization effort on a Multiple-
Transmit-Multiple-Receive (MTMR) antennas WLAN system under the pseudonym IEEE802.11n [58]
and the European Projects IST-BROADWAY IST-2001-32686 [14–20, 29] and IST-WINNER IST-2003-
507581 [21–24,30]: IST-BROADWAY proposes a hybrid WLAN standard operation at 5GHz and 60GHz;
IST-WINNER studies candidate air interfaces for future (4th generation) mobile communication systems
preparing a corresponding standardization phase.

All these standards are based on the classical CP-OFDM modulation scheme which was subject
to further studies during recent years: to give a few examples, [59] introduced an efficientWeighted
Sub-Band Adaptive Filtering(WSAF) algorithm, [60,61] studied the use ofLinear Precoding(LP) tech-
niques in the framework ofSpread Spectrum OFDM(SS-OFDM) [62] in order to increase the frequency
diversity. Multi-User access schemes were proposed in the framework ofMulti-Carrier CDMA (MC-
CDMA) [63–65] andOrthogonal Frequency Division Multiple Access(OFDMA) [66, 67]. [68, 69] con-
sider the so-calledIsotropic Orthogonal Transform Algorithm OFDM(IOTA-OFDM) where any pre-
fix/postfix sequence can be omitted due to a particular shape of the sub-band signals in both time and
frequency domain. A comparison in a common framework of different OFDM schemes has recently
been presented in [9].

More recently, it was proposed to replace the cyclic extension of CP-OFDM by a zero padding se-
quence of same duration leading to Zero-Padded OFDM (ZP-OFDM) [39, 40, 70–76]. It turns out that
this modifications still permits to recover carriers even ifthey coincide with channel nulls. Moreover,
the receiver may choose among a variety of decoding and equalization approaches with different perfor-
mance/complexity trade-offs [39].

In the framework of this thesis, it is proposed to replace theZero Padded sequence of ZP-OFDM by
a pseudo-randomly weighted, deterministic sequence knownto both the transmitter (TX) and receiver
(RX). This allows to keep the advantages of ZP-OFDM and moreover, the deterministic part can be
exploited for channel estimation and synchronization refinement without the typical overhead in terms
of learning symbols and pilot tones. The novel modulation scheme is entitledPseudo Random Postfix
OFDM (PRP-OFDM)and is of advantage over known schemes if the system requiresi) a minimum
pilot overhead, ii) low-complexity channel tracking (e.g.a IEEE802.11a like system in a high mobility
context) and iii) adjustable receiver complexity/performance trade-offs. The PRP-OFDM concept has
been validated on an FPGA based prototyping platform operating at 5GHz and 60GHz [11].

Note that a constant prefix/postfix has been proposed in both,the single carrier [77] and multi-
carrier [78] context, but neither exploitation of this known sequence nor more advanced than classical
equalization schemes are proposed. Moreover spectrum wise, it is important to avoid i) highly variable
carrier amplitudes and ii) the insertion of the same training sequence at each block since the repetition
generates peaks in the transmitted signal spectrum. The pseudo-randomly weighted sequence proposed
in this thesis avoids this issue [6].

The following sections will illustrate the CP-OFDM, ZP-OFDM and PRP-OFDM transceiver archi-
tectures, first in a continuous representation based on filter banks; then, a discrete digital representation
is derived.
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2.2 Filter-Bank based representation of Orthogonal Frequency Division
Multiplexing and definition of Pseudo Random Postfix OFDM

The continuous representation of the CP-OFDM synthesis filter bank representation is discussed in detail
in [79]. In the following, these definitions are briefly recalled and extended to the framework of PRP-
OFDM (and ZP-OFDM).

2.2.1 Definition of the CP-OFDM modulator

Define the constellation symbols to be transmitted as ˜sk(n), k = 0, . . . ,K−1, n∈ Z. They are modulated
ontoK parallel and distinct sub-channels by shaping filtersgk(t), k = 0, . . . ,K−1 which form an orthog-
onal basis [80];g′k(t) are cyclically extended versions of the shaping filtersgk(t) and will be discussed
below. As illustrated by Fig. 2.1, the transmitted time domain signalu(t) of the CP-OFDM modulator is
the sum of the filtered data symbols:

u(t) := ∑
k∈Z

N−1

∑
n=0

s̃n(k)g
′
n(t−kTB) (2.1)

TB is the duration of one OFDM symbol block.

g′0(t)

g′K−1(t)

s(t)
+∞

∑
i=−∞

s̃K−1(i)δ(t− iTB)

+∞

∑
i=−∞

s̃0(i)δ(t− iTB)

Figure 2.1:Continuous CP-OFDM modulator.

We defineTcp to be the duration of the Guard Interval andTg = TB−Tcp. In traditional OFDM
systems, the filtersgn(t) and their extended versionsg′n(t) are chosen to be

gn(t) :=
1
√

Tg
RectTg(t)e

2 jπ nt
Tg (2.2)

g′n(t) :=
1
√

Tg
RectTB(t)e

2 jπ n(t−Tcp)
Tg (2.3)

where RectT(t) is the window function of durationT:

RectT(t) :=

{
1 0≤ t < T
0 otherwise.

(2.4)

It is straightforward from (2.2) and (2.3) to prove that theg′n(t) andgn(t) function basis meet the orthog-
onality constraints for 0≤ ∆T ≤ Tcp:

+∞
Z

−∞

g′n(t−kTB)g⋆
n′(t−k′TB−∆T)dt = δn,n′ δk,k′e

2 jπ n′(∆T−Tcp)
Tg ,
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whereδk,k′ is the Kronecker symbol defined as

δi, j :=

{
1 for i = j;
0 otherwise.

2.2.2 Definition of the PRP-OFDM modulator

It will be shown in section 2.3.3 that the cyclic extension (or guard interval (GI)) of the CP-OFDM
scheme leads to simple equalization approaches in the presence of a frequency selective fading channel.
However, the GI contains redundant data and thus reduces thespectral efficiency of the system. This
observation motivates the proposal of a new OFDM modulator which will be defined and studied in
the framework of this thesis: the Pseudo-Random-Postfix OFDM (PRP-OFDM). The idea consists in
replacing the (redundant) cyclic extension of CP-OFDM by a deterministic sequence of same power and
duration (i.e. the spectral efficiency does not change); it will be shown that this sequence leads to several
equalization trade-offs in terms of complexity/performance and it furthermore enables the receiver to
estimate and track the channel impulse response in a static and mobility context at a low arithmetical
complexity. The new scheme thus keeps the basic advantages of the classical CP-OFDM and adds
means of simple channel estimation avoiding the typically required overhead in terms of pilot tones and
learning symbols [1,7].

The upper definitions are straightforwardly extended to thecase of PRP-OFDM as illustrated by
Figure 2.2; the transmitted time domain signalu(t) of the PRP-OFDM modulator is the sum of the
filtered data symbols plus the deterministic and pseudo-randomly weighted postfix sequencep(t) =

∑
i∈Z

α(i)ps(t− iTB):

u(t) = ∑
i∈Z

[

α(i)ps(t− iTB)+
K−1

∑
k=0

s̃k(i)gk(t− iTB)

]

The block duration of a PRP-OFDM symbol including (excluding) its postfix is defined to beTB (Tg).
PRP-OFDM symbol block blocki has one postfixps(t) attributed to it; it is weighted by a pseudo-random
scalarα(i) ∈ C known to both the transmitter and the receiver [6]. In the framework of this document,
all α(i) are assumed to be a pure phase, i.e.α(i) = ejφα(i).

g0(t)

gK−1(t)

u(t)

+∞

∑
i=−∞

α(i)ps(t− iTB)+∞

∑
i=−∞

s̃0(i)δ(t− iTB)

+∞

∑
i=−∞

s̃K−1(i)δ(t− iTB)

Figure 2.2:Continuous PRP-OFDM modulator.

Furthermore, the postfix sequenceps(t) is usually chosen to be non-overlapping with the OFDM data
symbols:ps(t < Tg) = 0 andps(t > TB) = 0. See chapter 4 for details on the choice and design of postfix
sequences. The expressions for ZP-OFDM are obtained by setting ps(t) = 0 ∀t.
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The corresponding frequency domain signal is obtained by a continuous Fourier transformation,
denoted in the following asF {·}. Defining ∗ as the convolution operator and withsinc(t) = sin(πt)

πt ,
F {u(t)} is given by

ũ( f ) = F {u(t)} = ∑
i∈Z

[

α(i)F {ps(t)}e−2 jπiTB f +
K−1

∑
k=0

s̃k(i)δ( f −k/Tg)∗
[√

Tge−2 jπiTB f sinc(Tg f )
]

]

(2.5)

The CP-OFDM signal is obtained from (2.5) by omitting the postfix related part and by replacingTB

by Ts in the remaining equation. The sub-carrier distance isT−1
g . The synthesis of the PRP-OFDM signal

is thus defined and the following sections derives the discrete time expressions of the sampled signal in
the receiver.

2.3 Discrete representation of the sampled signal in the receiver

The reconstruction of the data symbols is first studied in thecontext of a channel impulse response (CIR)
corresponding to a Dirac functionc(t) = δ(t) and assuming that no additive noise is present. In the
subsequent sections these results are extended to the context of a multi-path channel.

2.3.1 Symbol reconstruction in absence of a channel

The sampling period in the receiver is assumed to beT with NT = Tg,N ∈N, T ≤ Tg

K . P := TB
T is the total

number of samples in one PRP-OFDM symbol blockk:

un(k) := u(kTB +nT) = u[(kP+n)T], 0≤ n < P. (2.6)

With these observations, the samples in the receiver are:

un(k) := ∑
i∈Z

K−1

∑
m=0

s̃m(i)gm [(k− i)PT+nT]+

∑
i∈Z

α(i)ps [(k− i)PT +nT] . (2.7)

For a more useful representation, let us define

g(l)
m (z) := ∑

n∈Z

gm[(nP+ l)T]z−n, 0≤ l < P (2.8)

G(z) :=
[

g(l)
m (z)

]

0≤l<P,0≤m<K

p(l)(z) := ∑
n∈Z

ps[(nP+ l)T]z−n, 0≤ l < P
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and define TZ[xn] := ∑
n∈Z

xnz−n as thez transformation of any sequence(xn)n∈Z. This allows to define

sn(z) as follows:

un(z) := TZ[un(k)] = ∑
k∈Z

un(k)z
−k,

s̃n(z) := TZ[s̃n(k)] = ∑
k∈Z

s̃n(k)z
−k and

α(z) := TZ[α(n)] = ∑
n∈Z

α(n)z−n

un(z
P) = ∑

k∈Z

un(k)z
−kP

=
K−1

∑
m=0

∑
i∈Z

s̃m(i) ∑
k∈Z

gm [(k− i)PT +nT]z−kP+

∑
i∈Z

α(i) ∑
k∈Z

ps [(k− i)PT +nT]z−kP

= ∑
i∈Z

K−1

∑
m=0

s̃m(i)z−iPg(n)
m (zP)+

∑
i∈Z

α(i)z−iP p(n)(zP)

=
K−1

∑
m=0

g(n)
m (zP)s̃m(zP)+ α(zP)p(n)(zP)

=
[

g(n)
0 (zP), · · · ,g(n)

K−1(z
P)
]

s̃(zP)+ α(zP)p(n)(zP)

wheres̃(z) := [s̃0(z), · · · , s̃N−1(z)]T = TZ[s̃(n)]. With u(z) := [u0(z), · · · ,uN−1(z)]T = TZ[u(n)] andp(z) :=

α(z)
[
p(0)(z), . . . , p(P−1)(z)

]T
this proves that

u(z) := [u0(z), · · · ,uP−1(z)]
T = G(z)s̃(z)+p(z). (2.9)

The actually transmitted sequence is thus as illustrated inFig.2.3:

u(z) := (1,z−1, · · · ,z−P+1)u(zP). (2.10)

u(0) u(P) u(2P)

u(1) u(P+1) u(2P+1)

u(P−1) u(2P−1) u(3P−1)

PP

u0(zP)

z−1u1(zP)

z−P+1uP−1(zP)

u(z)

Σ

Figure 2.3: Illustration of the synthesis ofu(z) based on its polyphase components
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The contributions of the OFDM data symbolss(z) and of the postfixp(z) are extracted as follows
with D = P−N:

s(z) := (1,z−1, · · · ,z−N+1,0, · · · ,0)u(zN), (2.11)

p(z) := (0, · · · ,0,1,z−1, · · · ,z−D+1,)u(zD), (2.12)

The corresponding expressions for the digital filters of thesynthesis filter bank are

gm(z) :=
N−1

∑
l=0

g(l)
m (zP)z−l , 0≤m< K. (2.13)

One way to model the digital synthesis of the signals(z) is to use a polyphase matrix expression by
filtering s̃(z) by G(z); in other words, the filter bank associated withG(z) is applied whose filters are
defined asgm(z) = ∑N−1

l=0 gl
m(zN)z−l . In the literature [81], the following notations are used:

• G(z) is the polyphase matrix [81] associated with the synthesis filter bank that is used for the
modulation;

• gm(z) is themth filter of the synthesis filter bank;

• g(l)
m (z) is thel th polyphase component of type I ofgm(z).

Assuming that the filter bank consists of frequency shifted rectangular window functions as defined
in (2.2) and (2.3), the polyphase componentsg(l)

m (z) coincide with the coefficients of a sizeN×N inverse

Fourier matrix: with (2.8),g(l)
m (z) is thus

g(l)
m (z) :=

{
1√
N ∑

n∈Z

ej 2π
N mlz−n 0≤ l < N,0≤m< N

0 otherwise
(2.14)

In the context of this thesis, equation (2.14) is assumed to be verified for all CP-OFDM, ZP-OFDM
and PRP-OFDM modulator designs.

The CP-OFDM case is straightforwardly obtained by i) omitting the zeros sequence in (2.11), ii)
omitting the postfix contribution (2.12) and iii) by replacing P in (2.13) byN. The final expression is
thussCP(z) := [g0(z), · · · ,gK−1(z)]s̃(zN).

The following section introduces the convolution by the system filters and propagation channel. After
these definitions, the analysis of the PRP-OFDM system in thecontext of synchronization offsets will be
straightforward.

2.3.2 Symbol reconstruction in presence of multi-path propagation

By now, the propagation channel was neglected in the analysis of the received signal; thus, this section
extends the preceding results to the presence of a frequencyselective channel given by the CIRc(t). The
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signal to be sampled in the receiver is then no longeru(t), but r(t) := c(t)∗u(t). Since the need for a
vector model of the propagation channel is obvious, consider the the polyphase type I components of the
output signalrk(z) := ∑

i∈Z

r[(iP+k)T]z−i , k = 0, . . . ,P−1 of the linear convolution ofu(z) by the CIR as

illustrated in figure 2.4.

C(z)
P

P

u(z) r(z)
c(z)

u(z) r(z)

r(z)z
P

P

z−1u(z)

Figure 2.4:Equivalence between a linear scalar filter and the representation as polyphase sub-band filtering.

With ck(z) := ∑
i∈Z

c[(iP +k)T]z−i , k = 0, . . . ,P−1, r(z) andc(z) are defined as follows:

r(z) :=
P−1

∑
k=0

rk(z
P)z−k,

c(z) :=
P−1

∑
k=0

ck(z
P)z−k

The linear convolution results in

r(z) = c(z)u(z)

= ∑
k,k′∈N2

P

uk(z
P)ck′(z

P)z−k−k′ (2.15)

and the polyphase components ofr(z) are

r l (z) :=
l

∑
k=0

uk(z)cl−k(z)+
P−1

∑
k=l+1

uk(z)cP+l−k(z), 0≤ l < P

which corresponds to the following matrix representation:

r(z) =











c0(z) z−1cP−1(z) · · · z−1c2(z) z−1c1(z)
c1(z) c0(z) ց z−1c2(z)

... ց ց ց ...

... ց ց z−1cP−1(z)
cP−1(z) cP−2(z) · · · c1(z) c0(z)











︸ ︷︷ ︸

C(z)

u(z) (2.16)

The matrixC(z) is of dimensionP×P, r(z) := [r0(z), · · · , rP−1(z)]
T andu(z) := [u0(z), · · · ,uP−1(z)]

T .

Assuming that the channel orderL is smaller than the postfix lengthD, the matrixC(z) leads to the
following simplified expression:

C(z) := CISI(P)+z−1CIBI (P) (2.17)
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whereCISI(P) andCIBI (P) are the following Toeplitz matrices of dimensionP×P:

CISI(P) :=












c0 0 → → → 0
... ց ց ↓

cD ց ց ↓
0 ց ց ց ↓
↓ ց ց ց 0
0 → 0 cD · · · c0












, (2.18)

CIBI (P) :=












0 → 0 cD · · · c1

↓ ց ց ց ...
↓ ց ց cD

↓ ց 0
↓ ց ↓
0 → → → → 0












(2.19)

Figure 2.5 illustrates why it is important to impose the channel order to be inferior to the postfix
duration:

u0(k−1) u0(k)

r0(k−1) r0(k)

c0

rP−1(k−1) rP−1(k)

uP−1(k)uP−1(k−1)

cL

Block k−1 Blockk

u(k)Tu(k−1)T α(k)α(k−1)

r(k−1)T r(k)T

Figure 2.5:Illustration of Inter-Block-Interference.

The postfix plays a similar rule as the guard interval of CP-OFDM systems and allows to represent
the channel convolution as a multiplication of a pseudo-circulant channel matrix (see Appendix A) with
βi := α(i−1)

α(i) : instead of presenting the channel convolution as multiplication of
(
CISI(P)+z−1CIBI (P)

)

by u(z), the channel matrix is substituted by(CISI(P)+ βiCIBI (P)) to be multiplied by a vector con-
taining PRP-OFDM symboli and the corresponding postfix. Like this, the inter-dependency between
neighboring blocks is eliminated (i.e. there is no IBI present) and the equalization is greatly simplified
(see chapter 3).

2.3.3 Discrete Transceiver Architectures

Following the upper definitions, the global transceiver architecture of a CP-OFDM system is illustrated
by Fig. 2.6. Thekth N× 1 input digital vectors̃N(k) is first modulated by the IFFT matrixFH

N :=
1√
N

(Wnm
N )H ,0 ≤ n < N,0≤ m < N andWN := e− j 2π

N . Then, the guard interval is added by cyclicly
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repeating the lastD samples prior to the data symbol. With

FH
CP :=

[
0D,N−D ID

IN

]

P×N

FH
N.

the transmitted symbol is
sig(k) := FH

CPs̃N(k) (2.20)

The role of the cyclic prefix is to turn the linear convolutioninto a set of parallel attenuations in the
discrete frequency domain.sig(k) is then sent sequentially through the channel modeled here as an FIR

filter of orderL, c(z) =
L
∑

n=0
cnz−n. The OFDM system is designed such that the postfix duration exceeds

the channel memoryL < D. As already explained in [80], after guard interval suppression the received
signal can be expressed as

rN(k) := CISI(N)sN(k)+CIBI (N)sN(k−1)+nN(k)

= CCIRC(N)sN(k)+nN(k)

= FH
Ndiag{c̃0, · · · , c̃N−1} s̃N(k)+ ñN(k) (2.21)

Here,CCIRC(N) = CISI(N)+ CIBI (N) is a circulant matrix that is diagonalized on a Fourier basisand
CISI(N) andCIBI (N) represent respectively the intra and inter block interference.nN(k) is thekth AWGN
vector of element varianceσ2

n, [c̃0, · · · , c̃N−1]
T := FNcN andñN = FNnN = [ñ0, · · · , ñN−1]

T . The main fea-
ture of OFDM becomes visible in equation (2.21): the channelconvolution translates to distinct multi-
plicative coefficients in the discrete frequency domain; nointer-symbol-interference is present. Thus, the
OFDM transceiver architecture can alternatively represented by the parallel model illustrated in Fig.2.7.

rN+D−1(k) r̃N−1(k)

r̃0(k)

rD−1(k)

rD(k)

r0(k)

MODULATOR DEMODULATOR

S/P

modulation
parallel

conversion
to serial

digital to

converter

serial to
parallel

conversion

analog to
digital

converter
analog

sN−1(k)
s̃N−1(k)

cyclic
prefix

insertion

s1(k)

s2(k)
s̃1(k)
s̃0(k)

s0(k)

s2(k)

s
ig
P−1(k)

s̃N(k) sN(k) sigP (k)

FH
N FN

rP(k) r̃N(k)

sampling
rateT

DAC

s(t)sn

sampling
rateT

rn

ADC

r(t)

n(t)n(t)

C(k)

demodulation

s
ig
D−1(k)

s
ig
0 (k)

s
ig
D (k)

P/S

Figure 2.6:Discrete model of the CP-OFDM transceiver.
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Noise
Pollution

Channel
Distortion

Transmitted
Symbols

Received
Symbols

s̃0(k)

s̃N−1(k)

c̃0(k)

c̃N−1(k)

ñ0(k)

ñN−1(k)

r̃0(k)

r̃N−1(k)

Figure 2.7:Parallel frequency domain representation of CP-OFDM.

A PRP-OFDM transceiver is illustrated in Fig.2.8. Instead of adding a cyclic prefix extension as
shown above, a pseudo randomly weighted, deterministic postfix sequence follows each OFDM data
symbol:

sP(k) := FH
ZPs̃N(k)+ α(k)pP

with P := N+D, pP :=
(
01,N pT

D

)T
andpD contains the postfix sequence samples. The expression of the

received block is thus:

rP(k) := Cβk

(
FH

ZPs̃N(k)+ α(k)pP
)
+nP(k)

= Cβk

(
FH

Ns̃N(k)
α(k)pD

)

+nP(k)

Hereby,Cβk := CISI(P)+βkCIBI (P), α(k) is the pseudo-random weighting factor,nP contains the Gaus-

sian noise contributions andβk = α(k−1)
α(k) . Note thatCβk is diagonalized on a new basis which is different,

but still similar to the Fourier basis as derived in annex A. The actual choice of the postfix sequence is
discussed in chapter 4.

Since the postfix sequence and the CP-OFDM guard interval areof same power and duration as
the guard interval of CP-OFDM, a higher spectral efficiency can be obtained; in particular, the typical
overhead in terms of learning symbols and pilot tones for CP-OFDM is avoided.

The ZP-OFDM transceiver architecture follows from the PRP-OFDM representation by setting the
postfix sequence to an all-zero vector as illustrated by Fig.2.9.

The corresponding discrete modulator is thus expressed as follows:

FH
ZP :=

[
IN

0D,N

]

P×N

FH
N

sP(k) := FH
ZPs̃N(k) (2.22)
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Figure 2.8:Discrete model of the PRP-OFDM transceiver.
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Figure 2.9:Discrete model of the ZP-OFDM transceiver.
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With these definitions, it is straightforward to model the impact of synchronization offsets as it will
be shown in the following sections.

2.4 Impact of synchronization impairments

This section derives the expressions of the received signalin the presence of synchronization offsets and
indicates how the impairment correction can be performed ina typical receiver implementation. The
considered offsets are: i) frequency offset, i.e. the received frequency domain signal is ˜u( f − f0) instead
of ũ( f ) as given by equation (2.5), ii) time offset, i.e. the received time domain signal isu(t− t0) instead
of u(t) and iii) sampling frequency offsets.

2.4.1 Frequency offset

In the presence of a frequency offsetf0, usually introduced by an offset of the reference clock in the
RF front-ends, the received frequency domain signal is ˜r( f − f0) and the corresponding time domain
signal is thus[r(t)]∆F := F −1{r̃( f − f0)}= F −1{r̃( f )}ej2π f0t . The sampled expressions available in the
receiver are now different from (2.6):

[rn(k)]∆F := r(kTB +nT)ej2π f0(kTB+nT), 0≤ n < P

= r[(kP+n)T]ej2π f0(kP+n)T . (2.23)

It is obvious that expression (2.23) is transformed toun(k) as given by (2.6) by

rn(k) = [rn(k)]∆Fe− j2π f0(kP+n)T

Thus, any frequency offset is straightforwardly correctedafter the estimation off0 which is usually per-
formed based on preambles or training symbols.

Please note that the frequency offset is defined as the difference of the receiver clock frequency
compared to the transmitter clock frequency. It does not make sense to introducetwo frequency offsets,
one for the offset in the transmitter and one for the offset inthe receiver compared to the desired carrier
frequency.

2.4.2 Time Offset

In the case that a time offsett0 remains in the receiver after an initial synchronization, the sampled signal
in the receiver is

r∆T,k(z) := ∑
i∈Z

r∆T [(iP+k)T]z−i ,

r∆T(t) := r(t− t0)

= F −1{e−2 jπ f t0F {r(t)}
}

(2.24)
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With r(t) = c(t)∗u(t), r∆T(t) is rewritten as

r∆T(t) := F −1{e−2 jπ f t0F {c(t)∗u(t)}
}

= F −1{e−2 jπ f t0F {c(t)}F {u(t)}
}

= F −1{e−2 jπ f t0F {c(t)}
}

︸ ︷︷ ︸

=c∆T (t)

∗u(t)

Consequently, equation (2.15) must be adapted in order to obtain the received sampled signal:

r∆T(z) := c(z)∆Tu(z)

= ∑
k,k′∈N2

P

uk(z
P)c∆T,k′(z

P)z−k−k′

with c∆T,k(z) = ∑
i∈Z

c∆T [(iP+k)T]z−i , k= 0, . . . ,P−1. It is thus obvious that a time offset can be modeled

by a time shift in the CIR:c(t) is replaced byc∆T(t). If this modified CIR is estimated by a PRP-OFDM
postfix based estimation technique, e.g. as presented in [4], any suitable equalization procedure will
inherently correct the time offset assuming that the CIR convolution is still represented as given by
(2.18) and (2.19) with the time shifted channel coefficients. The latter remark imposes two important
constraints on the time offset which are possible to be corrected:

1. The time offset must be strictly positive, i.e.t0≥ 0. Otherwise, IBI from the previous OFDM data
symbol is introduced onto the latest signal to be decoded. Moreover, the last samples of the current
sequence will be missing.

2. The length of the CIR plus the maximum time offset to be tolerated must be smaller than the
postfix duration. Similar constraints are imposed for CP-OFDM systems with respect to the guard
interval size.

While this section has shown that fixed time offsets are inherently covered by PRP-OFDM based CIR
estimation, in the sequeltime varyingtime offsets are considered which usually occur due to offsets in
the sampling clock frequency.

2.4.3 Sampling frequency offset

Let us assume that the offset in the sampling frequencyfs,0 is small enough to be negligible over the
mean-value window used for PRP-OFDM based channel estimation as defined in [4]. In this case, the
sampling frequency offset leads to a time dependenttime offsetover long frames as discussed in section
2.4.2 and is inherently covered by the channel estimates when performed for each OFDM symbol sepa-
rately. Again, the corresponding time offset is corrected by any equalization performed on these channel
estimates.

Please note here the difference to legacy CP-OFDM systems [38, 79]: in the presence of sampling
clock offsets, it is usually required to estimate the resulting linear phase in frequency domain based on
several pilot tones (at least two). The phase correction requires a (different) complex multiplication on
each carrier. This difference should be taken into account when comparing the decoder complexity of
PRP-OFDM and CP-OFDM systems.
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2.5 Strengths and weaknesses of OFDM

OFDM based system architectures have proven to be of advantage compared to traditional digital mod-
ulation schemes, such as single-carrier (SC) based approaches, in various contexts and in particular in
presence of multi-path channels of large delay spread. However, OFDM also has inherent disadvantages
which make it not always the preferable choice: a recent example is the choice of OFDM for terrestrial
DVB [55] in contrast to SC which was the final choice for satellite DVB [82] due to its inherent small
channel delay spreads.
This section will list and comment some strengths of OFDM as well as corresponding weaknesses. In
most cases, an indicative comparison to SC based systems is given. The main strengths of OFDM are
resumed in the following:

1. In the context of CP-OFDM, a multi-path channel is transformed into a set of parallel attenua-
tions in the discrete frequency domain. Corresponding equalization algorithms only require one
complex multiplication per sub-channel in order to obtain an estimate of the transmitted symbol.
Consequently, the equalization complexity does not rise with the delay spread of the channel as it
is the case for SC schemes; here, typically Decision-Feedback Equalization (DFE) architectures
are applied whose complexity rises quickly with the channellength.

2. The equalization of received symbols requires the knowledge of the channel coefficients. OFDM
provides several approaches for practical system implementation, typically leading to very simple
solutions: in a quasi-static scenario, channel coefficients estimation is usually performed using
known training sequences periodically transmitted (e.g. at the start of each frame), implicitly
assuming that the channel does not vary between two trainingsequences. Wireless systems oper-
ating in a mobility context usually apply a combination of such initial training and Pilot-Symbol-
Assisted Modulation (PSAM) schemes [83–85]. The pilots areexploited for channel tracking and
estimation at the cost of a throughput reduction due to increased overhead. An alternative is to track
the channel variations by refining the channel coefficients blindly using the training sequences as
initializations for the estimator [71,72,86–88].

3. The available diversity over frequency (in presence of channels with a large inherent delay spread),
time (typically in a mobility context where the channel coherence time is short) and space (in
multiple-antennas systems) is straightforwardly exploited by interleaving over all dimensions,
channel coding (e.g. convolutional codes [89], Turbo Codes[90] and LDPC Codes [91, 92]) and
space-time coding (e.g. Alamouti’s well known code [93]). Afurther increase of frequency diver-
sity is obtained by spreading sequences, leading to Multi-Carrier OFDM (MC-CDMA) [63–65]
and Spread-Spectrum OFDM (SS-OFDM) [62].

4. The link capacity is straightforwardly maximized by applying thewater-fillingprinciple [89]. Sub-
optimum solutions consists, for example, in abandoning carriers with a poor inherent Signal-to-
Noise-plus-Interference (C/I) ratio.

5. There is a high spectral efficiency due to overlapping, butstill orthogonal carrier shaping.

The main weaknesses of OFDM are resumed below:

1. The OFDM modulator and demodulator require the implementation of a Discrete Fourier Trans-
form. The inherent complexity is justified in the presence ofmulti-path propagation - in the context
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of very short channel impulse responses, however, SC modulation schemes are often the better so-
lution due to a lower implementation complexity.

2. OFDM receivers are very sensitive to both, time and frequency synchronization offsets [94]. This
issue triggered a large quantity of studies on suitable solutions, e.g. [95–98].

3. The OFDM time domain signal is characterized by importantpower fluctuations over time - its
complex samples are approximately distributed following aRayleigh distribution [99]. This im-
plies requirements for the power-amplifier in a practical system implementation which typically
lead to an increase in power consumption compared to SC. Otherwise, signal clipping occurs which
leads to both, inter-symbol-interference and (more importantly) growth of the out-of-band signal
and thus interference to neighboring systems.

4. Plain OFDM (i.e. no coding, interleaving, etc. is applied) typically leads to poor system perfor-
mances and is often outperformed by standard SC architectures. Only in combination with coding
and interleaving (see above), the OFDM approach is suitablefor practical use [100].

5. OFDM requires that the channel impulse response is shorter than the guard interval (CP-OFDM),
postfix sequence (PRP-OFDM) and the zero-padding sequence (ZP-OFDM) respectively. Other-
wise, IBI is present and typically an important error floor occurs.

Today, the weaknesses of OFDM are well understood. They are typically overcome by some in-
crease in system complexity due to suitable synchronization algorithms, a proper design of the system
parameters (GI length), etc. [101].

2.6 Example of an OFDM system

A typical example for an efficient CP-OFDM system is the IEEE802.11n MITMOT (Mac and mImo
Techniques for MOre Throughput) system proposal [33–36]. It is a multiple transmit multiple receive
(MTMR) antennas system for high-throughput Wireless-LAN applications providing 100Mbps per links
and beyond. The basic transmitter architecture is illustrated in Fig.2.10 and the basic system parameters
are resumed in Tab.2.1 and Tab.2.2.

Convolutional
Coding

Serial / 
Parallel

IFFT

IFFT

GI

GI

Spatial

Interleaving
Encoding

Time
Space /

data
PuncturingScrambling Interleaving

Frequency Mapping

Figure 2.10:IEEE802.11n MITMOT transmitter architecture.

The incoming data bits first pass through thescramblerwith the goal to provide i.i.d. entries to
the rateR= 1/2 convolutional encoderafterwards. Different coding rates are obtained bypuncturing.
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Transmit Data rate Number of Modulation Coding Rate
configuration (Mbps) spatial streams

2Tx 6Mbps 1 BPSK 1/2
2Tx 12Mbps 1 QPSK 1/2
2Tx 18Mbps 1 QPSK 3/4
2Tx 24Mbps 1 16QAM 1/2
2Tx 36Mbps 1 16QAM 3/4
2Tx 48Mbps 1 64QAM 2/3
2Tx 60Mbps 1 64QAM 5/6
2Tx 72Mbps 2 16QAM 3/4
2Tx 96Mbps 2 64QAM 2/3
2Tx 108Mbps 2 64QAM 3/4
2Tx 120Mbps 2 64QAM 5/6

Table 2.1: Parameters of the 2Tx modes in 20MHz bandwidth (48data subcarriers)

Transmit Data rate Number of Modulation Coding Rate
configuration (Mbps) spatial streams

3Tx/4Tx 12Mbps 2 BPSK 1/2
3Tx/4Tx 24Mbps 2 QPSK 1/2
3Tx/4Tx 36Mbps 2 QPSK 3/4
3Tx/4Tx 48Mbps 2 16QAM 1/2
3Tx/4Tx 72Mbps 2 16QAM 3/4
3Tx/4Tx 96Mbps 2 64QAM 2/3
3Tx/4Tx 120Mbps 2 64QAM 5/6
3Tx/4Tx 144Mbps 3 64QAM 2/3
3Tx/4Tx 162Mbps 3 64QAM 3/4
3Tx/4Tx 180Mbps 3 64QAM 5/6

Table 2.2: Parameters of the 3Tx and 4Tx modes in 20MHz bandwidth (48 data subcarriers)
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The corresponding outputs areinterleaved over frequency mappedonto carrier amplitudes andserial
to parallel converted. Aspatial interleaverand thespace-time encodingblocks follow. Finally, the
different streams are converted to time domain by aninverse discrete Fourier transform, the cyclic prefix
extension is added and the signals are transmitted from the corresponding antennas.

2.7 Conclusion

Standard CP-OFDM is well-established in digital communication standards and has proven to be an effi-
cient modulation scheme providing decoding architecturesof reasonable complexity [102]; it has more-
over been proven to be robust against multi-path propagation as well as time and frequency synchroniza-
tion errors. More advanced OFDM schemes, including ZP-OFDM, IOTA-OFDM and the novel PRP-
OFDM are currently under investigation in the framework of research projects; to give a few examples,
one can name the European Projects IST-BROADWAY IST-2001-32686 [14–20, 29] and IST-WINNER
IST-2003-507581 [9,21–24,30]: IST-BROADWAY proposes a hybrid WLAN standard operation at 5GHz
and 60GHz; IST-WINNER studies architectures for a 4th generation (4G) mobile communication system.
PRP-OFDM has been accepted as an option in the IST-WINNER system concept [103].
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Chapter 3

Pseudo Random Postfix OFDM: channel
estimation and equalization

This chapter shows how to exploit the properties of the Pseudo-Random-Postfix OFDM (PRP-OFDM)
modulation scheme that was defined in chapter 2. Low-complexity single-antenna receiver architectures
and channel tracking algorithms are derived avoiding the typically required overhead in terms of learning
symbols and pilot tones.

3.1 Introduction

This chapter builds on the novel Pseudo-Random-Postfix based OFDM (PRP-OFDM) transceiver ar-
chitecture which is defined in chapter 2: instead of the classical cyclic prefix extension known from
CP-OFDM [48] or the Zero-Padding introduced in the framework of ZP-OFDM [39], it is proposed to
insert a known vector weighted by a pseudo random scalar sequence between classical OFDM symbols:
the Pseudo Random Postfix OFDM (PRP-OFDM).

It is shown that PRP-OFDM capitalizes on the advantages of CP-OFDM [48] and ZP-OFDM [39,40,
70–76]; furthermore, unlike former OFDM modulators, the receiver can exploit an additional informa-
tion: the prior knowledge of a part of the transmitted block.It is explained how to build on this knowledge
in order to perform an extremely low complexity order one semi-blind channel estimation and tracking.
Moreover, several PRP-OFDM equalization architectures derived from the zero padded transmission
scheme are proposed, allowing implementations ranging from low-complexity/medium performance to
increased-complexity/high performance. PRP-OFDM is shown to be of advantage over existing mod-
ulation schemes if the target system requires i) a minimum pilot overhead, ii) low-complexity channel
tracking (e.g. a IEEE802.11a like system in a high mobility context) and iii) adjustable receiver complex-
ity/performance trade-offs. The PRP-OFDM concept has beenvalidated on an FPGA based prototyping
platform operating at 5GHz and 60GHz [11].

In the sequel, section 3.2 introduces the notations and presents the new PRP-OFDM modulator.
Section 3.3 reveals how to exploit the postfix for performingblind channel estimation in the context
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of both, low (Doppler is negligible) and high (Doppler is significant) mobility; it is further explained
in section 3.4 how to combine estimates of different origins, e.g. preamble- and blind postfix-based
results. Then suitable reception strategies are presentedin section 3.5 including several equalization
schemes (Zero Forcing, ZF and Minimum Mean Square Error, MMSE). Section 3.6 explains how to
adapt the maximum likelihood (ML) decoding metrics in presence of bit interleaved convolutional coded
modulation. Finally, section 3.7 presents a low complexityimplementation architecture and simulations
in section 3.8 illustrate the performances in both, a staticand a mobility scenario reminiscent of the
IEEE802.11a system.

3.2 Notations and PRP-OFDM modulator

Fig. 3.1 depicts the baseband discrete-time block equivalent model of anN carrier PRP-OFDM system.
The ith N×1 input digital vector̃sN(i) is first modulated by the IFFT matrixFH

N := 1√
N

(
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)H
,0≤ k <
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Figure 3.1:Discrete model of the PRP-OFDM transceiver.

Then, a deterministic postfix vectorpD := (p0, . . . , pD−1)
T weighted by a pseudo random valueα(i)∈

C is appended to the IFFT outputsN(i). With P := N+D, the correspondingP×1 transmitted vector is

sP(i) := FH
ZPs̃N(i)+ α(i)pP, (3.1)

where

FH
ZP :=

[
IN

0D,N

]

P×N

FH
N and pP :=

(
01,N pT

D

)T

Without loss of generality, the elements ofsN(i) = FH
Ns̃N(i) are assumed to be i.i.d. and zero mean

random variables of varianceσ2
s = 1 which are independent ofα(i)pD. The samples ofsP(i) are then
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sent sequentially through the channel modeled here as an FIRfilter of orderL, C(z) :=
L
∑

n=0
cnz−n. The

OFDM system is designed such that the postfix duration exceeds the channel memoryL < D.

Let CISI(P) andCIBI (P) be respectively the sizeP×P Toeplitz inferior and superior triangular ma-
trices of first column[c0,c1, · · · ,cL,0,→,0]T and first row[0,→,0,cL, · · · ,c1]. As already explained
in [80], the channel convolution can be modeled byrP(i) := CISI(P)sP(i) + CIBI (P)sP(i − 1) + nP(i).
CISI(P) andCIBI (P) represent respectively the intra and inter block interference.nP(i) is theith AWGN
vector of element varianceσ2

n. Given the expression of equation (3.1), we have as illustrated by Fig. 3.2:

rP(i) = (CISI(P)+ βiCIBI (P))sP(i)+nP(i) (3.2)

whereβi := α(i−1)
α(i) .
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Figure 3.2:Circularization for PRP-OFDM.

Note thatCβi
:= (CISI(P)+ βiCIBI (P)) is pseudo circulant: i.e. a circulant matrix whose(D−1)×

(D−1) upper triangular part is weighted byβi .

The expression of the received block is thus:

rP(i) := Cβi

(
FH

ZPs̃N(i)+ α(i)pP
)
+nP(i) (3.3)

= Cβi

(
FH

Ns̃N(i)
α(i)pD

)

+nP(i) (3.4)

Please note that equation (3.3) is closely related to the CP and ZP modulation schemes. With
Cβi = CISI(P)+ CIBI (P),∀i, indeed ZP-OFDM corresponds toα(i) = 0,∀i and CP-OFDM is achieved
for α(i) = 0∀i whenFH

ZP is replaced byFH
CP:

FH
CP :=

[
0D,N−D ID

IN

]

P×N

FH
N.

A different modulator also introducing a known postfix sequence is proposed in the literature [78]: a
P×1 frequency domain vector˜̄sP(i) is defined containingN frequency domain data carrier amplitudes
s̃N(i) andD pilot tones. The pilot tones are chosen for each symbol in function of s̃N(i) such that the
last (or first)D time domain samples ofFH

P̃̄sP(i) correspond to the predefined postfix sequence; note that
there is in general no equivalence between both schemes: in generalFH

P̃̄sP(i) 6= FH
ZPs̃N(i)+α(i)pP for an

identical s̃N(i). This approach has the advantage of simple inherent equalization schemes similar to the
ones of CP-OFDM in combination with a larger FFT. However, the corresponding pilot amplitudes can
vary significantly in amplitude which is in contradiction toa flat spectrum requirement: the impact of
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channel fades on the system performance then depends on the affected frequency band. This undesired
effect is avoided with the previously presented modulator.

Considering (3.4), it is shown in the sequel thatCβi
pP can be retrieved by a simple averaging i.e.

mean value calculation of the received samples if the OFDM data symbolsFH
Ns̃N(i) are assumed to be

zero-mean. The channel can afterwards be extracted by de-convolution. Afterwards, it is shown that
we can preserve the simple equalization/decoding properties of OFDM even with the introduction of the
pseudo-random postfix.

3.3 Order one semi-blind channel estimation based on PRP-OFDM post-
fixes only

In a quasi-static scenario, channel coefficients estimation is usually performed using known training
sequences periodically transmitted (e.g. at the start of each frame), implicitly assuming that the channel
does not vary between two training sequences. Wireless systems operating in a mobility context usually
apply a combination of such initial training and Pilot-Symbol-Assisted Modulation (PSAM) schemes
[83–85]. The pilots are exploited for channel tracking and estimation at the cost of a throughput reduction
due to increased overhead. An alternative is to track the channel variations by refining the channel
coefficients blindly using the training sequences as initializations for the estimator. Such semi-blind
equalization algorithms based on second order statistics have already been proposed for the CP-OFDM
and ZP-OFDM modulators [71,72,86–88].

This section presents two different ways of estimating the CIR based on order one statistics. The
first one exploits theD×D circulant matrix containing the CIR convolved by the postfixyielding a low
complexity estimation scheme. Then, a more general and powerful estimator is proposed playing with
the two frequency domain grid resolutions:D andP. The second method leads to better results in cases
where some frequency domain amplitudes of the postfixpD are close to zero. A discussion on channel
estimation in a mobility context finalizes this section.

3.3.1 Channel estimation in a time-invariant environment

Channel estimation using minimum dimension circular diagonalization

In this section, the Channel Impulse Response (CIR) is assumed static. DefineCCIR(D) := CISI(D)+
CIBI (D) as theD×D circulant channel matrix of first row row0(CCIR(D)) = [c0,0,→,0,cL, · · · ,c1]. Note
thatCISI(D) andCIBI (D) contain respectively the lower and upper triangular parts of CCIR(D).

Denoting bysN(i) := [s0(i), · · · ,sN−1(i)]T , extracting two sub-vectors:sD,0(i) := [s0(i), · · · ,sD−1(i)]T ,
sD,1(i) := [sN−D(i), · · · ,sN−1(i)]T , and performing the same operations for the noise vector:
nP(i) := [n0(i), · · · ,nP−1(i)]T , nD,0(i) := [n0(i), · · · ,nD−1(i)]T , nD,1(i) := [nP−D(i), · · · ,nP−1(i)]T , the re-
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ceived vectorrP(i) can be expressed as:

rP(i) =






CISI(D)sD,0(i)+ α(i−1)CIBI (D)pD +nD,0
...

CIBI (D)sD,1(i)+ α(i)CISI(D)pD +nD,1




 . (3.5)

As defined earlier the transmitted time domain signalsN(i) is zero-mean. Thus the firstD samplesrD,0(i)
of rP(i) and its lastD samplesrD,1(i) can be exploited very easily to retrieve the channel matrices relying
on the deterministic nature of the postfix as follows:

r̂c,0 := E
[

rD,0(i)
α(i−1)

]

= CIBI (D)pD, (3.6)

r̂c,1 := E
[

rD,1(i)
α(i)

]

= CISI(D)pD. (3.7)

SinceCISI(D)+CIBI (D) = CCIRC(D) is circulant and diagonalizable in the frequency domainFD com-
bining equations (3.6) and (3.7) and using the commutativity of the convolution yields:

r̂c := r̂c,0 + r̂c,1 = CCIRC(D)pD = PDcD = FH
DP̃DFDcD, (3.8)

wherePD is a D×D circulant matrix with first row row0(PD) := [p0, pD−1, pD−2, · · · , p1] and P̃D :=
diag{FDpD}. diag{·} denotes a diagonal matrix whose components are given by the vector argument.

Since in practice the expectationE[·] in (3.6) is approximated by a mean value calculation over a
limited numberZ of symbols, we can model the estimation error as noisen̄D of covarianceRn̄D (with
‖ · ‖2 = E

[
| · |2
]
):

Rn̄D = E
[
n̄Dn̄H

D

]

= 2
σ2

n

Z
ID +

1
Z

E
[
CISI(D)sD,0sH

D,0CH
ISI(D)+CIBI(D)sD,1sH

D,1CH
IBI (D)

]

= ID

[

2
σ2

n

Z
+

σ2
s

Z

D−1

∑
p=0

‖cp(k)‖2
]

Thus, an estimate of the CIR̂cD can be retrieved by either a ZF or MMSE approach [104]:

ĉZF
D := P−1

D r̂c

= FH
DP̃−1

D FDr̂c (3.9)

ĉMMSE
D := RcDPH

D

(
Rn̄D/D+PDRcDPH

D

)−1
r̂c

= FH
DR̃cDP̃H

D

(
R̃n̄D/D+ P̃DR̃cDP̃H

D

)−1
FDr̂c (3.10)

whereRcD := E
[
cDcH

D

]
, R̃cD := FDRcDFH

D, Rn̄D := E
[
n̄Dn̄H

D

]
andR̃n̄D := FDRn̄DFH

D. Note that this
ZF CIR estimation technique requirespD to be designed in such a way thatP̃D is full rank. Since the
channel power profileE

[
cDcH

D

]
is not known, it is convenient to approximate it by the unitary matrix. If

the order of the channel is over-estimated or the CIR contains zero contributions,̃RcD is not invertible
and (3.10) is only defined if the invertability is guaranteed by the properties ofR̃n̄D .
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Channel estimation using frequency domain carrier grid adaptation

When designing practical multi-carrier systems,P̃D is often chosen rank deficient to ease compliance
with the spectrum mask. Indeed for IEEE802.11a [56], implicit oversampling imposes null side carri-
ers: actually only 52 out of the specifiedN = 64 carriers are bearing information. Two typical postfix
sequences suitable to this application are presented in Fig.3.3 in frequency domain (both sequences have
different trade-offs in terms of Peak-to-Average-Power-Rate (PAPR), spectral flatness and out-of-band
radiation; see chapter 4 for details on their derivation):
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Figure 3.3:Postfixes with different trade-offs in frequency domain.

As a consequence even if the channel estimation is performedusing a frequency grid of resolution
D, some side coefficient of̃PD are not reliable. Fig.3.4 illustrates this effect (for sakeof simplicity, a
channel impulse response is assumed whose frequency domaincoefficients are of constant modulus):

Deconvolution

n∈ [0, . . . ,D−1]

channel coefficients

noise after deconvolution

n∈ [0, . . . ,D−1]

postfix convolved by
channel in frequency domain

i.i.d. noise

|diag{FDpD}−1FDCCIRCpD|, |diag{FDpD}−1nD|

|FDCCIRCpD|, |nD|

Figure 3.4:Illustration of channel extraction (representation in frequency domain).
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Thus the derivation of the frequency domain CIR on a frequency grid of resolutionN or P (required
for equalization)P̃M whereM ∈ {N,P} from P̃D using an oversampling matrix spreads the estimation
error and noise yielding to a poor channel estimator as illustrated in Fig.3.5:

n∈ [0, . . . ,D−1]

channel coefficients

noise after deconvolution

oversampling spreads high noise contribution
onto all carriers

channel coefficients
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∣
∣
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0M̄−D,1

)∣
∣
∣
∣
,

∣
∣
∣
∣
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[
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0(M̄−D)×D

]

FH
Ddiag{FDpD}−1nD

∣
∣
∣
∣

n∈ [0, . . . ,M̄−1]

|diag{FDpD}−1FDCCIRCpD|, |diag{FDpD}−1nD|

FM̄

[
ID

0(M̄−D)×D

]

FH
D

Oversampling toM̄ carrier grid by premultiplication with

Figure 3.5:Illustration of noise amplification by de-convolution (representation in frequency domain).

This subsection provides two different way to overcome thisissue: i) a MMSE based approach
requiring a matrix multiplication and ii) a low-complexityZF based approach in combination with a
simple grid adaptation in time domain.

Channel estimation using frequency domain carrier grid adaptation: MMSE approach

The goal is to estimate the frequency domain channel on the useful carriers (channel coefficients on
zero carriers shall not be considered). For this purpose we define the matrixFu which is a sub-set
of FM̄ containing only its firstD columns and the rows corresponding to useful carriers (notethat an
equalization in theM̄ = P grid domain may requireFu = FM̄). Grouping observations (3.6) and (3.7) in
combination with a noise vectorn2D and by constructingPIBI (D) andPISI(D) as the corresponding IBI
and ISI channel convolution matrices replacing the channelcoefficients by postfix samples, the following
expression is obtained:

r̂c,2D :=

(
CIBI (D)
CISI(D)

)

pD + n̄2D

=

(
PIBI (D)
PISI(D)

)

cD + n̄2D

The channel coefficients are extracted with the help of the following Wiener filtering matrix:
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F̂ucD = Gcr̂c,2D,

Gc := argmin
Gc

‖Gr̂c,2D−FucD|2

= FuRcD

(
PIBI (D)
PISI(D)

)H
[(

PIBI (D)
PISI(D)

)

RcD

(
PIBI (D)
PISI(D)

)H

+Rn̄2D

]−1

(3.11)

with Rn̄2D := E
[
n̄2Dn̄H

2D

]
andRcD := E

[
cDcH

D

]
typically is a diagonal matrix where the channel power

delay profile is contained in the main diagonal. Obviously, this estimator requires a full matrix multipli-
cation for the extraction of the channel coefficients. Due toits inherent complexity, the following section
will present a sub-optimum approach leading to a reasonableperformance/complexity trade-off.

Channel estimation using frequency domain carrier grid adaptation: ZF approach with simple
grid adaptation

Exploiting relations (3.5), (3.6) and (3.7), we observe that




r̂c,0

0P−2D,1

r̂c,1



=
(
(CIBI (D)pD)T 0T

P−2D (CISI(D)pD)T)T
(3.12)

It is possible to add or truncate any number of these zeros in order to adapt the grid resolution of the
estimates. Contrarily to (3.8), this operation is not irreversible. Thus, a vector̂rM(i) is created with
M≥ 2D (e.g.M ∈{N,P}): r̂M(i) :=

[
(CIBI (D)pD)T ,0T

M−2D,(CISI(D)pD)T
]T

. As in the previous section,
r̂M(i) can be expressed by a convolution of the postfix with the CIR:

r̂M = CCIRC(M)
(
0T

M−D pT
D

)T
= FH

MP̃MFMcM, (3.13)

where PM is an M ×M circulant matrix with first row row0(PM) := [0, pD−1, pD−2, · · · , p0,0, · · · ,0]

P̃M = diag
{

FM
(
0T

M−DpT
D

)T
}

. The CIR estimates are derived similarly to (3.9) and (3.10). Using this

procedure, the frequency domain channel coefficients are estimated for any desired carrier grid with-
out requiring any up- or down-sampling after the postfix de-convolution. Particularly in combination
with a ZF de-convolution approach, this is very convenient when some frequency domain amplitudes of

the postfixP̃M are close to zero, since up-sampling matrices of the typeFM̄

[
IM

0(M̄−M)×M

]

FH
M,M̄ > M

are full matrices which in general spread more evenly the estimation errors onto the carriers in the up-
sampled domain. This effect can be avoided by directly estimating the CIR with the desired carrier
grid.

We have detailed in these two sections very simple methods for blind estimation of the CIR only
relying on first order statistics: an expectation of the received signal vector. Though the results presented
above are based on the assumption that the channel does not vary, this method can be used to mitigate the
effects of Doppler. Indeed this approach can be combined with the initial channel estimates derived from
the preambles usually present at the start of the frame for either refining the channel estimates or tracking
the channel variations. For WLANs this enables to operate ata mobility exceeding the specification of
the standard (3m/s). In that case, MMSE channel estimates are usually more efficient than ZF ones.
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3.3.2 Channel estimation in a time-variant environment (presence of Doppler)

This section details a suitable channel estimator in the presence of a time varying channel. For all deriva-
tions, the channel is assumed to vary insignificantly over one OFDM symbol; however, the variation can
be considerable over the data frame.

In the context of a Doppler scenario, the choice of the Doppler model plays an essential role. Jakes’
commonly accepted Doppler model [105] is used throughout this thesis stating thatαD = E

[
cl (n)c⋆

l (n−1)
]
=

J0(2π fD∆T)E
[
|cl (n)|2

]
with cl (n) being thel th component of the CIRc(n) at instantTn = n∆T, J0(·) is

the 0th order Bessel function of the first kind andfD the Doppler frequency. A more detailed discussion
of Jake’s Doppler model and suitable approximations are discussed in annex D.

In the following, two different CIR estimation concepts arepresented: i) a Kalman filtering based ap-
proach relying on a order-one auto-regressive channel evolution model and ii) a generic Wiener-filtering
approach (including a study on different trade-offs in terms of decoding latency and robustness to high
mobility).

Symbol based CIR update based on Kalman filtering

A Kalman filter allows to efficiently track a time-variant process, such as the channel impulse response
c(n), based on a noisy observationu(n) = Uc(n)+ nu; U is an observation matrix and the elements of
the noise vectornu are i.i.d. and Gaussian. The Kalman filter outputs are optimum in the MMSE sense
if the time-variant process is modeled as follows [104]:

c(n) = F(n,n−1)c(n−1)+ c̆(n). (3.14)

F(n,n−1) is the transition matrix and̆c(n) is the so-called process noise which is i.i.d. and Gaussian.
Unfortunately, Jakes’ Doppler model leads to CIR correlation properties which cannot be modeled by
(3.14) over an infinity of observations (since the correlations of the CIR at different instants of time are
given by a Bessel function which isnon-linear).

One way to overcome this problem is presented in annex D.3: Jake’s model is closely approximated
by a moving-average (MA) approach which is compatible with (3.14). As illustrated in Appendix D, this
approach shows near-optimum performances, but the resulting Kalman filter is prohibitively complex
in common scenarios (a large MA model leads to a large transition matrix F(n,n− 1) and thus to a
arithmetically complex Kalman filter implementation [104]).

Another way has been discussed extensively by recent publications: the idea is to approximate Jakes’
model by an low-order (typically order-one) auto-regressive (AR) filter given by [106]

c(n+1) = J0(2π fDT1)c(n)+ c̆(n+1) (3.15)

c̆(n+ 1) is the so-called process-noise. This model has several advantages; in particular, an MMSE
estimator of the CIRc(0) based on noisy observationsc(n)+n(n) is straightforwardly derived by Kalman
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filtering [107]. Due to the simplicity of the order-one model, the filtering equations are of reasonable
complexity. An inherent issue, however, becomes apparent by rewriting equation (3.15) as follows:







c(0) = c̆(0)
c(1) = J0(2π fDT1)c̆(0)+ c̆(1)
· · ·
c(n) =

n
∑

k=0
Jk

0(2π fDT1)c̆(n−k)

clearly shows that the AR model inherently approximatesJ0(2π fDk∆T) by Jk
0(2π fD∆T). The latter

expression is justified by the Bessel function addition theorem statingJ0(x+y) =
∞
∑

k=−∞
(−1)kJk(x)Jk(y)≈

J0(x)J0(y) for small x andy. However, these approximations are not quite valid in the context of high
Doppler frequencies which occur, for example, in the context of high mobility WLANs or at high carrier
frequencies (60GHz).

This motivates the block based Wiener filtering approach presented in the following which does not
require any approximation of Jake’s correlation equation and it is still optimum in the MMSE sense:
first, a minimum latency estimator is presented followed by arefined approach that improves the CIR
estimation MSE with the drawback of an increased decoding delay.

Block based CIR update based on Wiener filtering (minimum latency)

Contrarily to the previous approaches designed for the static context, the CIR is not estimated based
on the result of a mean-value calculation process; instead,the observations of the postfix sequences
convolved by the channel are concatenated overZ ∈ N observations:

r2ZD(k) :=









[
PIBI ,DcD(k)
PISI,DcD(k)

]

· · ·
[

PIBI ,DcD(k−Z+1)
PISI,DcD(k−Z+1)

]









+nW,2ZD (3.16)

=
[
rT

2D(k), rT
2D(k−1), · · · , rT

2D(k−Z+1)
]T

,

r2D(k) :=

[
CD

IBI (k)
CD

ISI(k)

]

pD + α−1(k)nW(k), (3.17)

nW(k) :=

[
CD

ISI(k+1)sD,0(k+1)+nD,0(k+1)
CD

IBI (k)sD,1(k)+nD,1(k)

]

, (3.18)

nW,2ZD :=





nW(k)
· · ·

nW(k−Z+1)



 (3.19)
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Fig. 3.6 illustrates the corresponding received samples taken into account for the channel estimation:
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Figure 3.6:Received symbols exploited for channel estimation (minimum latency).

Using a standard Wiener filtering approach [108], the optimum estimator ofcD(k) in the MMSE
sense is given by the following theorem:

Theorem 3.3.1 The MMSE estimator ofcD(0) form (3.16) is given by

W(k) := argmin
W
‖Wr 2DZ(k)−cD(k)‖2

=
(
[1J1 · · ·JZ−1]⊗

(
RcD(k)

[
CH

IBIC
H
ISI

]))[
T(k)+Rn̂(k)+ σ2

sIZ⊗∆2D(k)
]−1

,

(3.20)

with

T(k) :=








1 J1 J2 · · · JZ−1

J1 1 J1 · · · JZ−2
...

. . . .. . . . .
...

JZ−1 JZ−2 JZ−3 · · · 1







⊗
([

CIBI(D)
CISI(D)

]

RcD(k)

[
CIBI(D)
CISI(D)

]H
)

,

Rn̂(k) := E
[(

nT
D,0(k+1), nT

D,1(k), · · · , nT
D,1(k−Z+1)

)T (
nH

D,0(k+1), nH
D,1(k), · · · , nH

D,1(k−Z+1)
)]

= σ2
nI2DZ,

∆2D(k) := diag

[

‖c0(k)‖2,
1

∑
p=0

‖cp(k)‖2, · · · ,
D−1

∑
p=0

‖cp(k)‖2,
D−1

∑
p=1

‖cp(k)‖2,
D−1

∑
p=2

‖cp(k)‖2, · · · ,‖cD−1(k)‖2,0
]

(3.21)

⊗ is the Kronecker product,RcD(k) := E
[
cD(k)cH

D(k)
]
, Jn = J0(2π fDn∆T) and‖ · ‖2 := E

(
| · |2
)
. �
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Contrary to to approach presented in section 3.3.2 based on aAR-1 approximation, the block based
Wiener filtering approach does not require any approximation.

The following section will explain how to further improve the performance of the Wiener filtering
approach at the expense of an increase in system latency.

Block based CIR update based on Wiener filtering (increased latency)

In order to increase the performance of the upper approach, it is proposed to replace the observation
window as defined in (3.16) by the following (withZ odd):

r̄2ZD(k) =









[
PIBI ,DcD(k− Z−1

2 )

PISI,DcD(k− Z−1
2 )

]

· · ·
[

PIBI ,DcD(k+ Z−1
2 )

PISI,DcD(k+ Z−1
2 )

]









+ n̄W,2ZD (3.22)

n̄W,2ZD =





nW(k− Z−1
2 )

· · ·
nW(k+ Z−1

2 )



 (3.23)

with r2D(k) andnW(k) as defined in (3.17) and (3.18) respectively.

Fig. 3.6 illustrates the corresponding received samples taken into account for the channel estimation:
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Figure 3.7:Received symbols exploited for channel estimation (increased latency).

It is obvious that only symbol observations with indicesk− Z−1
2 , · · · ,k+ Z−1

2 are used in order to
estimate the channel coefficients for equalization of received symbolr2D(k); the corresponding channel
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correlationsE
[
cH

D(k− Z−1
2 )cD(k)

]
, · · · ,E

[
cH

D(k+ Z−1
2 )cD(k)

]
are thus globally higher compared to the

previous case:E
[
cH

D(k−Z+1)cD(k)
]
, · · · ,E

[
cH

D(k)cD(k)
]
. This explains an improved estimation MSE

of the CIR with the drawback that symbolr2D(k) can only be decoded after reception of furtherZ−1
2

PRP-OFDM symbols. The required increase in system latency corresponds thus to the duration ofZ−1
2

symbols including the postfix sequences.

Using again a standard Wiener filtering approach [108], the optimum estimator ofcD(k) in the MMSE
sense is given by the following theorem:

Theorem 3.3.2 The MMSE estimator ofcD(0) form (3.22) is given by

W̄(k) := argmin
W̄
‖W̄r̄2DZ(k)−cD(k)‖2

=
([

J− Z−1
2
· · ·1· · ·JZ−1

2

]

⊗
(
RcD(k)

[
CH

IBIC
H
ISI

]))[
T(k)+Rn̂(k)+ σ2

sIZ⊗∆2D(k)
]−1

,

(3.24)

with T(k) as defined in (3.21). Furthermore,⊗ is the Kronecker product,RcD(k) := E
[
cD(k)cH

D(k)
]
,

Jn := J0(2π fDn∆T) and‖ · ‖2 = E
(
| · |2
)
. �

The corresponding performance increase of this new estimator is discussed in section 3.8. In the
extreme case (with a high Doppler frequency such that

E
[
cH

D(k−Z+1)cD(k)
]
≈ 0, · · · ,E

[

cH
D(k− Z−1

2
−1)cD(k)

]

≈ 0),

3dB of increase in the CIR estimation MSE can theoretically be achieved.

Obviously, however, equation (3.20) and (3.24) are of a certain complexity and do not seem to be
compatible with low-complexity hardware implementation constraints. However, they only depend on
the Doppler frequencyfD, channel statisticsRcD(k) and the noise covarianceRn̂(k). In practice, these
quantities are difficult to estimate and usually only rough approximations are available. This is why
it is recommended to precalculateW(k) andW̄(k) for a limited number of such parameter sets. The
corresponding estimation matrices are then stored in look-up tables in a hardware implementation and
are available without requiring any computations. Then, each CIR estimation requires onlyD× 2DZ
complex multiplications and a corresponding number of additions.

The performance of these estimators are illustrated in section 3.8.

3.4 Order one semi-blind channel estimation based on PRP-OFDM post-
fixes and preambles

Considering a practical system, CIR estimation is usually not performed based on PRP-OFDM postfix
statistics only, but rather by combining several estimatesaffected by additive noise vectors of different
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covariance. These estimates can be derived for example fromreference signals (preambles, pilot tones,
etc). A special case is well illustrated by semi-blind methods which rely on an initial CIR estimate as an
initialization.

Let us consider the case of two channel estimates, both affected by noise contributions of known
covariance:

c̄1 := cD +n1, (3.25)

c̄2 := cD +n2. (3.26)

As derived in [108], the optimum estimator ofcD in the MMSE sense is thus given by Theorem 3.4.1.

Theorem 3.4.1 The MMSE estimator ofcD in (3.25) and (3.26) is given by

ĉD := Y1c̄1 +Y2c̄2,

Y1 :=
[
I +Rn1R

−1
n2

+Rn1R
−1
cD

]−1
,

Y2 :=
[
I +Rn2R

−1
n1

+Rn2R
−1
cD

]−1
(3.27)

with RcD := E
[
cDcH

D

]
, Rn1 := E

[
n1nH

1

]
, Rn2 := E

[
n2nH

2

]
andE

[
n1nH

2

]
= 0. �

The results obtained in previous subsection are now appliedto the PRP-OFDM case for which several
estimates (direct or indirect ones) of the channel impulse response are available. The goal is to combine
them in the MMSE sense.

For illustration purposes, the following case is considered below: the channel estimation is based on
two observations:

1. the convolution of a learning symbol by the channelcD, expressed as:

v1 := P̄cD + ñ1 (3.28)

P̄ is a circulant convolution matrix built from the learning symbol coefficients,̃n1 is a white Gaus-
sian noise.

2. the pseudo random postfix convolved by the channel. This data is extracted by mean-value cal-
culation overK received PRP-OFDM symbols. The IBI and ISI contributions are added up as
previously presented in order to obtain a circular convolution of CD. The noise contribution can
be split into 2 terms: a white Gaussian noiseñ2 and the mean value of the OFDM data symbol
interference over theK symbols considered for the estimation:

v2 := PcD +
1
K

K−1

∑
i=0

(

ñ2(i)+CD×N
ISI FH

Ns̃N(i)+CD×N
IBI FH

Ns̃N(i)
)

, (3.29)

CD×N
ISI :=

[
CISI(D) 0D×(N−D)

]
,

CD×N
IBI :=

[
0D×(N−D) CIBI (D)

]
.
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Some reformatting of equations (3.28) and (3.29) is required in order to match expressions of (3.25)
and (3.26). For that purpose (3.28) is pre-multiplied byP̄−1 and (3.29) byP−1 resulting in:

c̄1 := cD + P̄−1ñ1,

c̄2 := cD +P−1 1
K

K−1

∑
i=0

(

ñ2(i)+CD×N
ISI FH

Ns̃N(i)+CD×N
IBI FH

Ns̃N(i)
)

,

In the following, the noise covariance expressions are computed for direct utilization of (3.27).

Rn1 := E
[
P̄−1ñ1ñH

1 P̄−H]= σ2
ñ1

P̄−1P̄−H,

Rn2 :=
σ2

ñ2

K
P−1P−H +

1
K

P−1E
[

CD×N
ISI sNsH

N

(
CD×N

ISI

)H
]

P−H +

1
K

P−1E
[

CD×N
IBI sNsH

N

(
CD×N

IBI

)H
]

P−H

with E
[

CD×N
IBI sNsH

N

(
CD×N

ISI

)H
]

= 0D×D andRsN = σ2
sn

IN. With these expressions, the optimum combina-

tion for estimatingcD in the MMSE sense is directly available from Theorem 3.4.1.

This finalizes the study of PRP-OFDM based channel equalization. In the sequel, the presentation of
suitable equalization approaches follows.

3.5 Symbol Recovery: Equalization

When the channel is known, two steps are usually performed inorder to retrieve the data : i) equalization
of the received vectorrP(i), ii) soft decoding when forward error encoding is applied atthe emitter.
This section focuses on the equalization step and is followed by a section dealing with the soft decoding
procedure.

Several equalization strategies can be proposed for the received vectorrP(i):

• one can first reduce (3.4) to the ZP-OFDM case by simple subtraction of the known postfix con-
volved by the pseudo-circulant channel matrix:rZP

P (i) := rP(i)−α(i)Ĉβi pP, whereĈβi is derived
from the current channel estimate. In that case all known methods related to the ZP-OFDM can
be applied. Among others let us recall the corresponding ZF and MMSE equalizers provided
in [40,71,72]:

GZF := FNC†
o,

GMMSE := FNCH
o (σ2

nI +CoCH
o )−1, (3.30)

where(·)† stands for the Moore-Penrose pseudo-inverse [104],Co is theP×N matrix containing
CISI(P) N first columns. The frequency domain symbolss̃N(i) are assumed uncorrelated and
of unitary variance. Note that other alternatives exist [40] and that with an overlap-add (OLA)
approach, ZP-OFDM-OLA can attain almost same performance and complexity as CP-OFDM.
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• it is also possible to directly equalize (3.4) relying on thediagonalization properties of pseudo
circulant matrices applied toCβi

. According appendix A, we have:

Cβi
:= V−1

P (i)DiVP(i), (3.31)

Di := diag

{

C

(

β−
1
P

i

)

, · · · ,C
(

β−
1
P

i ej2π P−1
P

)}

VP(i) :=

[

1
P

P−1

∑
n=0

|βi |−
2n
P

] 1
2

FPdiag

{

1,β
1
P
i , . . . ,β

P−1
P

i

}

In order to preserve the overall block variance and allow further simplifications, in the sequel,βi is
chosen as a pure phaseM-PSK symbol:βi := ej2π mi

M , mi ∈ {0,1, ...,M−1}. Under that condition
(3.31) reduces to:

Di = diag
{

C
(

e− j2π mi
MP

)

, . . . ,C
(

ej2π (P−1)M−mi
PM

)}

. Thus diagonalDi is obtained for allmi by a FFT

of sizePM of vector(c0, · · · ,cL−1,0,→,0)T .

Since the ZP-OFDM case is entirely discussed by [40] et al., we discuss in the following the second
case only, i.e. the equalization based on pseudo circulant matrices.

3.5.1 Zero Forcing equalizers

The equalization matrix for (3.4) verifying the ZF criterion for retrieving a minimum norm estimate of
s̃N(i) in (3.4) isGPRP

ZF := C†
o applied tor̂P(i) = rP(i)−Cβi pP. Following the idea presented in [40], when

D−1
i is available, a practical low-complexity, but sub-optimumequalizer is:

GPRP
ZF, sub= FN [IN0N,D]C−1

βi

= FN [IN0N,D]VH
P(i)D−1

i VP(i).

Note that the simplified ZF equalization works well for Gaussian channel, but experiences severe
drawbacks for frequency selective case. This can be shown byobserving thatD−1

i deals with the parallel
equalization in theVP frequency domain (i.e. when dealing with Fourier transforms of lengthP > N)
which potentially enhances noise when a carrier undergoes deep attenuation. This becomes an issue when
switching back to the original frequency domain (FN: grid of sizeN) of the OFDM symbol through the
non diagonalFN [IN0N,D]VH

P(i) multiplication. Indeed this has the effect of spreading thenoise over all
the carriers.

ThusGPRP
ZF,subleads to poor performance and sinceGPRP

ZF is of considerable implementation complex-
ity, this motivates the use of MMSE equalizers in order to mitigate this issue.

3.5.2 Minimum Mean Square Error equalizers

Using standard Wiener filtering approaches [42,43,108], the following theorem is obtained:
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Theorem 3.5.1 The biased equalization matrix in the MMSE sense for retrieving an estimate of̃sN(i) in
(3.4) is given by

GPRP
MMSE := FN [IN0N,D]RsPCH

βi
Q−1

= FN [IN0N,D]RsPVH
P(i)DH

i Q̂−1VP(i),

with Q := RnP +Cβi
RsPCH

βi
, Q̂ := RnP +DiR̂sPDH

i , RnP := E
[
nP(i)nH

P(i)
]
= σ2

nIP, RsP := E
[
sP(i)sH

P(i)
]
,

R̂sP := VP(i)RsPVH
P(i).�

The wordingbiasedindicates that the mean phase and amplitude offset of each carrier n after equaliza-
tion is not necessarily zero. Please note that in combination with ML decoders, there is no disadvantage
compared tounbiasedequalizers as defined in [42, 43]: the resultingunbiasedequalization matrix cor-
responds to thebiasedone combined with a pre-multiplication matrix. This leavesthe ML decoding
expression identical for both cases.

Contrary to the noise which has a diagonal autocorrelation in theVP domain: RnP = σ2
nIP, this is

no longer the case for the time domain vectorrP(i) since it contains the deterministic postfix. Thus the
expression ofGPRP

MMSE doesn’t allow an easy hardware implementation. In order to overcome this issue
the following assumption can be made resulting in a suboptimal equalizer:

GPRP
MMSE(i)≈ FN [IN0N,D]VH

P(i)DH
i

(
σ2

nI +DiDH
i

)−1
VP(i).

This amounts to approximateE
[
sP(i)sH

P(i)
]

by σ2
sIP. In the IEEE802.11a context one can check that

with QPSK constellations this yields to almost identical results up to 10−3 BER.

Globally, PRP-OFDM leads to a very simple modulation schemeon the transmitter side. In the
receiver, a variety of demodulation and equalization approaches are possible, each characterized by dif-
ferent complexity/performance trade-offs. Note that the channel estimation and equalization schemes
presented above can be adapted to a modulator that appends a postfix sequence not after each OFDM
symbol, but after an ensemble of OFDM symbols. This allows tofurther reduce the overhead, but the
possibility is lost to keep the standard CP-OFDM decoder in combination with the low-complexity OLA
transformation.

Once the equalization is achieved, the next issue to solve ishow to perform optimum decoding of the
equalized data symbols which is covered in the next section.

3.6 Symbol Recovery: Metric derivation

In this subsection we assume that a bit interleaved convolutionally coded modulation is used at the
emitter and explain how to derive the Viterbi metrics. For example for IEEE802.11a a rateR = 1

2,
constraint lengthK = 7 Convolutional Code (CC) (o171/o133) is applied before bitinterleaving over
a single OFDM block followed by QAM mapping. First, the calculations are derived in general; then,
a simplified low-complexity scheme is proposed for practical implementation purposes. Note that the
approach detailed below is quite general and can be extendedto other coding schemes.
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3.6.1 Metric derivation

According to (3.4), after equalization by any of theN×P matricesG presented above, the vector to be
decoded can generally be expressed by:ˆ̃s := GrP(i) = Gds̃N(i)+ n̂N whereGd is a diagonal weighting
matrix andn̂N the total noise plus interference contribution which for simplicity sake is approximated
here as Gaussian and zero-mean.

For maximum-likelihood decoding, usually a log-likelihood approach is chosen based on a multi-
variate Gaussian law leading to the following expression [89,108]:

d̂ := argmax
d̂

{

−
S−1

∑
i=0

(

GdmN

(
ˆ̃d(i)
)

− ˆ̃s(i)
)H

R−1
n̂N

(

GdmN

(
ˆ̃d(i)
)

− ˆ̃s(i)
)
}

(3.32)

where vector̂d contains an estimation of the original uncoded informationbits, ˆ̃d(i) gathers the corre-
sponding bits after encoding, puncturing, etc. within theith OFDM symbol.S is the number of OFDM
symbols in the sequence to be decoded,mN(·) is an operator representing the mapping of encoded infor-
mation bits onto theN constellations, one for each carrier of the OFDM symbol.

Thus all what is needed for performing the decoding is an estimation of the noise covariance matrix
Rn̂N which requires the following derivations:

ˆ̃s= GrP(i) = Gds̃N(i)+G f s̃N(i)+ α(i)GppD +GnP(i), (3.33)

whereGd is aN×N diagonal matrix andG f aN×N full matrix with the main diagonal being zero such

that Gd + G f := GCβi

[
(FH

N)T 0T
D,N

]T
= GCβi

[
IN 0T

D,N

]T
FH

N. Gp is aN×D matrix containing the
last D columns of the matrixGCβi

. Thus,G f s̃N(i) represents the inter-symbol interference. The total
noise plus interference vector isn̂N = G f s̃N(i)+GnP(i)+ α(i)GppD and its covariance is

Rn̂N = σ2
sG f GH

f + σ2
nGGH +GppDpH

DGH
p (3.34)

Please note that in order to deal with the non Gaussian natureof the termGppD we could use a
non linear equalization scheme that would suppress its contribution by substituting to (3.33) bỹ̂s(2) :=
GrP(i)−α(i)GppD.

The trouble is that the overall noise covariance presented above is not diagonal which yields to a
very high complexity decoding scheme if no approximation isapplied. One way to achieve a reasonable
decoding complexity is to approximateRn̂N by a matrix containing only its main diagonal elements.
Then, standard OFDM Viterbi decoding can be used. In that case equation (3.32) reduces to the classical
weighted summation of the Euclidean distances by the inverse noise variances. In the following we call
these weighted Euclidean distance the Viterbi metrics. Several further simplifications are discussed in
the sequel.

3.6.2 Low-complexity metric proposal

Even when approximating (3.34) by a diagonal matrix, the metric calculation complexity is still con-
siderably increased compared to CP-OFDM. For low complexity sake, we verify in the following that
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applying the standard CP-OFDM metrics (i.e. without takinginto account the inter-carrier-interference)
only incurs a moderate loss in performance.

This approach is applied to optimum pseudo circulant MMSE equalization given byTheorem 3.5.1.
However, in the metric derivation, the noise covariance matrix is approximated as presented in (3.35),
whereCn,n = 0, . . . ,N−1 are the frequency domain channel coefficients:

Rn̂N = σ2
nGGH ≈ σ2

nFH
N diag

( |C0|2
(|C0|2 + σ2

n)
2 , · · · , |CN−1|2

(|CN−1|2 + σ2
n)

2

)

FN, (3.35)

Gd = diag
(

GCβi

[
IN 0T

D,N

]T
FH

N

)

≈ diag

( |C0|2
|C0|2 + σ2

n
, . . . ,

|CN−1|2
|CN−1|2 + σ2

n

)

. (3.36)

Basically this simplification amounts to use the standard CP-OFDM MMSE equalizer coefficients
as the weights for the Viterbi algorithm metrics. Same simplification can be applied to matrixGd as
indicated by (3.36).

In practice, one can verify that the above approximations degrade the bit-error-rate (BER) perfor-
mance by approx. 0.2dB for a BPSK and 0.7dB for a QPSK constellation, which is acceptable in the
WLAN context while granting for PRP-OFDM a low-cost equalization architectures.

3.7 Low complexity receiver architecture

Section 3.5 presents various equalization strategies leading to improved performances at the cost of an
increased complexity. This section presents a low arithmetic complexity PRP-OFDM receiver architec-
ture. This structure based on the ’overlap-add’ [109] algorithm is shown to yield similar performances
as the classical CP-OFDM with similar complexity.

Fig.3.8 illustrates the final receiver architecture.

Compared to a standard CP-OFDM system, the following steps are included here:

• Extract the postfix convolved by the channel, considering the IBI and the ISI part separately.

• Cancel the weighting by the pseudo-random valuesα(i) andα(i−1). In practice, allα(i) are cho-
sen such that this operation is of minimum computational cost; with a typicalα(i) ∈ (1,−1, j,− j),
for example, only sign inversions and exchanges of real and imaginary parts are necessary. These
operations are performed in combination with the followingaveraging steps.

• Theexpectationof the received values is calculated; in practice, this is done by simple averaging
and takes 2×D additions per OFDM symbol (in mobility context: 4×D including subtraction of
oldest contribution).

• The results of theexpectationblock are weighted again by the suitable pseudo-random weighting
factors.
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Figure 3.8:Discrete model of the PRP-OFDM OLA demodulator.

• The PRP-OFDM symbols are transformed to ZP-OFDM by subtraction of the postfix convolved
by the channel. In the same time, the overlap-add operation is performed. This step takes 2×D
additions per OFDM symbol.

• The resulting OFDM symbol corresponds to the CP-OFDM case after truncation of the guard
interval. All standard equalization approaches (ZF, MMSE)can be applied. Since the equalization
can be performed on each carrier separately, no noise correlation issue arises.

Finally, the mean value calculation, the OLA operation and the postfix suppression takes up to 6×
D complex additions (4×D complex additions for the time-invariant case). Taking IEEE802.11a as
an example, the OFDM-plus-postfix block is of sizeP = 5×D and thus an average of 1.2 complex
additions are required per time domain sample. Each channelestimation takes an FFT operation (in
order to transform the estimated postfix sequence convolvedby the CIR into frequency domain) and
one complex multiplication per useful carrier (assuming that the corresponding estimation coefficients
have been pre-calculated). In a high mobility context, the calculation of the channel estimates requires a
matrix multiplication: a number of received postfixes convolved by the channel are concatenated into a
vector and multiplied by the (pre-calculated) estimator given in section 3.3.2. Numerical examples and
further details on the calculation complexity are given in Appendix C.

3.8 Simulation results

In order to illustrate the performances of our approach, simulations have been performed in the IEEE802.11a
[56] (equivalent to HIPERLAN/2 [110]) WLAN context: aN = 64 carrier 20MHz bandwidth broadband
wireless system operating in the 5.2GHz band using a 16 sample prefix or postfix. A rateR= 1

2, con-
straint lengthK = 7 Convolutional Code (CC) (o171/o133) is used before bit interleaving followed by
constellation mapping (BPSK, QPSK, QAM16, QAM64). Each frame is preceded and followed by
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dummy PRP-OFDM frames ensuring a seamless CIR estimation; in practice, these dummy symbols may
correspond to frames that are not destined to the current user. The pseudo-random weighting factors
are chosen to be a zero-mean pseudo-random±1 sequence. Both, Bit-Error-Rate (BER) and Packet-
Error-Rate (PER) performance results are presented, setting the packet size to 72 OFDM symbols for
all constellation types (the number of useful data bits are adapted appropriately). All data frames are
assumed to be preceded and succeeded by a sufficient number ofPRP-OFDM dummy symbols which
are exploited for CIR estimation.

Monte carlo simulations are run and averaged over at least 2500 realizations of a normalized BRAN-
A (office NLOS environment, 50ns rms delay spread), BRAN-C (large open space environment, 150ns
rms delay spread) and BRAN-E (large open space environment,250ns rms delay spread) [37] frequency
selective channel with and without Doppler in order to obtain the performance curves.

In the following, section 3.8.1 presents an analysis of the Mean-Square-Error (MSE) of PRP-OFDM
based channel estimates. Simulation results are presentedfor the coded case (convolutional encoder
defined above) in sections 3.8.2, 3.8.3 and 3.8.4 for channels BRAN-A, BRAN-C and BRAN-E re-
spectively [37]. Uncoded results follow in section 3.8.5 for channel BRAN-A. The curves compare the
classical ZF CP-OFDM transceiver (standard IEEE802.11a) and PRP-OFDM with the MMSE equaliz-
ers combined with a transformation of the received symbols to ZP-OFDM, OLA and ZF equalization
over theP = N+ D carriers. In the case of CP-OFDM, each frame contains 2 knowntraining symbols,
followed by 72 OFDM data symbols.

For PRP-OFDM, the postfix is chosen as given by Tab.3.1:

Sample nb Amplitude Sample nb Amplitude

1 1.5649-0.0356i 9 0.0832-0.6527i
2 -0.6961+ 0.9494i 10 0.0306+ 0.0594i
3 0.0874+ 1.1743i 11 0.4047+ 0.2204i
4 0.5737+ 1.4300i 12 -0.2723+ 0.2715i
5 -1.4368-0.8592i 13 0.3469-0.2291i
6 0.2212+ 0.4389i 14 0.0779-0.2369i
7 0.4137+ 0.2834i 15 0.1214+ 0.1355i
8 -0.0960+ 0.9893i 16 -0.2110-0.0972i

Table 3.1: Time domain samples of a suitable postfix.

It has been derived following the method in chapter 4 with respect to the following criteria:

i) minimize the time domain peak-to-average-power ratio (PAPR);

ii) minimize out-of-band radiations, i.e. concentrate signal power on useful carriers and

iii) maximize spectral flatness over useful carriers since the channel is not known at the transmitter
(do not privilege certain carriers).

The channel estimation is performed based on PRP-OFDM postfix sequences only using an averaging
window over 21 and 41 OFDM symbols (BPSK and QPSK), 41 and 71 OFDM symbols (QAM-16) and
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121 OFDM symbols (QAM-64) respectively. Preambles or pilottones are not used for refining the esti-
mates. When required by the equalization structure, only a-priori knowledge of the time domain channel
confinement is used concerning its statistics:E

[
cDcH

D

]
≈ D−1ID. In the mobility context, different CIR

estimation approaches are compared as detailed in section 3.3.2:

i) the ’Wiener (DS)’ approach corresponds to adouble sided(DS, increased latency) Wiener filter
as illustrated in Fig. 3.7. It has the maximum performance ofall estimators considered in this
chapter.

ii) the ’Wiener (SS)’ approach corresponds to asingle sided(SS, increased latency) Wiener filter as
illustrated in Fig. 3.6.

iii) the ’AR-1 Wiener (SS)’ approach corresponds to the previous approach combined with an approx-
imation of the CIR time-variant process as an Autoregressive model of order one as explained in
section 3.3.2.

vi) for sake for completeness, the upper approaches are compared to the static CIR estimator assuming
that the CIR is time-invariant for the derivation of the Wiener filter.

3.8.1 Mean Square Error of Pseudo-Random-Postfix OFDM basedchannel estimates

The theoretically achieved MSE of the CIR estimation with (exactE
[
cDcH

D

]
known) and without (E

[
cDcH

D

]

is approximated byE
[
cDcH

D

]
≈ D−1ID in the receiver) the knowledge of the channel statistics is illus-

trated in Fig. 3.9 to Fig. 3.10 for the static context (no mobility), in Fig. 3.11 and Fig. 3.12 at a mobility
of 36m/s (≈ 130km/h) and in Fig. 3.14 and Fig. 3.14 at 72m/s (≈ 260km/h). In particular Fig. 3.11 to
Fig. 3.14 illustrate the importance of a precise Doppler model - applying a standard first order Autore-
gressive (AR-1) model, for example, leads to an important degradation of the MSE at a high mobility and
large observation window size (for 72m/s of velocity and a window size of 60 OFDM symbols, the AR-1
models leads to an CIR MSE of approx. -4dB while the optimum approach achieves approx. -18dB).
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Figure 3.9: MSE of CIR estimates in Doppler
scenario, no mobility (channel power profile is as-
sumed to be rectangular).
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Figure 3.11:MSE of CIR estimates in Doppler
scenario, mobility 36m/s (channel power profile
is assumed to be rectangular).
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Figure 3.12:MSE of CIR estimates in Doppler
scenario, mobility 36m/s (exact channel power
profile is known).
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Figure 3.13:MSE of CIR estimates in Doppler
scenario, mobility 72m/s (channel power profile
is assumed to be rectangular).
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Figure 3.14:MSE of CIR estimates in Doppler
scenario, mobility 72m/s (exact channel power
profile is known).

3.8.2 Simulation results for BRAN-A channel model

BER and PER simulation results are presented in Fig. 3.15 to Fig. 3.26. As a comparison to the PRP-
OFDM performances, the results are given for standard CP-OFDM with perfect CSI knowledge and for
IEEE802.11a like channel estimation based on two learning symbols prior to the data symbol frame. No
channel tracking/refinement is applied for CP-OFDM, neither in the static nor the mobility context. Con-
cerning PRP-OFDM decoding techniques, the MMSE approach typically leads to the best performance
results, followed by the OLA technique and finally the ZF approach. The ZF approach performs poorly
due to the inherent noise correlation in PRP-OFDM equalization: a small channel coefficient leads to
noise amplification during the equalization step includingthe spreading of this contribution over other
carriers.

The BPSK simulation results in Fig. 3.15 and Fig. 3.17 illustrate the superior performance of PRP-
OFDM based on MMSE equalization: a relatively small observation window size of 21 OFDM symbols
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is sufficient in order to achieve BER/PER results that are close to CP-OFDM with perfect CSI. OLA
based equalization is approx. 1dB below the MMSE results andthe ZF equalization performs poorly as
expected.

QPSK results are presented in Fig. 3.17, Fig. 3.18, Fig. 3.19and Fig.3.20. The results are similar
to the BPSK case: MMSE performs close to the CP-OFDM approachwith perfect CSI, while OLA lies
approx. 1dB behind. In the context of mobility (72m/s), theSSapproach leads to an important error floor
of approx. BER=3·10−4, butDS improves the inherent MSE of the CSI and the simulation performance
is close to the time-invariant case.

Similarly, QAM-16 simulation results presented in Fig. 3.21, Fig. 3.22, Fig. 3.23 and Fig. 3.24
indicate MMSE based equalization results close to the CP-OFDM case with perfect CSI. However, the
observation window size was increased to 41 symbols in orderto achieve a sufficient CIR MSE. In the
context of mobility, theSSapproach leads to an error floor at approx. BER=1· 10−3 for 36m/s and
BER=6·10−3 for 72m/s. The improved window position of theDSapproach, however, helps to avoid
the error floor for the 72m/s case; at 36m/s, the resulting system performance is even close to the time-
invariant case.

With QAM-64, the limitations of PRP-OFDM become visible. Even with a large observation win-
dow size of 121 OFDM symbols, the MMSE equalization is approx. identical to the CP-OFDM case
with the CIR estimated over two learning symbols. It is obvious that PRP-OFDM is rather suited for
lower-order constellations in order to mitigate high user mobility. Chapter 7, however, illustrates means
that allow to bypass some of the limitations at the cost of a complexity increase.
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Figure 3.15: BER for IEEE802.11a, BRAN
channel model A, BPSK, different decoding ap-
proaches.
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Figure 3.16: PER for IEEE802.11a, BRAN
channel model A, BPSK, different decoding ap-
proaches.
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Figure 3.17: BER for IEEE802.11a, BRAN
channel model A, QPSK, different decoding ap-
proaches.
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Figure 3.18: PER for IEEE802.11a, BRAN
channel model A, QPSK, different decoding ap-
proaches.
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Figure 3.19: BER for IEEE802.11a, BRAN
channel model A, QPSK, different decoding ap-
proaches, Doppler environment.
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Figure 3.20: PER for IEEE802.11a, BRAN
channel model A, QPSK, different decoding ap-
proaches, Doppler environment.
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Figure 3.21: BER for IEEE802.11a, BRAN
channel model A, QAM16, different decoding ap-
proaches.
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Figure 3.22: PER for IEEE802.11a, BRAN
channel model A, QAM16, different decoding ap-
proaches.
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Figure 3.23: BER for IEEE802.11a, BRAN
channel model A, QAM16, different decoding ap-
proaches, Doppler environment.
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Figure 3.24: PER for IEEE802.11a, BRAN
channel model A, QAM16, different decoding ap-
proaches, Doppler environment.
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Figure 3.25: BER for IEEE802.11a, BRAN
channel model A, QAM64, different decoding ap-
proaches.

8 10 12 14 16 18 20 22

10
−2

10
−1

10
0

C/I [dB]

P
E

R

CP−OFDM vs PRP−OFDM for QAM64, CC, R=1/2, Channel BRAN−A, No Mobility

PRP−OFDM, ZF eq., CIR−window 121 symbols
CP−OFDM, CIR est. over 2 symbols
PRP−OFDM, OLA eq., CIR−window 121 symbols
PRP−OFDM, MMSE eq., CIR−window 121 symbols
CP−OFDM, CIR known

Figure 3.26: PER for IEEE802.11a, BRAN
channel model A, QAM64, different decoding ap-
proaches.
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3.8.3 Simulation results for BRAN-C channel model

Fig. 3.27 to Fig. 3.40 show the corresponding simulation results for the BRAN-C channel. The rms delay
spread is increase to 150ns compared to 50ns for the BRAN-A case. Despite of the larger delay spread,
the simulation results are very similar to the previous case: BPSK and QPSK constellations require a
minimum observation window size of approx. 21 OFDM symbols,QAM-16 requires approx. 41 OFDM
symbols or more and QAM-64 saturates even with an observation window size of 121 OFDM symbols.
The MMSE equalization performs again close to the CP-OFDM case with perfect CSI knowledge and
OLA loses approx. 1dB. ZF performs poorly for the reasons given above.
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Figure 3.27: BER for IEEE802.11a, BRAN
channel model C, BPSK, different decoding ap-
proaches.
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Figure 3.28: PER for IEEE802.11a, BRAN
channel model C, BPSK, different decoding ap-
proaches.
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Figure 3.29: BER for IEEE802.11a, BRAN
channel model C, QPSK, different decoding ap-
proaches.
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Figure 3.30: PER for IEEE802.11a, BRAN
channel model C, QPSK, different decoding ap-
proaches.
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Figure 3.31: BER for IEEE802.11a, BRAN
channel model C, QPSK, different decoding ap-
proaches, Doppler environment.
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Figure 3.32: PER for IEEE802.11a, BRAN
channel model C, QPSK, different decoding ap-
proaches, Doppler environment.
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Figure 3.33: BER for IEEE802.11a, BRAN
channel model C, QPSK, different decoding ap-
proaches, Doppler environment.
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Figure 3.34: PER for IEEE802.11a, BRAN
channel model C, QPSK, different decoding ap-
proaches, Doppler environment.
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Figure 3.35: BER for IEEE802.11a, BRAN
channel model C, QAM16, different decoding ap-
proaches.
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Figure 3.36: PER for IEEE802.11a, BRAN
channel model C, QAM16, different decoding ap-
proaches.
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Figure 3.37: BER for IEEE802.11a, BRAN
channel model C, QAM16, different decoding ap-
proaches, Doppler environment.
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Figure 3.38: PER for IEEE802.11a, BRAN
channel model C, QAM16, different decoding ap-
proaches, Doppler environment.
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Figure 3.39: BER for IEEE802.11a, BRAN
channel model C, QAM64, different decoding ap-
proaches.
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Figure 3.40: PER for IEEE802.11a, BRAN
channel model C, QAM64, different decoding ap-
proaches.
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3.8.4 Simulation results for BRAN-E channel model

Fig. 3.41 to Fig. 3.52 show the corresponding simulation results for the BRAN-C channel. The rms
delay spread is increase to 250ns compared to 50ns (150ns) for the BRAN-A (BRAN-C) case. Despite
of the larger delay spread, the simulation results are very similar to the previous cases: BPSK and QPSK
constellations require a minimum observation window size of approx. 21 OFDM symbols, QAM-16
requires approx. 41 OFDM symbols or more and QAM-64 saturates even with an observation window
size of 121 OFDM symbols. The MMSE equalization performs again close to the CP-OFDM case with
perfect CSI knowledge and OLA loses approx. 1dB. ZF performspoorly for the reasons given above.
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Figure 3.41: BER for IEEE802.11a, BRAN
channel model E, BPSK, different decoding ap-
proaches.
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Figure 3.42: PER for IEEE802.11a, BRAN
channel model E, BPSK, different decoding ap-
proaches.
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Figure 3.43: BER for IEEE802.11a, BRAN
channel model E, QPSK, different decoding ap-
proaches.
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Figure 3.44: PER for IEEE802.11a, BRAN
channel model E, QPSK, different decoding ap-
proaches.
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Figure 3.45: BER for IEEE802.11a, BRAN
channel model E, QPSK, different decoding ap-
proaches, Doppler environment.
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Figure 3.46: PER for IEEE802.11a, BRAN
channel model E, QPSK, different decoding ap-
proaches, Doppler environment.

4 6 8 10 12 14 16
10

−4

10
−3

10
−2

10
−1

10
0

C/I [dB]

B
E

R

CP−OFDM vs PRP−OFDM for QAM16, CC, R=1/2, Channel BRAN−E, No Mobility

PRP−OFDM, ZF eq., CIR−window 41 symbols
CP−OFDM, CIR est. over 2 symbols
PRP−OFDM, OLA eq., CIR−window 41 symbols
PRP−OFDM, OLA eq., CIR−window 72 symbols
PRP−OFDM, MMSE eq., CIR−window 41 symbols
CP−OFDM, CIR known

Figure 3.47: BER for IEEE802.11a, BRAN
channel model E, QAM16, different decoding ap-
proaches.
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Figure 3.48: PER for IEEE802.11a, BRAN
channel model E, QAM16, different decoding ap-
proaches.
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Figure 3.49: BER for IEEE802.11a, BRAN
channel model E, QAM16, different decoding ap-
proaches, Doppler environment.
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Figure 3.50: PER for IEEE802.11a, BRAN
channel model E, QAM16, different decoding ap-
proaches, Doppler environment.
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Figure 3.51: BER for IEEE802.11a, BRAN
channel model E, QAM64, different decoding ap-
proaches.
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Figure 3.52: PER for IEEE802.11a, BRAN
channel model E, QAM64, different decoding ap-
proaches.

3.8.5 Simulation results for BRAN-A channel model (uncoded)

This section presents simulation results for an uncoded transmission. The BPSK BER/PER results pre-
sented in Fig. 3.53 and Fig. 3.54 indicate that an MMSE equalization shows an error floor of approx.
BER=7·10−4 for an observation window size of 41 OFDM symbols for channelestimation. Increasing
this window size to 121 symbols avoids this error floor and leads to results that are close to CP-OFDM
with perfect CSI knowledge.

For QPSK, presented in Fig. 3.55 and Fig. 3.56, it is interesting to note that the observation window
size of 41 OFDM symbols always leads to an error floor while the121 OFDM symbols window used
for channel estimation leads to system performancessuperior to the CP-OFDM case with perfect CSI
knowledge. This is explained by the additional diversity gain of PRP-OFDM equalization compared
to CP-OFDM: the PRP-OFDM MMSE equalizer works on an frequency domain oversampled signal as
explained in [39] for ZP-OFDM; it is thus possible to recovera carrier amplitude even if the CP-OFDM
frequency domain sampling point is weighted by a very low or even zero-valued channel coefficient. An
error floor occurs still at approx. BER=2·10−4.

Uncoded QAM-16 constellations (and higher) require very large observation windows for CIR esti-
mation. Here, PRP-OFDM is clearly not suited as illustratedin Fig. 3.57 and Fig. 3.58.
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Figure 3.53: BER for IEEE802.11a, BRAN
channel model A uncoded, BPSK, different de-
coding approaches.
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Figure 3.54: PER for IEEE802.11a, BRAN
channel model A uncoded, BPSK, different de-
coding approaches.
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Figure 3.55: BER for IEEE802.11a, BRAN
channel model A uncoded, QPSK, different de-
coding approaches.
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Figure 3.56: PER for IEEE802.11a, BRAN
channel model A uncoded, QPSK, different de-
coding approaches.
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Figure 3.57: BER for IEEE802.11a, BRAN
channel model A uncoded, QAM16, different de-
coding approaches.
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Figure 3.58: PER for IEEE802.11a, BRAN
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3.9 Conclusion

In this contribution a new OFDM modulation has been presented based on a pseudo random postfix:
PRP-OFDM, using known samples instead of random data. This multi-carrier scheme has the advantage
to inherently provide a very simple blind channel estimation exploiting this deterministic values. The
same overhead as CP-OFDM is kept. Moreover several equalization approaches have been proposed
with the same robustness granted by the ZP-OFDM receivers. Suboptimal arithmetic complexity yet
efficient Viterbi decoding metrics have also been detailed.Simple channel estimates were shown to be
feasible, leading to improved BER.

Due to the low additional complexity requirements for the simple decoding approaches derived in
section 3.7, PRP-OFDM is of advantage compared to CP-OFDM and ZP-OFDM schemes if the target ap-
plication requires: i) a minimum pilot overhead, ii) low-complexity channel tracking (e.g. a IEEE802.11a
like system in a high mobility context) and iii) adjustable receiver complexity/performance trade-offs.
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Chapter 4

Pseudo Random Postfix OFDM: Postfix
Design

This part complements the definition of the Pseudo-Random-Postfix OFDM (PRP-OFDM) modulator
presented in the chapters 2 and 3: the proper design of a postfix sequence is discussed which will replace
the content of the guard interval known from classical Cyclic Prefix OFDM (CP-OFDM) systems.

4.1 Introduction

In previous chapters, the novel Pseudo-Random-Postfix OFDM(PRP-OFDM) modulation scheme was
defined and studied: instead of the classical cyclic prefix extension known from CP-OFDM [48] or
the Zero-Padding introduced in the framework of ZP-OFDM, itis proposed to insert a known vector
weighted by a pseudo random scalar sequence between classical OFDM symbols: the Pseudo Random
Postfix OFDM (PRP-OFDM). In chapter 3 it is shown that PRP-OFDM capitalizes on the advantages
of CP-OFDM [48] and ZP-OFDM [39, 40, 70–76]; furthermore, unlike former OFDM modulators, the
receiver can exploit an additional information: the prior knowledge of a part of the transmitted block.
It is explained how to build on this knowledge in order to perform a low complexity order one semi-
blind channel estimation and tracking. PRP-OFDM proves to be of advantage over existing modulation
schemes if the target system requires i) a minimum pilot overhead, ii) low-complexity channel track-
ing (e.g. a IEEE802.11a like system in a high mobility context) and iii) adjustable receiver complex-
ity/performance trade-offs. The PRP-OFDM concept has beenvalidated on an FPGA based prototyping
platform operating at 5GHz and 60GHz [11].

This chapter discusses the design of a proper postfix sequence. For this purpose, various constraints
are taken into account: regulatory issues (such as spectrummask requirements), system implementation
(requirements on filter designs, Peak-to-Average-Power Ratio (PAPR)) and base-band design constraints
(homogeneous mean-square-error (MSE) over all frequency domain channel coefficients, concentration
of the signal power on in-band carriers). As a result, an iterative multi-dimensional optimization ap-
proach is proposed which helps to find suitable postfix sequences. Several examples are provided for the
context of the 5GHz IEEE802.11a WLAN standard [56].
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This chapter is organized as follows. Notations and a definition of the PRP-OFDM modulator are
given section 4.2. Section 4.3.3 discusses the design constraints of the postfix sequence and demonstrates
that a pseudo-random-weighting of the sequence leads to preferable spectral signal properties. An itera-
tive optimization procedure for the derivation of postfix sequences with several trade-offs (e.g. low PAPR
versus in-band flatness and low out-of-band radiation) is given in section 4.4 followed by a presentation
of some examples of postfix sequences section 4.5. Finally, some conclusions are given section 4.6.

4.2 Notations and PRP-OFDM modulator

The baseband discrete-time block equivalent model of anN carrier PRP-OFDM system is considered
as given by figure 4.1. Theith N× 1 input digital vector̃sN(i) is first modulated by the IFFT matrix

FH
N := 1√

N

(

Wi j
N

)H
,0≤ i < N,0≤ j < N andWN := e− j 2π

N .

Then, a deterministic postfix vectorpD := (p0, . . . , pD−1)
T weighted by a pseudo random valueα(i)∈

C is appended to the IFFT outputsN(i). With P := N+D, the correspondingP×1 transmitted vector is
sP(i) := FH

ZPs̃N(i)+ α(i)pP, where
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Figure 4.1:Discrete model of the PRP-OFDM modulator.

Without loss of generality, the elements ofsN(i) = FH
Ns̃N(i) are assumed to be i.i.d. and zero mean

random variables of varianceσ2
s = 1 which are independent ofα(i)pD. The samples ofsP(i) are then

sent sequentially through the channel modeled here as an FIRfilter of orderL, C(z) :=
L
∑

n=0
cnz−n. The

OFDM system is designed such that the postfix duration exceeds the channel memoryL < D.

Let CISI(P) andCIBI (P) be respectively the sizeP Toeplitz inferior and superior triangular matrices
of first column[c0,c1, · · · ,cL,0,→,0]T and first row[0,→,0,cL, · · · ,c1]. As already explained in [80],
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the channel convolution can be modeled byrP(i) := CISI(P)sP(i) + CIBI (P)sP(i− 1) + nP(i). CISI(P)
andCIBI (P) represent respectively the intra and inter block interference. nP(i) is the ith AWGN vector
of element varianceσ2

n. SincesP(i) = FH
ZPs̃N(i)+ α(i)pP, we have:

rP(i) := (CISI(P)+ βiCIBI (P))sP(i)+nP(i) (4.1)

whereβi := α(i−1)
α(i) . Note thatCβi := (CISI(P)+ βiCIBI (P)) is pseudo circulant: i.e. a circulant matrix

whose(D−1)× (D−1) upper triangular part is weighted byβi.

In the sequel, the focus is on the proper design of postfix sequences as they are assumed to be
available in the given references.

4.3 PRP-OFDM Postfix Design Constraints

Before considering the design of the postfix sequence itself, it is important to understand regulatory and
system design constraint which have to be taken into account. The following points will be considered:

1. regulatory constraints on the power spectrum mask, such as limitations on the signal power distri-
bution within the system bandwidth

2. system implementation constraints, such as non-linearities in the Power Amplifier (PA), limitations
on filter impulse response lengths, etc.

3. base-band performance constraints, such as the requirement on a homogeneous MSE of the fre-
quency channel coefficient estimates over all in-band carriers, etc.

All examples will be given in the context and with the system parameters of the IEEE802.11a 5GHz
WLAN standard [56].

4.3.1 Regulatory constraints

Any system implementation needs to meet the regulatory constraints. In the context of wireless systems,
these are mainly limited to the center frequencies, the maximum mean level of output power and the
definition of the spectrum mask. While the design of the PRP-OFDM postfix sequence is not affected
by center frequency and system output power constraints, the definition of the spectrum mask is an
important parameter. In the context of IEEE802.11a [56], itis defined as illustrated in Fig.4.2. Note that
these limitations should be considered to bemoderateand more restrictive spectrum mask constraints
may be imposed in the future (e.g. in context of next generation wireless mobile phone standards as they
are prepared in the context of the European Project IST-WINNER IST-2003-507581 [21–24,30]):

By setting the sampling frequency of the complex time domainsignal to 20MHz, the discrete time
domain samples are efficiently generated by a 64-point Inverse Fast Fourier Transformation (IFFT).
Among the 64 carriers, the DC carrier and 11 side-band carriers remain unused as illustrated in Fig.4.3
in order to facilitate the system conformance with the spectrum mask.
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Figure 4.3:Time Domain Signal generation by means of an IFFT for IEEE802.11a.
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Since the discrete time domain postfix sequence will typically be generated based on the same sam-
pling frequency (and thus same bandwidth) as the OFDM data signal, the following design choices/constraints
occur:

1. Design the postfix sequence such that it inherently meets the spectrum mask requirements. This
approach considerably limits the possible design approach; in particular, any white PN-sequence
is unsuitable.

2. Design the postfix sequence independently from any spectrum mask requirements. Suitable Low-
Pass (LP) filters will adapt the signal to the spectrum mask requirements.

3. Avoid any (cyclo-)stationarity in the postfix sequences,since these would lead to peaks in the
frequency domain which considerably lower the out-of-bandradiation constraints given in the
spectrum mask (see section 4.3.3).

While the trade-offs of the first approach are obvious, the second one will be considered in detail in
the following section.

4.3.2 System implementation constraints

The study of the PRP-OFDM postfix design with respect to system implementation constraints will be
performed based on the typical WLAN transmitter implementation architecture presented in Fig.4.4 [15]:

The analysis of this architecture leads to the identification of the following main implementation
constraints:

1. The Peak-to-Average-Power-Ratio (PAPR) of the input signal fed to the Power Amplifier (PA)
should be as low as possible in order to reduce backoff-constraints. This observation is important
for the design of PRP-OFDM postfix sequences: Contrarily to CP-OFDM, where PAPR related
problems are of a probabilistic nature, the effects become deterministic in the PRP-OFDM context;
if postfix clipping occurs in the power amplifier of the transmitter, it occurs for all postfixes.

2. The system impulse response (i.e. the impulse response ofthe transmitter convolved by the im-
pulse response of the over-the-air propagation channel convolved by the receiver impulse response)
should be as short as possible in order to avoid Inter-Block-Interference (IBI). IBI occurs if the
system impulse response length is longer than the postfix sequence (or the guard interval in tradi-
tional CP-OFDM systems). Since the main contributor to the transmitter/receiver impulse response
length is the low-pass filter, its selectivity constraints be as moderate as possible (a high filter se-
lectivity inherently requires a long filter impulse response).

These points indicate that the PAPR parameter of the postfix sequence should be inherently as low as
possible; furthermore, the requirement on a moderate filterselectivity is in favor of a postfix design that
inherently meets the spectrum mask requirements.
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Figure 4.4:A typical transmitter implementation of IEEE802.11a.

4.3.3 Base-band design constraints

Following the arguments of section 4.3.1, it is desirable that the introduction of the pseudo random
postfix results in a flat spectrum of the signal sent onto the channel. In order to analyze the spectral
properties of the PRP-OFDM signal (since the signal is obviously not stationary but cyclo-stationary
with periodicity P (duration of the OFDM block) [111]), the order 0 cyclo-spectrum of the transmitted
time domain sequences(k),k∈ N has to be calculated:

S(0)
s,s (z) = ∑

k∈Z

z−k 1
P

P−1

∑
l=0

Rs,s(l ,k),

with Rs,s(l ,k) = E
[
sl+ks⋆

l

]
. Hereby, Rs,s(l ,k) is given for the symbols(k = 0. . .P−1) as

Rs,s(l ,k) =







E
[
sl+ks⋆

l

]
for k+ l ≥ 0 andk+ l < P

sl+ks⋆
l Eα for k+ l ≥mPand

k+ l < mP+D,m∈ Z/{0}
0 otherwise.

with Eα = E
[
α
(
⌊ l+n

P ⌋
)

α⋆
(
⌊ l

P⌋
)]

. Now it is clear that it is desirable to chooseα(i), i ∈ Z such that
Eα = 0 in order to clear all influence of the deterministic postfix in the second order statistics of the
transmitted signal. This is achievable by choosingα(i) as a pseudo-random, zero-mean value.
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4.3.4 Conclusion: resulting postfix design constraints

Following the argumentation presented in the previous section, the following criteria are recommended
with respect to the design of the PRP-OFDM postfix sequence:

i) minimize the time domain peak-to-average-power ratio (PAPR);

ii) minimize out-of-band radiations, i.e. concentrate signal power on useful carriers;

iii) maximize spectral flatness over useful carriers since the channel is not known at the transmitter
(do not privilege certain carriers) and

iv) avoid any signal (cyclo-)stationarity by applying a zero-mean pseudo-random weighting sequence
to the postfix sequences.

The resulting postfix is obtained through a multi-dimensional optimization involving a complex cost
function. A suitable procedure is studied in detail in the following sections. Note that if the PAPR
criterion is not an issue, one can directly use the Kaiser-window [112].

4.4 Iterative derivation of a suitable postfix

Since the Kaiser-Window is optimum for all criteria defined before except the PAPR criterion, the idea is
to take the Kaiser-Window as initial assumption and to trade-off low PAPR against out-of-band radiation
and in-band flatness by iterative steepest-descent based optimization. For this reason, a weighted cost
function is defined for each criterion. In another context, such an approach is commonly applied in the
field of inverse problems, e.g. by [113].

The corresponding weighted cost functions introduced are:

• γFlatJFlat(pD) with γFlat ∈ R,JFlat(pD) ∈ R cost function goal is to force spectral flatness over all
in-band carriers;

• γOutJOut(pD) with γOut ∈ R,JOut(pD) ∈ R cost function aims at setting the out-of-band carriers to
approximately zero;

• γClipJClip(pD) with γClip ∈ R,JClip(pD) ∈ R cost function role is to limit the time domain PAPR
below a certain threshold.

Thus, the total cost function to be optimized is

JTot := γFlatJFlat(pD)+ γOutJOut(pD)+ γClipJClip(pD).
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Applying a simple steepest descent method, the minimum is found iteratively by settingpD(i +
1) = pD(i)−∇JTot(i), usually in combination with power normalization after each iteration. Hereby
∇JTot(i) = 2 ∂

∂p⋆
D
JTot(pD) with pD = pD(i), wherepD is the vector containing the postfix of sizeD. The

gradient of complex functions is used as defined by [104], Appendix B. In the following, bothJTot(pD)
and∇JTot(pD) are derived for each criterion. Since the channel is estimated overP carriers, all criteria
are expressed in theP×P Fourier domain.

4.4.1 Spectral flatness

Denote byC the set of integers gathering the row indices of theP×P Fourier matrixFP corresponding
to in-band carriers andFC the sub-matrix ofFP stacking these rows. WitĥpP =

(
pT

D 01,N
)T

a permutated
version of vectorpP is defined (which simplifies the presentation of the gradientcalculation) and withfCn
a 1×P vector containing the row ofFC corresponding to carrierCn, i.e. thenth carrier of setC , we have:

JFlat := ∑
n∈C

[

|fCn p̂P|−
1

NC
∑
k∈C
|fCk p̂P|

]2

The gradient ofJFlat is given by∇JFlat = 2
(

∂
∂p⋆

0
, · · · , ∂

∂p⋆
D−1

)T
JFlat with

∂JFlat

∂p⋆
m

= 2 ∑
n∈C

[

|fCn p̂P|− pF

]((
fCn
)⋆

m

fCn p̂P

2|fCn p̂P|
−∂pF

(m)
)

Hereby,

pF =
1

NC
∑
n∈C
|fCn p̂P|,

∂pF
(m) =

1
NC

∑
n∈C

(
fCn
)⋆

m

fCn p̂P

2|fCn p̂P|

and
(
fCn
)⋆

m is themth component of
(
fCn
)⋆

and|fCn p̂P|=
√

fCn p̂Pp̂H
P (fCn )

H.

4.4.2 Out-of-band radiation

The out-of-band radiation is defined as the power over the unused carriers and is ideally zero. WithO
being the set ofNO = |O | out-of-band carriers, andFO the subset of theFP Fourier matrix containing
these rowsfOn . The expression of the cost function is:

JOut := ∑
n∈O

fOn p̂Pp̂H
P

(
fOn
)H

The expression ofJOut gradient is given by∇JOut = 2
(

∂
∂p⋆

0
, · · · , ∂

∂p⋆
D−1

)T
JOut with

∂JOut

∂p⋆
m

= ∑
n∈O

(
fOn
)⋆

mfOn p̂P.
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4.4.3 Clipping

The impact of the clipping is determined by the transfer function of the power amplifiers (PA) in the
system. In the framework of this thesis, the following simple model is used:

fPA(z) :=

{
z for |z| ≤ cL

cLejφ(z) for |z|> cL

wherecL ∈R+ is the clipping level andφ(z) is the phase ofz∈ C. The corresponding cost function is:

JClip,ideal :=
D−1

∑
n=0

[
1
2

(|pn|−cL) ·
[
sign

(
|pn|2−c2

L

)
+1
]
]2

.

In order to further improve the resulting postfix sequence, oversampling can be applied to the postfix
sequence in the upper cost function. Note that sign(|pn|−cL) = sign

(
|pn|2−c2

L

)
. For the optimization,

however, we substitute sign(x) by aC 1 (differentiable) function; we choose sign(x)≈ tanh(ηx),η ∈R+.
Thus, the total cost function is

JClip :=
D−1

∑
n=0

[
1
2

(|pn|−cL) ·
[
tanh

(
η
(
|pn|2−c2

L

))
+1
]
]2

.

The gradient ofJClip is given by∇JClip = 2
(

∂
∂p⋆

0
, · · · , ∂

∂p⋆
D−1

)T
JClip with

∂JClip

∂p⋆
m

=
(|pm|−cL) pm

4|pm|
[
tanh

(
η(|pm|2−c2

L)
)
+1
]2

+ η(|pm|−cL)
2 pm

[
tanh

(
η
(
|pm|2−c2

L

))
+1
]

2cosh2
(
η(|pm|2−c2

L)
)

with m= 0, · · · ,D−1.

Now, the total cost function is defined and a corresponding postfix can be derived by the iteration
pD(i +1) = pD(i)−∇JTot(i).

4.5 Example of Postfix design

The upper steepest descent based postfix derivation is evaluated for the derivation of postfix sequences
of 16, 32 and 48 samples. The optimized sequences are compared to a Kaiser window with respect to the
following criteria: Peak-To-Average-Power-Ratio (PAPR), in-band ripple and out-of-band radiation. In
all examples, the in-band carriers are defined corresponding to the definitions of IEEE802.11a as illus-
trated in Fig.4.3: the carriersO = {28, · · · ,38} are out-of-band andC = {1, · · · ,27,39, . . .64} are useful
carriers.

Fig.4.5 and Fig.4.6 present two postfixes with different trade-offs for the parametersD = 16 (postfix
size) andN = 64 (OFDM symbol size) in time and frequency domain: A Kaiser Window as given by
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Tab.4.1 and a postfix whose derivation is based on the upper optimization procedure, see Tab.4.2. As
given by Tab.4.3, the Kaiser Window offers optimum spectralflatness and low out-of-band radiation
with the drawback of a relatively high Peak-to-Average-Power-Ratio (PAPR): the PAPR is 11.548dB for
the Kaiser window compared to 7.489dB for the optimized postfix sequence based on the upper steepest
descent approach.

The spectral flatness vs PAPR trade-off becomes an issue if the size of the postfix sequence is further
increased. Tab.4.4 and Tab.4.5 present the time domain samples of a corresponding Kaiser window and
an optimized sequence, both of 32 samples. Fig.4.7 and Fig.4.8 illustrate the corresponding results in
time and frequency domain. While the optimized sequence is superior compared to the Kaiser window
in terms of PAPR (6.762dB vs 14.443dB), the ripple rises from0.025dB to 0.742dB.

The ripple effect is reduced here for the 48 samples sequenceas presented in Tab.4.7 and Tab.4.8 and
illustrated in Fig.4.9 and Fig.4.10: the cost is a relatively high PAPR of 7.691dB. The same effect can
be achieved for the upper postfixes, if desired. Note, however, that the ripple increases if the frequency
resolution is higher; the postfix sequence was only improvedfor theN = 64 considered carriers and may
vary significantly on intermediate frequencies.

4.6 Conclusion

The design criteria for discrete postfix sequences have beendiscussed in the context of the Pseudo-
Random-Postfix OFDM (PRP-OFDM) modulation scheme. A steepest descent based optimization algo-
rithm has been proposed in order to trade-off different design-criteria, in particular the PAPR, the out-of-
band radiation and spectral flatness. As an example, a resulting sequence is given for the IEEE802.11a
WLAN context when the CP-OFDM modulator is replaced by the PRP-OFDM scheme. Further ex-
amples of 32 and 48 samples length are presented based on identical spectral requirements. While the
postfix of 16 samples length is suitable for IEEE802.11a-like OFDM parameter sets, larger postfix sizes
are applicable, for example, to a wider communication rangecontext where typically longer OFDM sym-
bols are used [24, 25]. PRP-OFDM thus allows to efficiently reduce the preamble and pilot overhead in
a system design phase without any loss in system performances nor spectral efficiency.

Sample nb Amplitude Sample nb Amplitude

1 0.0140 9 3.4066
2 -0.0079 10 0.5504
3 -0.0278 11 -0.4420
4 0.1045 12 0.3059
5 -0.2209 13 -0.1757
6 0.3597 14 0.0765
7 -0.4904 15 -0.0182
8 0.5792 16 -0.0042

Table 4.1: Time domain samples of a suitable postfix (Kaiser Window, 16 samples).
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Figure 4.5:Postfixes with different trade-offs in time domain (16 samples).
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Figure 4.6:Postfixes with different trade-offs in frequency domain (16samples).
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Figure 4.7:Postfixes with different trade-offs in time domain (32 samples).
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Figure 4.8:Postfixes with different trade-offs in frequency domain (32samples).
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Figure 4.9:Postfixes with different trade-offs in time domain (48 samples).

10 20 30 40 50 60
−30

−25

−20

−15

−10

−5

0

5

Frequency Domain Sample Number

A
bs

ol
ut

e 
A

m
pl

itu
de

 in
 d

B

Optimized Postfix in Frequency Domain

 

 

Kaiser Window
Low−PAPR−Window

Figure 4.10:Postfixes with different trade-offs in frequency domain (48samples).
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Sample nb Amplitude Sample nb Amplitude

1 1.5649-0.0356i 9 0.0832-0.6527i
2 -0.6961+ 0.9494i 10 0.0306+ 0.0594i
3 0.0874+ 1.1743i 11 0.4047+ 0.2204i
4 0.5737+ 1.4300i 12 -0.2723+ 0.2715i
5 -1.4368-0.8592i 13 0.3469-0.2291i
6 0.2212+ 0.4389i 14 0.0779-0.2369i
7 0.4137+ 0.2834i 15 0.1214+ 0.1355i
8 -0.0960+ 0.9893i 16 -0.2110-0.0972i

Table 4.2: Time domain samples of a suitable postfix (optimized 16 samples postfix).

Parameter Kaiser PAPR
Window opt. Postfix

PAPR 11.548dB 7.489dB
‖pD‖2∞

1
D

D−1
∑

n=0
|pn|2

Total out-of-band radiation -16.33dB -12.581dB
∑

n∈O
|pf

n|2

N−1
∑

n=0
|pf

n|2
, p f = FN

[
pD

0N−D,1

]

Spectral in-band ripple 0.025dB 0.742dB
Calculated over carriers

C 2 = C \{21, . . .27,39, . . . ,45}
(i.e. transition to stop-band not considered)

Table 4.3: Comparison on postfix trade-offs (16 samples postfix).
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Sample nb Amplitude Sample nb Amplitude

1 -0.0159 17 4.7542
2 0.0181 18 0.8045
3 -0.0120 19 -0.6989
4 -0.0054 20 0.5471
5 0.0341 21 -0.3743
6 -0.0690 22 0.2069
7 0.1001 23 -0.0670
8 -0.1137 24 -0.0320
9 0.0956 25 0.0860
10 -0.0350 26 -0.1005
11 -0.0722 27 0.0867
12 0.2201 28 -0.0584
13 -0.3929 29 0.0281
14 0.5671 30 -0.0043
15 -0.7157 31 -0.0092
16 0.8141 32 0.0130

Table 4.4: Time domain samples of a suitable postfix (Kaiser Window, 32 Samples).

Sample nb Amplitude Sample nb Amplitude

1 1.0678-0.2485i 17 -0.6305+ 0.2212i
2 -1.2244+ 0.8348i 18 -0.1557-0.9844i
3 -1.2278+ 0.4519i 19 0.4761-0.4938i
4 1.2361-0.7825i 20 -0.1803-0.6882i
5 -0.2617-1.3550i 21 0.5684-0.3849i
6 -1.0461+ 1.2017i 22 -0.1465+ 0.4904i
7 0.5739-1.4205i 23 0.0310-0.6722i
8 0.7884+ 0.8225i 24 0.6098-0.1938i
9 0.7616-0.5044i 25 -0.0338-0.5361i
10 -0.4033+ 0.8804i 26 0.6024-0.2020i
11 -0.6153+ 0.5960i 27 0.0316+ 0.5602i
12 -0.9602+ 0.1916i 28 0.2225-0.3104i
13 -0.1228-0.6236i 29 0.4748+ 0.1726i
14 0.2001-0.4621i 30 -0.2827-0.2660i
15 -0.5335-0.0187i 31 0.4158-0.1692i
16 -0.2175-0.3735i 32 0.1835+ 0.5114i

Table 4.5: Time domain samples of a suitable postfix (optimized 32 samples postfix).
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Parameter Kaiser PAPR
Window opt. Postfix

PAPR 14.443dB 6.762dB
‖pD‖2∞

1
D

D−1
∑

n=0
|pn|2

Total out-of-band radiation -16.719dB -31.501dB
∑

n∈O
|pf

n|2

N−1
∑

n=0
|pf

n |2
, p f = FN

[
pD

0N−D,1

]

Spectral in-band ripple 0.0252dB 1.986dB
Calculated over carriers

C 2 = C \{21, . . .27,39, . . . ,45}
(i.e. transition to stop-band not considered)

Table 4.6: Comparison on postfix trade-offs (32 samples postfix).

Sample nb Amplitude Sample nb Amplitude

1 0.0127 25 5.8025
2 -0.0173 26 0.9814
3 0.0180 27 -0.8655
4 -0.0126 28 0.6936
5 0.0000 29 -0.4905
6 0.0187 30 0.2842
7 -0.0398 31 -0.1003
8 0.0577 32 -0.0419
9 -0.0654 33 0.1320
10 0.0569 34 -0.1693
11 -0.0290 35 0.1618
12 -0.0171 36 -0.1232
13 0.0745 37 0.0695
14 -0.1310 38 -0.0158
15 0.1710 39 -0.0267
16 -0.1778 40 0.0519
17 0.1378 41 -0.0590
18 -0.0435 42 0.0515
19 -0.1035 43 -0.0351
20 0.2918 44 0.0163
21 -0.5009 45 0.0000
22 0.7044 46 -0.0106
23 -0.8744 47 0.0148
24 0.9865 48 -0.0138

Table 4.7: Time domain samples of a suitable postfix (Kaiser Window, 48 Samples).
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Sample nb Amplitude Sample nb Amplitude

1 -0.3455+ 1.0703i 25 -0.4480-0.2845i
2 0.5167-0.8005i 26 0.7568+ 0.6750i
3 -1.0618+ 0.2140i 27 -0.0675+ 0.1458i
4 0.2655+ 0.1877i 28 -0.7098-1.3906i
5 -0.1938+ 0.0350i 29 -0.2838+ 0.1919i
6 -0.5792+ 0.2934i 30 0.3397+ 0.3671i
7 0.0908-0.1211i 31 0.4167-0.6586i
8 -0.2160-0.6457i 32 -0.1350+ 0.1112i
9 0.5287+ 0.7310i 33 -0.3572+ 0.1126i
10 -1.8827+ 1.0646i 34 0.2015+ 0.2065i
11 -0.9916-0.4922i 35 -1.1574-0.4457i
12 -0.1853-1.6238i 36 0.9955-0.5734i
13 0.0920-0.3074i 37 -1.1571-0.1639i
14 -0.1976-0.9700i 38 1.5059-0.2666i
15 -0.6025-0.3002i 39 -0.6689+ 0.5690i
16 0.9100+ 0.1404i 40 0.0296-0.3507i
17 0.7601-1.1629i 41 -0.6628-0.7569i
18 -0.0721-0.0574i 42 0.1214+ 0.3445i
19 0.1725+ 0.6107i 43 0.2804-0.1495i
20 0.3401-0.1199i 44 0.1323-1.0462i
21 -0.7860+ 0.8694i 45 0.2222-0.5485i
22 -0.3458-0.4107i 46 0.2851+ 1.0651i
23 0.7092-1.1569i 47 0.2972-0.1414i
24 -0.4684+ 0.3254i 48 -0.1216-0.1457i

Table 4.8: Time domain samples of a suitable postfix (optimized 48 samples postfix).

Parameter Kaiser PAPR
Window opt. Postfix

PAPR 16.174dB 7.691dB
‖pD‖2∞

1
D

D−1
∑

n=0
|pn|2

Total out-of-band radiation -16.153dB -39.715dB
∑

n∈O
|pf

n |2

N−1
∑

n=0
|pf

n|2
, p f = FN

[
pD

0N−D,1

]

Spectral in-band ripple 0.017dB 0.000176dB
Calculated over carriers

C 2 = C \{21, . . .27,39, . . . ,45}
(i.e. transition to stop-band not considered)

Table 4.9: Comparison on postfix trade-offs (48 samples postfix).
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Chapter 5

Synchronization Refinement with Pseudo
Random Postfix OFDM

This chapters illustrates how to exploit the Pseudo Random Postfix OFDM frame structure in order to
perform a time and frequency synchronization refinement [2]. After an initial (rough) synchronization,
the proposed refinement algorithms rely on the deterministic postfix sequence only and do not require
any signaling overhead.

5.1 Introduction

This chapter complements the PRP-OFDM related studies presented in the previous chapters of this
document: it shows how to perform time and frequency synchronization (TS/FS) refinement (TSR/FSR)
by exploiting the pseudo-randomly weighted deterministicpostfix sequences [27,28].

The proposed techniques allow thus to

1. refine an initial (rough) TS;

2. update the TS when a mobile terminal (MT) awakes from a sleep mode, which is a common
scenario in the context of WLAN systems [58]: Automatic Power Save Delivery (APSD) [114]
MAC (Medium Access Control) protocol is applied in order to inform the MT well in advance
when it may receive and/or transmit data. In between, it switches to a (deep) sleep-mode in order
to minimize power consumption. A common problem is to identify means for re-synchronization
after the wake-up procedure: we propose to achieve this taskby exploiting the Pseudo Random
Postfix based TSR;

3. refine an initial (rough) FS.

The TSR helps to ensure that interference from adjacent OFDMsymbols is entirely absorbed by the post-
fix interval (similar to the guard interval in the context of CP-OFDM) preventing any performance degra-
dation introduced by Inter-Block-Interference (IBI). FSRhelps to avoiding Inter-Carrier-Interference
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(ICI) by adjusting the frequency domain sampling points. For an efficient hardware implementation,
a Fast-Fourier-Transform (FFT) based TSR algorithm is proposed that is optimized in terms of calcu-
lation complexity: for the frequency-selective case, it isa sub-optimum approach where the inherent
approximations, however, become rather accurate for low SNR where TSR/FSR is particularly useful.

Since the PRP-OFDM based synchronization refinement requires an initial TS/FS, in the framework
of this thesis we assume that a first frame acquisition is achieved applying standard techniques: e.g., [38]
presents suitable techniques applicable to IEEE802.11a 5GHz WLAN [56] preamble based TS/FS.

An alternative synchronization refinement has been studiedfor CP-OFDM in [98,115] by correlating
the guard interval with the tail of the corresponding OFDM symbol. This approach cannot be directly
applied to the PRP-OFDM context, since the postfix-sequenceis deterministic (and not quasi-Gaussian
as it is the case for the CP-OFDM guard interval contents). [77] studies both, a FS and joint FS/TS in
a single carrier (SC) context where every SC block is followed by a constant deterministic sequence.
While its FS approach can be reused in the context of a frequency selective channel (see section 5.4 of
this chapter), the joint FS/TS approach in [77] requires again Gaussian postfix sequences and is thus not
applicable. A new TSR approach is thus derived which is efficiently applied after the FSR and frequency
offset correction. A joint optimization is thus no longer required.

This chapter is organized as follows. Section 5.2 recalls basic definitions of the PRP-OFDM modu-
lator followed by a presentation of suitable TS improvementtechniques in section 5.3. In the context of
an Additive White Gaussian Noise (AWGN) channel, a Maximum Liklihood (ML) estimate is derived.
For frequency selective fading environments, the optimum ML decoder is typically replaced by a sub-
optimum approach in practice, since the channel impulse response (not containing any time offset due
to an imperfect initial synchronization) required for ML estimation cannot assumed to be known: cor-
responding sub-optimum approaches are derived. Section 5.4 extends the synchronization refinement to
the frequency offset estimation, section 5.5 discusses thesimultaneous time/frequency offset estimation
(avoiding a joint detection approach) and section 5.6 presents simulation results. Final conclusion follow
in section 5.7.

5.2 Notations and PRP-OFDM modulator

This section briefly presents the basic definitions introduced in chapters 2 and 3 for anN carrier PRP-
OFDM system. Theith N× 1 input digital vector1 s̃N(i) is first modulated by the IFFT matrixFH

N :=
1√
N

(

Wi j
N

)H
,0 ≤ i < N,0 ≤ j < N whereWN := e− j 2π

N . Then, a deterministic postfix vectorpD :=

(p0, . . . , pD−1)
T weighted by a pseudo random valueα(i) ∈ C is appended to the IFFT outputssN(i).

With P := N+D, the correspondingP×1 transmitted vector issP(i) := FH
ZPs̃N(i)+ α(i)pP, where

FH
ZP :=

[
IN

0D,N

]

P×N

FH
N and pP :=

(
01,N pT

D

)T

1Lower (upper) boldface symbols will be used for column vectors (matrices) sometimes with subscriptsN or P emphasizing
their sizes (for square matrices only); tilde denotes frequency domain quantities; argumenti will be used to index blocks of
symbols;H (T ) denotes Hermitian (Transpose).
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Without loss of generality, the elements ofsN(i) = FH
Ns̃N(i) are assumed to be i.i.d. and zero mean

random variables of varianceσ2
s = 1 which are independent ofα(i)pD. The samples ofsP(i) are then

sent sequentially through the channel, modeled here as anLth-order FIR filterC(z) :=
L
∑

n=0
cnz−n. The

OFDM system is designed such that the postfix duration exceeds the channel memoryL < D.

Let CISI(P) andCIBI (P) be respectively the Toeplitz lower and upper triangular matrices of first col-
umn [c0,c1, · · · ,cL,0,→,0]T and first row[0,→,0,cL, · · · ,c1]. As already explained in [80], the channel
convolution can be expressed asrP(i) := CISI(P)sP(i)+ CIBI (P)sP(i−1)+ nP(i). CISI(P) andCIBI (P)
represent respectively the intra-symbol and inter-block interference.nP(i) is the ith AWGN vector of
i.i.d. elements with varianceσ2

n. SincesP(i) = FH
ZPs̃N(i)+ α(i)pP, we have:

rP(i) = (CISI + βiCIBI )sP(i)+nP(i) (5.1)

whereβi := α(i−1)
α(i) . Note thatCβi := (CISI + βiCIBI ) is pseudo circulant: i.e. a circulant matrix whose

(D−1)× (D−1) upper right triangular part is weighted byβi. Such a matrix is no longer diagonal on
a standard Fourier basis, but on a new one still allowing an efficient implementation based on FFTs (see
Appendix A).

The expression of the received block thus becomes:

rP(i) := Cβi

(
FH

ZPs̃N(i)+ α(i)pP
)
+nP(i)

= Cβi

(
FH

Ns̃N(i)
α(i)pD

)

+nP(i)

The following sections present TSR and FSR refinement techniques first independently; then, a dis-
cussion on a simultaneous presence of time/frequency offsets and considerations on the estimation/correction
follows.

5.3 Time synchronization aspects

Due to the block transmission nature of OFDM systems, it is important to perform an accurate TS
locating the start of the OFDM time domain symbols to be fed tothe FFT demodulator in the receiver.
In that respect, it is relevant to find TS algorithms that optimize the offset distribution of the estimated
frame location: the real start of the frame and the estimatedone provided by the time synchronization
procedure need to coincide as closely as possible. If this property is not fulfilled, the system performance
is impacted:

• a late synchronizationleads to IBI with the subsequent OFDM symbol;

• anearly synchronizationleads to an extraction of OFDM symbols some samples earlier than re-
quired and subsequently reduces the duration margin of the OFDM guard time allocated for ab-
sorbing the IBI generated by a multi-path propagation channel (applicable to both, CP-OFDM or
PRP-OFDM); this observation illustrates that in practice,the guard time role is to cope not only
with the absorption of the IBI due to a CIR of significant memory, but also with the inherent delay
offset remaining after TS.
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In this chapter, it is assumed that an initial (rough) TS/FS has already been performed by standard
means, e.g. see [38,116]; so that TS false detection and detection failure [116] issues are not addressed.
Usually, the TS is based on suitable preamble designs in combination with auto-correlation and peak-
detection of the received signal. Correspondingly, FS is assumed to be performed on a suitable preamble.
This section shows how to refine such a first estimation and hence aims at i) avoiding IBI and ii) increas-
ing the spectral efficiency of the system by keeping the guardinterval as short as possible. The case of an
Additive White Gaussian Noise (AWGN) channel is first considered, and the general frequency selective
case is derived subsequently.

5.3.1 Refinement in the AWGN context

For explanation sake, we first consider the received block vector rP,Q(i) in presence of an AWGN channel
including an time synchronization offsetQ andsN(i) = [s0(i), · · · ,sN−1(i)]

T (similar to the noise vector
nP,Q(i)). For sake of simplicity we assumeQ to belong to the inveral of−D < Q < D:

rP,Q(i) := nP,Q(i)+







(
sN(i)

α(i)pD

)

for Q = 0














sQ(i)
...

sN−1(i)
α(i)pD

s0(i +1)
...

sQ−1(i +1)















for Q > 0















α(i−1)pD+Q
...

α(i−1)pD−1

sN(i)
α(i)p0

...
α(i)pD+Q−1















for Q < 0

(5.2)

A corresponding vectornP,Q(i) needs to be defined for the Gaussian noise contributions. It is however

sufficient to note thatE
[

nP,Q(i)nH
P,Q(i)

]

= E
[
nP(i)nH

P(i)
]
= σ2

nIN. The contribution of OFDM data sam-

ples in (5.2) shall be defined assP,Q(i); it corresponds torP,Q(i) setting all postfix and noise contributions
to zero.

In order to prepare the synchronization refinement, we defineEα to be the expectation operator
combined with de-weighting of postfixes by the corresponding inverse of the pseudo random weights
α(i)−1; with α(i) being a pure phase (α(i) = ejφα(i)), the variance of any weighted data/noise samples as
well as their zero-mean properties remain unchanged; the offsetQ introduced by the initial rough TS is
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the parameter to be detected:

Eα [rP,Q(i)] =







(
0P−D

pD

)

for Q = 0




0P−D−Q

pD

0Q



 for Q > 0















pD+Q
...

pD−1

0P−D

p0
...

pD+Q−1















for Q < 0

(5.3)

In practice, this expectationEα is approximated by a mean value calculation over a limited number
of Z symbols (without loss of generality and for explanation sake, Z is assumed to be an odd integer:
Z ∈ [3,5, · · · ]). These are assumed to be grouped around thei0th OFDM symbol (i0≥ Z−1

2 ) in the frame:
(
sP
(
i0− Z−1

2

)
, . . . ,sP

(
i0 + Z−1

2

))
and with

n̂P,Q(i0) =
1
Z

Z−1

∑
i=0

[

sP,Q

(

i0−
Z−1

2
+ i

)

+nP,Q

(

i0−
Z−1

2
+ i

)]

(5.4)

the following expression is obtained:

r̂P,Q(i0) := Eα [rP,Q(i)]+ n̂P,Q(i0). (5.5)

We propose to determine the TS offset estimatesQ̂ by a Maximum-Likelihood (ML) approach. In
order to achieve this goal, let us first define theJ-circulantcorrelation matrixM J of dimensionP×P as:

M J :=


















p0 p1 · · · pD−1 0 → → 0
p1 ր p0
... ր ...

pD−1 pD−2

0 pD−1

0 ր 0
0 ր 0
↓ ր ↓
0 p0 · · · pD−2 pD−1 0 → 0


















(5.6)

andmn as thenth column ofM J, n = 0, · · · ,P−1. With p(Eα [rP,Q(i)] = mn|r̂P(i0)) being the likelihood
that Eα [rP,Q(i)] = mn knowing r̂P(i0) and with

Q̄ := argmax
n
{p(Eα [rP,Q(i)] = mn|r̂P,Q(i0))}

= argmin
n

{

(r̂P,Q(i0)−mn)
H R−1

n̂ (Q = n−D)(r̂P,Q(i0)−mn)
}

(5.7)
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the resulting Maximum Likelihood (ML) offset estimates areQ̂ = Q̄−D. whereRn̂(Q) is defined with

Mα(i) :=

[

I ⌊ P
2 ⌋

α−1(i−1) 0
0 IP−⌊ P

2 ⌋α
−1(i)

]

as follows:

Rn̂(Q) := E[n̂P,Q(i0)n̂H
P,Q(i0)]

= IP
σ2

n

Z
+

1
Z

E
[
Mα(i)sP,Q(i)sH

P,Q(i)MH
α (i)

]

Mα(i) defines the de-weighting of the pseudo-random weighting factors α(i) such that a maximum
synchronization offset (⌊P

2⌋− L + 1 samples) is covered. The final estimator is derived by defining
"rowmax(·)" as an operator that is applied on a vector of real values returning the integerrow of the its
largest element andℜ(·) is the classical real part operator. Reworking equation (5.7) by exploiting that
Rn̂(Q) is diagonal and constant over the non-zero elements ofmn leads to the following estimator:

Q̄ = rowmax










Z

σ2
const

ℜ{MH
J r̂P,Q(i0)}−

1
2






mH
0 R−1

n̂ (Q =−D)m0
...

mH
P−1R

−1
n̂ (Q = P−1−D)mP−1






︸ ︷︷ ︸

=const










= rowmax
(
ℜ{MH

J r̂P,Q(i0)}
)

(5.8)

1P is aP×1 vector containing ’1’ elements only. The computation of the cyclic correlation is performed
in an efficient way based on the diagonalization ofM J = FPDJFP with diagonalDJ = FH

PM JFH
P and the

efficient implementation ofFP
(
FH

P

)
by the (I)FFT:

Q̄ = rowmax
(
ℜ{FH

PDH
J FH

P r̂P,Q(i0)}
)
. (5.9)

This finalizes the discussion on TSR in the AWGN context; for the case of a multi-path channel,
either the knowledge of the CIR is required or some approximations need to be applied as it is proposed
in the following section.

5.3.2 Refinement in presence of ISI

When the channel introduces ISI, the vector to be consideredis with CCIRC(P) = CISI(P)+CIBI(P):

r̂P,Q(i0) = Eα [rP,Q(i)]+ n̂P,Q(i0)

= PQCCIRC(P)pP + n̂P,Q(i0)

wherePQ is a circulant permutation matrix representing the postfix offset in the received vector̂rP,Q(i0)
due to the time synchronization offsetQ and CCIRC(P) is a sizeP×P circulant channel convolution
matrix. Exploiting the relationM JCCIRC(P) = CT

CIRC(P)M J, derived in appendix E, the corresponding
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ML estimator is thus:

Q̄ = argmin
n

{

(r̂P(i)−CCIRC(P)mn)
H R−1

n̂ (Q = n−D)(r̂P(i)−CCIRC(P)mn)
}

(5.10)

= rowmax












ℜ{mH
0 CH

CIRC(P)R−1
n̂ (Q =−D)r̂P,Q(i0)}

...
ℜ{mH

0 CH
CIRC(P)R−1

n̂ (Q = P−1−D)r̂P,Q(i0)}




−

1
2






mH
0 CH

CIRC(P)R−1
n̂ (Q =−D)CCIRC(P)m0

...
mH

P−1CH
CIRC(P)R−1

n̂ (Q = P−1−D)CCIRC(P)mP−1






︸ ︷︷ ︸

≈ σ2
tot1P

D−1
∑

k=0
|[CCIRC(D)pD]k|

2 = const,

with the approximationRn̂(Q)≈ σ2
totI , since

mH
n CH

CIRC(P)CCIRC(P)mn = (CCIRC(P)mn)
HCCIRC(P)mn

=
D−1
∑

k=0
|[CCIRC(D)pD]k|2







≈ rowmax
{

ℜ{(CCIRC(P))⋆MH
J r̂P,Q(i0)}

}
(5.11)

with

Rn̂(Q) = E[n̂P,Q(i0)n̂H
P,Q(i0)]

= IP
σ2

n

Z
+

1
Z

E[Mα(i)Cβi
PQsP,Q=0(i)sH

P,Q=0(i)P
H
QCH

βi
MH

α(i)]

Equation (5.11) is based on the hypothesis that the noise covarianceR−1
n̂ (Q) contains i.i.d. contribu-

tions on the main diagonal and is zero elsewhere, which is a valid approximation for low SNR values.
The resulting estimator becomes (applying approximation (5.11)):

Q̄ ≈ rowmaxℜ[CT
CIRC(P)C⋆

CIRC(P)MH
J pP+(CCIRC(P)M J)

Hn̂P(i)] (5.12)

As a matter of fact, the ML detector leads to an intuitive solution: the postfix sequence is pre-
multiplied by a correlation matrix in order to find the synchronization offset similar to the AWGN case;
for frequency selective channels, this expression is further weighted by the channel matrix and its hermi-
tian.

Note that the ML estimator requires the knowledge of the CIR convolution matrixCCIRC(P). This
typically is not available; even if CIR coefficients can sometimes be estimated based on preamble sym-
bols, this estimation contains an undesired offset due to the initial synchronization offset and is thus
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unsuitable. The optimum ML estimator remains a theoreticallimit which can be approximated in prac-
tice by sub-optimum approaches.

In the following, two simple approximations are discussed leading to sub-optimum estimators that
do not require the knowledge of the CIR.

Approximation I: Assume channel to be a Dirac function

The first idea consists in approximating the CIR by a Dirac function, i.e. CCIRC(P) ≈ IP; This approx-
imation is justified by the fact that the value ofmH

n Eα [rP(i)] in (5.12) typically decreases rapidly as a
function of the synchronization offset in a Line Of Sight (LOS) scenario. Thus, the estimation of the
TS offset is improved as for the AWGN case (5.9). As it will be explained in the following proposal of
Approximation II, however,Approximation Ishould not be the preferred choice in the context of complex
channel gains.

Approximation II: Assume channel to be a Dirac function with a random phase

Typically, Approximation Ihas disadvantages if the channel coefficients are complex: replacing the real
part operatorℜ(·) in (5.12) by an absolute value calculation avoids this problem with the expense of
an increased noise variance. It typically leads to improvedperformances as it will be illustrated in the
following section.Approximation IIis thus a suitable approach in a practical context where CIR estimates
(which must not contain offsets due to an synchronization offset) are typically not available.

5.4 Frequency Offset Estimation

The upper derivations show how to improve the TS in a practical system implementation. This section
extends the technique to improving the frequency offset estimation which is equally important in order
to minimize any loss in system performance due to Inter-Carrier-Interference (ICI).

The frequency offset leads to a linear phase shift of the received samples in time domain [38] ex-
pressed as[rn(i))]∆F which corresponds to the elements of (5.1) including a frequency offset of f0.
DefiningTB := (N+D)T as the duration of an OFDM symbol block including the postfix sequence and
T as the sampling period, the resulting expression is

[rn(i)]∆F := r(iTB +nT)ej2π f0(iTB+nT), 0≤ n < P

= r[(iP+n)T]ej2π f0(iP+n)T . (5.13)

It is proposed to extract the frequency offset∆F = f0 by correlation ofZ neighboring received postfix
sequences corresponding to the definitions in section 5.3 and as illustrated in Fig.5.1 (withMA indicating
Moving Average) and defined by equation (5.14) around thei0th OFDM symbol (i0≥ Z−1

2 ):
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f̂0 :=
1

2π(N +D)T
angle







i0+ Z−1
2

∑
i=i0− Z−1

2

α−1(i)α⋆−1(i +1)
D−1

∑
n=0

[rN+n(i)]∆F [rN+n(i +1)]⋆∆F






(5.14)

Combining (5.13) and (5.14), the necessary condition to derive a unique frequency offset is

−π < 2π f0TB < π

In other words, the shift from one OFDM symbol block to another may not exceed±π. This property
needs to be met by an initial (rough) correction of the frequency offset.

α(i)CISI(D)pDCISI(N)sN(i)α(i−1)CIBI (D)pD

[
ID0D×(N−D)

]
CIBI (N)sN(i)

[
ID0D×(N−D)

]
CIBI(N)sN(i +1)

α(i +1)CISI(D)pD

()⋆

α⋆−1(i +1)

α−1(i)

MA

Figure 5.1:Illustration of FS refinement (1).

Contrary to the TSR, the resulting proposed FSR scheme applies to both, the AWGN and the multi-
path propagation context without introducing any approximation. Assuming a channel impulse response
of orderL it is possible to exploit the IBI part of the postfix after convolution by the channel. As illustrated
in Fig.5.2, it is proposed to add the following expression toequation (5.14), additionally exploiting the
IBI contribution of the postfix after channel convolution, in order to refine the estimates (exploiting
that theD samples postfix sequence convolved by aL + 1 samples CIR results in a sequence ofD + L
samples):

angle

{
1+i0+ Z−1

2

∑
i=1+i0− Z−1

2

α−1(i−1)α⋆−1(i)
L−1
∑

n=0
[rn(i)]∆F [rn(i +1)]⋆∆F

}

2π(N+D)T
(5.15)
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α(i)CISI(D)pDCISI(N)sN(i)α(i−1)CIBI (D)pD

[
ID0D×(N−D)

]
CIBI (N)sN(i)

[
ID0D×(N−D)

]
CIBI(N)sN(i +1)

α(i +1)CISI(D)pD

()⋆α−1(i−1)

α⋆−1(i)

MA

Figure 5.2:Illustration of FS refinement (2).

Since the channel order typically is not known in the receiver and expression (5.15) is expected to
be corrupted by a high level of OFDM data symbol interference, in the framework of this chapter any
optimization is performed with respect to (5.14).

As a final remark, note that in practice a sampling clock frequency offset needs to be taken into
account additionally. In order to facilitate this detection, modern communication standards (such as
IEEE802.11a [56]) require the mixer and sampling clock references to have the same source. Thus, the
relative offset is identical; the sampling clock offset is obtained by scaling the center frequency offset
estimates derived in this section correspondingly.

5.5 Simultaneous presence of Time and Frequency Offsets

Section 5.3 and 5.4 detailed the estimation of TS and FS offsets respectively, assuming the exclusive
presence of either one. This section extends this analysis to the practical case where both, time and
frequency offsets occur simultaneously. In order to perform the TSR/FSR after an initial acquisition, it
is proposed to proceed as follows:

1. Estimate the FS offset as detailed in section 5.4 and perform a corresponding correction of the
received PRP-OFDM frame.

2. Estimate the TS offset as detailed in section 5.3.

The FS offset estimation quality depends on the precision ofthe TS: a small TS offset is typically
required in order to ensure a precise estimation of the FS offset. Otherwise, the refinement will be
impacted by interference originating from preceding / following OFDM data samples: the corresponding
sampling instants prior to / after the postfix can be assumed to carry zero-value postfix samples and i.i.d.
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noise of element varianceσ2
s + σ2

n with σ2
s = E[sn(i)s⋆

n(i)]. Consequently, the frequency estimates are
still valid but degradated by an increased noise contribution.

The TS offset estimates are impacted if the FSR estimates arenot ideal and the corresponding linear
phase in time domain is not completely corrected. Assuming that a small residual FS offset of∆FR

remains after correction and with the following definitions:

D∆FR(i) := Diag
{

ej2πiP∆FRT , · · · ,ej2π(iP+P−1)∆FRT
}

φconst := π(Z−1)P∆FRT

with P∆FRT Z−1
2 < 1, the frequency offset assumed to be negligible within one single received postfix

sequence, the correlation outputs overZ postfixes are expressed as indicated by equation (5.16), exploit-
ing (5.10), (5.12). As discussed in section 5.3 and with the approximation ofRn̂(Q) having constant
diagonal elements, the real part operator may be replaced byan absolute value calculation:

Q̄ = argmin
n

i0+ Z−1
2

∑
i=i0− Z−1

2

(Mα(i)D∆FR(i)rP,Q(i)−CCIRC(P)mn)
H R−1

n̂ (Q)(Mα(i)D∆FR(i)rP,Q(i)−CCIRC(P)mn)

(5.16)

E∆FR = σ−2
n̂ ejφconst



1+
−1

∑
i=− Z−1

2

[
e− j2πiP∆FRT +ej2πiP∆FRT

]



ℜ{(CCIRC(P)M J)
H r̂P,Q(i0)}

= σ−2
n̂ ejφconst



2

Z−1
2

∑
i=0

cos(2πiP∆FRT)−1



ℜ{(CCIRC(P)M J)
H r̂P,Q(i0)}

= σ−2
n̂ ejφconst



2
cos
(

π (Z−1)P∆FRT
2

)

sin
(

π (Z+1)P∆FRT
2

)

sin(πP∆FRT)
−1





︸ ︷︷ ︸

Reduction of accumulated correlator outputs due to freq. offset∆FR

ℜ{(CCIRC(P)M J)
Hr̂P,Q(i0)} (5.17)

With the hypothesis thatRn̂(Q) ≈ σ2
n̂I , the expectation of the argmin argument in (5.16) and with

Z
∑

n=0
cos(nx) =

cos( 1
2Zx)sin( 1

2(Z+1)x)
sin( 1

2x)
becomes (5.17). The remaining common phase offsetejφconst is consid-

ered to be contained in the CIR and does not intervene in the synchronization procedure.

Equation (5.17) presents the loss in signal power of the correlator outputs for TSR in presence of a
residual FS offset, leading to the following SNR degradation:

SNR|∆F = SNR|∆F=0
1
Z



2
cos
(

π (Z−1)P∆FRT
2

)

sin
(

π (Z+1)P∆FRT
2

)

sin(πP∆FRT)
−1



 (5.18)

I.e. it is expected to obtain identical TS results compared to section 5.3 with a correspondingly reduced
signal SNR.
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5.6 Performance illustration for 5GHz WLAN

The performance of the TS/FS refinement techniques presented in this chapter are evaluated based on
the following simulations: i) a standard IEEE802.11a preamble-based TS technique based on preamble-
auto-correlation [38, 116] is applied, ii) improvement of the initial estimate based on the optimum ML
estimator (perfect channel knowledge is assumed), iii) refinement of the initial estimate based on the
Approximation Iestimator and iv) improvement of the initial estimate basedon theApproximation II
estimator and v) refinement of FS by auto-correlation based estimation. The simulations are performed in
an AWGN and a BRAN-A [37] multi-path channel environment at aSINR of 10dB. The frame structure
defined by the IEEE802.11a standard [56] is used and BPSK symbols are chosen for the data carriers. For
the PRP-OFDM approach, the mean value over 40 symbols (data plus postfix divided by corresponding
pseudo-random weighting factors) is taken in order to refinethe synchronization. The postfix sequence
is chosen as presented in Tab.5.1.

Fig.5.3 presents the synchronization offset probabilities. The standard preamble-autocorrelation
based technique leads to time offset probabilities above 10−3 within an offset interval of[−5;5] for
the BRAN-A channel model. Moreover, the offset probabilitydensity function is slowly decreasing for
high offsets compared to the alternative proposals. In contrast to this approach, the ML estimator (as-
suming that the CIR is known) does not lead to any offset within 106 simulations for both, the AWGN
and BRAN-A channel models.

With Approximation II, the performance lies in between these cases for BRAN-A channels: time
offset probabilities above 10−3 occur within an offset interval of[−1;4]. Beyond these values, the offset
probability density function is quickly decreasing compared to the standard approach: the interval size
is approx. divided by two.Approximation Iperforms poorly (i.e. there is some performance degradation
with respect to the algorithm applied to CP-OFDM based TS at an offset beyond -5 samples) due to the
reasons explained in section 5.3.2.

The frequency offset estimation analysis is performed for the example of a given frequency offset
of ∆F = 500Hz at a sampling frequency of 20MHz (leading to a carrier spacing of fc = 0.3125MHz
for N = 64 sub-carriers). Fig.5.4 and Fig.5.5 show the mean estimated frequency offset and its standard
deviation respectively. The results show that an averagingover 10 symbols is sufficient to achieve a mean
frequency offset estimation error below 100Hz (=fc/3125 in the given context) for SINR≥ 0dB.

As a result, it can be stated that the use of a pseudo random postfix helps to increase the accuracy of
the TS. This enables to reduce frame-misdetection probabilities and thus makes corresponding receivers
more robust. Note that in the PRP case, we can observe that theoffset distribution is strictly lower
bounded which indicates that we can safely limit the early synchronization to 2 samples in this practical
context.

5.7 Conclusion

This chapter has shown that the PRP-OFDM inherent frame properties can be exploited for efficient
refinement of the TS and FS: standard cross/auto-correlation based synchronization algorithms have been
derived for this purpose. In a typical example, simulation results show that the corresponding TS offset
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intervals are divided by two comparing to the standard WLAN auto-correlation approach performed
on preambles with the PRP-OFDM based refinement. In the same context, FS refinement reduces the
residual offset close to zero. Consequently, these techniques help to avoid IBI (due to improved TS) as
well as ICI (due to improved FS) and thus improve the overall system performance.

Sample nb Amplitude Sample nb Amplitude

1 1.5649-0.0356i 9 0.0832-0.6527i
2 -0.6961+ 0.9494i 10 0.0306+ 0.0594i
3 0.0874+ 1.1743i 11 0.4047+ 0.2204i
4 0.5737+ 1.4300i 12 -0.2723+ 0.2715i
5 -1.4368-0.8592i 13 0.3469-0.2291i
6 0.2212+ 0.4389i 14 0.0779-0.2369i
7 0.4137+ 0.2834i 15 0.1214+ 0.1355i
8 -0.0960+ 0.9893i 16 -0.2110-0.0972i

Table 5.1: Time domain samples of a suitable postfix (low PAPR).
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Chapter 6

Pseudo Random Postfix Orthogonal
Frequency Division Multiplexing for
multiple antennas systems

This chapter illustrates how to extend the Pseudo Random Postfix OFDM (PRP-OFDM) modulation
concept to the Multiple-Transmit-Multiple-Receive (MTMR) antennas context.

6.1 Introduction

This chapter capitalizes on the single antenna Pseudo-Random-Postfix OFDM (PRP-OFDM) modulation
scheme detailed in the previous chapters 2, 3, 4 and 5 and presents a novel extension of the PRP-OFDM
transceiver to the Multiple-Transmit Multiple-Receive (MTMR) antennas case. It is shown how to esti-
mate all propagation channel impulse responses between anyTX and RX antenna based on space-time
(ST) coded postfix sequences. The approach taken does neither limit the number of transmit and receive
antennas nor impose a particular Space-Time Code (STC).

For coherent MTMR systems, the estimation and tracking of the Multiple Input Multiple Output
(MIMO) channel is essential and becomes challenging in presence of high Doppler (either considering
high mobility scenarios or high frequency bands). In the scheme considered, data and postfix vectors
are independently encoded by two STCs; the new specific MTMR postfix design proposed in section 6.3
enables a semi-blind estimation of all the MIMO channel exploiting only the order-one statistics of the
received signal. Moreover, after presenting the new channel estimator in the static case, a new one is
derived for high mobility scenarios inspired by the derivations in chapter 3, section 3.3.2.

Section 6.4 proposes two transceiver architectures based on an Alamouti based STBC in order to
illustrate the decoding and channel estimation steps. Two different decoding strategies are discussed.
The first one is to convert the received blocks back to ZP-OFDMvectors through postfix contribution
cancellation and then decode them using architectures proposed in [40, 117]. The second one proposes
to equalize the full received vector exploiting the diagonalisation properties of pseudo-circulant matri-
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ces (see chapter 3 and annex A). Section 6.5 finally presents simulation results and Section 6.6 draws
conclusions.

6.2 MTMR PRP-OFDM modulation and demodulation

This section presents the digital PRP-OFDM MTMR modulator and recalls the discrete baseband channel
model that is used in the framework of this thesis.

D×1

p

P×1

uNt(n)
+

+
P×1

q1(n)

S/P

P/S

P/S
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Figure 6.1:Discrete model of the MTMR PRP-OFDM modulator.

Figure 6.1 depicts the baseband discrete-time block equivalent model of aN-carrier PRP-OFDM
MTMR transceiver withNt transmit andNr receive antennas. Please note that the proposed scheme
is fully generic, but for concision sake we will limit the discussion here to Space-Time (ST) block
codes. The initial serial stream of constellation symbols ˜s( jN), · · · , s̃( jN + N− 1) is serial-to-parallel
converted; thejth N×1 input digital vector̃s( j) is then modulated by the IFFT matrixFH

N with [FN]k,l =

(1/
√

N)Wkl
N , 0≤ k < N, 0≤ l < N whereWN = e− j2π/N. The resultingN×1 time domain vectors( j) is

processed by any suitable ST encoderM creating the outputs

S̄(i) := M (s(iNt), · · · ,s(iNt +Nt−1))

= {s̄l (iM +k), 1≤ l ≤Nt , 0≤ k < M}

with i being the block number andn= iM +k indexing the outputs in Figure 6.1. Note that in the context
of STBCs,M can differ fromNt . For example STBCs given in [118] lead to rectangularS̄(i), i.e. M > Nt .
In the sequel, thēsl (iM +k) are linearly precoded by a ZP-OFDM precoding matrixTZP

TZP :=

[
IN

0D,N

]

P×N

with

ul (n) := TZPs̄l (n) with 1≤ l ≤Nt . (6.1)

A pseudo randomly weighted postfix, chosen with respect to the design criteria given in chapter 4, is
appended afterwards. In the MTMR case, the deterministicD×1 postfix vectorp is treated by a specific
ST encoderW which outputs theD× 1 vectorsp̄l (n),1 ≤ l ≤ Nt . As it will be shown later,W is
there for ensuring identification of the complete MIMO channel. In order to avoid unpleasant spectrum
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properties, the postfix vector is weighted by a scalar pseudo-random sequence (as discussed in chapter
4). The postfix vectors̄pl(n) are then linearly precoded by the matrixTP

TP :=

[
0N,D

ID

]

P×D

and the resultingvl (n) are finally added to the data symbolsul(n):

ql (n) := ul(n)+vl (n) with 1≤ l ≤ Nt (6.2)

Let Clm be aP×P circulant matrix whose first row is given by[clm(0),0→ 0,clm(L− 1), · · · ,clm(1)],
whereclm = [clm(0), · · · ,clm(L− 1),0→ 0]T is the P× 1 channel impulse response between thel th
transmit and themth receive antenna;D is chosen such thatL < D. DefineCISI

lm as the lower triangular
part ofClm including the main diagonal which represents the Intra-Symbol-Interference (ISI);CIBI

lm shall
contain the upper triangular part ofClm representing the Inter-Block-Interference (IBI), such that Clm =
CISI

lm + CIBI
lm. Therefore, the received vector on themth antenna, 1≤ m≤ Nr is given by (compare with

derivations in chapter 3)

rm(n) :=
Nt

∑
l=1

[CISI
lmql (n)+CIBI

lmql (n−1)]+nm(n)

wherenm(n) is an complex zero-mean additive white i.i.d. Gaussian noise term.

A choice of the pseudo random postfix ST encoderW is discussed in the next section in order to
allow a simple identification of all channelsclm, 1≤ l ≤Nt , 1≤m≤ Nr .

6.3 Order-one MIMO channel estimation

The goal of this section is to extend the order-one channel estimation technique presented in chapter
3 to the MTMR case. First, a novel channel estimation algorithm is detailed, assuming the channel to
be static. Then, a Doppler model is introduced for the mobility case and the corresponding optimum
channel estimator in the Minimum Mean Square Error (MMSE) sense.

First let us express the received vectorrm(n) in an exploitable form for the channel estimation. For
that purpose letCD

lm be theD×D circulant matrix of first row[clm(0),0→ 0,clm(L), · · · ,clm(1)]. We
defineCISI,D

lm andCIBI,D
lm as previously such thatCD

lm := CISI,D
lm +CIBI,D

lm . The signalrm(n), received during the
nth OFDM symbol on themth antenna, 1≤m≤ Nr , is equal to:

rm(n) =
Nt

∑
l=1






CISI,D
lm s̄l ,0(n)+CIBI,D

lm p̄l (n−1)
...

CIBI,D
lm s̄l ,1(n)+CISI,D

lm p̄l(n)




+






nm,0(n)
...

nm,1(n)




 (6.3)

wheres̄l ,0(n), s̄l ,1(n), nm,0(n), nm,1(n) are respectively the firstD and lastD samples of̄sl (n) andnm(n).

Equation (6.3) tells that a super-imposition of the variouspostfixes convolved by the corresponding
channels is interfering with the useful data. An easy independent retrieval of each of the channels based
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on the sole observation of the postfixes contributions wouldbe possible through isolation of each postfix
convolved by its related channel. As detailed below, a way toachieve that condition is to use a weighting
ST block coding schemeW of the postfixp using the following postfixes generation process :






p̄1(iM) · · · p̄1(iM +M−1)
...

. . .
...

p̄Nt (iM) · · · p̄Nt (iM +M−1)




 :=






w1(0)α(iM) · · · w1(M−1)α(iM +M−1)
...

. . .
...

wNt (0)α(iM) · · · wNt (M−1)α(iM +M−1)






︸ ︷︷ ︸

W

⊗p (6.4)

where⊗ is the Kronecker product andp, α(iM + k) are respectively the deterministic postfix and
the pseudo-random weighting factors introduced in chapter4. The pseudo-random weighting factors
α(iM +k) are used to convert the deterministic postfixp into a pseudo-random one. Note that a new set
of deterministic weighting factors is introduced, and gathered in theM×Nt matrix W, with [W]k,l−1 =
wl (k), 0≤ k < M, 1≤ l ≤ Nt . W is there to remove the interference between all transmittedpostfixes
and thus needs to be invertible:W is of full column rank (rank(W) = Nt). In the following we choose
W orthogonal, such thatWHW = Nt × INt .

6.3.1 Static context : minimum dimension circular diagonalization

We focus now on a static channel and detail an order-one channel estimator similar to the one presented
in chapter 3.3.1, subsectionChannel estimation using minimum dimension circular diagonalization. For
the reasons given in 3.3.1, a carrier grid adaptation is useful in order to improve the estimation results if
the postfix is rank deficient - this case is discussed in the following section.

For that purpose, denote respectively byrm,0(n) andrm,1(n) the first and lastD samples ofrm(n). By
settingn = iM + k and assuming the transmitted time domain signals̄l (n) to be zero mean for alll , we
use (6.4) and (6.3) to compute for eachk, 0≤ k < M, the followingD×1 vector:

dk
m(i) :=

rm,1(iM +k)+ rm,0(iM +k+1)

α(iM +k)
(6.5)

Define

dk
m := E[dk

m(i)] (6.6)

as the expectation ofdk
m(i). Thanks to the deterministic nature of the postfixes, it can be verified

from (6.3) that:
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dk
m =

Nt

∑
l=1

[
CISI,D

lm +CIBI,D
lm

]
wl(k)p

=
Nt

∑
l=1

CD
lmwl (k)p (6.7)

Note that in practice the expectation in (6.6) is estimated by averaging overZ observations (one
observation is defined here as an STC block ofM OFDM symbols per antenna) and thus approximate,
anddm is corrupted by a residual additive noisen̄k

m:

n̄k
m :=

1
Z

Z−1

∑
i=0

(

nm,0(iM +k)+nm,1(iM +k)+
Nt

∑
l=1

[
CISI,D

lm s̄l ,0(iM +k)+CIBI,D
lm s̄l ,1(iM +k)

]

)

thus theMD×1 vectors

dm := [d0T
m , · · · ,(dM−1

m )T ]T , (6.8)

n̄m := [n̄0T
m , · · · , n̄(M−1)T

m ]T (6.9)

can be expressed for each receive antenna as:

dm =
Nt

∑
l=1






CD
lmwl(0)p

...
CD

lmwl (M−1)p






= (W⊗ ID) ·






CD
1mp
...

CD
Ntmp




 , (6.10)

n̄m =
1
Z










Z−1
∑

i=0
(nm,0(iM)+nm,1(iM))

...
Z−1
∑

i=0
(nm,0(iM +M−1)+nm,1(iM +M−1))










+

1
Z










Z−1
∑

i=0

Nt

∑
l=1

[
CISI,D

lm s̄l ,0(iM)+CIBI,D
lm s̄l ,1(iM)

]

...
Z−1
∑

i=0

Nt

∑
l=1

[
CISI,D

lm s̄l ,0(iM +M−1)+CIBI,D
lm s̄l ,1(iM +M−1)

]









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SinceW is chosen orthogonal, multiplying eachdm, 1≤m≤ Nr by (W⊗ ID)H removes completely
the interference between channel contributionsCD

lm, 1≤ l ≤ Nt :

N−1
t (W⊗ ID)Hdm = N−1

t (W⊗ ID)H(W⊗ ID)
︸ ︷︷ ︸

=Nt I (D×Nt )

·






CD
1mp
...

CD
Ntmp






=






CD
1mp
...

CD
Ntmp




 (6.11)

In practice, an identical operation is performed on the noise: n̄m→ N−1
t (W⊗ ID)H n̄m. In caseW

containing unitary elements and assuming that the noise vector has i.i.d. Gaussian elements (including
the data OFDM symbol part), this operation generates a new noise vector of identical noise variance.

Note that takingW orthogonal also minimizes the mean square error of the leastsquares estimate
of [(CD

1mp)T , · · · ,(CD
Nt mp)T ]T . Note thatW can always be chosen to be aNt ×Nt matrix, independently

from M which is determined by the STCM .

Once the interference between channel contributions is removed estimation algorithms of the single-
antenna case apply as presented in chapter 3:

CD
lmp = pDcD

lm

= FH
DP̃DFDcD

lm (6.12)

wherepD is aD×D circulant matrix with the first row[p(0), p(D−1), · · · , p(1)], P̃D = diag{FDp},
andcD

lm represents theD first coefficients ofclm. Hence, the estimatêcD
lm of the time domain channel

impulse responsecD
lm is obtained by pre-multiplyingCD

lmp by FH
DP̃−1

D FD, 1≤ l ≤ Nt , 1≤m≤ Nr (Zero
Forcing approach as given by equation (3.9) for the STSR case) or by performing an MMSE estimation
taking the final noise-covarianceN−1

t (W⊗ ID)H n̄m into account similar to equation (3.10).

Note thatP̃−1
D is a diagonal matrix that is a-priori known to both the transmitter and receiver and can

thus be pre-calculated. Subsequently,ĉD
lm is usually transformed to theP×1 frequency domain vector

ˆ̃clm = FP[IT
D,0T

N,D]T ĉD
lm. (6.13)

6.3.2 Static context : carrier grid adaptation

As discussed in chapter 3.3.1, sectionChannel estimation using frequency domain carrier grid adapta-
tion, in practice it is often of advantage to keep the IBI and ISI parts of the received postfixes separated.
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In particular, this allows an efficient estimation of channel coefficients if the postfix is rank deficient (e.g.
in order to keep the out-of-band radiation as low as possible). This section presents how to modify the
upper equations in order to achieve this goal.

Contrary to equation (6.7), the ISI and IBI parts of the received signal are kept separately:

dk
m,2D :=

Nt

∑
l=1

[
CISI,D

lm
CIBI,D

lm

]

wl (k)p (6.14)

n̄k
m,2D :=

1
Z

Z−1

∑
i=0

([
nm,0(iM +k)
nm,1(iM +k)

]

+
Nt

∑
l=1

[
CISI,D

lm s̄l ,0(iM +k)
CIBI,D

lm s̄l ,1(iM +k)

])

Again, in practice it is useful to group allM observations of a STC block into a single vector, similar
to equations (6.8) and (6.9):

dm,2D := [d0T
m,2D, · · · ,(dM−1

m,2D)T ]T ,

n̄m,2D := [n̄0T
m,2D, · · · , n̄(M−1)T

m,2D ]T

The different contributions

[
CISI,D

lm
CIBI,D

lm

]

p

are extracted by pre-multiplication ofdm,2D by (W⊗ I2D)H instead of(W⊗ ID)H as used in equation
(6.11):

N−1
t (W⊗ I2D)Hdm,2D = N−1

t (W⊗ I2D)H(W⊗ I2D)
︸ ︷︷ ︸

=Nt I2D·Nt










[
CISI,D

1m
CIBI,D

1m

]

p

...
[

CISI,D
Ntm

CIBI,D
Ntm

]

p










. (6.15)

The resulting noise expression is given byN−1
t (W⊗ I2D)H n̄m,2D.

The channel coefficients are finally extracted by a MMSE approach as given in chapter 3.3.1 by
equation (3.11).



96
6. PSEUDO RANDOM POSTFIX ORTHOGONAL FREQUENCY DIVISION MULTIPLEXING FOR

MULTIPLE ANTENNAS SYSTEMS

6.3.3 Doppler Context

Let extend the above channel estimator to mobile environments. For this purpose, it is assumed that the
CIR remains static within one STC block ofM OFDM symbols.

With these assumptions, let us investigate how to estimate the channel coefficients if the mean value

window size is set tōZ = 1: then, the extraction of
[
CISI,D

lm +CIBI,D
lm

]
p or

[
CISI,D

lm
CIBI,D

lm

]

p i not impacted as given

by equation (6.11) and (6.15) respectively. Based on this observation, it is clear that the CIR estimation
methodology derived in chapter 3.3.2 is straightforwardlyapplied to the MTMR case by performing the
following steps:

1. extract the channel convolved by the postfix sequences assuming that a mean value window over
Z̄ = 1 STC block is used.

2. perform the first stepZ times leading toZ independent observations of the postfix sequences con-
volved by the channel plus noise.

3. regroup allZ postfix sequences convolved by the channel for eachCISI,D
lm , CIBI,D

lm separately and treat
these observations as in the STSR case presented in chapter 3.3.2.

Similar to the STSR results presented in chapter 3.3.2, different trade-offs are possible in terms of
system latency and MSE of the CIR estimates.

6.4 Examples of transceiver designs

This section presents two Alamouti [93] based modulators that are adapted to the use of pseudo-random
postfixes at the transmitter and also to the equalizer structures detailed in this section. The two equalizers
proposed are based on the ones already derived for the SingleTransmit Single Receive (STSR) case in
chapter 3: one is based on the transformation of the receivedPRP-OFDM vector to the ZP-OFDM case,
the other one on the equalization of the full received block.

The system of interest is chosen to haveNt = 2 transmit andNr = 1 receive antennas. The ST encoder
operates overNt×M vectors withM = Nt = 2. SinceNr = 1, the subscript 1≤m≤Nr is not used in the
sequel. A perfect knowledge of the channelscl , 1≤ l ≤ Nt is assumed.

Section 6.4.1 first defines a transmission scheme that targets in the receiver a transformation of the
received symbols to a MTMR ZP-OFDM context (see for example [39] for more details on MTMR ZP-
OFDM). The corresponding receiver is derived by extending the derivations presented in chapter 3 to the
single antenna case. Then, section 6.4.2 illustrates how todefine a transmission scheme that allows an
equalization based on the properties of pseudo-circulant channel convolution matrices; as an advantage,
the postfix suppression step is (partially) avoided.
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6.4.1 ZP-OFDM based decoding approach

Let apply at the transmit the 2× 1 ST encoderM proposed by [119] in the ZP single-carrier context,
which takes two consecutive OFDM symbolss(2i) ands(2i +1) to form the following coded matrix:

[
s̄1(2i) s̄1(2i +1)
s̄2(2i) s̄2(2i +1)

]

:=

[
s(2i) −P0

Ns⋆(2i +1)
s(2i +1) P0

Ns⋆(2i)

]

(6.16)

where the permutation matricesPn
J are such that, for aJ×1 vectora= [a(0), · · · ,a(J−1)]T , {Pn

Ja}p =
a((J−1− p+n) modJ), with 0≤ p≤ J−1. Note that (6.16) reduces to the Alamouti ST block code [93]
if N = 1:

[
s̄1(2i) s̄1(2i +1)
s̄2(2i) s̄2(2i +1)

]

=

[
s(2i) −s⋆(2i +1)

s(2i +1) s⋆(2i)

]

(6.17)

Since the channel is known, as for the single antenna case in chapter 3, it is always possible to
retrieve the MTMR ZP-OFDM signals from (6.3) by subtractingfrom the received signal the known
PRP contribution wherêCIBI

l andĈISI
l are estimates of the channel matricesCIBI

l andCISI
l respectively:

rZP(n) := r(n)−
2

∑
l=1

[
ĈIBI

l vl (n−1)+ ĈISI
l vl (n)

]
(6.18)

which leads to

rZP(n) =
2

∑
l=1

ClTZPs̄l (n)+n(n). (6.19)

Note that i) no constraint has to be set onW for the symbol recovery, ii) the PRP interference
cancellation procedure proposed is generic and can be applied to any ST encoderM .

Now the same detection algorithm as in [119] can be applied tothe signal in (6.18). Noticing that

PN
PTZP = TZPP0

N,

we denote by



98
6. PSEUDO RANDOM POSTFIX ORTHOGONAL FREQUENCY DIVISION MULTIPLEXING FOR

MULTIPLE ANTENNAS SYSTEMS

D̃1 := diag{c̃1},
D̃2 := diag{c̃2},

ñ(2i) := FPn(2i) and

ñ(2i +1) := FPPN
Pn⋆(2i +1);

if we switch to the frequency domain by computing

r̃ (2i) = FPrZP(2i),

r̃(2i +1) = FP(PN
PrZP(2i +1))⋆, (6.20)

exploiting the fact thatCl = FH
P D̃l FP, 1≤ l ≤ 2, we can write as in [119]:

[
r̃(2i)

r̃ (2i +1)

]

=

[
D̃1 D̃2

D̃⋆
2 −D̃⋆

1

]

︸ ︷︷ ︸

=D̃

[
FPTZPs(2i)

FPTZPs(2i +1)

]

+

[
ñ(2i)

ñ(2i +1)

]

whereD̃ is an orthogonal channel matrix. Thus multiplying[r̃ (2i)T , r̃(2i + 1)T ]T by D̃H achieves the
separation of the transmitted signalss(2i) ands(2i + 1), and it can be shown [119] that full transmit
diversity is achieved. Note that the separation of signals allows to use the same equalization schemes as
in the single-antenna case discussed in chapter 3.

6.4.2 Decoding based on diagonalization of pseudo-circulant channel matrices

The ST data encoderM considered here is based on a modification version of the Alamouti scheme [93]
and outputs blocks ofNt ×M vectors withNt = M = 2. The modification proposed are required for
enabling the equalization structure that is detailed below: it exploits the diagonalization properties of
pseudo-circulant matrices similar to the equalization matrix proposed by theorem (3.5.1) in the SISO
case.M andW are specified such that they generate the following matrixQ(i) := {ql (2i +k), 1≤ l ≤
2, 0≤ k < 2} at the antennas outputs:

Q(i) :=







[
s(2i)

α(2i)p

]

−P0
PQβ(i)

[
s⋆(2i +1)

β⋆(i)α⋆(2i +1)p⋆

]

[
s(2i +1)
α(2i)p

]

P0
PQβ(i)

[
s⋆(2i)

β⋆(i)α⋆(2i +1)p⋆

]







P0
P being a permutation matrix defined as previously (invertingthe order of the vector elements),α(i)∈C

with |α(i)|= 1 being pseudo-random complex weighting factors as defined in chapter 3 withα(2i +1) =
β(i)α(2i) andβ(i) = α⋆(2i−1)/α(2i). Qβ(i) is defined as:

Qβ(i) =

[
0D×N β(i) · ID

IN 0N×D

]

.
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TheD×1 postfix vectorp is chosen such that it has hermitian symmetry, i.e. with defining (·)F as
an operator that reads the vector argument in inverse order,we obtain: (p⋆)F = p. Similar to [4], the

channels are represented byP×P pseudo-circulant channel matricesCβ(i)
l , 1≤ l ≤ 2. These are identical

to standard circulant convolution matrices with the upper triangular part multiplied by the scalar factor

β(i), i.e. Cβ(i)
l := CISI

l + β(i)CIBI
l .

With R(i) := [rT(2i) rT(2i + 1)]T and the noise matrixN(i) = [nT(2i) nT(2i + 1)]T , the received
signals overM = 2 symbol times are given as follows:

R(i) =







2
∑

l=1

[
CIBI

l ql (2i−1)+CISI
l ql(2i)

]

2
∑

l=1

[
CIBI

l ql (2i)+CISI
l ql (2i +1)

]







+N(i)

Exploiting the fact that(P0
PCβ(i)

l P0
P)⋆ = (Cβ(i)

l )H andQβ(i)C
β(i)
l = Cβ(i)

l Qβ(i), since both are diagonal
in the same basis, we compute:

R̂(i) :=

[

r(2i)+2pβ(i)
1 (i)

QH
β(i)

(

P0
P

(

r(2i +1)+pβ(i)
2 (i)

))⋆

]

=




Cβ(i)

1 Cβ(i)
2(

Cβ(i)
2

)H
−
(

Cβ(i)
1

)H





︸ ︷︷ ︸

=WH (i)







[
s(2i)
α(2i)p

]

[
s(2i +1)
α(2i)p

]







,

pβ(i)
1 (i) := α(2i)β(i)CIBI

1 TPp, (6.21)

pβ(i)
2 (i) := −2[Re{α(2i)}CIBI

1 + jIm{α(2i)}CIBI
2 ]TPp. (6.22)

Corresponding to Alamouti’s derivations [93], the data symbols can be straightforwardly separated
by pre-multiplication ofR̂(i) by the hermitian of the upper channel matrixWH(i), sinceWH

H(i)WH(i) is
a block diagonal matrix. The equalization based on pseudo circulant channel matrices is then performed
on WH

H(i)R̂(i), as presented in chapter 3. The MIMO channel estimation presented in section 6.3 is
performed onR(i).

In practice, however, the equalization procedure containsan interference suppression step based on
the calculation of (6.21) and (6.22). This calculation requires the use of channel estimates in the matrix
CIBI

1 . Since such a suppression step is not required in the approach presented in section 6.4.1, the latter
approach is typically preferred.

6.5 Simulation results

Figures 6.2 to 6.9 presents Bit Error Rate (BER) and Packet Error Rate (PER) simulation results that have
been obtained based on an MTMR system with two transmit and one receive antennas in the context of
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the 5.2GHz IEEE802.11a WLAN standard. All simulations havebeen performed for BPSK, QPSK,
QAM-16 and QAM-64 symbols, a convolutional code with code rate of R= 1/2 (133o/171o) and un-
correlated BRAN-A channels [37] with mean unit power. The frame length is set such that 72 OFDM
data symbols are used for any constellation type, each transmitted over at least 2000 channel realizations.
Dummy symbols are added prior and following the frame in order to allow a seamless postfix based CIR
estimation. The pseudo-random weighting factors are chosen to be a zero-mean pseudo-random±1 se-
quence. Different mobility conditions have been considered: no mobility (0m/s) and 32m/s of mobility.
At the receiver side, the Doppler frequency and the noise variance are assumed to be known; the channel
power delay profile, however, is typically hard to obtain in practice and it is thus assumed to be unknown.
In the MMSE estimation matrix derivations, a rectangular profile over the postfix duration is assumed.
The following systems are compared:

• modified IEEE802.11a standard using Alamouti STBC (CP-OFDM), with ZF equalization and
MMSE MIMO channel estimation based on preambles;

• MTMR PRP-OFDM modulator with ZP-OFDM decoding as presentedin section 6.4.1, with
MMSE equalization, channel estimation based on 41 receivedAlamouti blocks of 2 PRP-OFDM
symbols (from 20 before to 20 after the latest block) for BPSK, QPSK and QAM-16. For QAM-
64, 121 received Alamouti blocks are used due to the increased constraints on the CIR MSE. No
preambles sequences are introduced at the header of the frames.

Considering the BPSK and QPSK simulation results presentedin Figures 6.2 to 6.5

Without mobility and using an Overlap-Add (OLA) based low-complexity decoding approach (sim-
ilar to chapter 3.7 for the STSR case), the PRP-OFDM MTMR receiver outperforms a standard CP-
OFDM architecture by approx. 1dB for BPSK and QPSK constellations. For QAM-16 and QAM-64,
both schemes show comparable performances with a slight advantage for PRP-OFDM. The more com-
plex MMSE decoding approach, however, lets the PRP-OFDM scheme outperform the classical scheme
by approx. 1.5dB in all cases and shows performance results that are close to the known-channel limit.

In the presence of mobility and without tracking, CP-OFDM operating at 5GHz carrier frequency
combined with a preamble based channel estimation is unsuitable for mobility levels that are higher
than pedestrian mobility (see analysis for the STSR case in chapter 3.8). The PRP-OFDM scheme in
combination with Wiener filtering for channel estimation asdetailed in chapter 3.3.2, sectionBlock based
CIR update based on Wiener filtering (increased latency)shows the following results for a mobility of
32m/s at 5GHz carrier frequency:

1. BPSK simulation results show a small performance degradation for the time-variant scenario com-
pared to the MMSE decoding approach applied in a static context; the loss is approx. 0.2dB for
the BER results and 0.3dB for the PER results.

2. QPSK simulation results also show a small performance degradation for the time-variant scenario;
approx. 0.3dB and 0.4dB are lost for the BER and PER results respectively.

3. QAM-16 simulation results illustrate the impact of an insufficient MSE of the CIR estimates.
While the time-variant performance results are close to thetime-invariant observations, there is a
degradation for C/I higher than approx. 14dB. Still, the system performance allows an application
of the proposed scheme in a practical scenario at the given mobility.
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4. QAM-64 applies PRP-OFDM based channel estimation over anobservation size of 121 STC
blocks. Still, it is not sufficient since the performance degradation is visible above approx. 17dB.
It is obvious that the proposed scheme needs to be combined with other CIR estimation approaches
in order to deliver satisfying results.

6.6 Conclusion

A new OFDM modulation scheme based on pseudo random postfix insertion has been presented for
multiple antenna systems. It has been shown that the postfix can be, similar to the data stream, encoded
based on a suitable STC. This allows a semi-blind identification of the MIMO channel in the receiver
requiring a very low arithmetical complexity. The simulation results given for an Alamouti based MTMR
system with two transmit and one receive antennas show that the proposed CIR estimation techniques
work very robustly, even in a high mobility scenario (mobility up to 30m/s is considered here) applying
constellation settings BPSK, QPSK or QAM-16. QAM-64 constellations should not rely on PRP-OFDM
based channel estimation alone, but should be combined withdifferent approaches (e.g. in combination
with rotating carrier based CIR estimation, iterative interference suppression, etc.).
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Figure 6.2: BER for IEEE802.11a, MIMO 2x1,
BRAN channel model A, BPSK, different decoding ap-
proaches.
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Figure 6.3: PER for IEEE802.11a, MIMO 2x1,
BRAN channel model A, BPSK, different decoding ap-
proaches.
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Figure 6.4: BER for IEEE802.11a, MIMO 2x1,
BRAN channel model A, QPSK, different decoding ap-
proaches.
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Figure 6.5: PER for IEEE802.11a, MIMO 2x1,
BRAN channel model A, QPSK, different decoding ap-
proaches.
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Figure 6.6:BER for IEEE802.11a, MIMO 2x1, BRAN
channel model A, QAM16, different decoding ap-
proaches, Doppler environment.
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Figure 6.7:PER for IEEE802.11a, MIMO 2x1, BRAN
channel model A, QAM16, different decoding ap-
proaches, Doppler environment.
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Figure 6.8:BER for IEEE802.11a, MIMO 2x1, BRAN
channel model A, QAM64, different decoding ap-
proaches, Doppler environment.
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Figure 6.9:PER for IEEE802.11a, MIMO 2x1, BRAN
channel model A, QAM64, different decoding ap-
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Chapter 7

Iterative Interference Suppression

This chapter presents an approach which helps toiteratively improve the Pseudo Random Postfix OFDM
(PRP-OFDM) based channel estimation by exploiting soft-output decoder messages.

7.1 Introduction

The general principles of the Pseudo Random Postfix OFDM (PRP-OFDM) modulation scheme have
been introduced in chapters 3, 4, 5 and 6 of this thesis: the cyclic prefix extension of classical Cyclic
Prefix OFDM (CP-OFDM) is replaced by a known postfix weighted by a pseudo random scalar sequence
changing at the OFDM block rate. This way, unlike for classical OFDM modulators, the receiver can
exploit an additional information: the prior knowledge of apart of the transmitted block and track channel
variations. Chapter 3 details several equalization and decoding schemes compatible with PRP-OFDM.

With PRP-OFDM, an estimate of the CIR can be derived by a simple averaging of the time domain
OFDM received block. The averaging is required in order to cancel the interference of the samples
carrying useful information on the pseudo-random postfix (assumed to be zero-mean). A practical trade-
off needs to be established between the length of the averaging window and the resulting amount of
residual interference impacting the channel estimation accuracy. For a large averaging window and in
a typical scenario, [7] shows that PRP-OFDM CIR estimation outperforms schemes relying on rotating
pilot patterns interpolation in terms of mean-square-error (MSE) up to an SNR of approx. 15dB.

Considering the results of chapters 3 and 6, however, one understands that there are the following
two main limiting factors for PRP-OFDM based channel estimation:

1. higher order constellations (QAM-64, etc.) require a high SNR working point (e.g., targeting a
PER of 10−2 in the context of the simulation conditions defined in chapter 3.8 for channel BRAN-
A, approx. 21dB of C/I are required) and thus correspondingly precise channel estimates; the
corresponding window sizes of PRP-OFDM based channel estimation then become impractically
large: e.g., targeting a CIR estimation of 24dB, a window size of approx. 252 postfix observations
is required (based on a minimum dimension circulant diagonalization for the CIR estimation as
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detailed in chapter 3.3). Standard PRP-OFDM channel estimation approaches are thus unsuitable
for higher order constellation symbols in a practical context. Note that standard CP-OFDM sys-
tems typically target an estimation MSE (mean square error)of approx. MSE−1 ≈ SNR+ 3dB
(e.g. IEEE802.11a [56]).

2. in the context of very high mobility, the channel is highlytime-variant. As a consequence, even the
Wiener based channel estimators presented in chapter 3.3.2are insufficient, since postfixes cannot
be considered if they are convolved by a CIR that is de-correlated from the CIR to be estimated
(the Wiener filter then introduces a weighting factor close to zero). Again, the MSE of the CIR
estimates is insufficient and will impact the system performance.

In order to solve these issue, this chapter proposes an iterative CIR estimation scheme. While the
first CIR estimation step is typically performed based on a mean-value and de-convolution calculation
as presented in chapter 3, it is refined exploiting the outputs of a soft output decoder which makes PRP-
OFDM suitable for high throughput systems. As a result, an accurate CIR estimation is possible applying
a small observation window size.

The added complexity introduced by this iterative data interference cancellation on the channel es-
timation can be mitigated when the system considered already implements an advanced coding scheme
such as turbo code which requires already the presence of a forward backward decoder in the receiver.

The chapter is organized as follows. Section 7.2 settles thenotations and defines the PRP-OFDM
modulator. The new iterative channel estimation techniqueis compared to classical one and discussed in
section 7.3, followed by practical considerations in section 7.3.3. Finally section 7.4 provides simulation
results.

7.2 Notations and PRP-OFDM modulator

This section briefly recalls the baseband discrete-time block equivalent model of aN carrier PRP-
OFDM system. Theith N× 1 input digital vector1 s̃N(i) is first modulated by the IFFT matrixFH

N :=
1√
N

(

Wi j
N

)H
,0≤ i < N,0≤ j < N andWN := e− j 2π

N . Then, a deterministic postfix vectorpD := (p0, . . . , pD−1)
T

weighted by a pseudo random valueα(i) ∈ C, |α(i)| = 1 is appended to the IFFT outputssN(i) :=
FH

Ns̃N(i). A pseudo randomα(i) prevents the postfix time domain signal from being deterministic and
avoids thus spectral peaks, see chapter 4. WithP := N+ D, the correspondingP×1 transmitted vector
is sP(i) := FH

ZPs̃N(i)+ α(i)pP, where

FH
ZP :=

[
IN

0D,N

]

P×N

FH
N and pP :=

(
01,N pT

D

)T

The samples ofsP(i) are then sent sequentially through the channel modeled hereas aLth-order FIR

C(z) :=
L
∑

n=0
cnz−n of impulse responsecL = (c0, · · · ,cL). The OFDM system is designed such that the

postfix duration exceeds the channel memoryL < D.

1Lower (upper) boldface symbols will be used for column vectors (matrices) sometimes with subscriptsN, D or P empha-
sizing their sizes (for square matrices only); tilde will denote frequency domain quantities; argumenti will be used to index
blocks of symbols;H (T ) will denote Hermitian (Transpose).
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Let CISI(P) and CIBI (P) be respectively the Toeplitz inferior and superior triangular matrices of
first column:[c0,c1, · · · ,cL,0,→,0]T and first row[0,→,0,cL, · · · ,c1]. As already explained in [80], the
channel convolution can be modeled byrP(i) := CISIsP(i)+CIBI sP(i−1)+nP(i). CISI(P) andCIBI (P)
represent respectively the intra and inter block interference. SincesP(i) = FH

ZPs̃N(i)+ α(i)pP, we have:

rP(i) = (CISI + βiCIBI )sP(i)+nP(i)

whereβi := α(i−1)
α(i) andnP(i) is the ith AWGN vector of element varianceσ2

n. Note thatCβi
:= (CISI +

βiCIBI ) is pseudo circulant: i.e. a circulant matrix whose(D− 1)× (D− 1) upper triangular part is
weighted byβi.

The expression of the received block is thus:

rP(i) = Cβi

(
FH

ZPs̃N(i)+ α(i)pP
)
+nP(i) (7.1)

= Cβi

(
FH

Ns̃N(i)
α(i)pD

)

+nP(i)

With these notations, CIR estimation is discussed in the following.

7.3 Channel estimation

Below the standard low-complexity PRP-OFDM CIR estimationtechnique detailed in chapter 3 based
on interference suppression by mean value calculation is briefly recalled. Then a description of the
proposed iterative scheme improving the CIR estimate MSE follows. All derivations are detailed in the
static context, extension to mobility environment is possible applying the techniques presented in [5,7].

7.3.1 Standard channel estimation

DefineCCIR(D) := CISI(D)+CIBI (D) as theD×D circulant channel matrix of first row row0(CCIR(D))=
[c0,0,→,0,cL, · · · ,c1]. Note thatCISI(D) andCIBI (D) contain respectively the lower and upper triangular
parts ofCCIR(D).

Denoting bysN(i) := [s0(i), · · · ,sN−1(i)]T , splitting this vector in 2 parts:

sN,0(i) := [s0(i), · · · ,sD−1(i)]
T ,

sN,1(i) := [sN−D(i), · · · ,sN−1(i)]
T , (7.2)

and performing the same operations for the noise vector:

nP(i) := [n0(i), · · · ,nP−1(i)]
T ,

nD,0(i) := [n0(i), · · · ,nD−1(i)]
T ,

nD,1(i) := [nP−D(i), · · · ,nP−1(i)]
T ,

the received vectorrP(i) can be expressed as:
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rP(i) =






CISI(D)sN,0(i)+ α(i−1)CIBI (D)pD +nD,0
...

CIBI (D)sN,1(i)+ α(i)CISI(D)pD +nD,1




 . (7.3)

As usual the transmitted time domain signalsN(i) is assumed zero-mean. Thus the firstD samples
rP,0(i) of rP(i) and its lastD samplesrP,1(i) can be exploited very easily to retrieve the channel matrices
relying on the deterministic nature of the postfix as follows:

r̂c,0 := E
[

rP,0(i)
α(i−1)

]

= CIBI (D)pD,

r̂c,1 := E
[

rP,1(i)
α(i)

]

= CISI(D)pD.
(7.4)

SinceCISI(D) + CIBI (D) = CCIRC(D) is circulant and diagonalizable in the frequency domainFD

combining equations (7.4) and using the commutativity of the convolution yields:

r̂c := r̂c,0 + r̂c,1

= CCIRC(D)pD (7.5)

= PDcD

= FH
DP̃DFDcD, (7.6)

wherePD is aD×D circulant matrix with first row row0(PD) := [p0, pD−1, pD−2, · · · , p1] andP̃D :=
diag{FDpD}.

Since in practice the expectationE[·] in (7.4) is approximated by a mean value calculation over a
limited numberZ of symbols, we can model the estimation error as noiseñD.

Assuming both the received OFDM time domain data samples andnP to be Gaussian of respective
covariancesσ2

sIN andσ2
nIP, the covariance of̃nD is:

RñD := E
[
ñDñH

D

]

=
σ2

s +2σ2
n

Z
ID.

Thus, an estimate of the CIR̂cD can be retrieved by either a ZF or MMSE approach as discussed in
chapter 3.

7.3.2 The new iterative channel estimation

The iterative estimation scheme presented here requires aninitial CIR estimate which is for example
obtained by the techniques presented above. In order to prepare the presentation of the detailed algorithm,
the following theorem is defined:
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Theorem 7.3.1 Define the latest CIR estimatedĉk−1(i) represented by matrixCk−1
βi

(i) multiplication.

Denote bỹrk−1
N,eq(i) = s̃N(i)+ w̃k−1

N the frequency domain equalized vectorrP(i) (w̃k−1
N representing the

residual error) performed with the CIR estimateĉk−1(i) of the previous step. With p(s̃N(i) = aN|r̃k−1
N,eq(i))

being the likelihood thataN was sent knowing the received vectorr̃k−1
N,eq(i), the optimum time domain

interference estimate in the minimum MSE sense is thus givenby

uk
P(i) = ∑

aN∈[a0,··· ,aQM−1]N
p(s̃N(i) = aN|r̃k−1

N,eq(i))C
k−1
βi

FH
ZPaN(i) (7.7)

{an ∈ C,n∈ [0, · · · ,QM−1]} is the set of constellation symbols (alphabet) and QM the constellation
order.�

Proof of theorem 7.3.1:

Defineřk
P(i) = rP(i)−Ck−1

βi
(i)α(i)pP as the received vector after subtraction of the zero-forcing PRP

interference estimate based on the previous CIR estimateCk−1
βi

(i). Assuming thatuk
P(i) is a vector used

in order to reduce the interference onto the postfix convolved by the channel inrP(i), the remaining total
square error is given by

ε2(i) = ∑
aN∈[a0,··· ,aQM−1]N

p(s̃N(i) = aN|r̃k−1
N,eq(i))Eτ

{(

řP(s̃N(i) = aN)−uk
P(i)
)(

řP(s̃N(i) = aN)−uk
P(i)
)H
}

whereτ{·} is the trace matrix operator. The optimumuk
P(i) is found by setting

∂ε2(i)

∂(uk
P(i))⋆

= ∑
aN∈[a0,··· ,aQM−1]N

p(s̃N(i) = aN|r̃k−1
N,eq(i))(u

k
P(i)−Ck−1

βi
FH

ZPaN(i)) = 0

which leads to the expression given by theorem 7.3.1. Q.E.D.

Finally, the iterative CIR estimation is performed in several steps:

1. Initial CIR estimation: at iterationk = 0, perform an initial CIR estimation̂c0(i), for example as
proposed in section 7.3.1.

2. Increment iteration index:k← k+1

3. Perform FEC decoding based on latest CIR estimatesĉk−1(i): buffer the outputs of the soft-output
decoder which indicate the bit-probabilities of thel th encoded bit of the constellation on carrier
n of OFDM symboli: pk

l (xn(i)) with n ∈ [0, · · · ,N−1] and l ∈ [0, · · · , log2(QM)−1]; QM is the
constellation order.

4. Interference estimation: as detailed in section 7.3.3 the interference estimationuk
P(i) from OFDM

data symboli is generated based on the bit-probabilitiespk
l (xn(i)) and the latest CIR estimates

ĉk−1(i) as given by theorem 7.3.1.
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5. Interference suppression: subtract estimated interference from received vectorrP(i) and form a
new observation vector:̄rk

P(i) = rP(i)−uk
P(i).

6. CIR estimation: derive a new CIR estimateĉk(i) from r̄k
P(i) e.g. as proposed in section 7.3.1. The

resultingĉk(i) yields to a more accurate estimate since interference of theOFDM data symbols on
the postfix convolved by the channel has been reduced.

7. Iterate: until a given performance criterion is met go to step 2.

The iterative CIR estimation is compatible to any FEC decoder which delivers at its output bit-
probabilities of encoded information bits among which are the SOVA (Soft-Output-Viterbi-Algorithm)
decoders and forward backward algorithm. If such a decoder is applied for the sake of CIR estimation
only, the complexity increase is considerable. However, ifthe proposed technique is used in a system
where iterative decoding is used anyhow (e.g. in the contextof Turbo Codes, etc.), the additional com-
plexity can be considered for implementation.

7.3.3 Practical considerations related to Iterative Interference Suppression

This section details the practical derivation of some of thequantities required by the above presented
Iterative Interference Suppression based CIR estimation algorithm.

The expressionp(s̃N(i) = aN|r̃k−1
N,eq(i)) is calculated using Bayes’ rule:

p(s̃N(i) = aN|r̃k−1
N,eq(i)) =

p(r̃k−1
N,eq(i)|s̃N(i) = aN)p(s̃N(i) = aN)

p(r̃k−1
N,eq(i))

(7.8)

The a-priori probabilitiesp(s̃N(i) = aN) =
N−1
∏

n=0
p(s̃n(i) = an) are obtained by exploiting the bit-

probabilitiesbl (an) of the soft-decoder outputs:

p(s̃n(i) = an) =
log2(QM)−1

∏
l=0

p(bl (an))

assuming that the bits are independent. This property is usually assured by a large interleaver. The
distribution of the received samplesp(r̃k−1

N,eq(i)|s̃N(i) = aN) is given by a multivariate Gaussian probability

density function (PDF) withRw̃k−1
N ,w̃k−1

N
= E[w̃k−1

N (w̃k−1
N )H] (w̃k−1

N represents the residual error in the

frequency domain equalized vectorr̃k−1
N,eq(i) = s̃N(i)+ w̃k−1

N ):

p(r̃k−1
N,eq(i)|s̃N(i) = aN) = π−Ndet−1

{

Rw̃k−1
N ,w̃k−1

N

}

exp
{

−(r̃k−1
N,eq(i)−aN)HR−1

w̃k−1
N ,w̃k−1

N
(r̃k−1

N,eq(i)−aN)
}

The expressionp(r̃k−1
N,eq(i)) is calculated according to (7.8) by exploiting
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∑
a∈[a0,··· ,aQM−1]N

p(s̃N(i) = aN|r̃k−1
N,eq(i)) = 1.

If Rw̃k−1
N ,w̃k−1

N
is diagonal (or approximated by a matrix containing its diagonal elements only), (7.7)

can be considerably simplified, sincep(s̃N(i) = aN|r̃k−1
N,eq(i)) =

N−1
∏

n=0
p(s̃n = an|r̃k−1

n (i)):

uP(i) =
N−1

∑
n=0

∑
an∈[a0,··· ,aQM−1]

p(s̃n = an|r̃k−1
n (i))Ck−1

βi
FH

ZPa(n)
N (i)

with a(n)
N = (0, · · · ,0,an(i),0, · · · ,0)T is derived from vectoraN in which only thenth element is non-zero.

7.4 Simulation Results

In order to illustrate the performances of our approach, simulations have been performed in the IEEE802.11a
[56] WLAN context: aN = 64 carrier 20MHz bandwidth broadband wireless system operating in the
5.2GHz band using the 16 sample postfix defined in chapter 4, Tab. 4.2. The frame length is chosen
to be 72 OFDM symbols for all constellation types. Dummy OFDM/postfix symbols are introduced
prior and following the frame in order to allow a seamless CIRestimation. The CP-OFDM modula-
tor is replaced by a PRP-OFDM modulator. A rateR = 1/2, constraint lengthK = 7 Convolutional
Code (CC) (o171/o133) is used before bit interleaving followed by 64QAM constellation mapping. The
pseudo-random weighting factors are chosen to be a zero-mean pseudo-random±1 sequence.

Monte Carlo simulations are run and averaged over at least 2500 realizations of a normalized BRAN-
A [37] frequency selective channel without Doppler in orderto obtain BER curves.

Based on a SOVA decoder, figure 7.1 illustrates several important properties of PRP-OFDM com-
bined with Iterative Interference Suppression:

1. for a fixed carrier-over-interference (C/I) ratio ofC/I = 24dB that the MSE of the CIR is decreased
by approx. 12dB after three iterations using the new algorithm proposed in section 7.3.2 compared
to the initial estimates obtained by the algorithm proposedin section 7.3.1.

2. this gain varies only slightly with the size of the observation window for the mean-value calcula-
tion postfix convolved by CIR plus noise. I.e. Iterative Interference Suppression is applicable to
high SNR scenarios where correspondingly low MSE values forthe CIR estimates are required.
Moreover, Iterative Interference Suppression is also suitable for a very high mobility scenario
combined with lower order constellations and a very small window size for CIR estimation: the
iterative process considerably improves the CIR estimation MSE (e.g., approx. 12dB are gained
with a single iteration assuming a mean window size of 20 OFDMsymbols).

3. the gain in MSE is considerable for the first iteration (approx. 12dB in all cases); however, the
differences are small for further iterations. In practice,a single iteration may be sufficient.
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Concerning the performance evaluation of the Iterative Interference Suppression, the time-invariant
(improvement for higher order constellations) and time-variant (very high mobility for lower order con-
stellations) are considered independently:

1. time invariant case: The BER/PER results (of decoded bits) for a mean-value calculation window
size of 31 are given by Figure 7.2 and 7.3 for QAM-64 constellations and by Figures 7.4 and 7.5
for QAM-16 constellations. Using QAM-16 constellations incombination with the (relatively
small) window size of 31 symbols for PRP-OFDM based channel estimation does not lead to a
visible error floor in the considered SNR range, but the PER results show that over 1dB is lost
compared to standard CP-OFDM schemes. This loss is regainedafter a single iteration applying
the Iterative Interference Suppression. In the case of QAM-64, the performance degradation of
basic PRP-OFDM based channel estimation compared to standard CP-OFDM is important: there
is approx. 4dB loss at a BER of 10−4 and the loss in PER is even higher. Again, a single iteration
is sufficient in order to obtain satisfying results, even improving the performance compared to
standard CP-OFDM by approx. 0.5dB.

2. time variant case: The mobility context is evaluated based on QPSK symbols and awindow size
of only 5 OFDM symbols for PRP-OFDM based channel estimation. As expected, the system per-
formance changes only slightly when the mobility is increased from 0m/s (cf. Figure 7.6 for BER,
Figure 7.7 for PER) to 36m/s (cf. Figure 7.8 for BER, Figure 7.9 for PER) and finally to 72m/s
(cf. Figure 7.10 for BER, Figure 7.11 for PER). Obviously, the resulting system performance
is approx. 0.75dB below the standard CP-OFDM case in BER and approx. 2dB in PER. Still,
these results show that acceptable performance results areachievable in presence of extremely
high Doppler and low system latency due to a small observation window for PRP-OFDM based
channel estimation.

7.5 Conclusion

A new iterative interference cancellation scheme for PRP-OFDM based systems has been proposed. In
a typical example the MSE of the resulting CIR estimated is improved by approx. 12dB over three
iterations. This makes PRP-OFDM modulators applicable to higher order constellations, e.g. 64QAM,
etc. For the reasons given in section 7.4, the proposed scheme can be applied in high mobility scenarios
without losing throughput nor spectral efficiency comparedto CP-OFDM systems designed for a static
environment, since no additional redundancy in terms of pilot tones, learning symbols, etc. is necessary.
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Figure 7.2:BER for IEEE802.11a, BRAN chan-
nel model A, QAM64, iterative interference can-
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Figure 7.4:BER for IEEE802.11a, BRAN chan-
nel model A, QAM16, iterative interference can-
cellation.
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Figure 7.6:BER for IEEE802.11a, BRAN chan-
nel model A, QPSK, iterative interference cancel-
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Figure 7.7:PER for IEEE802.11a, BRAN chan-
nel model A, QPSK, iterative interference cancel-
lation.
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Figure 7.8: BER for IEEE802.11a, 36m/s,
BRAN channel model A, QPSK, iterative inter-
ference cancellation.
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Figure 7.9:PER for IEEE802.11a, 36m/s, BRAN
channel model A, QPSK, iterative interference
cancellation.

−2 0 2 4 6 8 10 12
10

−4

10
−3

10
−2

10
−1

10
0

C/I [dB]

B
E

R

IIS performance for QPSK, channel BRAN−A, CC rate 1/2, PRP−OFDM

CP−OFDM, CIR estimated over 2 symbols
PRP−OFDM, 72m/s, CIR estimation window 5 symbols, no iteration
PRP−OFDM, 72m/s, CIR estimation window 5 symbols, 1 iteration
PRP−OFDM, 72m/s, CIR estimation window 5 symbols, 2 iterations
PRP−OFDM, 72m/s, CIR estimation window 5 symbols, 3 iterations
CP−OFDM, CIR known

Figure 7.10: BER for IEEE802.11a, 72m/s,
BRAN channel model A, QPSK, iterative inter-
ference cancellation.
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Chapter 8

Low Density Parity Check (LDPC) Coding
for OFDM

This chapter illustrates how to adapt the LDPC code word mapping onto OFDM carriers assuming perfect
Channel State Information (CSI) knowledge [27,28].

8.1 Introduction

Low Density Parity Check (LDPC) codes have been extensivelystudied, originally by [91, 120] and
more recently by [121–123] and others. Initially, regular codes were studied and shown to exhibit a
threshold phenomenon: with the block length tending towards infinity, an arbitrarily small bit-error-
rate (BER) can be achieved for any Signal-to-Noise Ratio (SNR) level above a given threshold. [91]
first observed this behavior for binary symmetrical channels (BCS). It was then generalized by [124]
to randomly constructed irregular codes and further extended by [123] to various binary-input channels
(BCS, Laplace, AWGN) and several decoding algorithms including the belief propagation (sum-product)
algorithm. Also in [123], a general concentration theorem was proven: the decoder performance on
random graphs converges to its expected value as the length of the code increases.

Based on these results, LDPC codes have been designed outperforming turbo codes [90] on Additive
White Gaussian Noise (AWGN) channels [125]. While rather precise derivation techniques exist for
asymptotic LDPC codes [92] under the pseudonymdensity evolution, the derivation complexity is im-
portant and has been subject to further studies: e.g., [125]proposes an elegant way to deal numerically
with the calculation of the distribution of combined randomvariables (RVs) as they occur in [92]’s algo-
rithm. The same authors introduce a simplified technique based on a Gaussian approximation (message
densities are approximated to be Gaussian or Gaussian mixtures for irregular LDPC codes) [126]: they
prove that the calculation complexity is reduced by severalorders of magnitude while the results often
are as accurate as the ones obtained from full density evolution.

Please note that there is no simple way to express updating message densities in the framework of
turbo decoding and thus Monte Carlo simulation based techniques are typically used in order to analyze
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the approximate evolution of Gaussian messages (Exit Charts) [127,128].

While the practical problem of how to efficiently encode an LDPC code has been addressed in [129],
many other issues have only been considered from a theoretical point of view (e.g. limited to AWGN
channels). In the framework of this thesis, we focus on such apractical context by considering the
efficient use of LDPC codes for Orthogonal Frequency Division Multiplexing (OFDM) based systems
in combination with frequency selective fading channels. In the framework of this chapter, the case of a
time invariant propagation channel is considered as it typically occurs in Wireless Local Area Network
(WLAN) systems, e.g. IEEE802.11a/n [56, 58]. For this purpose, we build on results and ideas of [130,
131]: LDPC analysis techniques are derived for OFDM systemsby approximating the frequency domain
channel as a step-profile where each sub-band is characterized by a constant complex channel coefficient.
For each sub-band, a sub-LDPC code is defined and considered for the global optimization. Moreover,
a new optimization technique is proposed taking the number of iterations in the LDPC decoding process
as well as the resulting error probability of data bits into account. This allows to optimize the allocation
of data and redundancy bits which is not possible fordensity evolutionbased approaches, since the error
probability asymptotically tends to zero above a given SNR threshold for both, data and redundancy bits.

In this chapter, we extend the LDPC optimization algorithm of [130, 131] to a sub-carrier based ex-
pression (omitting the notion of sub-bands covering several carriers): exploiting that in the context of
OFDM the frequency selective fading channel is transformedinto a set of parallel attenuations in the dis-
crete frequency domain. Both, the derivation of optimum LDPC codes and the carrier-allocation (which
can be interpreted as an adaptive interleaving) for data andredundancy bits are studied in a time-invariant
context [27,28]. While both optimization steps are ideallyperformed jointly, the carrier-allocation algo-
rithm is straightforwardly applicable to existing LDPC codes which are not necessarily optimized for a
given frequency selective propagation channel. The corresponding results will prove to be straightfor-
wardly applicable to a context where LDPC codes and/or the corresponding carrier mapping are derived
based on approximate estimates of the propagation channel.Thanks to the Gaussian approximation, a
reliable result is expected (relying on the conclusions of [126]) at low arithmetical calculation complex-
ity requirements. The proposed architectures are thus applicable to practical hardware implementation.
A typical example is a closed-loop WLAN system where the propagation channel is known to the trans-
mitter (TX) and receiver (RX) and thus suitable LDPC codes can be negotiated prior to transmission.

This chapter is organized as follows. Section 8.2 defines thenotations and assumptions we use. The
presentation of a new optimization procedure adapted to theOFDM context follows in section 8.3: two
different low-complexity algorithms are derived based on different assumptions on the structure of the
LDPC code. Simulation results and a final conclusion are respectively given in sections 8.4 and 8.5.

8.2 Notations and definitions

This section briefly presents the basic definitions introduced in chapters 2 and 3 for anN carrier PRP-
OFDM system. Theith N× 1 input digital vector1 s̃N(i) is first modulated by the IFFT matrixFH

N :=
1√
N

(

Wi j
N

)H
,0 ≤ i < N,0 ≤ j < N whereWN := e− j 2π

N . Then, a deterministic postfix vectorpD :=

1Lower (upper) boldface symbols will be used for column vectors (matrices) sometimes with subscriptsN or P emphasizing
their sizes (for square matrices only); tilde denotes frequency domain quantities; argumenti will be used to index blocks of
symbols;H (T ) denotes Hermitian (Transpose).
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(p0, . . . , pD−1)
T weighted by a pseudo random valueα(i) ∈ C is appended to the IFFT outputssN(i).

With P := N+D, the correspondingP×1 transmitted vector issP(i) := FH
ZPs̃N(i)+ α(i)pP, where

FH
ZP :=

[
IN

0D,N

]

P×N

FH
N and pP :=

(
01,N pT

D

)T

Without loss of generality, the elements ofsN(i) = FH
Ns̃N(i) are assumed to be i.i.d. and zero mean

random variables of varianceσ2
s = 1 which are independent ofα(i)pD. The samples ofsP(i) are then

sent sequentially through the channel, modeled here as anLth-order FIR filterC(z) :=
L
∑

n=0
cnz−n. The

OFDM system is designed such that the postfix duration exceeds the channel memoryL < D.

Let CISI(P) andCIBI (P) be respectively the Toeplitz lower and upper triangular matrices of first col-
umn [c0,c1, · · · ,cL,0,→,0]T and first row[0,→,0,cL, · · · ,c1]. As already explained in [80], the channel
convolution can be expressed asrP(i) := CISI(P)sP(i)+ CIBI (P)sP(i−1)+ nP(i). CISI(P) andCIBI (P)
represent respectively the intra-symbol and inter-block interference.nP(i) is the ith AWGN vector of
i.i.d. elements with varianceσ2

n. SincesP(i) = FH
ZPs̃N(i)+ α(i)pP, we have:

rP(i) = (CISI + βiCIBI )sP(i)+nP(i) (8.1)

whereβi := α(i−1)
α(i) . Note thatCβi := (CISI + βiCIBI ) is pseudo circulant: i.e. a circulant matrix whose

(D−1)× (D−1) upper right triangular part is weighted byβi. Such a matrix is no longer diagonal on
a standard Fourier basis, but on a new one still allowing an efficient implementation based on FFTs (see
appendix A).

The expression of the received block thus becomes:

rP(i) = Cβi

(
FH

ZPs̃N(i)+ α(i)pP
)
+nP(i)

= Cβi

(
FH

Ns̃N(i)
α(i)pD

)

+nP(i)

Several equalization approaches are presented in chapter 3. Assuming the application of a low-
complexity Overlap-Add (OLA) based decoding architecture, the following expression is obtained with
CCIRC(N) := CIBI (N)+CISI(N):

rN = CCIRC(N)sN(i)+nN(i)

= FH
ND̃Cs̃N(i)+nN(i) (8.2)

r̃N = D̃Cs̃N(i)+ ñN(i) (8.3)

with r̃N = FNrN(i) and ñN(i) = FNnN(i). The circulant channel matrixCCIRC(N) = FH
ND̃CFN is diag-

onal on a Fourier basis with̃DC = diag{FN[c0,c1, · · · ,cL,0,→,0]T}. diag{·} transforms a vector into a
diagonal matrix. Thus, each carrier is weighted by its corresponding complex channel coefficient given
in D̃C = diag{c̃0, · · · , c̃N−1}. Note that equation (8.3) also corresponds to the received expression in a
standard Cyclic-Prefix OFDM (CP-OFDM) transceiver context. The LDPC mapping approach presented
below is thus directly applicable to CP-OFDM system, too.

[130] points out that the choice of the constellation mapping (i.e. the set of̃sN(i) amplitudes)
plays an important role for the system performance analysisif data bits are encoded based on LDPC
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Codes. Log-likelihood ratio (LLR) based messages generated from BPSK and QPSK constellations are
Gaussian, symmetric and consistent as required for densityevolution [123] (the consistency condition
guarantees that the error probability is a large sense decreasing function over the iteration numberl ;
moreover, this condition guarantees that the block error probability tends towards zero if and only if the
message densities tend towards a Dirac mass at infinity). Thesymmetry condition, however, is not valid
for M-QAM constellations withM > 4 [130, 131]. In order to resolve the issue, [132] proposes ani.i.d.
channel adaptation technique where the data bit sequence iscombined with a pseudo-random i.i.d. bit
sequence. As a result, the symmetry condition is verified on the messages.

Definingtc as the variable node degree andtr as the parity check node degree, a regular LDPC code
characterized by the parameter set(ZLDPC, tc, tr) is a linear block code defined by a sparse parity check
matrix H of dimensionZLDPC×MLDPC with ZLDPC = tc

tr
MLDPC [120]. The code wordsmMLDPC consists

of MLDPC bits which all satisfyZLDPC parity check equations:

HmMLDPC = 0ZLDPC,1 (8.4)

There areKLDPC = MLDPC−ZLDPC information bits and the code rate isR≥ 1− tc
tr

(there only is equality
if the matrixH is full rank). Such a code can be graphically represented by aso-calledfactor graph[133].
Fig.8.1 illustrates such a graph for(M = 9, tc = 2, tr = 3):

word

parity
check

code 

Figure 8.1:Example of a factor graph.

The correspondingH matrix is presented by [130]:

H =











1 0 0 0 1 0 1 0 0
0 1 1 0 0 0 0 0 1
0 1 0 1 0 0 1 0 0
0 0 0 0 1 1 0 0 1
1 0 0 1 0 0 0 1 0
0 0 1 0 0 1 0 1 0











(8.5)

Fig.8.1 helps to identifycyclesof lengthν which is a path comprisingν edges closing back on itself.
An important code design parameter is thegirth of a graph: it defines the minimum cycle length of a
graph and should be as large as possible (note that the optimization of LDPC codes is typically performed
under thelocal tree assumption, i.e. the girth is assumed to be large enough such that the sub-graph forms
a tree and the incoming messages to every node are therefore independent).
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A further generalization of LDPC codes has been introduced by [124] with irregular LDPC codes
characterized by a non-uniform distribution of ’1’s over the rows and columns of theH matrix. [124]
shows that good irregular codes outperform regular ones. Typically, the code is represented by two
polynomials;λi (ρ j ) respectively represent the percentage of branches connected to variable nodes (check
nodes) of degreei ( j). tc,max (tr,max) is the maximum connection degree of variable nodes (check nodes):

λ(x) =
tc,max

∑
i=2

λix
i−1 (8.6)

ρ(x) =
tr,max

∑
j=2

ρ jx
j−1 (8.7)

Both polynomials are link to each other via the code rateR:

(1−R)
tc,max

∑
i=2

λi

i
=

tr,max

∑
j=2

ρ j

j
.

In a another common representation,λi in (8.6) is replaced by

λ̃i =
λi/i

tc,max

∑
k=2

λk/k

andρi in (8.7) is replaced by

ρ̃i =
ρi/i

tr,max

∑
k=2

ρk/k

.

In the framework of this thesis, onlysystematicLDPC codes are considered; this is proper because
practically only systematic codes are used in reality. The corresponding generating matrixG of the
LDPC code is applied to the initial vector of information bitsb as follows:m = Gb with HG = 0. More-
over, the analysis is limited to binary LDPC codes (i.e. all elements are∈ GF(2)). Non-binary codes
with elements∈ GF(Q) have been proven to provide improved performances, but require a decoding
complexity which rises exponentially withq = log2(Q) [134].

As commonly used, we choose to work with LLR messages in combination with received carrier
amplitudesr:

v = log
p(r|x = 1)

p(r|x =−1)

are the output messages of variable node wherex is the bit value of the corresponding node. Likewise,
the output messages of a check node are defined as

u = log
p(r ′|x′ = 1)

p(r ′|x′ =−1)

wherex′ is the bit value of the variable node arriving from the check node andr ′ contains all information
available to a check node up to the present iteration. Under sum-product decoding [126],v is equal to
the sum of all the incoming LLRs:

v = u0 +
dv−1

∑
i=1

ui (8.8)
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whereu0 is the observed LLR of the decoded bit andui , i = 1, · · · ,dv−1 represent all incoming LLRs
from neighbors of the variable node except from the check node that will get the messagev (i.e. its input
must be independent of its previous output). Theu messages are then recalculated based on the so-called
“tanh“ rule [135,136]:

tanh
(u

2

)

=
dc−1

∏
j=1

tanh
(v j

2

)

(8.9)

wherev j , j = 1, · · · ,dc−1 are the incoming LLRs from thedc−1 neighbors of a check node. Note that
the message of the node itself (j = 0) is omitted in the product calculation.

In the case of QPSK mapping, [130] shows that the messages corresponding to the real (imaginary)
part of thekth OFDM carrier isu0,2k (u0,2k+1) and depends on the frequency domain channel coefficient
c̃k and the noise varianceσ2

n,k of the corresponding carrier (assuming that the amplitude ˜s= 1 has been
sent on the corresponding carrier):

u0,2k :=
4|c̃k|2
σ2

n,k

+
4

σ2
n,k

ℜ{c̃⋆
kñk}

u0,2k+1 :=
4|c̃k|2
σ2

n,k

+
4

σ2
n,k

ℑ{c̃⋆
kñk}

ℜ(·) (ℑ(·)) represents the real (imaginary) part of the argument. The corresponding distribution is Gaus-
sian, symmetric and consistent (i.e.f (x) = ex f (−x)∀x∈ R):

fu0,2k = fu0,2k+1 = N

(

4|c̃k|2
σ2

n,k

,
8|c̃k|2
σ2

n,k

)

With the notations and definitions presented above, the following sections will show how to derive a
suitable LDPC code assuming the channel is known and time-invariant.

8.3 LDPC Code optimization with known and time-invariant channel

We choose to perform the optimization of LDPC codes based on theGaussian Approximationassump-
tion which has been studied and validated in [126] due to its inherent low-complexity implementation
properties. However, instead of performing an asymptotic threshold optimization (i.e. a joint search for
a H matrix and a minimum SNR level which lead to error free decoding properties if the matrix size
and the number of decoding iterations tends towards infinity) we apply the idea of [130] to optimize the
error probability of useful data bits with a fixed number of iterations. As [130] mentions correctly, such
an approach may be slightly inconsistent, since asymptoticand non-asymptotic properties are mixed up.
However, this analysis is better adapted to a practical caserequiring a limited number of decoding it-
erations and [130] shows that the results of the corresponding code optimization has shown satisfying
performances for small code word sizes.

In the following sections, important properties of theGaussian Approximationare first recalled. It is
shown that a generic optimization of the LDPC code-word mapping onto OFDM carriers is difficult to
achieve; instead, we propose to apply in typical practical scenarios the following two analysis approaches
which are sub-optimum approximations:
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1. it will be shown that the LDPC code-word should be mapped onto OFDM carriers such that the
message values from all variable nodes in the factor graph should be identical in the belief propa-
gation decoding. In an asymptotic context (number OFDM carriersN→ ∞, LDPC codeword size
→ ∞, number of different node degrees→ ∞) this is theoretically feasible; note that [130, 131]
observed an identical behavior if new LDPC codes are derivedfor a given propagation channel
and in combination with OFDM symbols. In practice, however,a small number of different node
degrees is often defined and this result leads to a sub-optimum optimization result.

2. a second order approximation of the message updating equation of theGaussian Approximation
approach will be used in order to optimize the LDPC code-wordmapping onto OFDM carriers.

8.3.1 Properties of the Gaussian Approximation applied to the analysis of message pass-
ing decoding

Denoting the mean values ofu (v) by mu (mv), the update equation (8.8) at iterationl becomes for every
node withdv branches [126]:

m(l)
v = mu0 +(dv−1)m(l−1)

u (8.10)

with m(0)
u = 0. This means that the arriving messages to each node are assumed to be identical for the

whole graph. The difference lies in the fact that more messages are arriving at the higher order nodes
and thus the corresponding bit reliabilities are improved.For m(l)

u , equation (8.9) leads to the following
expression [126]:

E

[

tanh

(

u(l)

2

)]

= E

[

tanh

(

v(l)

2

)]dc−1

(8.11)

In the case of OFDM systems, the initial LLR message depends on the channel coefficient ˜ck of the corre-
sponding carrierk providing the bit information [130]:mu0 = mu0(c̃k). [130] further derives the updating

equation ofm(l)
u based on an approximation ofc̃ by a step-function characterized by a constant channel

coefficient per step and representing each step by a corresponding LDPC sub-code. In the following,
we avoid this step function approximation by expressing theupdating equation based on the channel
coefficient of each OFDM carrier and the node connection degree (i.e. number of branches)ζ(k) of each

bit modulated on the corresponding sub-carrier. The incoming meansm(l−1)
u in (8.10) are, however, still

assumed to be constant for each nodes. The corresponding updating equation is expressed with the help
of φ(x) (convex forx > 0) defined in [126] (see same reference for low complexity approximations of
φ(x))

φ(x) :=







1− 1√
4πx

R

R

tanh
(

u
2

)
e−

(u−x)2

4x du if x > 0

1 if x = 0

as presented in (8.12):
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m(l)
u =

tr,max

∑
j=2

ρi φ−1







1−











1
N

N−1

∑
k=0

(

1−φ
(

mu0(c̃k)+ (ζ(k)−1)m(l−1)
u

))

︸ ︷︷ ︸

=E
[

tanh
(

v(l )
2

)]

with dc= j











j−1

︸ ︷︷ ︸

=E
[

tanh
(

u(l )
2

)]

with dc= j







︸ ︷︷ ︸

argument ofφ−1(1−x) is
(

1−E
[

tanh
(

u(l )
2

)])

, the result is the distribution ofu (via mean value)
︸ ︷︷ ︸

The mean distribution is given by the sum of mean values weighted by occurance probability

(8.12)

After a maximum number ofl = L iterations, the output means corresponding to carrierk are calcu-
lated takingall incomingm(L)

u into account:

mu,k = mu0(c̃k) + ζ(k)m(L)
u (8.13)

Prior to the calculation of the BER, we define

ψ(k) :=







2 if carrierk carries 2 data bits
1 if carrierk carries 1 data bit
0 if carrierk carries 2 redundancy bits

The BER is then calculated based on the results of [130] withQ(x) = 1
2π

∞
R

x
e−

t2
2 dt:

Pe =
1

N−1
∑

k=0
ψ(k)

N−1

∑
k=0

ψ(k)

0
Z

−∞

1
√

4πmu,k
e
− (x−mu,k)2

4mu,k dx

=
1

N−1
∑

k=0
ψ(k)

N−1

∑
k=0

ψ(k)Q





√

mu0(c̃k) + ζ(k)m(L)
u

2



 (8.14)

The optimization of the data bit attribution to OFDM carriers ψ(x) is obtained as follows:

ψ(k)∀k = argmin
ψ(k)∀k

Pe(c̃,(σn,k)∀k,ψ(k)) . (8.15)

The following section will study the optimization of the LDPC code word mapping onto OFDM
carriers with the goal to minimize the decoding error probability.
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8.3.2 Direct interpretation of the message passing update equation

The goal is to choose the LDPC code-word mapping onto OFDM carriers such that the message passing
LDPC code decoding algorithm provides optimum performanceresult as defined in equation (8.15). For
this purpose, the channel coefficients of the different OFDMcarriers are taken into account as well as
the variable/check node degrees of the applied LDPC code.

The optimization is prepared by the definition of the following theorems:

Theorem 8.3.1 Jensen’s inequality: With f(·) being a convex function, it is

N−1
∑

i=0
f (xi)

N ≥ f





N−1
∑

i=0
xi

N



.

Proof of theorem 8.3.1:See [137,138].

Theorem 8.3.2 It is φ−1
{

1−
[
1− 1

2 [φ(mu0(ck)+ ε)+ φ(mu0− ε)]
] j−1

}

< φ−1
{

1− [1−φ(mu0(ck))]
j−1
}

for ε > 0, mu0(ck) > 0 and j∈ (2, · · · , tr,max). �

Proof of theorem 8.3.2:The application of theorem 8.3.1 immediately leads to the expression given
by theorem 8.3.2. Q.E.D.

In order to maximizem(l)
u in (8.12), it is required to minimize

N−1
∑

k=0
φ
(

mu0(c̃k)+ (ζ(k)−1)m(l−1)
u

)

.

Using theorem 8.3.1 with equation (8.12), it is obvious thatthis goal is achieved if the arguments ofφ(·)
are equal for allk:

1
N

N−1

∑
k=0

φ
(

mu0(c̃k)+ (ζ(k)−1)m(l−1)
u

)

≥ φ

(

1
N

N−1

∑
k=0

(

mu0(c̃k)+ (ζ(k)−1)m(l−1)
u

)
)

(8.16)

with equality for

(

mu0(c̃k)+ (ζ(k)−1)m(l−1)
u

)

=
(

mu0(c̃k′)+ (ζ(k′)−1)m(l−1)
u

)

,∀k,k′. (8.17)

Equation (8.17) guarantees that all messages leaving the variable nodes and arriving at the check
nodes in the factor graph are of identical value. If this property is given, the LDPC code-word mapping
is optimum (with the limitations inherent to theGaussian Approximationapproach). Note that we assume
for the optimization process that the observed messagesmu0(c̃k) have the correct sign with respect to the
corresponding information bit that it carries.

If equality cannot be achieved (due to the given channel coefficients c̃k, a limited number of differ-
ent variable node degreesζ(k)−1), etc.), theorem 8.3.2 gives some arguments that equality should be
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achieved as closely as possible in terms of absolute difference to the optimum. For this case, further re-
sults are derived in the following section by a second order approximation of the message passing update
equation.

8.3.3 Second order approximation of the message passing update equation

The goal of this section is to continue on the problem that hasbeen addressed in the previous section:
an optimum carrier mapping (i.e. attribution ofmu0(c̃k) to node degreesζ(k)) needs to be found such

that the expressionm(l)
u in equation (8.12) is maximized. This goal requires to minimize

N−1
∑

k=0
φ(mu0(c̃k)+

(ζ(k)−1)m(l−1)
u ) in (8.12).

The asymptotic analysis presented in section 8.3.2 is applicable if the set of available channel co-
efficients and variable node degrees allows to create messages of identical value leaving the variable
nodes in the message passing decoder as defined in equation (8.17). In a practical scenario typically few
different node degrees are defined and the results of the asymptotic analysis are sub-optimum (e.g., it is
the case for the TGnSync LDPC code [41]). This context is addressed in this section by evaluation of a
second order approximation of (8.12) and its use in (8.12) bya second order approximation ofφ(x) and
a first order approximation ofφ−1(x). We start the optimization by observing that he mean value ofthe
argument ofφ(·) in equation (8.12) is

x0 :=
1
N

N−1

∑
k=0

(

mu0(c̃k)+ (ζ(k)−1)m(l−1)
u

)

=

(

1
N

N−1

∑
k=0

mu0(c̃k)

)

+

(

1
N

N−1

∑
k=0

(ζ(k)−1)m(l−1)
u

)

Note thatx0 is independent of the mapping of the LDPC code-words onto OFDM carriers. Sec-
tion 8.3.2 has shown that the mapping is ideally chosen such thatmu0(c̃k)+ (ζ(k)−1)m(l−1)

u is approx.

constant for all carriersk and thusx0 ≈mu0(c̃k)+ (ζ(k)−1)m(l−1)
u ≈ const∀k. We therefore choose to

developφ(·) around the pointx0 with constantsαφ, βφ, γφ.

φ(x) = φ(x0)+
∂φ
∂x

(x0)(x−x0)+
∂2φ

2!∂x2 (x0)(x−x0)
2 +O (x3) (8.18)

≈ αφ + βφ(x−x0)+ γφ(x−x0)
2 (8.19)

Note in particular that∂φ
∂x(x)

∣
∣
∣
x>0

< 0 (i.e. βφ < 0) and ∂2φ
∂x2 (x)

∣
∣
∣
x>0

> 0 (i.e. γφ > 0). Concerning

φ−1(x), it is ∂φ−1

∂x (x)
∣
∣
∣
x>0

< 0.
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N−1
∑

k=0
φ
(

mu0(c̃k)+ (ζ(k)−1)m(l−1)
u

)

is thus approximated as follows:

N−1

∑
k=0

φ(mu0(c̃k)+ (ζ(k)−1)m(l−1)
u ) ≈

(
N−1

∑
k=0

αφ

)

︸ ︷︷ ︸

= f1(·)

+

(

βφ

N−1

∑
k=0

(mu0(c̃k)+ (ζ(k)−1)m(l−1)
u −x0)

)

︸ ︷︷ ︸

= f2(·)

+

(

γφ

N−1

∑
k=0

(mu0(c̃k)+ (ζ(k)−1)m(l−1)
u −x0)

2

)

︸ ︷︷ ︸

= f3(·)

(8.20)

≈ f̃1(·)
︸︷︷︸

=const

+γφ

N−1

∑
k=0

mu0(c̃k)ζ(k)m(l−1)
u (8.21)

Note that f̃1(·) is defined to cover all contributions that are independent ofthe LDPC code word
mapping onto OFDM carriers. As discussed in section 8.3.2, equation (8.21) needs to be minimized in
order to maximize the resulting messagesm(l)

u in the update equation (8.12). The solution is given by the
following theorem:

Theorem 8.3.3 In order to minimize equation (8.21), it is sufficient to minimize
N−1
∑

k=0
mu0(c̃k)ζ(k). This

goal is achieved by attributing the smallest channel coefficients|c̃k| to the highest degree variable nodes
and vice versa.�

Proof of theorem 8.3.3: It is mu0(c̃k)ζ(k) + mu0(c̃k′)ζ(k′) < mu0(c̃k)ζ(k′) + mu0(c̃k′)ζ(k), ∀k,k′ if
mu0(c̃k) < mu0(c̃k′) andζ(k′) < ζ(k), since this inequality can be rewritten as

(mu0(c̃k)−mu0(c̃k′))
︸ ︷︷ ︸

<0

(ζ(k)−ζ(k′))
︸ ︷︷ ︸

>0

< 0. Applying this property to all elements of
N−1
∑

k=0
mu0(c̃k)ζ(k) leads

to theorem 8.3.3. Q.E.D.

Theorem 8.3.3 complements the results of section 8.3.2 for optimizing the update equation (8.12) in
the case that the elementsmu0(c̃k)+(ζ(k)−1)m(l−1)

u cannot be guaranteed to be constant∀k: the smallest
channel coefficients|c̃k| should be attributed to the highest degree variable nodes and vice versa. Based
on this results derived above, a LDPC code word mapping mapping algorithm is derived in the following
section.
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8.3.4 An algorithm for LDPC code word mapping onto OFDM carriers

The optimization of the LDPC code word mapping onto OFDM carriers is based on the following com-
ments with respect to the results derived in the previous sections:

1. Pe given by equation (8.14) is calculated over the data bits only; redundancy bits are not considered
for the final BER.

2. Typically, an LDPC code is larger than one OFDM symbol; still, the equation (8.14) is applicable
if the length of the codeword is an integer multiple of the number of bits modulated in one OFDM
symbol.

3. Both, the resulting degree distributionsλ(x), ρ(x) and the data bit attribution to OFDM carriers
depends on the channel coefficientsc.

4. Ideally, a joint optimization ofλ(x), ρ(x) and the data bit attribution to OFDM carriers is per-
formed. However, the optimization of the BER expression (8.14) may also be performed based on
a given LDPC code. In the simulation results section, it willbe shown that the resulting data bit
attribution to OFDM carriers can improve the code performance considerable compared to a poor
choice.

If only an optimization concerning the data bit attributionto OFDM carriers is required for a given
LDPC code, the upper result can be interpreted in a first approximation as follows: In order to minimize

the BER, the expressionmu0(c̃k) + ζ(k)m(L)
u in (8.14) must be as large as possible. Thus,

1. sincePe is calculated only over useful data bits, use lowest order nodes (i.e.ζ(k) is minimum) for

redundancy nodes and maximize thusζ(k)m(L)
u .

2. moreover, put data bits on the strongest carriers (i.e.|ck| is maximum) in order to maximizemu0(c̃k).

3. assure a maximum finalm(L)
u . It turns out from theorems 8.3.1, 8.3.2 and 8.3.3 that this is achieved

if the argument ofφ(·) in (8.11) is as homogeneous as possible; in particular, verysmall arguments
should be avoided. Consequently, high order nodes (i.e.ζ(k) is large) should be attributed to small
|ck| and low order nodes (i.e.ζ(k) is small) to large|ck|.

4. if homogeneous arguments ofφ(·) in (8.11) cannot be achieved in all cases, try to maximize the
arguments for these exceptions sinceφ(x→ ∞)→ 0.

This observation is illustrated in Fig.8.2 for an exemplaryOFDM channel and an imaginary LDPC
code of rateR= 1/2 with variable node degrees 2, 3 and 4:

It is interesting to note that [130, 131] observe an identical behavior in a different context: the cor-
responding authors search a new LDPC code for a given OFDM propagation channel profile (while we
present in this chapter how to perform an optimum mapping foranygiven LDPC code). At the output of
the optimization process, they obtain results identical toproperties of Fig.8.2 - however without further
analyzing the underlying mechanisms.
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Channel 
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Figure 8.2: Example of LDPC code-word assignment.

In order to apply this LDPC code-word mapping in a practical context with a limited numberN of
OFDM carriers and a given LDPC code by a matrixH of limited dimension, the following mapping
algorithm is proposed based on the upper observations:

1. Assume that BPSK constellations are used for explanationsake. We further assume that allMLDPC

bits of an LDPC code-wordmMLDPC fit into P OFDM symbols, where the firstKLDPC = MLDPC−
ZLDPC entries ofmMLDPC are information bitsmData

k and the remaining ones are redundancy bits
mRed

ZLDPC
. Each OFDM symbol is defined to consist ofN carriers, of whichN̄ < N are attributed to

data/redundancy symbols, i.e.MLDPC = PN̄. The channel coefficients of thēN used OFDM carriers
are regrouped in the vectorc̃N̄ := [c̃0, · · · , c̃N̄−1]

T . The variable node degrees (i.e. the number of
ones in the column of the LDPC codeH matrix corresponding to a specific code-word bit) of all
MLDPC code-word bits shall be contained in a vectorwMLDPC; its first KLDPC = MLDPC−ZLDPC

entrieswData
KLDPC

are linked to data bits while the remaining oneswRed
ZLDPC

are linked to redundancy
bits.

2. Duplicate the complex valued channel coefficients vectorc̃N̄ := [c̃0, · · · , c̃N̄−1]
T P times and keep

the result in the vector̃cPN̄ :=




c̃T

N̄, · · · , c̃T
N̄

︸ ︷︷ ︸

P times






T

.

3. With |c̃N̄ = [|c̃0|, · · · , |c̃N̄−1|]T , sort|c̃PN̄| starting with the smallest element (up to the largest one);
the vectorp|c̃PN̄| := [p0, · · · , pPN̄−1]

T shall contain the sorting result as integer elements:p0 points
to the position in|c̃PN̄| with the smallest element, etc.

4. Split the pointer vectorp|c̃PN̄| := [p0, · · · , pPN̄−1]
T into two parts:pRed

|c̃PN̄ | := [p0, · · · , pZLDPC−1]
T con-

tains pointers to the channel coefficients that will be assigned to redundancy bits andpData
|c̃PN̄| :=

[pZLDPC, · · · , pPN̄−1]
T contains pointers to the channel coefficients that will be assigned to data bits.
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5. SortwData
KLDPC

andwRed
ZLDPC

correspondingly; the resulting pointers shall be contained in the vectors
uwData

KLDPC
anduwRed

ZLDPC
respectively (the first element ofuwData

KLDPC
/uwRed

ZLDPC
points to the smallest value

in wData
KLDPC

/ wRed
ZLDPC

etc.).

6. Defining(·)F as an operator that reads a vector in inverse order, attribute the OFDM symbol and
carrier number indicated by the pointer vectorpData

|c̃PN̄ | := [pZLDPC, · · · , pPN̄−1]
T (the OFDM symbol

number of entrypn is floor( pn
N̄ ) and the carrier number among thēN useful carriers is[pn modN̄])

to the data bitsmData
KLDPC

indicated by the pointer vector
(

uwData
KLDPC

)F
. This means that the variable

nodes of data bits with the lowest node variable node degree are attributed to the strongest channel
coefficients. In the same way, attribute the OFDM symbol and carrier number indicated by the
pointer vectorpRed

|c̃PN̄ | = [p0, · · · , pZLDPC−1]
T to the redundancy bitsmRed

ZLDPC
indicated by the pointer

vector
(

uwRed
ZLDPC

)F
.

The performance of a corresponding optimization in the context of a typical propagation channel and
a typical LDPC code is presented in the following.

8.4 Simulation results

Simulation results are presented in the following based on the rateR= 1/2 LDPC code proposed in the
TGnSync IEEE802.11n draft specification [41]:

Parity check matricesH used in the encoding procedure are derived from one of the "base" parity
check matrices,Hb, specified below. One base matrix is defined per code rate. Size of a base parity
check matrix is denoted asZb×Mb. Mb, the number of columns in the base matrix, is fixed for all
code rates,Mb = 24. Zb, the number of rows in the base matrix, depends on the code rate as follows:
Zb := Mb(1−R). Parity check matrixH of sizeZLDPC×MLDPC is generated by expanding the base matrix
for the selected rate,Hb, z-times: z= ZLDPC/Zb = MLDPC/Mb. The expansion operation is defined by
element values of the base matrix. Each non-negative base matrix element,s, is replaced by az× z
identity matrix,Iz, cyclically shifted to the rights′ = smod(z) times. Each negative number(−1) in the
base matrix is replaced by az×zzero matrix,0z,z. For the codeword of size 576 bits,z= 24, for codeword
of size 1152 bits,z= 48, and for the codeword of size 1728 bits,z= 72.

The base matrices specification is forR= 1/2 andZb×Mb = 12×24 defined as follows:

Hb :=












0 0 −1 0 −1 0 −1 −1 −1 0 −1 −1 1 0 −1 −1 −1 −1 −1 −1 −1 −1 −1 −1
29 −1 0 26 −1 −1 0 −1 0 −1 −1 −1 −1 0 0 −1 −1 −1 −1 −1 −1 −1 −1 −1
−1 −1 −1 21 0 −1 17 −1 −1 38 −1 0 −1 −1 0 0 −1 −1 −1 −1 −1 −1 −1 −1
43 −1 −1 30 −1 −1 −1 0 −1 41 0 −1 −1 −1 −1 0 0 −1 −1 −1 −1 −1 −1 −1
5 −1 1 −1 −1 20 35 −1 −1 2 −1 −1 −1 −1 −1 −1 0 0 −1 −1 −1 −1 −1 −1
−1 46 −1 −1 −1 −1 22 −1 40 8 −1 −1 0 −1 −1 −1 −1 0 0 −1 −1 −1 −1 −1
−1 −1 −1 9 −1 −1 18 13 −1 35 −1 27 −1 −1 −1 −1 −1 −1 0 0 −1 −1 −1 −1
2 −1 44 −1 −1 −1 27 −1 −1 25 18 −1 −1 −1 −1 −1 −1 −1 −1 0 0 −1 −1 −1
33 35 −1 29 −1 −1 16 −1 −1 −1 −1 30 −1 −1 −1 −1 −1 −1 −1 −1 0 0 −1 −1
−1 −1 −1 4 4 −1 −1 −1 15 17 −1 −1 −1 −1 −1 −1 −1 −1 −1 −1 −1 0 0 −1
5 −1 −1 19 −1 14 −1 −1 −1 −1 11 −1 −1 −1 −1 −1 −1 −1 −1 −1 −1 −1 0 0
10 −1 −1 −1 21 −1 18 8 −1 −1 −1 −1 1 −1 −1 −1 −1 −1 −1 −1 −1 −1 −1 0











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The column weights of the resultingH matrix are illustrated in Fig.8.3 for a code-word size of 576
bits.
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Figure 8.3:LDPC column weights, 576 bits code-word.

Simulations are performed over here for the 576 bits LDPC-codewords (15.000 code words are sim-
ulated per SNR value combined with the normalized BRAN-A channel definitions [37]) applying the
mapping optimization approach are presented in Fig.8.4 and.Fig.8.5 for the BER and PER respectively
(only the data bits are used for BER/PER calculation, the redundancy bits are not considered); one LDPC
code-word of 576 bits each is considered to be a packet. It should be pointed out that the PER results are
improved by approximately 0.95dB at a PER of 10−2. As noted in section 8.3.4, if homogeneous argu-
ments ofφ(·) in (8.11) cannot be achieved in all cases, it is proposed to maximize the arguments for these
exceptions (sinceφ(x→ ∞)→ 0). Finally, the impact of a (slightly) sub-optimum LDPC interleaving is
illustrated in Fig.8.6 and Fig.8.7 by rotating the optimized carrier mapping vector. This test illustrates
the sensibility of the LDPC interleaving. As a result, a verysmall difference is observed (< 0.1dB) for
a small rotation of 2.5% of all carriers (14 carriers); however, this gap increases for larger rotations: the
difference is approximately 0.25dB for a rotation of 20% of all carriers (115 carriers).

8.5 Conclusion

We have proposed in this chapter a simple way to derive optimum degree distributions and an optimum
carrier attribution to data/redundancy nodes of differentdegree in the context of an OFDM system: it
is sufficient to sort the available variable node degree values of the LDPC code and the absolute values
of the frequency domain channel coefficients in order to derive a suitable mapping. This result can be
interpreted as an optimum interleaver adapted to a given propagation channel. Simulation results show
that a gain of approximately 0.95dB in PER performance can beachieved in a typical scenario. Due to
the simplicity of the proposed approach, it is expected to bestraightforwardly applicable in the context
of systems such as IEEE802.11n WLANs: the study results havebeen presented at the IEEE 802.11n
standardization group; they are currently under consideration for implementation in the standard [31,32].
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Figure 8.4:BER for LDPC code performance after op-
timization, channel BRAN-A, 576 bits code-word.
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Figure 8.5:PER for LDPC code performance after op-
timization, channel BRAN-A, 576 bits code-word.
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Figure 8.6:BER for LDPC code performance after dif-
ferent optimization approaches (including circular rota-
tion), channel BRAN-A, 576 bits code-word.
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Figure 8.7:PER for LDPC code performance after dif-
ferent optimization approaches (including circular rota-
tion), channel BRAN-A, 576 bits code-word.
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Chapter 9

Conclusion

This thesis deals with detailed studies of the following twomain topics

• Proposal of an improved OFDM modulation scheme applying a deterministic pseudo-randomly
weighted postfix sequence instead of a cyclic prefix as it is used for standard CP-OFDM:Pseudo
Random Postfix OFDM (PRP-OFDM).

• Derivation of an optimum mapping of LDPC code-word bits ontoOFDM carriers based on known
channel state information (CSI).

In the context of the first item, the proposal of the novel Pseudo-Random-Postfix OFDM scheme, it is
furthermore shown how to derive suitable finite postfix sequences and how to estimate/track the channel
impulse response in a time-invariant and time-variant scenario. In the given typical examples, a mobility
up to 72m/s is demonstrated to be applicable based on BPSK, QPSK and QAM-16 constellations at a
carrier frequency of 5.2GHz. Finally, time and frequency synchronization refinement techniques are
detailed; they allow to constantly refine an initial (preamble-based) synchronization.

Concerning the optimized LDPC code-word mapping onto OFDM carriers taking into account that
the knowledge of channel attenuations is available, two different approaches are presented in order to
derive an optimum mapping. The first approach is optimum if a homogeneous messages can be achieved
in the belief propagation decoder, while the second approach is a refinement taking the practical case
into account where only few different node degrees exist an homogeneous messages are not feasible.

This thesis thus addresses two related, but still distinct problems in the framework of OFDM systems.
As a result, the PRP-OFDM study presents a ready-to-use toolkit that allows to implement a high-velocity
OFDM system with minimum redundancy overhead. The LDPC chapter also provides a simple algorithm
that is ready to be implemented in a practical system.
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Further study topics

Further study topics and follow-up work of this thesis may include the following items

• Study of sub-optimum, but reduced-complexity channel estimation/tracking architectures. In par-
ticular, the multiplication with large estimation matrices as proposed in chapter 3 is a limiting
factor if the observation window size grows. It may, for example, be possible to obtain separate
CIR estimates for each OFDM symbol within the observation window. By means of suitable com-
bination approaches, it is expected to achieve CIR estimates suitable for the equalization steps.

• The impact of the availability of the channel power delay profile (PDP) needs further consider-
ation. Since it is unlikely that a perfect estimate of the PDPis available in a practical system
implementation, all simulations in this thesis are based ona rectangular PDP with its length cor-
responding to the PRP-OFDM postfix size. It may though be possible to inject the knowledge of
typical TX/RX filter designs in the approximation of the PDP,since the observed channel corre-
sponds to the convolution of TX/RX filters by the over-the-air propagation channel. Moreover, it is
expected that real propagation channels can be better approximated by a ramp function, depending
on the considered frequency band.

• The proposed Iterative-Interference-Suppression approaches are leading to satisfying results after
few iterations (typically one iteration is sufficient). However, they are numerically complex as
illustrated in Appendix C. A future topic is to find look-up table based architectures leading to a
trade-off in terms of memory requirements and calculation complexity. In particular the calculation
requirements of the interference suppression vector in function of the a-posteri probability outputs
of the soft-output decoder in the receiver are expected to beoptimized.

• Considering the LDPC code-word mapping optimization, a future study topic is to consider the
availability of several LDPC codes for each code-rate and block size. It is thus possible not only
to optimize the mapping for one single code with a given channel impulse response, but also to
choose the most suitable LDPC coding matrix for the considered scenario.
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Appendix A

Proof of Diagonalization Properties of
Pseudo circulant matrices

This appendix details the proof of the diagonalization of pseudo circulant matrices [81]. These matrices
correspond to standard circulant convolution matrices with the difference that the upper triangular part is
weighted by a complex factorα. In the framework of this paper, it assumed that|α|= 1.

Proposition: The matrixCα defined as

Cα :=







c0 α ·cN−1 α ·cN−2 → α ·c1

c1 c0 α ·cN−1 → α ·c2

↓ ց ց ց ↓
cN−1 → → → c0







= CISI + α ·CIBI ,

is diagonalized as follows:

Cα = V−1
N diag

{

C
(

α−
1
N

)

, · · · ,C
(

α−
1
N ej 2π(N−1)

N

)}

VN

with

VN :=

(

1
N

N−1

∑
n=0

|α|− 2·n
N

) 1
2

FN diag
{

1, · · · ,α N−1
N

}

,

FN :=
1√
N

(

Wi j
N

)

0≤i<N,0≤ j<N
,WN := e− j 2π

N ,

C(z) :=
N−1

∑
n=0

cnz−n andz,α,c0, ...,cN−1 ∈ C.
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Proof: Cα can be rewritten as

Cα = c0IN +c1J1
N + . . .+cN−1JN−1

N ,

Jn
N :=

[
0n,(N−n) αIn

I (N−n) 0(N−n),n

]

,n = 1, · · · ,N.

Denoting by(λk,xk) the eigenvalues and associated eigenvectors ofJN, (λn
k,xk) are the corresponding

ones forJn
N. λk is obtained by setting det

(
JN−λN

k IN
)
=
(
α−λN

k

)N
= 0. Thusλk = α

1
N = |α| 1

N ej· φ(α)
N e− j2π k

N ,
k = 0, · · · ,N−1 whereφ(α) is the phase ofα. By settingJNxk = λkxk, the unitary eigenvectors ofJN

can be verified to be

xk =

(
N−1

∑
n=0

|α|− 2n
N

)− 1
2








1

|α|− 1
N e− jφ(α) 1

N ejk 2π
N

. . .

|α|−N−1
N e− jφ(α) N−1

N ejk 2π(N−1)
N








with k = 0, . . . ,N−1. Stacking all thexk in matrix XN, we have:

XN := [x0 x1 · · · xN−1] =
[

1
N

N−1
∑

n=0
|α|− 2·n

N

]− 1
2

diag
{

1, · · · ,α−N−1
N

}

FH
N.

Sincexk is an eigenvector ofJN associated toλk, one can easily verify thatCαxk = c1xk+c1(JNxk)+
· · ·+cN−1(JN−1

N xk)=C(λ−1
k )xk. This shows that(C(λ−1

k ),xk) are the eigenvalues ofCα. Thus,X−1
N CαXN =

diag{C(λ−1
0 ), · · · ,C(λ−1

N−1)} which proves that:

Cα = XN diag
{

C
(

α−
1
N

)

, · · · ,C
(

α−
1
N ej 2π(N−1)

N

)}

X−1
N

SinceVN = X−1
N we reach the desired result: QED.
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Appendix B

Biased and unbiased MMSE equalizers

Based on a received PRP-OFDM signal as derived in chapter 3

rP(i) = Cβi

(
FH

ZPs̃N(i)+ α(i)pP
)
+nP(i)

= Cβi

(
FH

Ns̃N(i)
α(i)pD

)

+nP(i), (B.1)

this section derives a standardbiasedMMSE equalizer and anunbiasedMMSE equalizer as intro-
duced by [42–44].

B.1 Biased MMSE equalizer

Theorem B.1.1 The biased equalization matrix in the MMSE sense for retrieving an estimate of̃sN(i) in
(B.1) is given by

GPRP
MMSE := FN [IN0N,D]RsPCH

βi
Q−1

= FN [IN0N,D]RsPVH
P(i)DH

i Q̂−1VP(i),

with Q := RnP +Cβi
RsPCH

βi
, Q̂ := RnP +DiR̂sPDH

i , RnP := E
[
nP(i)nH

P(i)
]
= σ2

nIP, RsP := E
[
sP(i)sH

P(i)
]
,

R̂sP := VP(i)RsPVH
P(i).

�

Proof of Theorem B.1.1: With (B.1) the received signal after equalization by theN×P equalization
matrix GPRP

MMSE is

r̃eq
N (i) := GPRP

MMSECβi

(
FH

Ns̃N(i)
α(i)pD

)

+GPRP
MMSEnP(i)
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The resulting MSEε to be minimized in function ofGPRP
MMSE is thus

ε := tr
{

E
[(

r̃eq
N (i)− s̃N(i)

)(
r̃eq

N (i)− s̃N(i)
)H
]}

The MMSE is found by setting ∂ε
∂(GPRP

MMSE)⋆
= 0 [108,139]:

∂ε
∂(GPRP

MMSE)⋆
=GPRP

MMSECβi RsPCH
βi

+GPRP
MMSERnP−E

[

s̃N(i)

(
FH

Ns̃N(i)
α(i)pD

)H
]

Cβi (B.2)

Sinceα(i)pD ands̃N(i) are assumed to be independent andRsN = σ2
sI :

E

[

s̃N(i)

(
FH

Ns̃N(i)
α(i)pD

)H
]

= [Rs̃N 0N,D]FN,

= FNRsN [IN 0N,D] ,

= FN [IN 0N,D]RsP,

exploiting
RsN = [IN0N,D]RsP [IN0N,D]H

RsN

[
IN 0N,D

]
=
[

IN 0N,D
]
RsP is not generally true for full matricesRsN andRsP and only

holds sinceα(i)pD ands̃N(i) are independent. Forcing (B.2) to zero leads to the MMSE equalizer GPRP
MMSE

given in the proposition. Q.E.D.

B.2 Unbiased MMSE equalizer

Theorem B.2.1 The unbiased equalization matrix in the MMSE sense for retrieving an estimate ofs̃N(i)
in (B.1) is given by

GPRP
MMSE,unb := (Rs̃N−diag{λ0, · · · ,λN−1})FNCH

o

[

Cβi RsPCH
βi

+Rn

]−1

= ĜGPRP
MMSE

Ĝ := I −diag{λ0, · · · ,λN−1}R−1
s̃N

λn := [Rs̃NBi− IN]n,n/ [Bi]n,n

Bi := FNCH
o

[

Cβi
RsPCH

βi
+Rn

]−1
CoFH

N

whereRsN = [IN0N,D]RsP [IN0N,D]H is assumed to be diagonal,RsP = E
[
sP(i)sH

P(i)
]

andCo is the P×N
matrix containingCISI(P) N first columns.
�
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Proof of Theorem B.2.1: Denote byGPRP
MMSE,unb the N×P MMSE matrix equalizer for a system

where the original data vector has been multiplied by a pseudo circulant channel matrixC as explained
in appendix A. Thus, theith equalized received OFDM vector isr̃eq

N (i) := GPRP
MMSE,unb

(
Cβi

sP(i)+n(i)
)
.

In consequence, the estimation error on carriern is given by

εn(i) := r̃n(i)− s̃n(i)

=
[(

GPRP
MMSE,unbCβi

sP(i)− s̃N(i)
)
+GPRP

MMSE,unbn(i)
]

n

where[·]k indicates thekth vector element. The offset on carriern is then given by

εoffset,n(i) :=E[εn(i)|s̃n(i)]

=E

[
(

GPRP
MMSE,unbCβi

sP− s̃N(i)
)

n
|s̃n(i)

]

=

[

GPRP
MMSE,unbCoFH

N





0n−1,1

s̃n(i)
0N−n−1,1





]

n

+E

[

GPRP
MMSE,unbCβi

(
0N,1

α(i)pD

)]

n
︸ ︷︷ ︸

=0, sinceE[α(i)]=0

=s̃n(i)
[
GPRP

MMSE,unbCoFH
N− IN

]

n,n
, (B.3)

where[·] j,k is the operator isolating rowj and columnk element of a matrix.Co is theP×N matrix
containingCISI(P) N first columns. In accordance to the definition of Lagrange multipliers [104], the

following term C(GPRP
MMSE,unb) is added to the cost functionJ := E

[

|GPRP
MMSE,unbrP(i)− s̃N(i)|2

]

that is

minimized in order to deriveGPRP
MMSE,unb:

C(GPRP
MMSE,unb) := 2

N−1
∑

k=0
Re

{

λ⋆
k

[

GPRP
MMSE,unbCoFH

N− IN

]

k,k

}

∂C(GPRP
MMSE,unb)

∂[GPRP
MMSE,unb]

⋆

j,k

= λ j
[
FNCH

o

]

j,k .

∂C(GPRP
MMSE,unb)

∂(GPRP
MMSE,unb)

⋆ = diag{λ0, · · · ,λN−1}
(
FNCH

o

)

Thus,

∂C(GPRP
MMSE,unb)

∂
(

GPRP
MMSE,unb

)⋆ = diag{λ0, · · · ,λN−1}
(
FNCH

o

)

and the minimization of the total cost function
∂(J+C(GPRP

MMSE,unb))
∂(GPRP

MMSE,unb)
⋆ = 0 results in

GPRP
MMSE,unb =

(
FNRsNFH

N−diag{λ0, · · · ,λN−1}
)

FNCH
o

[

Cβi RsPCH
βi

+Rn

]−1

The Dλ = (λ0, · · · ,λN−1)
T introduce additional degrees of freedom and are used in order to force

εoffset,n(i) = 0. Using (B.3), this condition is expressed by

[
GPRP

MMSE,unbCoFH
N− I

]

n,n
= 0 ∀ n (B.4)
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It is straightforward to show that the resulting expressions for λ0, · · · ,λN−1 are the ones given by the

theorem; WithBi = FNCH
o

[

Cβi RsPCH
βi

+Rn

]−1
CoFH

N:

∑
k

[
FNRsNFH

N−Dλ
]

n,k [Bi]k,n = 1 ∀ n

and thus

[FnRsN,sNBi− IN]n,n = [DλFNBi]n,n

= λn [FNBi]n,n

= 0

leading to the resulting expressions are for diagonalRs̃N

λn = [Rs̃NBi− IN]n,n/ [Bi]n,n ,n = 0, . . . ,N−1

Q.E.D.
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Appendix C

Complexity Considerations

This Appendix gives calculation complexity estimates for the PRP-OFDM related channel estimation
and equalization approaches presented in chapters 3 to 7.

C.1 The complexity of basic operations

The complexity of the operations used is expressed by the number of real multiplications(µR) andreal
additions(αR) necessary in order to perform the calculation. Tab. C.1 presents the complexity of basic
complex operations inµR andαR [140,141].

Operations Abbreviation R multiplications R additions

real multiplication µR 1 –
real addition αR – 1

complex multiplication µC 3 3
complex addition αC – 2

real× complex multiplication µRC 2 –
complexN-points FFT DFTC(N) → section C.2 → section C.2

Table C.1:The complexity of basic operations.

C.2 The complexity of Fast Fourier Transformation (FFT) algorithms

Tab. C.2 presents the complexity of different FFT algorithms. Wherever possible, we use theradix-4
FFT (N must be a number that can be expressed expressed asN = 4x,x ∈ N+). Thesplit-radix offers
the lightest load whereas theradix-4 is more power consuming; theradix-2 comes last. On the other
hand, however efficient thesplit-radix algorithm is, its memory access requirements are greater than for
radix-4 [142].
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FFT type R multiplications R additions RAM access

radix-2 3·N
2 · log2(N)−5·N+8 7·N

2 · log2(N)−5·N+8 4·N · log2(N)

radix-4 9·N
8 · log2(N)− 43

12 ·N+ 16
3

25·N
8 · log2(N)− 43

12 ·N+ 16
3 2·N · log2(N)

split-radix N · log2(N)−3·N+4 3·N · log2(N)−3·N+4 3·N · log2(N)

Table C.2:The complexity of FFT operations.

C.3 PRP-OFDM Complexity Evaluation

The parameters that are used in the complexity evaluation correspond to the notations in chapters 2 to 7.
They are recalled in Tab. C.3

Parameter Comments

D Size of the postfix sequence
K Number of iterations for Iterative Interference Suppression (IIS)
N Number of OFDM carriers
P Number of samples per OFDM symbol plus postfix sequence

QM Modulation order
Z Observation window size of channel estimation in number of OFDM symbols

Table C.3:Notations.

The following considerations have been taken into account for the complexity evaluation:

• The derivation of estimation and/or equalization matricesis not considered in the complexity eval-
uation, since they are assumed to be precalculated. In a practical application, they are preferably
stored in look-up tables.

• Any multiplication/division of samples by the pseudo-random weighting postfix factorsα(i) is not
considered in the complexity evaluation;α(i) is assumed to be chosen such that these operations
are negligible, e.g.α(i) ∈ (±1) or α(i) ∈ (±1,± j).

• The Fast Fourier Transform of a vector of sizeD×1 followed byN−D (P−D) padding zeros is
assumed to require the calculation complexity DFTC(N) (DFTC(P)). It should be noted, however,
that the corresponding generic FFT architecture can be further optimized taking the fixed zero
positions into account.

• The frequency domain channel coefficients are obtained by performing an FFT on the estimated
postfix sequence convolved by the channel divided by the frequency domain postfix coefficients
(ZF equalization) or by division by the corresponding MMSE coefficients (MMSE equalization).
These complex divisions are evaluated as a complex multiplication since the corresponding mul-
tiplicative coefficients can be pre-calculated. Note that in practice, a full complex multiplier may
not even be necessary, since an optimized hard-wired architecture may be used for each frequency
domain channel equalization coefficient.

• The channel estimation step is assumed to include the estimation of the postfix sequence convolved
by the channel; this result is re-used by transforming PRP-OFDM symbols to ZP-OFDM.
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C.3.1 Generic Complexity Evaluation

The following table Tab. C.4 resumes the complexity of the basic PRP-OFDM related channel estimation
and equalization approaches presented in chapters 3 to 7.

Index Operation Complexity

1 N-point frequency domain CIR estimation D× (DZ−1)αC, (D2Z+N)µC,
based onZD×1 observation vector DFTC(N)

2 P-point frequency domain CIR estimation D× (DZ−1)αC, (D2Z+P)µC,
based onZD×1 observation vector DFTC(P)

3 N-point frequency domain CIR estimation D× (2DZ−1)αC, (2D2Z+N)µC,
based on 2ZD×1 observation vector DFTC(N)

4 P-point frequency domain CIR estimation D× (2DZ−1)αC, (2D2Z+P)µC,
based on 2ZD×1 observation vector DFTC(P)

5 Interference Suppression step for one CIR estimation2DZαC, ZNQMµRC,
N2D× (2D−1)µC, Z DFTC(N)

6 CP-OFDM ZF equalization NµC, 1 DFTC(N)

7 MMSE equalization of one OFDM symbol N× (P−1)αC,
(pseudo-circulantP×P CIR matrix equalization) NPµC (FFT included)

8 MMSE equalization of one OFDM symbol D+N× (P−1)αC,
(transformation to ZP-OFDM and matrix equalization)NPµC (FFT included)

9 OLA equalization of one OFDM symbol 6DαC, NµC, DFTC(N)

Table C.4:Generic Complexity Evaluation.

C.3.2 Numerical Examples

Tab. C.5 gives some numerical examples on calculation complexity for an IEEE802.11a [56] related
parameter set:N = 64,D = 16,QM = 16,K = 1, Z = 41.

C.4 Conclusion

The complexity evaluation presented in this Appendix reveals that the optimum MMSE based channel
estimation and symbol equalization approaches are of a considerable complexity: symbol equalization
is approx. 38.4 times more complex compared to standard CP-OFDM. As it is stated in the general
conclusions chapter 9, future work should consider complexity reduction of the proposed approaches.
For this purpose, some directions are given by [39] for the ZP-OFDM related equalization structures.
The low-complexity OLA equalization approach, however, isonly of limited complexity increase and
thus PRP-OFDM in combination with such a decoder is an alternative to existing CP-OFDM systems.
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Index Operation µR αR

1 N-point frequency domain CIR estimation 31888 53616
based onZD×1 observation vector

2 N-point frequency domain CIR estimation 63376 106096
based on 2ZD×1 observation vector

3 Interference Suppression step for one CIR estimation282960 233104

4 CP-OFDM ZF equalization 400 1168

5 MMSE equalization of one OFDM symbol 38.4 21.8
(pseudo-circulantP×P CIR matrix equalization)
Normalized by CP-OFDM complexity

6 MMSE equalization of one OFDM symbol 38.4 21.8
(transformation to ZP-OFDM and matrix equalization)
Normalized by CP-OFDM complexity

7 OLA equalization of one OFDM symbol 1 1.16
Normalized by CP-OFDM complexity

Table C.5:Numerical Examples on Complexity Evaluation.
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Appendix D

Modeling of the channel evolution in a
Doppler context

This section resumes the modeling of the channel impulse response and its covariance in a time-variant
Doppler environment as studied by [105]; in the context of this thesis, the validity of the so-calledJakes
Doppler spectrum is assumed as derived in the latter reference. Then, several modeling approaches with
different accuracy vs complexity trade-offs are presented. These models will help to derive suitable
channel estimators following standardWienerandKalmanfiltering approaches [104].

D.1 Modeling time-variant channels

The relation between a time-variant channel impulse responsec(n0) andc(n1) at instantst0 = n0∆T and
t1 = n1∆T respectively can be formalized as follows:

c(n1) = αc(n0,n1)c(n0)+ c̆(n0).

c̆(n0) is the so-calledprocess-noisewhich is Gaussian. Following the derivations in [105], the factor
αc(n0,n1) is

αc(n0,n1) =
E
[
cl (n0)c⋆

l (n1)
]

E[|cl (n0)|2]
= J0(2π fD|n1−n0|∆T)

wherecl (n) is the l th component of the CIRc(n) at instantTn = n∆T, J0(·) is the 0th order Bessel
function of the first kind andfD the Doppler frequency.
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In the framework of this thesis, this model is assumed to be exact. In the following, two simplified
and sub-optimum models are derived suitable for use withWienerandKalmanfiltering theory.

D.2 Auto-Regressive model of first order

Recent publications discuss the possibility to approximate Jakes’ model by an order-one Auto-Regressive
(AR) filter given by [106] and illustrated by Fig.D.1.

c(n+1) = J0(2π fDT1)c(n)+ c̆(n+1) (D.1)

c̆(n+1) is the so-called process-noise.

z−1×
J0(2π fD∆T)

+c̆(n) c(n+1)

Figure D.1:Order one AR Doppler model.

This model has several advantages; in particular, an MMSE estimator of the CIRc(0) based on noisy
observationsc(n)+n(n) is straightforwardly derived by Kalman filtering [104,107]. Rewriting equation
(D.1) as







c(0) = c̆(0)
c(1) = J0(2π fDT1)c̆(0)+ c̆(1)
...

c(n) =
n
∑

k=0
Jk

0(2π fDT1)c̆(n−k)

clearly shows that the AR model inherently approximatesJ0(2π fDk∆T) by Jk
0(2π fD∆T). The latter

expression is justified by the Bessel function addition theorem stating

J0(x+y) =
∞

∑
k=−∞

(−1)kJk(x)Jk(y)≈ J0(x)J0(y) (D.2)

for smallx andy. However, these approximations are not quite valid in the context of high Doppler fre-
quencies which occur, for example, in the context of high mobility WLANs or at high carrier frequencies
if their application is required over the duration of a long packet.

This motivates the Moving-Average (MA) based approach presented in the following.
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D.3 Moving Average model

The MA filter approach is based on expressing the time domain channel vectorc(n) by the following set
of equations:







c(0) = c̆(0)
c(1) = J0(2π fDT1)c̆(0)+ c̆(1)
...

c(n) =
n
∑

k=0
J0(2π fDTk)c̆(n−k)

(D.3)

The norm of the process noisec̆(n) is such that the norm ofc(n) is dependent ofn: in the framework
of this thesis, it is assumed without loss of generalityE

[
cH(n)c(n)

]
= 1. The corresponding filter is

illustrated in Fig.D.2.

z−1

J0(2π fD(Z−1)∆T)

×
z−1

×

+++

z−1

×

J0(2π fD∆T)

×

J0(2π fD2∆T)1

c(n)

c̆(n)

Figure D.2:MA Doppler model.

Since the Pseudo Random Postfix OFDM modulation provides means for channel tracking even at
high Doppler frequencies, the Doppler model applied throughout this paper is based on the MA model
presented before, conveniently rewritten as follows:

c(n) =
n

∑
k=0

J0(2π fDTk)c̆(n−k). (D.4)

with c̆(k) = 0 for k < 0. Similar to Kalman filter theory [104], so-called process-noise vectors̆c(n) are
introduced withE

[
c̆(n)c̆H(k)

]
= 0 for n 6= k and c̆(0) = c(0). They represent the evolution of the CIR

in time. This representation directly follows from Jake’s model (see above) and is very suitable for high
mobility WLAN environments. Please note that (contrary to the AR model), (D.4) isnotcompatible with
the standard Kalman filter process equation, usually expressed as [104] (note that a Kalman filter can be
derived for a general AR-MA model):

c(n) = F(n,n−1)c(n−1)+ c̆(n).

F(n,n−1) is the transition matrix and̆c(n) is the so-called process noise which is i.i.d. and Gaussian.
Thus, a MMSE estimator ofc(0) based on noisy observations

c̄(n) = c(n)+n(n),n = 0, . . . ,N−1 (D.5)
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is complex to handle by Kalman filters contrary to the exampleshown by [107] for the AR model.
A feasible (but complex) solution is to express the MA filter by the corresponding equivalent AR model
(of infinite order), to truncate it and to derive the Kalman filter based on this approximation [143]. More
suitable alternative solutions are discussed in chapter 3 of this thesis. There, the simulation section
illustrates the limited validity of the different modelingapproach.



149

Appendix E

Permutation product theorem for
correlation and channel matrices

This section proves in the context of time synchronization refinement the product of the circulant channel
matrix by the correlation matrix is merely commutative up toa transpose operator:
Proposition: Given aP×P J-circulantcorrelation matrixM J as defined by (5.6)

M J =


















p0 p1 · · · pD−1 0 → → 0
p1 ր p0
... ր ...

pD−1 pD−2

0 pD−1

0 ր 0
0 ր 0
↓ ր ↓
0 p0 · · · pD−2 pD−1 0 → 0


















and aP×P circulant convolution matrixCCIRC(P), the following expression holds:

M JCCIRC(P) = HT
CIRC(P)M J.

Proof: M J andCCIRC(P) are diagonalized as

M J = FPDJFP,CCIRC(P) = FH
PDHFP

whereDJ andDH are diagonal matrices. Thus,

M JCCIRC(P) = FPDHDJFP = FPDHFH
PM J

= FPFPCCIRC(P)FH
PFH

PM J

= PCCIRC(P)PMJ = HT
CIRC(P)M J,

where P is the permutation matrix with[P]n,modulo(N−n,N) = 1,n = 0, . . . ,N− 1 and zero otherwise.
Q.E.D.
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Appendix F

Complex derivation

This chapter recalls some useful rules on derivates with respect to a complex matrix. In particular, the
derivation of thetraceof a matrix expression is discussed, since the corresponding result is often used
throughout the document.

As proposed in [104,139,144], we define the partial derivates of a scalar functionJ(X) with respect
to a complex matrixX as follows:

[
∂J(X)

∂X

]

kl
:=

1
2

[
∂J(X)

∂xRe
kl

− j
∂J(X)

δxIm
kl

]

[
∂J(X)

∂X⋆

]

kl
:=

1
2

[
∂J(X)

∂xRe
kl

+ j
∂J(X)

δxIm
kl

]

with x = [xkl ]∀k,∀l with xkl := xRe
kl + jxIm

kl .

The complex gradient can be defined as proposed in [104,145]:

∇J(X) := 2
∂

∂X⋆
J(X) (F.1)

As detailed in [104], cost functions as they occur in an engineering context are often notholomorph
(or analytic). A differential algebra adapted tonon-holomorphfunctions has been proposed by [146].
The upper definitions are in accordance with these results.
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Useful partial derivates with respect toX⋆ are presented in the following withτ(X) denoting the trace
of matrix X [139]:

∂
∂X⋆

τ(X) = 0 (F.2)

∂
∂X⋆

τ(XH) = I (F.3)

∂
∂X⋆

τ(AXHB) = BA (F.4)

∂
∂X⋆

τ(AX ⋆B) = ATBT (F.5)

∂
∂X⋆

τ(AXB) = 0 (F.6)

∂
∂X⋆

τ(Xk) = 0 (F.7)

∂
∂X⋆

τ
((

XH)k
)

= k
(
XH)k−1

(F.8)

∂
∂X⋆

τ(XHAXB) = AXB (F.9)

∂
∂X⋆

τ(XHAXHB) = AXHB+BXHA (F.10)

∂
∂X⋆

τ(X−1) = 0 (F.11)

∂
∂X⋆

τ(eX) = 0 (F.12)
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