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Short abstract: We build load control schemes for wireless cellular networks and develop analytic methods for the performance evaluation of these networks by a spatial Markov process accounting for their geometry, dynamics and control schemes. First, we characterize the single link performance by using the digital communication techniques. Then the interactions between the links are taken into account by formulating a power allocation problem. We propose decentralized load control schemes which take into account the influence of geometry on the combination of inter-cell and intra-cell interferences. In order to study the performance of these schemes, we analyze a pure-jump Markov generator that can be seen as a generalization of the spatial birth-and-death generator, which allows for mobility of particles. We give sufficient conditions for the regularity of the generator (i.e., uniqueness of the associated Markov process) as well as for its ergodicity. Finally we apply our spatial Markov process model to evaluate the performance of wireless cellular networks using the feasibility based load control schemes.
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Titre (in french): Evaluation analytique des performances des réseaux cellulaires sans fil par un processus de Markov spatial prenant en compte leur géométrie, dynamique et algorithmes de contrôle

Cour résumé: Nous proposons des algorithmes de contrôle de charge pour les réseaux cellulaires sans fil et développons des méthodes analytiques pour l'évaluation des performances de ces réseaux par un processus de Markov spatial prenant en compte leur géométrie, dynamique et algorithmes de contrôle. D'abord, nous caractérisons la performance d’un lien unique en utilisant les techniques de communication numérique. Ensuite les interactions entre les liens sont prises en compte en formulant un problème d’allocation de puissances. Nous proposons des algorithmes de contrôle de charge décentralisés qui tiennent compte de l’influence de la géométrie sur la combinaison des interférences inter-cellules et intra-cellules. Afin d’étudier les performances de ces algorithmes, nous analysons un générateur d’un processus Markovien de saut qui peut être vu comme une généralisation du générateur de naissance-et-mort spatial, qui tient compte de la mobilité des particules. Nous donnons des conditions suffisantes pour la régularité du générateur (c.-à-d., unicité du processus de Markov associé) aussi bien que pour son ergodicité. Enfin nous appliquons notre processus de Markov spatial pour évaluer les performances des réseaux cellulaires sans fil utilisant les algorithmes de contrôle de charge basés sur la faisabilité de l’allocation de puissance.

Abstract

We build load control schemes for wireless cellular networks which are rapid and efficient and develop analytic methods for the performance evaluation of these networks by a spatial Markov process accounting for their geometry, dynamics and control schemes. We show that the analytic evaluation of the performance of wireless cellular networks is possible, but it requires the use of tools coming from several disciplines.

The first step is to characterize the single link performance by using the digital communication techniques. Then the interactions between the links are taken into account by formulating a power allocation problem. Optimal load control schemes based on the necessary and sufficient condition for the feasibility of the power allocation problem are unpractical because they are centralized. Extending the work in [16], we propose load control schemes that allow each base station to decide independently of the others what set of voice calls to serve and/or what bit rates to offer to elastic calls competing for bandwidth. These control schemes are primarily meant for large CDMA networks. They take into account in an exact way the influence of geometry on the combination of inter-cell and intra-cell interferences as well as the existence of maximal power constraints of the base stations and users. We also evaluate the performance of these control schemes in terms of the infeasibility probability (the probability that the admission’s condition doesn’t hold for a given cell when the calls are modelled as a Poisson process).

From the user’s point of view, the performance is more suitably evaluated by the mean of the blocking and cut (drop) probabilities of streaming (real-time as voice) calls and the delay and throughput of elastic (non-real-time as web surfing) calls in the long run of the network. In order to build analytic methods for evaluating these performance indicators we build and analyze a pure-jump Markov generator that can be seen as a generalization of the spatial birth-and-death generator, which allows for mobility of particles. We give sufficient conditions for the regularity of the generator (i.e., uniqueness of the associated Markov process) as well as for its ergodicity. We show when the stationary distribution is a Gibbs measure. This extends previous work in [97] by allowing for mobility of particles. Our spatial birth-mobility-and-death process can be seen also as a generalization of the spatial queueing process considered in [106, 67]. This way our approach yields regularity conditions and alternative conditions for ergodicity of spatial open Whittle networks, complementing
works in [106, 67].

Next we apply our spatial Markov queueing process model to build analytical methods for evaluating the performance of wireless cellular networks controlled by feasibility based load control schemes. This evaluation is made by the mean of indicators which are relevant from the user’s point of view rather than the classical outage probability [47]. Our formula for the blocking probability of streaming traffic might be seen as a spatial extension of the well-known Erlang loss formula. In the case of elastic traffic, we build explicit analytic expressions for the user throughput.

The analytic performance evaluation permit to build a new class of coherent methods for the different fundamental problems in wireless cellular systems: quality of service, capacity, dimensioning and cost. The ease of use of the analytical expressions makes this type of approach more effective than simulations for macroscopic evaluation and optimization.
Introduction

Our research stems from wireless cellular communications which are in permanent and rapid evolution. In few years, wireless cellular systems have evolved through several generations with completely different characteristics (for example, different multiple access schemes: FDMA\textsuperscript{4} for GSM\textsuperscript{5}, CDMA\textsuperscript{6} for UMTS\textsuperscript{7}, TDMA\textsuperscript{8} for HSDPA\textsuperscript{9}). This rapid evolution explains perhaps why much of the global performance analysis of these networks is made by simulations. Unfortunately, simulations give numerical result for a given situation but don’t give a global comprehension of the key parameters and relationships.

0.1 Problem statement

The performance evaluation of wireless cellular networks, is a hard task. First, the performance evaluation of a single radio link is difficult because we should take into account the radio signal variations due to multi-path fading. Moreover the signal processing techniques, such as modulation, spreading and power control, etc., used to counteract the harmful effects of the radio signal variations are often complex (cf. for example [51, Chapter 9], [118, §3.4.3]).

Once the single link performance evaluation is carried, we should take into account the interference between the different links which depends on the relative geographic positions of the users. This process is usual in the engineering of the wireless cellular networks; first we characterize the performance of a single link and in a second step we consider the interactions between the different links. In doing so, we should consider carefully the separation of the time scales between phenomena such as multi-path fading and variations due to the geometry of the problem. (We will see an example of this issue when we study HSDPA later.) This is not an easy task as it depends not only on the phenomenon itself but also on the control algorithms (e.g. power control) in the network.

Wireless networks have to offer service for calls (users) which have different requirements and which may be roughly classified in two classes:

\textsuperscript{4}Frequency Division Multiple Access
\textsuperscript{5}Global System for Mobile
\textsuperscript{6}Code Division Multiple Access
\textsuperscript{7}Universal Mobile Telecommunications System
\textsuperscript{8}Time Division Multiple Access
\textsuperscript{9}High Speed Downlink Packet Access
• **Real-time** (or streaming) calls (voice calls, real-time audio-video streaming) require a fixed bit-rate on each link, and they are blocked if momentarily it is not possible to satisfy their requirement. To analyze the quality offered to such calls, one constructs loss models and studies blocking and cut (drop) probabilities.

• **Non-real-time** (or elastic) calls (data traffic) can be served at an arbitrary low bit-rate, for the price of large delays. To analyze the quality offered to such calls, one uses typically queueing models and studies sojourn times (delays) and average throughput.

The interaction between all the users is taken into account in specific control schemes called load control schemes, which may be roughly classified in two types: admission control for streaming calls and congestion control for elastic ones. These load control schemes attempt to assure that the required performance specific to each single radio link is satisfied. More precisely they manage traffic in order to ensure required quality for both incoming calls as well as previously admitted ones, and to reject incoming calls only when necessary. The essential problem for the load control decisions may be formulated as follows: may the network allocate a power to each user large enough for him to get his required link performance and small enough for the other users to get their required link performance. We say that load control attempt to ensure the feasibility of the power allocation problem, and if so, the user powers may be found by an iterative process called power control. Solving the power control problem isn’t in the scope of the present work (cf. for example [55] and the references therein). We will focus only on criteria which indicate if the power control problem is feasible or not, without trying to solve it.

One may consider a load control scheme based on the necessary and sufficient condition (denoted NSFC) of the feasibility of the power allocation problem. Such load control scheme is optimal (i.e. offers the maximal capacity) but is unfortunately difficult to implement in real networks as the admission decision of a new call requires the collection and treatment of information from all the calls in the network. We call such load control scheme centralized. Moreover the performance evaluation of the optimal load control scheme is time consuming numerically, and hard analytically (no explicit formulae exist to our knowledge). The load control schemes implemented in the real networks are proposed by constructors (manufacturers) [64], [81]. They are decentralized (i.e. depend on parameters which are local to the cell in which the new call request for admission) but they don’t assure the power allocation feasibility. Moreover no analytic evaluation method of the constructor schemes exist to our knowledge.

There is a rich literature on the performance evaluation of load control schemes in cellular networks. Unfortunately it is often difficult to find the relationship between the indicators calculated by the authors because they consider different traffic models. The distinction between the following four classes of traffic models allows a first classification.
0.1. PROBLEM STATEMENT

- **Static model**: Number and positioning of active (i.e. currently being served) calls are fixed.

- **Semi-static model**: Active calls are modelled by a spatial Poisson point process. In other words, “snapshots” of active calls are seen as realizations of spatial Poisson processes; these snapshots are used as the non-constrained traffic process on which we will define and evaluate the (in)feasibility probabilities.

- **Semi-dynamic model**: Users (or calls) arrive at a random location and last for some random duration; each user is motionless during its call; this is the “minimal” dynamic model where an admission control can be specified, and where blocking probabilities can be considered.

- **Dynamic model**: We have the same as above but users may move during their calls; an admission and motion (or handoff) control can then be specified. Blocking and motion-cut probabilities can be evaluated.

The load control scheme performance may be evaluated by modelling the users as a planer Poisson process. This lead in the classical literature to the notion of outage probability [47], which is roughly the probability that a given user doesn’t attain his required link performance. The outage probability is not a satisfying performance indicator because it relies on some simplifying assumptions (especially on the powers of the users) which makes its meaning unclear. Another approximate method consists of making some average calculus leading in the classical literature to the notion of pole capacity. Both the outage probability and pole capacity are heuristics, and we consider in the present work more relevant performance indicators.

From the user’s point of view, the performance is more suitably evaluated by means of the long run blocking and cut probabilities for streaming calls and the delay and throughput for elastic calls. Recall that the blocking probability is defined as the fraction of calls that are rejected by the admission control scheme in the long run, a notion of central practical importance. (Analogous definitions may be formulated for the other indicators.) In order to calculate these dynamic performance indicators (blocking, cut, delay and throughput) we should consider the temporal dynamics and the geometry (localizations) of the call arrivals, mobility and departures from the network. The temporal dynamics of the call arrivals and departures are well studied in wired communication networks, which led in particular to the famous (and widely used) Erlang’s formula [44]. This formula is often used for wireless cellular networks by eliminating the spatial component of the problem. In fact no analytic methods for calculating performance of wireless cellular networks accounting for the spatial component (geometry of interference) exist in previous literature to our knowledge. Most work done in this field involves time consuming and complex simulations which are not suitable for dimensioning and global cost and capacity optimization of wireless networks. Analytic performance evaluation methods are not only suitable for the dimensioning and optimization of wireless
cellular networks which are crucial tasks for the network operators, but also of
great interest for the scientists how attempt to understand the current system
performances and propose modifications to ameliorate them. Till now the work
of operators and scientists is done either by considering only the single link
performance; or by heuristically accounting for the geometry of interference.

Classical queueing and loss models (see e.g. [74]) are well adapted to wired
networks, where the spatial component of the model is typically represented
by some graph of links, and where the coexistence of calls on a common link is
modeled by the occupancy of a discrete number of circuits available on this link.
In wireless cellular communications, one needs to take into account the spatial
characteristics of the network in a more thorough way because it is the relative
location of all the radio channels that determines their joint feasibility. One of
the additional difficulties then stems from the fact that the spatial component of
the model is subject to changes due to the mobility of users and instantaneous
changes of radio conditions. All this makes spatial models more suitable for
analysis of wireless communications.

0.2 Objectives

We aim to solve the problem stated above. More specifically, three objectives
are particularly relevant:

1. Firstly we aim to build rapid, accurate, and efficient load control schemes
   for wireless cellular networks. (We say that a load control scheme is ac-
   curate if it assures the feasibility of the power allocation problem; and
   we say that it is efficient if it offers a capacity close to the optimum
   —corresponding to NSFC—)

2. Secondly we aim to develop a stochastic model for wireless cellular net-
   works accounting for their geometry, dynamics and control schemes
   and permitting to evaluate analytically their performance. This model
   should be general enough such that different cases as: streaming or elastic
   traffic; with or without mobility; CDMA, FDMA or TDMA; etc. would
   be particular cases of the general model.

3. Thirdly we aim to apply the above model to the performance evaluation
   of real wireless cellular networks: UMTS, HSDPA, GSM.

In fact the three objectives above are closely related since we begin by build-
ing load control schemes (objective 1), then we develop mathematical mod-
els (objective 2) permitting to analytically evaluate the performance of these
schemes which are precisely the performance of the wireless cellular networks
(objective 3).
0.3 Organization

The report comprises three parts I, II and III corresponding to the three above objectives respectively.

The introductions of each part (and some chapters) give a detailed state of the art and a description of its novelty as well as its organization.

The thesis report is long, but the reader may read the parts I and II in any order he wants. The reader interested in the mathematics of the stochastic tools developed in the thesis may read part II, whereas the reader interested in the application of these tools to cellular networks may read parts I and III. The appendices (Part V) are long because we gather some basic results scattered in the litterature, and present some useful complementary numerical results.

0.4 Publications


Conferences. Our papers [14] and [21] contain some material from Parts II and III.

Patents. The load control algorithms proposed in Part I are patented in [11] and [12].
INTRODUCTION
Part I

Feasibility based load control
Chapter 1

Introduction

The present part focuses on the first objective described in §0.2, i.e. to build load control schemes for wireless cellular networks which are rapid, accurate, and efficient. Recall that the load control schemes attempt to assure that the required performance of each single radio link is satisfied while taking into account the interactions between all the users.

1.1 Related works

Load control algorithms. The most largely proposed load control algorithms for CDMA networks are based on the total interference received at the base station for the uplink [120] and on the power transmitted by the base station for the downlink [77]. Constructors of UMTS infrastructure implemented load control schemes based on these indicators as described in [64], [81]. Many other load indicators are proposed: signal to interference ratio [84], throughput, effective bandwidth, number of active connections. We call this class of algorithms DIRECT algorithms. The direct algorithms usually do not guarantee the quality requirements to all calls and call dropping can occur even instantaneously as a call is admitted. In order to avoid this call dropping, security margins are applied which may decrease the offered capacity if the margins are too large.

Some authors propose to temporarily admit new calls with a low power level and to evaluate if a new feasible power allocation can be found (cf. for example [7]). We call this class of algorithms TRIAL algorithms. The duration of the admission process of these algorithms may be too long which makes them impractical.

An emergent method is based on a criterion which indicates if the power control problem is feasible or not, without trying to solve it. A decentralized version of such criterion is proposed in [16] for the downlink case without power limit. We will call the load control algorithms based on this idea FEASIBILITY load control algorithms.
Performance. The performance indicators introduced in [52, 121, 84, 47] correspond to the probability that the signal-to-interference-and-noise ratio (SINR) threshold is less than some threshold, when users, modeled as a Poisson point process, are all accepted. In [84] and [47] this indicator is called the outage probability. The authors of [121] call it the blocking probability, but as mentioned in [84], the term outage probability is more appropriate.

The authors of [16] introduce the notion of infeasibility probability which designates the probability that there is no solution to the power allocation problem when the users are modelled as a Poisson point process. Observe that the infeasibility probability is different from the outage probability which is related to the event that the transmission quality of service is not attained for given transmission powers. Hence both the outage and the infeasibility probabilities are related to “the probability that the transmission quality of service is not attained”. But the outage probability depends on the transmission powers of the users and the base stations; whereas the infeasibility probability corresponds to an intrinsic characterization of power allocation feasibility, and consequently doesn’t depend on transmission powers. The infeasibility probability is then a more appropriate performance indicator.

Power allocation related work. Load control is closely related to the power allocation problem. In fact the latter has already been considered by several authors more for estimating the capacity of wireless cellular networks than for building load control schemes. Nettleton and Alavi [1] first considered the power allocation problem in the cellular spread spectrum context.

Gilhousen et al [52], pose the problem the following way. Suppose Base Station number 1 emits at the total power $P_1$ in the presence of $K - 1$ other base stations, which emit at power $P_2, \ldots, P_K$ respectively. How many users $N_1$ can then base station 1 accommodate assuming that the load of the network is only interference-limited and that each user has some required bit rate? In [52] a sufficient condition is proposed which allows for the determination of $N_1$. But this condition comprises $P_1, \ldots, P_K$, hence it does not reflect a key feature, that in reality the total power emitted by the base station should depend on the number of users (and even on their locations), namely $P_k$ should be a function $P_k(N_1, \ldots, N_K)$.

In order to address this issue, Zander [126, 125] expresses the global power allocation problem by the multidimensional linear inequality

$$A P \leq \frac{1 + \xi P}{\xi}$$

(1.1)

with unknown vector $P$ of emitted powers; here one assumes the required signal-to-interference power ratio $\xi$ (or equivalently the required user bit rate) to be given and one assumes the matrix $A$, the $i, k$-th entry of which gives the normalized path-losses between user $i$ and base station $k$, to be given too. The main result is then that the power allocation is feasible (i.e. there exists a non-negative, finite solution to (1.1)) if and only if $\xi < 1/(\rho(A) - 1)$, where $\rho(A)$ is
1.2. OUR CONTRIBUTION

The spectral radius of the matrix $A$. (The spectral radius of a matrix $A$ is defined as the maximum of the absolute values of the eigenvalues of $A$.) In order to simplify the problem, all same-cell channels are assumed to be completely orthogonal and the external noise is suppressed.

Foschini and Miljanic [49] and Hanly [56] introduced external noise to the model: Foschini considered a narrow-band cellular network and Hanly a two-cell spread spectrum network. On the basis of the previous works, Hanly extended the model in several articles. Hanly [59] extends this approach to the case with intra-cell interference and external noise (essentially for the uplink). Using the block structure of $A$, he solves the problem in two steps: first the own-cell power allocation conditions are studied (microscopic view) and then the macroscopic view considers some aggregated cell-powers. He also interprets $\rho(A)$ as a measure of the traffic congestion in the network.

The evaluation of $\rho(A)$ can be done either from a centralized knowledge of the state of the network, which is non practical in large networks, or by channel probing as suggested in [59, §VIII] and described in [128]. When it exists, the minimal finite solution of inequality (1.1) can also be evaluated in a decentralized way (using Picard’s iteration of operator $A$, cf. the discussion in [58, §IX]). However this does not provide decentralized admission or congestion control algorithms, namely decentralized ways of controlling the network population or bit rates in such a way that the power allocation problem remains feasible, namely that $\rho(A)$ remains less than $1 + 1/\xi$.

The approach in [126, 59] is continued in [16], where decentralized admission/congestion control protocols are proposed for the downlink, without maximal power constraints. These protocols are based on the simple mathematical fact that the maximal eigenvalue of any sub-stochastic matrix (i.e. matrix with non-negative entries, whose row sums are less than 1) is less than 1.

1.2 Our contribution

The single link performance requirement may be expressed as the signal-to-interference power ratio larger than a given threshold. If a power allocation satisfying these constraints and maximal power limit exists, then we say that power allocation with power limitations is feasible.

Our work continues [16] by building decentralized power allocation feasibility conditions (denoted FC) taking into account the power limits and the uplink. We build admission control algorithms based on these conditions for a given user positions (static model).

Moreover we build explicit approximate formulae for the performance evaluation of FC load control in a hexagonal network in terms of the infeasibility probability (defined as the probability that FC doesn’t hold for a given cell when the users are modelled as a Poisson process –semi-static model).
1.3 Organization

The present part is organized as follows.

In the preliminary chapter 2 we characterize the performance of each single link, describe the model and present the notation.

In Chapter 3 we build decentralized conditions for the feasibility of the power allocation problem in a static traffic model.

In Chapter 4 we evaluate the performance of these conditions in a semi-static traffic model.
Chapter 2

Preliminaries

2.1 Single link performance

The present section is just a collection of the relevant results from the literature to which we refer the reader for more details. The multi-path fading channel may be modelled as a linear time varying Input/output model \[51, \text{Chapter 9}\]

\[ v_m = \sum_{k=1}^{L} g_{k,m} u_{m-k} + z_m \]

where \{\(u_m\}\} is the input, \{\(v_m\}\} is the output, \{\(g_{k,m}\}\} is the channel filter and \{\(z_m\}\} designates the noise. The multi-path channel is characterized by the statistics of the channel filter. The noise is assumed to be additive white Gaussian (AWGN) with (power-spectral) density \(N_0\).

The multi-path fading channel may be seen as a random channel with AWGN noise as that analyzed in \[31, \text{§III.4.1}\]. The performance of a given modulation scheme may be expressed by its bit-rate, \(r\), and a curve giving the error-probability as function of the energy-per-bit to noise-density ratio, \(E_b/N_0\), at the input of the receiver. It is usual to fix some error-probability threshold, and deduce the corresponding \(E_b/N_0\) threshold. In general, we have several modulations and a specific \(E_b/N_0\) threshold for each one.

\[118, \text{§3.4.3}\] studies the modulation performance in a CDMA network such as UMTS Release 99 where active users use simultaneously the entire system bandwidth. Using the arguments in \[53, \text{§6.3}\], \[118, \text{§3.4.3}\], we deduce that for this system the energy-per-bit \(E_b\) is averaged over fading.

The signal and noise powers are given respectively by

\[ S = rE_b, \quad N = WN_0 \]

where \(r\) is the bit-rate, \(E_b\) is the energy-per-bit and \(W\) is the bandwidth (5 MHz for UMTS). Hence the signal-to-noise ratio, denoted \(S/N\), equals

\[ S \over N = {r \over W} {E_b \over N_0} \]
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In practice, we have for UMTS the following relation

\[ S/N_0 = r W' E_b N_0 (2.1) \]

where \( W' \) designates the chip-rate (\( W' = 3.84 \) MHz for UMTS). For each modulation, given the error-probability threshold we get the \( E_b/N_0 \) and \( S/N \) thresholds.

We apply now the above link performance characterization to streaming and elastic traffic. A streaming call requires to transmit for some duration with a given modulation, i.e. a given bit-rate and energy-per-bit to noise-density ratio \( E_b/N_0 \), and thus a given \( S/N \) threshold. It is served by a (fixed bit-rate) Dedicated CHannel (DCH) in UMTS, if the required rate may not be offered, then the call is blocked (by the admission control scheme). We may consider different streaming classes, each characterized by a specific \( S/N \) threshold.

An elastic call has a certain amount of data to transmit at a bit-rate among a (finite) set of possible rates which may be adjusted by the network (by the congestion control scheme). Elastic calls may be served by the Downlink Shared CHannel (DSCH) in UMTS. The \( E_b/N_0 \) thresholds of the various modulations used on DSCH (called DSCH modulations) are close \[64, §12.5.1\], so we may take a single representative \( E_b/N_0 \) and assume that the set of possible rates is continuous: \( R^+ \). With this assumption we get the linear relation (2.1) between the \( S/N \) ratio and the bit-rate.

We may also consider the Shannon's bound which gives the theoretical maximal bit-rate over an AWGN channel,

\[ r = W \log_2 (1 + S/N) \quad (2.2) \]

where the parameters are the same as for the previous display. For a streaming call, the bit-rate is fixed, hence we may deduce from (2.2) the corresponding \( S/N \) threshold. For an elastic call, Equation (2.2) is a non linear relation between the \( S/N \) ratio and bit-rate. Using the property of the log function we have the bound

\[ S/N \geq r W \log_2 (2) \quad (2.3) \]

and, if \( S/N \ll 1 \) then we have the approximation

\[ S/N \approx r W \log_2 (2) \quad (2.4) \]

hence we get also in this case a linear relation between the \( S/N \) ratio and the bit-rate.

Once the single link performance is characterized, we should take into ac-

[...continued]
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(averaged over the multipath fading). This approximation is justified by the large number of interferers (Central Limit Theorem) in [118, §4.3.1]. Hence the $S/N$ threshold may be called the signal-to-interference-and-noise ratio (SINR) threshold.

2.2 Model

We now describe the considered multiple access scheme, the cell patterns (base station positions), the propagation model, the antenna types and the typical numerical values for UMTS system used in the numerical applications throughout the present part.

2.2.1 Multiple access

In order to simplify the presentation, we focus in the present part on CDMA networks such as UMTS Release 99 (recall that in such system the active users use simultaneously the entire system bandwidth). However, our approach is sufficiently general and may be extended to wireless cellular networks with other multiple access schemes (cf., for example, Chapter 11 for TDMA and Chapter 12 for FDMA).

2.2.2 Cell pattern

The radio part of a wireless cellular network comprizes some base stations. Each base station has an antenna and serves a geographic zone called cell. The cell is defined as the set of locations in the plane which receive a signal from a base station which is stronger than the signal from any other base station. We assume in the present study that each user is served by a single base station (no macrodiversity). The effect of macrodiversity (that is a user may be served by several base stations) on the stability of a wireless cellular network serving elastic traffic is studied for example in [28].

We consider a hexagonal model where the base stations are placed on a regular grid denoted on the complex plane by $\{\Delta(p + qe^{i\pi/3}); (p, q) \in \mathbb{Z}^2\}$ where $\Delta$ is the distance between two adjacent base stations and $\mathbb{Z}$ designates the set of all the integers, both positive and non-positive. Denote by $\lambda_S$ the mean number of base stations per km$^2$. Let $R$ be defined by the formula

$$\lambda_S = 1/(\pi R^2)$$

(2.5)

Bearing this definition in mind, we call $R$ the cell radius. The cell radius is in fact the radius of the disc whose area is equal to that of the hexagon. In order to simplify some calculations, we make the following approximation (as in [80]).

**Approximation 1 FROM HEXAGON TO DISC.** We approximate the hexagonal cell with the (virtual) disc of radius $R$. This is illustrated in Figure 2.1.
**Lemma 1** The cell radius $R$ is related to the distance $\Delta$ between two adjacent hexagons by $\Delta^2 = 2\pi R^2 / \sqrt{3}$, or equivalently

$$ R = \Delta \sqrt{\frac{\sqrt{3}}{2\pi}} $$

Numerically this gives $R \simeq 0.525 \Delta$.

**Proof.** Let $r$ be the radius of the circumscribed circle to a hexagon. It is easy to see that $\Delta = r\sqrt{3}$. The surface of a hexagon is $6\frac{1}{2}r^{\Delta} = \frac{\sqrt{3}}{2} \Delta^2$. Hence we should have $\frac{\sqrt{3}}{2} \Delta^2 = \pi R^2$ which gives the desired relation.

We consider sometimes a pattern where base station positions constitute a Poisson process in the plane, with intensity $\lambda_S$. The cell pattern in this model is called Poisson-Voronoi. The hexagonal and Poisson-Voronoi models are illustrated in Figure 2.2. Note that the base station locations as well as the cells are random in the Poisson-Voronoi model. We always assume that the Poisson process of base stations is independent from all other considered random elements.

The hexagonal and Poisson-Voronoi models are extreme and complementary architectures: The hexagonal model represents perfectly structured networks, whereas the Poisson-Voronoi model takes into account irregularities of real networks in a statistical way. We shall treat in detail the hexagonal model and just recall the results for the Poisson-Voronoi model from [16] for the purpose of comparison.

We consider large networks where the number of base stations and the area covered by the network may be very large. We consider both the downlink (from the base stations to the users) and the uplink (from the users to the base stations).

If the network is modelled on some bounded zone of $\mathbb{R}^2$, then the cells at the frontier of the zone don’t suffer the same interference as the cells in the center of the zone. In this case we model the network on a torus in order to avoid the border effect.
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2.2.3 Propagation

We model propagation-loss on distance $r$ by

$$L(r) = (Kr)^\eta$$  \hspace{1cm} (2.7)

where $\eta > 2$ is the so-called propagation exponent and $K > 0$ is a multiplicative constant. The above formula represents the effect of the distance which is the principal cause of the received signal variations.

In order to simplify some formulae we introduce the normalized propagation-loss

$$l(r) = \frac{L(r)}{L(R)}$$

where $R$ designates the cell radius.

The objects in the path between the antenna and the user (as for e.g. hills, buildings, trees, etc.) affect also the received signal. We may distinguish two scales of these variations: fast fading and shadowing (called also slow fading). Fast fading is related to multi-path propagation [51, Chapter 9] and induces variations over about half a wavelength. The effect of fast fading on the performance of a single link is studied in [118, §3.4.3] and recalled briefly in Section 2.1. Shadowing is related to diffraction over the obstacles in the path between the antenna and the user and induces variations over several wavelengths. Measurements have shown that the shadowing factor is log-normal distributed. We will not take into account the shadowing effect in the present work.

2.2.4 Antennas

We will consider the following two versions of the hexagonal network (see Figure 2.3):

- **OMNI**: each base station is equipped with an omni antenna; this antenna serves users in the whole disc around the base station.
- **DIRECTIONAL**: each base station is equipped with a directional antenna; each antenna serves users in its sector defined as the set of locations in the disc within the cone of 120° around the antenna’s azimuth.
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In real network the power transmitted by the antennas and by the users is limited by some maximal-power constraints. We consider the cases with and without power limit. Even if the case “without power limit” isn’t realistic, we will see that it is a limit of the case “with power limit” when the cell radius is small which is the case for dense urban zones.

We denote by $\tilde{P}$ the maximum power including the transmitting and receiving antenna gains, denoted $G$, and losses, denoted $L$ (which may include transmitting and receiving antenna loss, body loss, indoor loss, etc.). We denote by $\hat{P}$ the maximum power which doesn’t account for $G$ and $L$, i.e.

$$\hat{P} = \tilde{P} - G + L$$

2.2.5 UMTS numerical parameters

Unless otherwise specified, the following values are used for the numerical applications throughout the present part.

Propagation

We consider the following propagation-loss parameters $\eta = 3.38$, $K = 8667$ (which corresponds to the so-called Cost-Hata propagation model in an urban area [45]).

Cell radius

We consider the following cell radii

$$R = \begin{cases} 0.525, 1, 2, \ldots, 5 \text{km} & \text{for the downlink} \\ 0.525, 1, 2, 3 \text{km} & \text{for the uplink} \end{cases}$$
Antenna parameters

By default, we consider omni antennas with loss \( L = 0 \) and gain\(^1\)

\[
G = \begin{cases}
  9\text{dBi} & \text{for the downlink} \\
  12\text{dBi} & \text{for the uplink}
\end{cases}
\]

(The antenna gain isn’t null because the energy is focused on a plan). For
directional antennas we take

\[
G = \begin{cases}
  12\text{dBi} & \text{for the downlink} \\
  15\text{dBi} & \text{for the uplink}
\end{cases}
\]

The maximum power (without antenna gain and loss) equals \( \hat{P} = 43\text{dBm} \)\(^2\)
for the base stations and \( \hat{P} = 21\text{dBm} \) for the mobiles.

Downlink specific parameters

A supplementary limit on the power transmitted to each user is sometimes
imposed, typically \( 36\text{dBm} \) (without antenna gain and loss). In the present
work, we have only considered the limit on the total power transmitted by the
base station.

The common channels (CCH), including pilot, synchronization and paging
channels, have a constant power, denoted \( P' \). We assume that \( P' \) is a fraction
of the maximal power

\[
P' = \epsilon \hat{P}
\]

where \( \epsilon = P'/\hat{P} = 0.12 \).

Orthogonality factor

The orthogonality factor, denoted \( \alpha \), affects the intra-cell interference.
Typically

\[
\alpha = \begin{cases}
  0.4 & \text{in the downlink} \\
  1 & \text{in the uplink}
\end{cases}
\]

The orthogonality factor takes into account approximately the loss of orthogo-
nality of the spreading sequences within a cell due to the multi-path. Hence \( \alpha = 0 \) for perfectly orthogonal. (Therefore, we should call \( \alpha \) the non-orthogonality
factor, but it is the usage to call it the orthogonality factor.)

Noise power

Typically, the noise power equals

\[
N = \begin{cases}
  -103\text{dBm} & \text{in the downlink} \\
  -105\text{dBm} & \text{in the uplink}
\end{cases}
\]

---

1The antenna gain \( G \) is a ratio of two powers, hence it has not a unit. The logarithmic
representation, \( 10\log_{10}(\cdot) \), may be expressed in dB, which is denoted "dBi" in the particular
case of antenna gains.

2The abbreviation dBm designates "dB milli-Watt", i.e. \( 10\log_{10} \) of the value in milli-Watt.
### SINR thresholds

Unless otherwise specified, calculations are made for voice with SINR threshold

\[
\xi = \begin{cases} 
-16\text{dB} & \text{in the downlink} \\
-18\text{dB} & \text{in the uplink}
\end{cases}
\]

We consider sometimes other streaming classes whose SINR thresholds are given in Table 2.1 (from [81]).

### $E_b/N_0$ threshold

We take for elastic services on the DSCH in UMTS a single representative value of the $E_b/N_0$ equal to 5dB [64, §12.5.1].

### 2.3 Notation

We will use the following notation.

#### 2.3.1 Antenna locations and path loss

- $u, v$ designate indexes for base stations.
- $m, n$ designate indexes for users (mobiles). The letter designating a base station (or a user) is sometimes used to designate it geographic position.
- $U$ is the set of base stations (which is assumed finite, but some results may be extended to the infinite case [16]).
- $M$ is the set of users.
- We denote $m \in u$ to say that a user $m$ is served by base station $u$. Hence we use the same letter to designate the base station and the set of users it serves.
- $L_{u,m}$ is the propagation-loss between base station $u$ and user $m$. For the propagation-loss function (2.7) we get $L_{u,m} = L(d(u,m))$ where $d(u,m)$ designates the Euclidian distance between a user at position $m$ and a base station at position $u$. 

<table>
<thead>
<tr>
<th>$Link$</th>
<th>$service$</th>
<th>$voice$</th>
<th>$data$ 64kbps</th>
<th>$data$ 144kbps</th>
<th>$data$ 384kbps</th>
</tr>
</thead>
<tbody>
<tr>
<td>Downlink</td>
<td>-16</td>
<td>-11</td>
<td>-9</td>
<td>-5</td>
<td></td>
</tr>
<tr>
<td>Uplink</td>
<td>-18</td>
<td>-14</td>
<td>-12</td>
<td>-8</td>
<td></td>
</tr>
</tbody>
</table>

Table 2.1: SINR thresholds in dB for UMTS vehicular-A channel.
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2.3.2 Engineering parameters

- $\xi_m$ is the signal-to-interference-and-noise ratio threshold for user $m$.
- $N$ is the external noise power.
- $\alpha$ is the orthogonality factor.
- In order to simplify the formulae we introduce

$$
\alpha_{uv} = \begin{cases} 
1 & \text{if } v \neq u \in U \\
\alpha & \text{if } v = u \in U 
\end{cases}
$$

and the modified SINR

$$
\xi'_m = \frac{\xi_m}{1 + \alpha \xi_m}, \quad m \in M
$$

- In the downlink, we will use the following notation:
  - $\tilde{P}_u$ designates the maximal total power of base station $u$;
  - $P_{u,m}$ designates the power of dedicated channel (DCH) of user $m \in u$;
  - $P'_u$ is the power of common channels of base station $u$ which is a fraction of the maximal power

$$
P'_u = \epsilon \tilde{P}_u, \quad u \in U
$$

where $\epsilon$ is a given constant.
- $P_u = P'_u + \sum_{m \in u} P_{u,m}$ is the total power transmitted by base station $u$.

- In the uplink, we will use the following notation:
  - $\tilde{P}_m$ designates the maximum power of user $m$.
  - $P_m$ designates the power transmitted by user $m$.
  - $I_u = N + \sum_{v \in U} \alpha_{uv} \sum_{n \in v} P_v / L_{u,n}$ is the total power (sum of noise and powers from all the users) received at base station $u$. We will call $I_u$ the TOTAL INTERFERENCE received at base station $u$.

- We shall see that the following parameter, called F-FACTOR, plays an important role in the analysis of the performance of cellular networks

$$
f(m) = \sum_{v \neq u} L_{u,m} / L_{v,m}, \quad u \in U
$$

(See Annex 13.B for the properties and in particular the moments of the $f$-factor.)
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For a random variable $Z$ we denote $\bar{Z}$ its expectation, i.e.

$$\bar{Z} = E[\bar{Z}]$$

In particular for a function $f(m)$ of the user $m \in u$ we denote

$$\bar{f} = E[f(n)]$$

where $n$ is a random user in the cell $u$. 
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Feasibility conditions

The objective of the present chapter is to build decentralized conditions for the feasibility of the power allocation problem in a static traffic model.

The present chapter is organized as follows. In Section 2.1 we characterize the single link performance. The following two Sections 3.1 and 3.2 correspond to the downlink and uplink respectively with similar contents.

Section 3.1 is composed of 2 subsections. In subsection 3.1.1 we state the power allocation feasibility problem which rises from the interactions between the different radio links. In subsection 3.1.2 we solve this problem by building decentralized feasibility conditions.

In Section 3.3 we describe admission control schemes based on the feasibility conditions.

3.1 Downlink

We consider here the downlink (DL), i.e. the link from the base stations to the users. The reverse or uplink (UL) is treated in the following section.

The downlink power allocation is studied in [126], [87], [112], [63] and [16].

A first difference from the uplink case is the orthogonality factor $\alpha$ which affects the intra-cell interference only in the downlink. Moreover in the downlink there are common channels (such as the pilot channel) which have to be taken into account as interferers. Finally, interference in the downlink comes from the base stations which have fixed locations whereas the interference in the uplink comes from the users which have variable locations. We will see that in spite of these differences, the algebras of the power allocation problems of the two links present some similarities.

The authors of [16] consider the downlink with neither power limit nor common channels. We extend their results to take into account these two features. Moreover we propose explicit approximate methods to evaluate the probability that the power allocation is infeasible (for a Poisson user population and a hexagonal base station architecture).
3.1.1 Power allocation problem

We aim to formulate the power allocation problem for a given base station positions and user population (fixed positions \{m\} and SINR thresholds \{\xi_m\}). We will say that power allocation is feasible if there exist powers such that the SINR for each user \(m\) is larger than the SINR threshold \(\xi_m\).

**Proposition 1** Matrix representation. The downlink power allocation problem is feasible if there exist powers \(\{P_{u,m} \in \mathbb{R}^+; m \in U\}\) such that

\[
\begin{align*}
    P_{u,m}/L_{u,m} & \geq \xi_m, \quad m \in u \in U \\
    \end{align*}
\]

(3.1)

The problem above may be written

\[
\begin{align*}
    \begin{cases}
        (1 - \mathbf{A}) \mathbf{P} \geq \mathbf{a} \\
        \mathbf{P} \geq 0
    \end{cases}
\end{align*}
\]

(3.2)

where the matrix \(\mathbf{A} = [A_{m,n}]\) is given by

\[
A_{m,n} = \alpha_{uv} \xi_m' L_{u,m} / L_{v,m}, \quad m \in u, n \in v \in U
\]

(3.3)

the vector \(\mathbf{a} = (a_m)^T\) (where \(^T\) designates the transpose operation) is given by

\[
a_m = \left( N + \sum_{v \in U} \alpha_{uv} P'_v / L_{v,m} \right) L_{u,m} \xi_m', \quad m \in u \in U
\]

and the vector \(\mathbf{P} = (P_{u,m})^T\).

The power allocation problem above is feasible iff

\[
\rho(\mathbf{A}) < 1
\]

in which case

\[
\mathbf{P}^* = (1 - \mathbf{A})^{-1} \mathbf{a}
\]

(3.4)

is the minimal solution.

**Proof.** The power received by user \(m\) from its serving base station \(u\) is \(P_{u,m}/L_{u,m}\). The interference due to another user \(n \in u\) is \(P_{u,n}/L_{u,m}\). Then the interference due to own cell, called INTRA-CELL interference, is

\[
I_{u,m}^{(i)} = \alpha \left( P'_u + \sum_{n \in u \setminus \{m\}} P_{u,n} \right) / L_{u,m} = \alpha (P_u - P_{u,m}) / L_{u,m}, \quad m \in u
\]

The interference due to other cells, called INTER-CELL interference, is

\[
I_{u,m}^{(c)} = \sum_{v \in U \setminus \{u\}} P_v / L_{v,m}, \quad m \in u
\]

\(^{1}\)The abbreviation iff means “if and only if”.

---

1. The abbreviation iff means “if and only if”.
Hence, the signal-to-interference-and-noise ratio equals
\[
\frac{P_{u,m}}{L_{u,m}}/N + \alpha \left( P_u - P_{u,m} \right)/L_{u,m} + \sum_{v \in U \setminus \{u\}} \frac{P_v}{L_{v,m}}/L_{u,m}
\]
which may be rearranged to get the left hand side of the inequality (3.1). (When we neglect the noise term \( N = 0 \), Inequality (3.1) is similar to [126, Equation (3) and Definition §III]. The inequality (3.1) is slightly different from that given in [63] because we neglect here the synchronization channel specificity considered there.)

We rearrange the inequality (3.1) as follows
\[
\frac{P_{u,m}}{L_{u,m}}/N + \sum_{v \in U} \alpha_{uv} \frac{P_v}{L_{v,m}}/L_{u,m} \geq \xi'_m
\]

Hence
\[
\frac{P_{u,m}}{L_{u,m}}/N + \sum_{v \in U} \alpha_{uv} \frac{P_v}{L_{v,m}}/L_{u,m} + \sum_{v \in U} \sum_{n \in v} \alpha_{uv} \frac{P_{v,n}}{L_{v,m}}/L_{u,m} \geq \xi'_m
\]
Then it is easy to see that Problem (3.1) may be written in the form (3.2).

Corollary 12 gives the last part of the proposition.

**Corollary 1** **Achievable SINR Targets.** Assume that the \( \xi_m \) are constant, i.e. \( \xi_m = \xi \). We say that some SINR target is achievable if the power allocation problem for that value of SINR is feasible. The set of achievable SINR targets is
\[
0 \leq \xi < \frac{1}{\rho (k') - \alpha}
\]
where the matrix \( k' = [k'_{m,n}] \) is given by
\[
k'_{m,n} = \alpha_{uv} L_{u,m} / L_{v,m}, \quad m \in U, n \in v \in U
\]

**Proof.** We may write \( k = \xi k' \). By Proposition 8, the power allocation problem is feasible iff
\[
\xi' \rho (k') < 1
\]
Note that \( k'_{m,m} = \alpha \) then \( \rho (k') \geq \sum_{n \in M} k'_{m,n} > \alpha \). Since \( \xi' = \xi / (1 + \alpha \xi) \), we get the desired result. (The author [126] gives a similar result.)

**Reduced problem.** We aim to formulate the power allocation problem in terms of the powers \( \{P_u; u \in U\} \) transmitted by the base stations. To this end we rearrange the inequality (3.1) as follows
\[
P_{u,m} \geq \left( N + \sum_{v \in U} \alpha_{uv} P_v / L_{v,m} \right) L_{u,m} \xi'_m, \quad m \in U
\]
We now add over the set \( \{ m \in u \} \)

\[
\sum_{m \in u} P_{u,m} \geq \sum_{m \in u} \left( N + \sum_{v \in U} \alpha_{uv} P_v / L_{v,m} \right) L_{u,m} \xi_m, \quad u \in U
\]

The left term equals \( P_u - P_u' \).

We say that the REDUCED POWER ALLOCATION PROBLEM is feasible if there exist powers \( \{ P_u \in \mathbb{R}^+; u \in U \} \) of the base stations such that

\[
P_u \geq N \sum_{m \in u} L_{u,m} \xi_m + P_u' + \sum_{v \in U} \alpha_{uv} \sum_{m \in u} L_{u,m} / L_{v,m} \xi_m P_v, \quad u \in U \tag{3.5}
\]

**Proposition 2** Matrix representation of the reduced problem. The power allocation problem (3.5) may be written

\[
\begin{cases}
(1 - A) P \geq a \\
P \geq 0
\end{cases} \tag{3.6}
\]

where

\[
A_{uv} = \alpha_{uv} \sum_{m \in u} L_{u,m} / L_{v,m} \xi_m, \quad u, v \in U \tag{3.7}
\]

\[
a_u = P_u' + N \sum_{m \in u} L_{u,m} \xi_m, \quad u \in U \tag{3.8}
\]

and \( A = [A_{uv}], a = [a_u] \) and \( P = (P_u)^T \).

The power allocation problem above is feasible iff

\[
\rho (A) \leq 1 \tag{3.9}
\]

in which case

\[
P^* = (1 - A)^{-1} a \tag{3.10}
\]

is the minimal solution.

The condition (3.9) is a NECESSARY AND SUFFICIENT FEASIBILITY CONDITION (abbreviated by NSFC).

**Proof.** The first part of the proposition is just a matrix representation. (The idea of this "reduced problem" is from [16] and we just extend it to account for the effect of common channels.)

Corollary 12 gives the last part of the proposition. ■

**Original versus reduced problem.**

**Proposition 3** The power allocation problem (3.2) is feasible iff the reduced problem (3.6) is feasible. In this case their respective minimal solutions \( P^* \) and \( P^* \) are related by

\[
P^*_u = P_u' + \sum_{m \in u} P^*_{u,m}, \quad u \in U \tag{3.11}
\]
and
\[ P_{u,m}^* = \left( N + \sum_{v \in U} \alpha_{uv} P_v^* / L_{v,m} \right) L_{u,m} \xi_m^f, \quad m \in u \in U \] (3.12)

**Proof.** (i) Suppose that Problem (3.2) is feasible and let \( P^* = (1 - A)^{-1} a \) be the minimal solution. Let \( P^* = \{ P^*_u ; u \in U \} \) be defined by (3.11). From the fact that \((1 - A)P^* = a\) which may be written \( P^* = a + AP^* \), we get (3.12).

Adding the equalities (3.12) over the set \( \{ m \in u \} \), we get
\[
\sum_{m \in u} P_{u,m}^* = \sum_{m \in u} \left( N + \sum_{v \in U} \alpha_{uv} P_v^* / L_{v,m} \right) L_{u,m} \xi_m^f, \quad u \in U \] (3.13)

The left term equals \( P_u^* - P_u' \). Then \( P^* \) is a solution of the reduced problem (3.6). It is easy to see that in fact it is the minimal one.

(ii) Suppose now that the reduced problem (3.6) is feasible and let \( P^* = (1 - A)^{-1} a \) be the minimal solution. Let \( P^* = \{ P^*_u ; m \in u \in U \} \) be defined by (3.12). Adding the equalities (3.12) over the set \( \{ m \in u \} \), we get (3.13).

Observe that the right-hand side of (3.13) equals \( P_u^* - P_u' \) since \( P^* \) satisfies \( P^* = a + AP^* \). Hence we get \( \sum_{m \in u} P_{u,m}^* = P_u^* - P_u' \). Replacing \( P_v^* \) by \( P_v^* + \sum_{n \in v} P_{v,n}^* \) in the right-hand side of (3.12) shows that \( P^* \) is the minimal solution of Problem (3.2). (Note that [16] defines a local and a global problem and shows that the power allocation feasibility is equivalent to the feasibility of both the local and global problems. We show in Proposition 3 that there is no need to introduce the local problem.) \( \square \)

The above proposition shows that the condition for the feasibility of the reduced problem should be the same as that for the original problem. Therefore
\[
\rho(\Lambda) < 1 \Leftrightarrow \rho(A) < 1
\]

In fact we have the following stronger result.

**Proposition 4** We have
\[
\sigma(\Lambda) \backslash \{0\} = \sigma(A) \backslash \{0\}
\]
where \( \sigma(\Lambda) \) and \( \sigma(A) \) designate the sets of eigenvalues of \( \Lambda \) and \( A \) respectively; and in particular
\[
\rho(\Lambda) = \rho(A)
\]

**Proof.** From Equation (3.3) we deduce that
\[
\Lambda_{m,n} = \alpha_{vu} L_{v,n} / L_{u,n} \xi_n^f, \quad m \in u, n \in v
\]
We know that \( \Lambda \) and \( \Lambda^T \) have the same eigenvalues. Consider an eigenvector \( x \) of \( \Lambda^T \) corresponding to a non zero eigenvalue \( \lambda \). Then
\[
\sum_{v \in U} \sum_{n \in v} \alpha_{vu} L_{v,n} / L_{u,n} \xi_n^f x_n = \lambda x_m, \quad m \in u
\]
So $x_m$ depends only on the base station $u$ serving the user $m$. Denote the common value $x_u$. Then

$$
\sum_{v \in U} \alpha_{vu} \sum_{n \in v} L_{v,n} / L_{v,n} \xi_u x_v = \lambda x_u
$$

Recall that is given by (3.7), then the above equation may be written

$$
\sum_{v \in U} A_{vu} x_v = \lambda x_u
$$

Hence $A^T x = \lambda x$, which means that $x = (x_u)^T$ is an eigenvector of $A^T$ corresponding to the eigenvalue $\lambda$.

Inversely from an eigenvector $x = (x_u)^T$ of $A^T$ corresponding to a non zero eigenvalue $\lambda$ we construct a vector $x = (x_m)^T$ by $x_m = x_u$. It is easy to see that $x$ is an eigenvector of $A^T$ corresponding to the eigenvalue $\lambda$.

Then $A^T$ and $A^T$ have the same non zero eigenvalues. We deduce that $A$ and $A$ have the same non zero eigenvalues. \(\blacksquare\)

**Power limitation.** In the case where there is a power limitation constraint, the power allocation problem becomes

$$
\begin{cases}
(1 - A) P \geq a \\
0 \leq P \leq \tilde{P}
\end{cases}
$$

(3.14)

where $\tilde{P} = (\tilde{P}_u)^T$ designates the vector of the base station power limits.

**Proposition 5** The power allocation problem above is feasible iff

$$
\rho(A) < 1 \quad \text{and} \quad (1 - A)^{-1} a \leq \tilde{P}
$$

(3.15)

In this case, the minimal solution is $P^* = (1 - A)^{-1} a$.

The condition (3.15) is a necessary and sufficient feasibility condition (abbreviated by NSFC).

**Proof.** Immediate from Proposition 2. \(\blacksquare\)

### 3.1.2 Feasibility conditions

**Without power limit.** We use the fact that the spectral radius of a matrix is lower than the maximum row sum [85, Exercise 8.2.7] to establish a sufficient condition for the feasibility of the power allocation problem (3.6).

**Proposition 6** If

$$
\sum_{m \in u} \xi_m' \sum_{v \in U} \alpha_{uv} L_{u,m} / L_{v,m} < 1, \quad u \in U
$$

(3.16)

then the power allocation problem (3.6) is feasible.
The inequality in the above proposition is called downlink feasibility condition abbreviated by DFC (or simply FC when there is no need to precise “for the downlink without power limit”).

**Proof.** The row sums of $A$ may be written as follows

$$
\sum_{v \in U} A_{uv} = \sum_{m \in u} \xi_m' \sum_{v \in U} \alpha_{uv} L_{u,m} / L_{v,m}, \quad u \in U
$$

The spectral radius $\rho(A)$ is less than the largest row sum of $A$ which is less than 1 under DFC. Then DFC implies $\rho(A) < 1$ which implies that power allocation problem is feasible by Proposition 2. (The idea of this sufficient feasibility condition is from [16].) ■

**With power limit.** We shall now establish a sufficient condition for the feasibility of the power allocation problem with power limit.

**Proposition 7** If

$$(1 - A) \tilde{P} \geq a \quad (3.17)$$

then the power allocation problem (3.14) is feasible and admits $P^* = (1 - A)^{-1} a$ as the minimal solution. The above inequality is equivalent to

$$
\sum_{m \in u} \xi_m' L_{u,m} \left( \sum_{v \in U} \alpha_{uv} \tilde{P}_v / L_{v,m} + N \right) \leq \tilde{P}_u - P'_u, \quad u \in U \quad (3.18)
$$

The inequality in the proposition above which is called extended downlink feasibility condition, abbreviated by EDFC or simply FC when there is no need to precise “for the downlink with power limit”.

**Proof.** Since the vector $\tilde{P}$ is non-negative and satisfies (3.17) we deduce that $\rho(A) < 1$ and hence $(1 - A)^{-1}$ is non-negative. Then $	ilde{P} = (1 - A)^{-1} (1 - A) \tilde{P} \geq (1 - A)^{-1} a$. Hence (3.15) is satisfied which finishes the first claim of the proposition.

Condition (3.17) may be written as follows

$$
a_u \leq \left( \tilde{P}_u - \sum_{v \in U} A_{uv} \tilde{P}_v \right), \quad u \in U
$$

which is equivalent to EDFC. ■

In the case where $\tilde{P}_u = \tilde{P}$ is the same for all base stations, EDFC becomes

$$
\sum_{m \in u} \left( \sum_{v \in U} \alpha_{uv} L_{u,m} / L_{v,m} + NL_{u,m} / \tilde{P} \right) \xi'_m \leq 1 - P'_u / \tilde{P}, \quad u \in U \quad (3.19)
$$

If $\tilde{P} \to \infty$ we find

$$
\sum_{m \in u} \sum_{v \in U} \alpha_{uv} L_{u,m} / L_{v,m} \xi_m' \leq 1, \quad u \in U
$$

analogous to DFC (the inequality is strict there).
Remark 1 We will build in Section 3.3 load control schemes based on DFC and EDFC. Since DFC and EDFC include the users served by the base station but not the users served by other base stations, we say that they are decentralized (whereas the NSFC is centralized).

3.2 Uplink

We consider here the uplink, i.e. the link from the users to the base stations. The uplink is extensively addressed in literature [126], [57], [59], [46], [90].

3.2.1 Power allocation problem

Similarly to the downlink, we formulate in the following proposition the power allocation problem in the uplink for given user population (fixed positions \( \{m\} \) and SINR thresholds \( \{\xi_m\} \)).

**Proposition 8** Matrix representation. The power allocation problem is feasible if there exist powers \( \{P_m \in \mathbb{R}^+; m \in M\} \) such that

\[
\frac{P_m}{L_{u,m}} + \sum_{v \in U} \alpha_{uv} \sum_{n \in v \setminus \{m\}} \frac{P_n}{L_{u,n}} \geq \xi_m, \quad m \in u \in U
\]  

The above problem may be written

\[
\begin{cases}
(1 - B)P \geq b \\
P \geq 0
\end{cases}
\]  

where the matrix \( B = [B_{m,n}] \) is given by

\[
B_{m,n} = \alpha_{uv} \alpha'_{mv} L_{u,m}/L_{u,n}, \quad m \in u, n \in v \in U
\]  

the vector \( b = (b_m)^T \) is given by

\[
b_m = \xi_m N L_{m,u}, \quad m \in u \in U
\]  

and the vector \( P = (P_m)^T \).

The above power allocation problem is feasible iff

\[
\rho (B) < 1
\]

in which case

\[
P^* = (1 - B)^{-1} b
\]  

is the minimal solution.

**Proof.** The signal transmitted by a user \( n \) is received at base station \( u \) with power

\[
S_{n,u} = P_n/L_{u,n}
\]
3.2. UPLINK

Hence for a user \( m \in u \), the useful signal power at \( u \) is

\[
S_{m,u} = \frac{P_m}{L_{u,m}}
\]

and the interference and noise power is given by

\[
N + \sum_{v \in U} \alpha_{uv} \sum_{n \in v \setminus \{m\}} \frac{P_n}{L_{u,n}}
\]

Hence, the signal-to-interference-and-noise ratio equals

\[
\frac{P_m / L_{u,m}}{N + \sum_{v \in U} \alpha_{uv} \sum_{n \in v \setminus \{m\}} \frac{P_n}{L_{u,n}}}
\]

which finishes the proof of (3.20). (When we neglect the noise term \( N = 0 \), (3.20) is similar to [126, Equation (3) and Definition §III].)

We rearrange the inequality (3.20) as follows

\[
P_m \geq NL_{m,u} \xi_m + \sum_{v \in U} \alpha_{uv} \sum_{n \in v \setminus \{m\}} L_{u,m} / L_{u,n} \xi_m P_n
\]

which may be written as

\[
P_m \geq NL_{m,u} \xi'_m + \sum_{v \in U} \alpha_{uv} \sum_{n \in v} L_{u,m} / L_{u,n} \xi'_m P_n
\]

Then it is easy to see that Problem (3.20) may be written in the form (3.21).

Corollary 12 gives the last part of the proposition. ■

**Corollary 2** **Achievable SINR targets.** Assume that the \( \xi_m \) are constant, i.e. \( \xi_m = \xi \). We say that some SINR target is achievable if the power allocation problem for that value of SINR is feasible. The set of achievable SINR targets is

\[
0 \leq \xi < \frac{1}{\rho(B') - \alpha}
\]

where the matrix \( B' = [B'_{m,n}] \) is given by

\[
B'_{m,n} = L_{u,m} / L_{u,n}, \quad m \in u \in U, n \in M
\]

**Proof.** We may write \( B = \xi B' \). By Proposition 8, the power allocation problem is feasible iff

\[
\xi \rho(B') < 1
\]

Note that \( B'_{m,m} = \alpha \) then \( \rho(B') \geq \sum_{n \in M} B'_{m,n} > \alpha \). Since \( \xi' = \xi / (1 + \alpha \xi) \), we get the desired result. (The author [126] gives a similar result.) ■
Comparison of uplink and downlink. We shall now compare the uplink and the downlink. The matrices playing an important role in the power allocation problem are denoted by $\mathbb{A}$ and $\mathbb{B}$ and are given by (3.3) and (3.22) for downlink and uplink respectively. Note that $\mathbb{B}$ is generally different from $\mathbb{A}^T$. Nevertheless the following proposition proves that, in some cases, they have the same eigenvalues, and therefore the same spectral radius.

**Proposition 9** If the orthogonality factor $\alpha$ and the SINR targets $\{\xi_m\}$ are the same for uplink and downlink$^2$, then the matrices $\mathbb{A}$ and $\mathbb{B}$ defined by (3.3) and (3.22) respectively have identical eigenvalues. In particular, they have the same spectral radius, that is $\rho(\mathbb{A}) = \rho(\mathbb{B})$.

**Proof.** Consider the diagonal matrix defined by

$$D_{m,n} = L_{u,m} \xi'_m \delta_{m,n}, \quad m \in U, n \in M$$

where $\delta_{m,n}$ designates the Kronecker symbol defined by

$$\delta_{m,n} = \begin{cases} 1 & \text{if } m = n \\ \alpha & \text{if } m \neq n \end{cases}$$

Using the expression (3.22) of the matrix $\mathbb{B}$,

$$\mathbb{B}_{m,n} = \alpha_{uv} L_{u,m} / L_{u,n} \xi'_m, \quad m \in U, n \in v \in U$$

we deduce that

$$(D^{-1}BD)_{m,n} = D_{m,m}^{-1} \mathbb{B}_{m,n} D_{n,n} = \alpha_{uv} \xi'_n L_{v,n} / L_{u,n}, \quad m \in U, n \in v \in U$$

Denote $\mathbb{B} = D^{-1}BD$. The characteristic polynomials of $\mathbb{B}$ and $\mathbb{B}$ are identical.

On the other hand, from the expression (3.3) of the matrix $\mathbb{A}$, we get

$$\mathbb{A}_{k,m} = \alpha_{uv} \xi'_m L_{v,n} / L_{u,n}$$

Hence $\mathbb{B} = \mathbb{A}^T$. The determinant of the transpose of a matrix equals that of the matrix. This implies that the characteristic polynomials of $\mathbb{A}$ and $\mathbb{B}$ are identical. We deduce that the characteristic polynomials of $\mathbb{A}$ and $\mathbb{B}$ are identical. Then the two matrices have identical eigenvalues.

(A similar result for narrowband systems was given in [127].)

**Corollary 3** If the orthogonality factor $\alpha$ and the SINR targets $\{\xi_m\}$ are the same for uplink and downlink, then the uplink power allocation problem (3.21) is feasible iff the downlink power allocation problem (3.2) is feasible.

**Proof.** Immediate from Propositions 1, 8, and 9.

(An analogous result is given in [1].)

$^2$The assumption that the SINR targets are the same for uplink and downlink is not realistic for non-symmetric services where the bit-rate of the downlink is different (generally larger) than that of the uplink.
Remark 2 Comparison of downlink and uplink continued. Assume that $\xi_m \ll 1$ for all user $m$ (which is the case for voice service) for both downlink and uplink. Hence $\xi_m \simeq \xi_m$ for all user $m$. In this case $\rho(A)$ is non-decreasing with $\alpha$, and since, practically, the orthogonality factor for the downlink is smaller than that for the uplink, we deduce that $\rho(A) \leq \rho(B)$. Hence, in this context, the uplink is the limiting case.

Reduced problem. We aim to formulate the problem in terms of the total interference $\{I_u; u \in U\}$ received at base stations. To this end we rearrange the inequality (3.20) as follows

$$\frac{P_m}{L_{u,m}} \geq \xi_m (I_u - \alpha \frac{P_m}{L_{u,m}})$$

$$(1 + \alpha \xi_m) \frac{P_m}{L_{u,m}} \geq \xi_m I_u$$

$$P_m \geq \xi_m L_{u,m} I_u$$

We rewrite the above inequality for some user $n \in v \in U$, that is

$$P_n \geq \xi'_n L_{v,n} I_v$$

We divide by $L_{u,n}$ an then add over $n \in v$ and over $v \in U$, which gives

$$I_u - N \geq \sum_{v \in U} \sum_{n \in v} \frac{L_{v,n}}{L_{u,n}} \xi'_n I_v$$

We say that the reduced power allocation problem is feasible if there exist antenna interferences $\{I_u \in \mathbb{R}^+; u \in U\}$ such that

$$I_u \geq N + \sum_{v \in U} \sum_{n \in v} \frac{L_{v,n}}{L_{u,n}} \xi'_n I_v, \quad u \in U \quad (3.24)$$

Proposition 10 (Matrix representation of the reduced problem) The power allocation problem (3.24) may be written

$$\begin{cases} (1 - B) I \geq b, \\ I \geq 0, \end{cases} \quad (3.25)$$

where

$$B_{uv} = \sum_{n \in v} \frac{L_{v,n}}{L_{u,n}} \xi'_n, \quad u, v \in U \quad (3.26)$$

$$b_u = N, \quad u \in U \quad (3.27)$$

and $B = [B_{uv}]$, $b = (b_u)^T$ and $I = (I_u)^T$.

The above power allocation problem is feasible iff

$$\rho(B) < 1 \quad (3.28)$$

in which case

$$I^* = (1 - B)^{-1} b \quad (3.29)$$

is the minimal solution.
Proof. The first part of the proposition is just a matrix representation. Corollary 12 gives the last part of the proposition.

(Reducing the uplink power allocation problem was already made in [59] where the original problem is called microscopic and the reduced one is called macroscopic. Unlike [59], we don’t make the approximation of including the useful signal in the interference. Moreover we treat the problem with inequalities, whereas the author of [59] considers a system of equalities.)

Original versus reduced problem.

Proposition 11 The power allocation problem (3.21) is feasible iff the reduced problem (3.25) is feasible. In this case their respective minimal solutions $\mathbb{P}^*$ and $I^*$ are related by

$$I_u^* = N + \sum_{v \in U} \alpha_{uv} \sum_{n \in v} P_n^*/L_{u,n}, \quad u \in U \quad (3.30)$$

and

$$P_m^* = \xi_m L_{u,m} I_u^*, \quad m \in u \in U, \quad m \in u \in U \quad (3.31)$$

Proof. (i) Suppose that Problem (3.21) is feasible and let $\mathbb{P}^* = (1 - B)^{-1} \mathbf{b}$ be the minimal solution. Arguments analogous to those leading to the reduced power allocation problem (3.24) show that $I^* = \{I_u^*; u \in U\}$ defined by (3.30) is a solution (in fact the minimal one) of the reduced problem (3.25).

(ii) Suppose now that the reduced problem (3.25) is feasible and let $I^* = (1 - B)^{-1} \mathbf{b}$ be the minimal solution. Consider $\mathbb{P}^* = \{P_m^*; m \in M\}$ given by (3.31). From $(1 - B) I^* = b$ we get

$$I_u^* = N + \sum_{v \in U} \alpha_{uv} \sum_{n \in v} L_{v,n}/L_{u,n} \xi_n I_v^* \quad (3.32)$$

By construction

$$P_n^* = \xi_n L_{v,n} I_v^*, \quad n \in v \in U$$

then

$$\sum_{v \in U} \sum_{n \in v} P_n^*/L_{u,n} = \sum_{v \in U} \sum_{n \in v} L_{v,n}/L_{u,n} \xi_n I_v^*$$

hence, using (3.32)

$$\sum_{v \in U} \sum_{n \in v} P_n^*/L_{u,n} = I_u^* - N$$

or equivalently

$$I_u^* = N + \sum_{v \in U} \sum_{n \in v} P_n/L_{u,n}$$

Using the above equality and Equation (3.31), we deduce that

$$P_m = NL_{m,u} \xi_m + \sum_{v \in U} \sum_{n \in v} L_{u,m}/L_{u,n} \xi_m P_n, \quad m \in u \in U$$
which proves that $P_m$ is the minimal solution of Problem (3.21).

The above proposition shows that the condition for the feasibility of the reduced problem should be the same as that for the original problem. Therefore

$$\rho(B) < 1 \Leftrightarrow \rho(\mathbb{B}) < 1$$

In fact we have the following stronger result.

**Proposition 12** We have

$$\sigma(\mathbb{B}) \setminus \{0\} = \sigma(B) \setminus \{0\}$$

where $\sigma(\mathbb{B})$ and $\sigma(B)$ designate the sets of eigenvalues of $\mathbb{B}$ and $B$ respectively; and in particular

$$\rho(\mathbb{B}) = \rho(B)$$

**Proof.** Consider the diagonal matrix defined by

$$D_{m,n} = L_{u,m}\xi'_m\delta_{m,n}$$

Using Equation (3.22) we deduce that

$$(D^{-1}\mathbb{B}D)_{m,n} = D^{-1}_{m,m}\mathbb{B}_{m,n}D_{n,n} = L_{v,n}/L_{u,n}\xi'_n$$

Denote $\tilde{B} = D^{-1}\mathbb{B}D$. The characteristic polynomials of $\tilde{B}$ and $B$ are identical. Then the two matrices have identical eigenvalues. Consider a eigenvector $\tilde{x}$ of $\tilde{B}$ corresponding to a non zero eigenvalue $\lambda$. Then

$$\sum_{n \in v} L_{v,n}/L_{u,n}\xi'_n\tilde{x}_n = \lambda\tilde{x}_m$$

So $\tilde{x}_m$ depends only on the base station $u$ serving the user $m$. Denote the common value $x_u$. We can decompose the sum in the previous equation

$$\sum_{v \in U} \sum_{n \in v} L_{v,n}/L_{u,n}\xi'_n\tilde{x}_n = \lambda x_u$$

Then

$$\sum_{v \in U} \sum_{n \in v} L_{v,n}/L_{u,n}\xi'_nx_v = \lambda x_u$$

Using (3.26), we get $\sum_{v \in U} B_{uv}x_v = \lambda x_u$ hence $Bx = \lambda x$. This means that $x = (x_u)^T$ is an eigenvector of $B$ corresponding to the eigenvalue $\lambda$.

Inversely from an eigenvector $x = (x_u)^T$ of $B$ corresponding to a non zero eigenvalue $\lambda$ we construct a vector $\tilde{x} = (\tilde{x}_m)^T$ by $\tilde{x}_m = x_u$. It is easy to see that $\tilde{x}$ is an eigenvector of $\tilde{B}$ corresponding to the eigenvalue $\lambda$.

Then $\tilde{B}$ and $B$ share the same non zero eigenvalues. We deduce that $\mathbb{B}$ and $B$ share the same non zero eigenvalues. (Making the approximation that the useful signal is part of interference, the author [59] proves a similar result.)
Comparison of uplink and downlink revisited. Assume that the orthogonality factor $\alpha$ and the SINR targets $\{\xi_m\}$ are the same for uplink and downlink, then from (3.7) and (3.26), we get

$$A_{uv} = \sum_{m \in u} L_{u,m}/L_{v,m} \xi_m = B_{vu}$$

Then the matrices for the uplink and downlink are transpose of each other

$$B = A^T$$

Hence $\rho(B) = \rho(A)$. Hence we get another proof of Corollary 3.

Power limitation. In the case where there is a power limitation constraint, the power allocation problem becomes

$$\begin{cases}
(1 - B)P \geq b \\
0 \leq P \leq \tilde{P}
\end{cases}$$

(3.33)

where $\tilde{P} = (\tilde{P}_m)^T$ designates the vector of user power limits.

**Proposition 13** The power allocation problem (3.33) is equivalent to

$$\begin{cases}
(1 - B)I \geq b, \\
0 \leq I \leq \tilde{I}
\end{cases}$$

(3.34)

where $\tilde{I} = (\tilde{I}_u)^T$ with

$$\tilde{I}_u = \inf_{m \in u} \frac{\tilde{P}_m}{\xi_m L_{u,m}}$$

(3.35)

The above power allocation problem is feasible iff

$$\rho(B) < 1 \quad \text{and} \quad (1 - B)^{-1}b \leq \tilde{I}$$

(3.36)

In this case, the minimal solution is $I^* = (1 - B)^{-1}b$.

The condition (3.36) is a necessary and sufficient feasibility condition (abbreviated by NSFC).

**Proof.** (i) Suppose that Problem (3.33) is feasible and let $P^* = (1 - B)^{-1}b$ be its minimal solution (see Corollary 13). Similarly to the proof of Proposition 11, we show that $I^*$ given by Equation (3.30) satisfies $(1 - B)I^* = b$ and that Equation (3.31) is satisfied. Then from $P^* \leq \tilde{P}$ we get $I^* \leq \tilde{I}$. Then Problem (3.34) is feasible.

(ii) Suppose now that Problem (3.34) is feasible and let $I^*$ be its minimal solution. Similarly to the proof of Proposition 11, we show that $P^* = (P_m)^T$ defined by (3.31) satisfies $(1 - B)P^* = b$. From $I^* \leq \tilde{I}$ we get $P^* \leq \tilde{P}$. Then Problem (3.33) is feasible.

The last part proof is deduced from Corollary 13. ■
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3.2.2 Feasibility conditions

**Without power limit.** We use the fact that the spectral radius of a matrix is lower than the maximum column sum [85, Exercice 8.2.7] to establish a sufficient condition for the feasibility of the power allocation problem (3.25).

**Proposition 14** If

$$\sum_{m \in u} \xi'_m \sum_{v \in U} L_{u,m}/L_{v,m} < 1, \quad u \in U \quad (3.37)$$

then the power allocation problem (3.25) is feasible.

The inequality in the above proposition is called *uplink feasibility condition*, abbreviated by UFC (or simply FC when there is no need to precise “for the uplink without power limit”).

**Proof.** The column sums of $B$ may be written as follows

$$\sum_{v \in U} B_{vu} = \sum_{v \in U} \sum_{m \in u} L_{u,m}/L_{v,m} \xi'_m, \quad u \in U$$

The spectral radius $\rho(B)$ is less than the largest column sum of $B$ which is less than 1 under UFC. Then UFC implies $\rho(B) < 1$ which implies that power allocation problem is feasible by Proposition 10. (The idea of UFC is inspired from the work for downlink of [16]. We have adapted this idea to the uplink. UFC is different from [57, Equation (8.20)] and [46, Equation (11)] which include the users served by all the base stations. Moreover [46, Equation (11)] is obtained with the following assumptions: the noise is neglected; the received power at base station from some user in its cell is proportional to its SINR threshold.)

**Remark 3** Since UFC is decentralized, Remark 1 also applies here. This may seem surprising, because the classical load control algorithms in the uplink depend on the positions of the users of all the base stations. Intuitively UFC controls the interference caused by the users in each cell on the other base stations. Consequently the interference caused by users in other cells on each base station will be limited enough to assure the existence of a solution for the power allocation problem.

**With power limit.** We shall now establish a sufficient condition for the feasibility of the power allocation problem with power limit.

**Proposition 15** If

$$(1 - B) \tilde{I} \geq b \quad (3.38)$$

where $\tilde{I}$ is given by (3.35), then the power allocation problem (3.34) is feasible and admits $I^* = (1 - B)^{-1} b$ as the minimal solution.
CHAPTER 3. FEASIBILITY CONDITIONS

Proof. Since the vector \( \tilde{I} \) is non-negative and satisfies (3.38) we deduce that \( \rho(B) < 1 \) and hence \((1 - B)^{-1}\) is non-negative. Then \( \tilde{I} = (1 - B)^{-1} (1 - B) \tilde{I} \geq (1 - B)^{-1} b \). Hence (3.36) is satisfied, which finishes the first claim of the proposition.

Condition (3.38) may be written as follows

\[
\sum_{v \in U} \sum_{n \in v} L_{v,n}/L_{u,n}\xi_n \tilde{I}_v \leq \tilde{I}_u - N, \quad u \in U
\] (3.39)

The condition in the above display is called SUFFICIENT FEASIBILITY CONDITION (abbreviated by SFC). It is not decentralized. The following proposition gives a decentralized condition.

Proposition 16 If for some collection of real numbers \( \gamma_{u,v} \geq 0 \), such that

\[
\gamma_u = \tilde{I}_u - N, \quad u \in U
\] (3.40)

where \( \tilde{I} \) is given by (3.35), and

\[
\frac{N + \gamma_u}{\gamma_{v,u}} \sum_{m \in u} L_{u,m}/L_{v,m}\xi_m' \leq 1, \quad u, v \in U
\] (3.41)

then the power allocation problem (3.34) is feasible.

Proof. Denote \( C = [C_{u,v}] \) where

\[
C_{u,v} = \frac{\gamma_{u,v}}{N + \gamma_v}
\]

Note that Condition (3.41) may be written

\[
\sum_{m \in u} L_{u,m}/L_{v,m}\xi_m' \leq C_{v,u}
\]

The left term is \( B_{v,u} \). Then we have \( B \leq C \) coordinate-wise. Note that

\[
\left( (1 - C) \tilde{I} \right)_u = \tilde{I}_u - \sum_{v \in U} C_{u,v}\tilde{I}_v = N
\]

Then \( (1 - C) \tilde{I} = b \). Hence

\[
\tilde{I} = b + Ci \geq b + Bi
\]

which may be written \((1 - B) \tilde{I} \geq b \). Proposition 15 finishes the proof.

Consider the symmetric case \( \gamma_{uv} = \gamma_{vu} \). If we replace the collection of inequalities (3.41) by one condition adding the inequalities up, we get

\[
\sum_{m \in u} \sum_{v \in U} L_{u,m}/L_{v,m}\xi_m' \leq 1 - N/\tilde{I}_u, \quad u \in U
\] (3.42)

The condition in the above display is called EXTENDED UPLINK FEASIBILITY CONDITION abbreviated by EUFC (or simply FC when there is no need to precise “for the uplink with power limit”).
3.3. ADMISSION CONTROL SCHEMES

Remark 4 Note that Propositions 15 and 15 remain true if we replace $\tilde{I}$ by some $\hat{I} \leq \tilde{I}$. Each such $\hat{I}$ gives a different version of SFC and EUFC. Our numerical applications are made with the version of SFC and EUFC obtained by replacing $\tilde{I}$ with $\hat{I}$ given by

$$\hat{I}_u = \frac{\hat{P}}{L(R)\xi'}$$

where $\hat{P} = \inf_m \hat{P}_m$ and $\xi' = \sup_m \xi'_m$ where the infimum and the supremum are taken over all the possible values (not only over the set of users currently served by the base station). This permits to make the right-hand side of EUFC (3.42) independent of the particular set of users currently served by the base station.

Remark 5 Link budget. It is easy to see that NSFC, SFC and EUFC imply $\hat{I}_u \geq N, \quad u \in U$

The versions of SFC and EUFC described in Remark 4 imply

$$\hat{I}_u \geq N, \quad u \in U$$

hence, the cell radius $R$ should be less than

$$R_{max} = \frac{1}{K} \left( \frac{\hat{P}}{\xi'N} \right)^{1/\eta}$$

3.3 Admission control schemes

Recall that we call NSFC the Necessary and Sufficient Feasibility Condition (Equation (3.15) for the downlink and Equation (3.36) for the uplink). Recall also that we call SFC the uplink Sufficient Feasibility Condition (Equation (3.39) which is not decentralized).

We built in the previous section decentralized feasibility conditions of the power allocation problem, denoted by FC which comprise:

- DFC: downlink Feasibility Condition without power limit (Equation (3.16));
- EDFC: extended (i.e. with power limit) downlink Feasibility Condition (Equation (3.18));
- UFC: uplink Feasibility Condition without power limit (Equation (3.37));
- EUFC: extended (i.e. with power limit) uplink Feasibility Condition (Equation (3.42)).

Recall that the above conditions, except EUFC, assure the feasibility of the power allocation problem. Note that the FC may be written in the general form (4.13). The FC may be extended to the case of an infinite network as
in [116]. Hence our FC are scalable, i.e. may be applied to an infinite network in a decentralized way.

Assume the bit rates of all users, or equivalently all the (modified) SINR’s \( \{ \xi_m \} \), to be specified. The admission control problem can then be formulated as follows. Should a base station admit a new user requesting for admission?

The first idea is to admit the new user if and only if the power allocation problem is feasible, i.e. to use the NSFC as an admission criteria. Unfortunately this is difficult because we should collect information from all the users in the network before taking the admission decision (centralized). Therefore the NSFC is impractical in the field but also very time consuming in simulation tools. Moreover the analytic evaluation of its performance is yet an open problem.

We shall now build admission control schemes for streaming traffic based on the feasibility conditions of the power allocation problem. We call such scheme feasibility based admission control. (Feasibility based congestion control schemes for elastic traffic will be proposed in §10.2.)

FC may be used as an admission criteria. When a new user applies to some base station, the base station accepts it if the respective FC is satisfied with this additional user and rejects it otherwise. This admission scheme inherits the decentralized property of the FC. If each base station applies this admission scheme, then the global power allocation problem is feasible (with high probability for EUFC and certainly for the other schemes).
Chapter 4

First performance evaluation

The objective of the present chapter is to evaluate the performance of the decentralized feasibility conditions established in the previous chapter in a semi-static traffic model.

**Hypothesis 1** In this chapter we shall make the following assumptions:

- We consider an infinite network on the plane \( \mathbb{R}^2 \) where base station positions are either hexagonal or Poisson-Voronoi with intensity \( \lambda_S \).
- Users are distributed as a Poisson point process with intensity \( \lambda_M \).
- Each user is served by the nearest base station.
- The power limits \( \tilde{P}_u \) and the common channel powers \( P'_u \) are the same for all base station \( u \in U \). The power limits \( \tilde{P}_m \) are the same for all user \( m \in M \).

The present chapter is organized as follows. In Section 4.1 we introduce a mean model which permits to define precisely the classical notions of pole capacity and load. In Section 4.2 we define the notion of infeasibility probability and build approximate explicit expression for it.

### 4.1 Mean model

In this section we introduce a mean model which permits to define precisely the classical notions of pole capacity and load. Besides Hypothesis 1, we assume in the present section that the random entries of \( A \) and \( a \) in Problems (3.6) and (3.14) (respectively \( B \) and \( b \) in Problems (3.25) and (3.34)) are replaced by their means \( \mathbf{E} [A] \) and \( \mathbf{E} [a] \) (respectively \( \mathbf{E} [B] \) and \( \mathbf{E} [b] \)). This defines the **mean model**.
4.1.1 Downlink

Each base station plays the same role as the others, then the row sums of the matrix $E[A]$ are identical; that is $\sum_{v \in U} E[A_{uv}]$ is independent of $u \in U$. Hence, the spectral radius of the matrix $E[A]$ equals this row sum

$$\rho(E[A]) = \sum_{v \in U} E[A_{uv}], \quad \forall u \in U$$

If this latter quantity is less than $1$, then the vector $(1 - E[A])^{-1} E[a]$ has identical components which are given by

$$\hat{P} = \frac{E[a_u]}{1 - \sum_{v \in U} E[A_{uv}]} \quad (4.1)$$

It is easy to see that

$$\sum_{v \in U} E[A_{uv}] = \xi'(\alpha + \bar{f}) M$$

$$E[a_u] = \xi'M\bar{N}\bar{L}(R) + P'$$

where we denote

$$\bar{l} = E[l(r)] = E[L(r)]/L(R)$$

and

$$M = \frac{\lambda_M}{\lambda_S} = \frac{\lambda_M}{\lambda_S} \pi R^2$$

From (4.1) we get

$$\hat{P} = \frac{\xi'M\bar{N}\bar{L}(R) + P'}{1 - \xi'(\alpha + \bar{f}) M} \quad (4.2)$$

**DFC.** For the mean model, DFC (3.16) is not only sufficient but also necessary, and it has the form

$$\bar{M} < \Gamma = \frac{1}{\xi'(\alpha + \bar{f})} \quad (4.3)$$

where the right-hand side of the above display, denoted $\Gamma$, is called the **pole capacity**. If we apply a scale on the network the pole capacity $\Gamma$ remains unchanged, hence $\Gamma$ is independent of the cell radius $R$. We define the load as

$$\bar{\theta} = \frac{M}{\Gamma} = \frac{\xi'(\alpha + \bar{f})}{M}$$

which equals the spectral radius of the mean matrix $E[A]$, that is $\bar{\theta} = \rho(E[A])$.

Note that the average number of users per cell equals $\bar{M} = \pi R^2 \lambda_M$. Then Inequality (4.3) illustrates the phenomenon called **cell breathing**: If the traffic intensity $\lambda_M$ increases the cell sizes shrink in order to keep the average number of users per cell constant.
Remark 6 The only difference in the pole capacity between the hexagonal and the Poisson-Voronoi model is the values of $f$. For Poisson-Voronoi model, we have (see [16]) $f = 2/(\eta - 2)$ whereas for hexagonal model we have approximately, $f \approx 0.94/(\eta - 2)$. (This approximation is established in Annex 13.B.) The pole capacity for hexagonal model is larger than that for Poisson-Voronoi by a factor equal to

$$\frac{\alpha + 2/(\eta - 2)}{\alpha + 0.94/(\eta - 2)}$$

which is about 1.7.

**EDFC.** For the mean model, EDFC (3.18) takes the form

$$(1 - \mathbf{E}[A]) \hat{P} \geq \mathbf{E}[a]$$

The necessary and sufficient feasibility condition (3.15) is

$$\bar{M} < \frac{1}{\xi' (\alpha + f)}, \quad \text{and} \quad \hat{P} \leq \bar{P}$$

(where $\hat{P}$ is given by (4.1)) which is equivalent to

$$\bar{M} \leq \Gamma = \frac{1 - \epsilon}{(\alpha + f + L(R)N/\hat{P}) \xi'}$$

(4.4)

which is equivalent to EDFC. Hence EDFC is not only sufficient but also necessary.

Remark 7 The only difference between the hexagonal and the Poisson-Voronoi model is in $f$ and $l$. These parameters characterize the influence of the network geometry on the relation between $M$ and $R$, as shown by Inequality (4.4). For hexagonal model, we have (by an easy direct calculation) $l = (1 + \eta/2)^{-1}$, whereas for Poisson-Voronoi model, we have (see [16]) $l = \Gamma (1 + \eta/2)$ (where $\Gamma (\cdot)$ is the gamma function not to be confused with the resource $\Gamma$ defined in Equation (4.4).)

We now evaluate the effect of the power limitation by comparing the two conditions (4.3) and (4.4). In the condition (4.4), for relatively small $R$, it is the fraction $\epsilon = P'/\hat{P}$ that reduces the pole capacity of the downlink

$$\bar{M} \leq \Gamma \approx \frac{1 - \epsilon}{\xi' (\alpha + f)}$$

We call this case **interference-limited** case. In this case, the above display shows that the power limitation doesn’t play an important role. On the other hand, for large $R$, the dominant restriction is

$$\bar{M} \leq \Gamma \approx \frac{(1 - \epsilon) \hat{P}}{\xi' NIL(R)}$$

We call this case **noise-limited**. In this case, the above display shows that the power limit $\hat{P}$ plays an important role, since the pole capacity is proportional to $\hat{P}$. 
4.1.2 Uplink

Each base station plays the same role as the others, then \( \sum_{v \in U} E(B_{uv}) \) is independent of \( u \). Then \( \rho(B) = \sum_{v \in U} E(B_{uv}) \). If this latter is less than 1, then the vector \( (1 - E[B])^{-1} E[b] \) has constant components given by

\[
\dot{j} = \frac{E[b_u]}{1 - \sum_{v \in U} E[B_{uv}]} \tag{4.5}
\]

It is easy to see that

\[
\sum_{v \in U} E[B_{uv}] = \bar{\xi}' (1 + \bar{f}) \bar{M}
\]

\( E[b_u] = N \)

From (4.5) we get

\[
\dot{j} = \frac{N}{1 - \xi' (1 + f) M} \tag{4.6}
\]

Hence

\[
\dot{P}_m = \xi'_m L_{u,m} \dot{I} = \xi'_m L_{u,m} \frac{N}{1 - \xi' (1 + f) M}, \quad m \in u \tag{4.7}
\]

**UFC.** For the mean model, UFC (3.37) is in fact necessary and it takes the form

\[
\bar{M} < \Gamma = \frac{1}{\xi' (1 + f)} \tag{4.8}
\]

where \( \Gamma \) is called the pole capacity. If we apply a scale on the network the pole capacity \( \Gamma \) remains unchanged. Then \( \Gamma \) is independent of the radius \( R \) of a cell. We define the load as

\[
\bar{\theta} = \frac{\bar{M}}{\Gamma} = \xi' (1 + f) \bar{M}
\]

which equals the spectral radius of the mean matrix \( E[B] \), that is \( \bar{\theta} = \rho(E[B]) \).

As for the downlink, Inequality (4.8) illustrates the phenomenon called cell breathing.

**Remark 8** As for the downlink, the only difference in the pole capacity between the hexagonal and the Poisson-Voronoi model is the values of \( f \). The capacity for hexagonal model will be larger than that for Poisson-Voronoi by a factor equal to

\[
\frac{1 + 2/ (\eta - 2)}{1 + 0.94/ (\eta - 2)}
\]

which is about 1.4.
4.2. INFEASIBILITY PROBABILITY

EUFC. For the mean model, SFC (3.38) takes the form

\[(1 - \mathbb{E}[B]) \bar{I} \geq \mathbb{E}[\tilde{b}]\]

The necessary and sufficient feasibility condition (3.36) is

\[\bar{M} < \frac{1}{\xi (1 + \bar{f})}, \text{ and } \bar{I} \leq \bar{\tilde{I}}\]

which is equivalent to

\[\bar{M} \leq \Gamma = \frac{1 - N/\bar{I}_u}{\xi (1 + \bar{f})}\]

which is equivalent to SFC. Hence SFC is also necessary.

Note that if we take the expectation of the left-hand side of EUFC (3.42), then we get a condition equivalent to the above display.

We summarize the results for the mean model in the proposition below.

Proposition 17 The feasibility condition for the mean model may be written in the form

\[\bar{M} \leq \Gamma = \frac{C}{\varphi}\]

where \(\bar{M} = \lambda_M \pi R^2\);

\[\varphi = \begin{cases} 
\left(\alpha + \bar{f}\right) \xi & \text{for DFC, UFC, EUFC} \\
\left[\alpha + f + L(R) N/\tilde{P}\right] \xi & \text{for EDFC} 
\end{cases}\]

and

\[C = \begin{cases} 
1 & \text{for } DFC \text{ et UFC} \\
1 - \epsilon & \text{for } EDFC \\
1 - N/\bar{I}_u & \text{for } EUFC
\end{cases}\]

4.2 Infeasibility probability

In this section we define the notion of infeasibility probability and build approximate explicit expression for it. To this end, we make Hypothesis 1, and consider only the hexagonal model for base station positions.

Proposition 18 The feasibility conditions DFC, EDFC, UFC and EUFC may be written in the generic form

\[S = \sum_{m \in \mathcal{u}} \varphi(m) < C\]

where

\[\varphi(m) = \begin{cases} 
\left[\alpha + f(m)\right] \xi_m & \text{for DFC, UFC, EUFC} \\
\left[\alpha + f(m) + NL_{m, P}\right] \xi_m & \text{for EDFC}
\end{cases}, \quad m \in \mathcal{u}\]

and \(C\) is given by Equation (4.12).
Proof. The feasibility conditions DFC, EDFC, UFC and EUFC are given respectively by Inequalities (3.16), (3.18), (3.37) and (3.42) which are clearly in the form of Inequality (4.13) where the function $\varphi(\cdot)$ and the parameter $C$ are those given in the proposition.

In fact, the equality in (4.13) is not strict for EDFC and EUFC. Replacing it by a strict inequality gives still a sufficient feasibility condition which looks more severe but has in fact the same performance when the random variable $S$ has a continuous density. ■

The infeasibility probability is defined as follows

$$P(S \geq C)$$  \hspace{1cm} (4.15)

where $S$ is given by (4.13). Due to Hypothesis 1, the infeasibility probability is the same for all base station $u \in U$.

Since $S = \sum_{m \in u} \varphi(m)$ is a shot noise, its mean and standard deviation are respectively given by

$$\bar{S} = \bar{M} \bar{\varphi}, \quad \sigma_S = (\bar{M} \bar{\varphi}^2)^{1/2}$$  \hspace{1cm} (4.16)

Proposition 19 The mean of $\varphi(m)$ is given by Equation (4.11). Its second moment is given by

$$\varphi^2 = \begin{cases} (\bar{f}^2 + 2\alpha \bar{f} + \alpha^2) \xi_m^2 & \text{for DFC, UFC, EUFC} \\ [L(R)^2 \bar{l}^2 N^2 / \bar{P}^2 + \bar{f}^2 + \alpha^2 + 2\alpha \bar{f} + 2\{\alpha \bar{l} + \bar{f}l\} L(R) N / \bar{P}] \xi_m^2 & \text{for EDFC} \end{cases}$$

Proof. Consider first DFC, UFC and EUFC. From the expression $\varphi(m) = [\alpha + f(m)] \xi_m$, we obtain the expression of $\bar{\varphi}$ and $\varphi^2$ in the proposition.

Consider now EDFC. From the expression $\varphi(m) = [\alpha + f(m) + NL_{u,m} / \bar{P}] \xi_m$ we get the expression of $\bar{\varphi}$ in the proposition. Moreover

$$\varphi^2 = \mathbb{E} \left( \left[ \alpha + f(m) + l(m) L(R) N / \bar{P} \right]^2 \xi_m^2 \right)$$

Note that the parameter $C$ is constant for DFC, UFC and EDFC. Considering the version of EUFC described in Remark 4 assures that the parameter $C$ is also constant for EUFC. Here are some methods to calculate the infeasibility probability:

4.2.1 Calculation methods

Note that the parameter $C$ is constant for DFC, UFC and EDFC. Considering the version of EUFC described in Remark 4 assures that the parameter $C$ is also constant for EUFC. Here are some methods to calculate the infeasibility probability:
Complete simulation

The principle of the complete simulation is the following. We choose a discrete set of test intensities (of users) \( \lambda_0 < \lambda_1 < \ldots < \lambda_k \) and simulate \( k \) independent patterns of Poisson point processes \( N_i \) \((i = 0, \ldots, k)\) with respective intensities \( \lambda_0 \) and \( \Lambda_i = \lambda_i - \lambda_{i-1} \) in the considered cell. Let \( F_i(C) = 1_{S \geq C} \) be the indicator that the event \( \{ S \geq C \} \) holds for the population of users \( N_M = \sum_{i=0}^{\infty} N_i \). Obviously \( E[F_i] = P(S \geq C) \) at \( \lambda_M = \lambda_i \) and \( F_i \) is increasing in \( i \). The same holds for \( F_i(n) = 1/n \sum_{u=1}^{n} F_{i,u} \), where \( F_{i,u}, i = 0, \ldots, k \), \( u = 1, \ldots, n \) are independent copies of \( \{ F_i, i = 0, \ldots, k \} \). In addition, \( F_i(n) \) converges a.s. to \( P(S \geq C) \) at \( \lambda_M = \lambda_i \) as \( n \to \infty \).

Gaussian approximation

We approximate the infeasibility probability by assuming that \( S \) has a Gaussian distribution

\[
P(S \geq C) \simeq Q\left( \frac{C - \bar{S}}{\sigma_S} \right) \tag{4.17}
\]

where \( Q \) is the Gaussian tail distribution function \( Q(x) = \frac{1}{\sqrt{2\pi}} \int_{x}^{\infty} e^{-t^2/2}dt \). The above approximation is called the GAUSSIAN APPROXIMATION.

[86] shows that the Gaussian approximation is good if the skewness

\[
\frac{\varphi^3}{\varphi^{3/2}} \frac{1}{\sqrt{M}}
\]

is small compared to the infeasibility probability. We calculate numerically for DFC

\[
\frac{\varphi^3}{\varphi^{3/2}} \simeq 1.5
\]

We expect the Gaussian approximation to be good when \( M \) is large enough which is the case for voice service.

Poisson approximation

The POISSON APPROXIMATION consists of replacing \( \varphi(m) \) by its mean \( \bar{\varphi} \) in the expression \( S = \sum_{m \in u} \varphi(m) \) which gives

\[
P(S \geq C) \simeq P(M \geq C/\bar{\varphi})
\]

where \( M \) is the number of user in the cell \( u \), which has a Poisson distribution with mean \( M \). Hence the infeasibility probability may be approximated by the complementary of the cumulative distribution function of a Poisson random variable.

The following lemma justifies the Poisson approximation from the linear regression theory. It shows that \( \bar{\varphi}M \) is the best predictor of \( \sum_{m \in u} \varphi(m) \) in terms of an affine function of \( M \).
Lemma 2 Let \( S = \sum_{m \in u} \varphi(m) \). Among all variables \( Z = aM + b \), where \( a \) and \( b \) are real numbers, the one that minimizes the error \( E[(Z - S)^2] \) is

\[
\hat{S} = \bar{\varphi}M
\]

and the error is then

\[
E[(\hat{S} - S)^2] = \bar{M} \bar{\varphi}^2 (1 - \rho_{MS}^2)
\]

where the correlation coefficient of \( M \) and \( S \), denoted \( \rho_{MS} \), is given by

\[
\rho_{MS} = \frac{\bar{\varphi}}{\sqrt{\bar{\varphi}^2}}
\]

Proof. From the linear regression theory we know that among all variables \( Z = aM + b \), where \( a \) and \( b \) are real numbers, the one that minimizes the error \( E[(Z - S)^2] \) is

\[
\hat{S} = \bar{S} + \frac{\sigma_{MS}}{\sigma_M^2} (M - \bar{M})
\]

where \( \sigma_{MS} = E[(M - \bar{M})(S - \bar{S})] \) is the covariance of \( M \) and \( S \) and \( \sigma_M^2 \) is the variance of \( M \).

Since \( M \) is a Poisson random variable, we have \( \sigma_M^2 = \bar{M} \). The random variables \( S \) and \( M \) may be viewed as shot noises. From general results for shot noises, we get

\[
\sigma_S^2 = \bar{M} \bar{\varphi}^2, \quad \bar{S} = \bar{\varphi} \bar{M}, \quad \sigma_{MS} = \bar{\varphi} \bar{M}
\]

Hence

\[
\hat{S} = \bar{\varphi} \bar{M} + \frac{\bar{\varphi} \bar{M}}{\bar{M}} (M - \bar{M}) = \bar{\varphi} M
\]

The regression error equals

\[
E[(\hat{S} - S)^2] = \sigma_S^2 (1 - \rho_{MS}^2)
\]

where \( \rho_{MS} \) is the correlation coefficient of \( M \) and \( S \) defined by

\[
\rho_{MS} := \frac{\sigma_{MS}}{\sigma_M \sigma_S} = \frac{\bar{\varphi} \bar{M}}{\sqrt{\bar{M} \bar{\varphi}^2}} = \frac{\bar{\varphi}}{\sqrt{\bar{\varphi}^2}}
\]

4.3 Numerical results

Unless otherwise specified, all the numerical applications are made using the default values specified in Section 2.2.5. The versions of SFC and EUFC used in the calculations are those described in Remark 4.

Table 4.1 gives the pole capacity for the hexagonal model without power limit (DFC for the downlink and UFC for the uplink).
4.3. NUMERICAL RESULTS

<table>
<thead>
<tr>
<th>service</th>
<th>voice</th>
<th>data 64kbps</th>
<th>data 144kbps</th>
<th>data 384kbps</th>
</tr>
</thead>
<tbody>
<tr>
<td>DFC</td>
<td>38.0</td>
<td>12.3</td>
<td>7.9</td>
<td>3.4</td>
</tr>
<tr>
<td>UFC</td>
<td>38.7</td>
<td>15.8</td>
<td>10.2</td>
<td>4.4</td>
</tr>
</tbody>
</table>

Table 4.1: Pole capacity for the hexagonal model without power limit (DFC for the downlink and UFC for the uplink).

Figure 4.1: Pole capacity for the hexagonal and Poisson-Voronoi models with power limit (EDFC for the downlink and EUFC for the uplink).

This figure shows that the pole capacity of the Poisson-Voronoi model is about $2/3$ that of the hexagonal model. For each model, the pole capacity of the downlink and the uplink depend on the cell radius. For small cell radii the uplink pole capacity is larger than the downlink pole capacity, whereas for large cell radii the situation is reversed. Hence the answer to the question “which link is limiting: the downlink or the uplink?” depends on the cell radius (and the other radio parameters).

Figure 4.2 represents the infeasibility probability obtained with complete simulation, Gaussian approximation and Poisson approximation for EDFC. Visual inspection of this figure shows that the Gaussian and Poisson approximations are both good and that the Gaussian one is better.

We have also made the comparison between complete simulation, Gaussian approximation and Poisson approximation for data 64, 144 and 384kbps respectively. The results are similar to the voice case. In particular the Gaussian and Poisson approximations are both good. It is surprising that the Gaussian approximation is good even for small $M$ as for data service 384kbps.
Figure 4.2: EDFC. (Similar results are obtained for other cell radii and for DFC, UFC and EUFC.)
Part II

Spatial Markov Queueing
Chapter 5

Introduction

The present part focuses on the second objective described in Section 0.2, i.e. to develop a general enough model for wireless cellular networks to account for their geometry and dynamics and permitting an analytic evaluation of their performance. In this perspective, much as in [106, 67], we introduce a Spatial Markov Queuing (SMQ) process which is a pure jump Markov process that takes its values in the space of finite point measures on some general, complete, separable, metric space. We think of these point measures as describing locations of some individuals in the space. The SMQ process evolves by individuals being born, moving or dying individually, with only one such event being possible at a time. The process is defined by its generator, which describes the behavior of each individual by a common, fixed Markov routing kernel and departure-arrival rates that are supposed to be the intensities at which this individual is “repulsed” from its present location and is “attracted” by a new one. These rates possibly depend on the entire, actual configuration of calls. Some special cases of the SMQ processes are Spatial Birth-and-Death (SBD) processes, where individuals do not move in the space, and Markov Poisson Location (MPL) processes where individuals are being born, move and die independently of each other. Spatial queueing Jackson and Whittle networks are special cases too.

5.1 Related works

The SMQ process has already been studied. In particular Preston [97] establishes sufficient conditions for the regularity (i.e. non-explosion) and ergodicity of the SBD processes. Iglehart [68] establishes such conditions for discrete SMQ processes. Serfozo introduces spatial Whittle processes in [106, 67], SMQ processes in [107, 66], and some extensions of SMQ in [108, 109].

The regularity of the SMQ generator is not addressed by Serfozo. We study this question by extending Preston’s arguments.

Our approach to ergodicity is inspired by Preston’s paper and is different from Serfozo’s work. In this latter, sufficient conditions for the null measure to
be positive recurrent are found by comparing the process to a M/GI/∞ queueing system, via a MPL process with some modified system of traffic equations. Our method is more general, and our sufficient conditions for ergodicity seem to be less constraining in cases when both approaches can be applied. In particular we do not need uniformly bounded arrival rates.

Preston gave the explicit form of the invariant measure of SBD processes. The invariant measure of general SMQ processes is due to the pioneering work of Serfozo. For the sake of completeness, we recall the results in our report and give proofs based on results of point process theory (Proposition 20).

Stability of some general (not necessarily Markov) spatial queueing systems, where the individuals are motionless, is studied in [27].

5.2 Our contribution

We give sufficient conditions for the SMQ generator to be regular and ergodic which may be seen as extensions of Iglehart’s conditions [68] to the spatial case and of Preston’s conditions [97] to the case with mobility. We prove both regularity and ergodicity by comparing our SMQ process to a discrete birth-and-death process, for which the respective conditions are known (given in [102] and in [72]). More specifically, in order to prove ergodicity, we use a dominating birth-and-death process to give sufficient conditions for the null measure (representing the empty-system) to be positive recurrent. Then the limiting and invariant measure is given by the classical cycle formula.

The spatial component of wireless networks is subject to changes due to the mobility of users. In such a perspective, we believe that SMQ processes are suitable for modeling modern wireless communication systems.

To make this claim evident, we use the SMQ process to model wireless cellular networks serving elastic traffic. We build two mobility models and we give explicit formulae for the delay and average throughput.

We also use our SMQ process to define and analyze two loss models (which in some case cannot be seen as Whittle networks). Our goal in this part is to give possibly explicit formulae for blocking and cuts probabilities for streaming traffic. In particular, in one setting of our models we prove an expression for blocking rates that might be seen as a spatial version of the classical Erlang loss formula.

5.3 Organization

In chapter 6, we introduce and study the SMQ process. In Chapters 7 and 8 we use the SMQ process to model wireless cellular networks serving elastic and streaming traffic respectively.
Chapter 6

Spatial Markov queueing process (SMQ)

The present chapter presents the SMQ process and its basic properties. It is organized as follows. In Section 6.1 we introduce the notation and recall some basic facts concerning point processes and measure valued pure-jump Markov processes. In Section 6.2 we introduce the SMQ generator. In Sections 6.2.2 and 6.3 we give sufficient conditions for it to be regular and ergodic respectively. In section 6.4 we give conditions for its invariant measure to be Gibbsian.

6.1 Preliminaries

6.1.1 Point process

Very much as in [106, 67], we will consider a system in which users are located in a complete, separable metric space $D$ with its Borel $\sigma$-field $\mathcal{D}$. Typically $D$ would be a bounded subset of some Euclidean space. If $D$ is a finite set of points, the system is discrete. In the general case, we will represent the state of the system by a finite counting measure $\nu$ on $D$. Suppose that $x_1, \ldots, x_k \in D$ are the locations of users. These locations can be described by a counting measure $\nu$ on $D$ defined by

$$\nu(A) = \sum_{i=1}^{k} \delta_{x_i}(A), \quad \text{for all } A \in \mathcal{D}$$

where $k$ is some given integer and $\delta_x$ is a Dirac measure with unit mass at $x$, i.e. $\delta_x(A) = 1$ if $x \in A$ and 0 otherwise. As a simple consequence of this notation we have for a given real valued measurable function $f$ on $D$:

$$\int f(x) \nu(dx) = \sum_{i=1}^{k} f(x_i).$$

A random configuration $N$ of points at a given time, will be modeled by a point process that is a measurable mapping from some given probability
space to the state space $\mathcal{M}$ of all finite counting measures on $\mathcal{D}$ (with the smallest $\sigma$-algebra $\mathcal{M}$ making the mappings $\mathcal{M} \ni \nu \mapsto \nu(B)$ measurable for all $B \in \mathcal{D}$).

The mean measure $\lambda(\cdot)$ of the point process $N$ is defined as $\lambda(B) = E[N(B)]$, $B \in \mathcal{D}$; it represents the expected numbers of points present in subsets of $\mathcal{D}$.

Here are two examples of point processes.

**Example 1** The most prominent point processes are Poisson processes defined as follows: Let $\lambda$ be a finite measure on $(\mathcal{D}, \mathcal{D})$, a point process $N$ is Poisson with mean measure $\lambda$ if for each $A \in \mathcal{D}$ the random variable $N(A)$ is Poisson with mean $\lambda(A)$ and for all mutually disjoint $A_1, \ldots, A_k \in \mathcal{D}$ the random variables $N(A_1), \ldots, N(A_k)$ are independent.

**Example 2** Another important class of point processes is that of Gibbs processes. For a given non-negative measurable function $\Psi : \mathcal{M} \to R_+$ (where $R_+$ denotes the set of non-negative real numbers) and a measure $\rho$ on $\mathcal{D}$, the Gibbs distribution on $\mathcal{M}$, with density or energy function $\Psi$ with respect to the Poisson weight process $N$ of mean measure $\rho$, is the distribution $\Pi_\Psi$ on $\mathcal{M}$ defined by

$$
\Pi_\Psi(\Gamma) = Z^{-1} E[1 \{N \in \Gamma\} \Psi(N)], \quad \text{for all } \Gamma \in \mathcal{M}
$$

where $Z = E[\Psi(N)]$ is the normalizing constant assumed to be positive and finite (called also partition function or statistical sum). The energy function can often be expressed as follows

$$
- \log(\Psi(\nu)) = \sum_{k=1}^{\nu(\mathcal{D})} \mathcal{E}(x_k, \sum_{i=1}^{k-1} \delta_{x_i})
$$

where $\nu = \sum_{i=1}^{\nu(\mathcal{D})} \delta_{x_i}$, and where $\mathcal{E} : \mathcal{D} \times \mathcal{M} \to R$ is called the local energy function.

**Proposition 20** Let $N$ be a Gibbs process on $\mathcal{D}$, with density $\Psi$ with respect to a Poisson weight process with finite measure $\rho$. For any measurable function $g : \mathcal{D} \times \mathcal{M} \to R_+$ we have

$$
E \left[ \int_{\mathcal{D}} g(x, N - \delta_x) N(dx) \right] = E \left[ \int_{\mathcal{D}} g(x, N) \frac{\Psi(N + \delta_x)}{\Psi(N)} \rho(dx) \right]
$$

(The term $p(x, N) = \frac{\Psi(N + \delta_x)}{\Psi(N)}$ is called the Papangelou’s exvisible intensity.)

**Proof.** (The proposition may be deduced from [113, Theorem 5.1, p. 179];
but no proof is provided there.) The left-hand side of (6.1) equals

\[ A = \mathbb{E} \left[ \int_{\mathcal{D}} g(x, N - \delta_x) \, N(dx) \right] = \mathbb{E}_N \left[ \int_{\mathcal{D}} g(x, \nu - \delta_x) \, \nu(dx) \right] \]

\[ = \sum_{n=0}^{\infty} \frac{e^{-\rho(\mathcal{D})}}{n!} \int_{\mathcal{D}^{n+1}} g \left( x, \sum_{j=1}^{n} \delta_{x_j} - \delta_x \right) \Psi \left( \sum_{j=1}^{n} \delta_{x_j} \right) \rho(dx_1) \ldots \rho(dx_n) \sum_{j=1}^{n} \delta_{x_j}(dx) \]

\[ = \sum_{n=1}^{\infty} \frac{e^{-\rho(\mathcal{D})}}{n!} \int_{\mathcal{D}^n} \sum_{i=1}^{n} g \left( x_i, \sum_{j=1, j \neq i}^{n} \delta_{x_j} \right) \Psi \left( \sum_{j=1}^{n} \delta_{x_j} \right) \rho(dx_1) \ldots \rho(dx_n) \]

The right-hand side of (6.1) equals

\[ B = \mathbb{E} \left[ \int_{\mathcal{D}} g(x, N)p(x, N) \rho(dx) \right] = \mathbb{E}_N \left[ \int_{\mathcal{D}} g(x, \nu)p(x, \nu) \rho(dx) \right] \]

\[ = \sum_{n=0}^{\infty} \frac{e^{-\rho(\mathcal{D})}}{n!} \int_{\mathcal{D}^{n+1}} g \left( x, \sum_{j=1}^{n} \delta_{x_j} \right) p \left( x, \sum_{j=1}^{n} \delta_{x_j} \right) \Psi \left( \sum_{j=1}^{n} \delta_{x_j} \right) \rho(dx_1) \ldots \rho(dx_n) \rho(dx) \]

\[ = \sum_{n=0}^{\infty} \frac{e^{-\rho(\mathcal{D})}}{n!} \int_{\mathcal{D}^n} \sum_{i=1}^{n} g \left( x_i, \sum_{j=1, j \neq i}^{n} \delta_{x_j} \right) \Psi \left( \sum_{j=1}^{n} \delta_{x_j} + \delta_x \right) \rho(dx_1) \ldots \rho(dx_n) \rho(dx) \]

With the change of notation \( x \to x_i, x_i \to x_{i+1}, \ldots, x_n \to x_{n+1} \), we obtain

\[ \int_{\mathcal{D}^{n+1}} g \left( \sum_{j=1}^{n} \delta_{x_j}, x \right) \Psi \left( \sum_{j=1}^{n} \delta_{x_j} + \delta_x \right) \rho(dx_1) \ldots \rho(dx_n) \rho(dx) \]

\[ = \int_{\mathcal{D}^{n+1}} g \left( \sum_{j=1, j \neq i}^{n+1} \delta_{x_j}, x_i \right) \Psi \left( \sum_{j=1}^{n+1} \delta_{x_j} \right) \rho(dx_1) \ldots \rho(dx_{n+1}) \]

Therefore

\[ B = \sum_{n=0}^{\infty} \frac{e^{-\rho(\mathcal{D})}}{n!} \int_{\mathcal{D}^{n+1}} \frac{1}{n+1} \sum_{i=1}^{n+1} g \left( x_i, \sum_{j=1, j \neq i}^{n+1} \delta_{x_j} \right) \Psi \left( \sum_{j=1}^{n+1} \delta_{x_j} \right) \rho(dx_1) \ldots \rho(dx_{n+1}) \]

\[ = \sum_{n=1}^{\infty} \frac{e^{-\rho(\mathcal{D})}}{n!} \int_{\mathcal{D}^n} \sum_{i=1}^{n} g \left( x_i, \sum_{j=1, j \neq i}^{n} \delta_{x_j} \right) \Psi \left( \sum_{j=1}^{n} \delta_{x_j} \right) \rho(dx_1) \ldots \rho(dx_n) \]

and therefore \( A = B \). \[ \blacksquare \]

### 6.1.2 Measure-valued Markov process

We will model the temporal evolution of the system of points by a time-homogeneous Markov jump process \( N = \{N_t; t \geq 0\} \) taking values in the state space \( \mathcal{M} \) of
all finite counting measures on \( \mathbb{D} \). A survey of general results concerning such processes is made in [41].

Let \( q(\cdot) : M \to \mathbb{R}^+ \) be \( \mathcal{M} \)-measurable, and let \( q(\cdot, \cdot) : M \times \mathcal{M} \to \mathbb{R}^+ \) be a kernel (that is: for each \( \Gamma \in \mathcal{M} \), \( q(\cdot, \Gamma) \) is a non-negative measurable function on \( M \); and for each \( \nu \in M \), \( q(\nu, \cdot) \) is a measure on \( \mathcal{M} \)).

A stochastic process \( N = \{N_t; t \geq 0\} \) with state space \((M, \mathcal{M})\) is called a Markov jump process with (infinitesimal) generator \( \{q(\cdot), q(\cdot, \cdot)\} \) (called also \( q \)-pair) if, given that the process is in state \( \nu \), then the waiting time to the next jump has an exponential distribution with expectation \( 1/q(\nu) \) (if \( q(\nu) = 0 \) then the process remains indefinitely in state \( \nu \)) and is independent of the past history, and the probability that the following jump leads to a value in \( \Gamma \) is \( q(\nu, \Gamma)/q(\nu) \) (cf. [48]). The transition kernel \( P_t(\nu, \Gamma) = P\{N_t \in \Gamma | N_0 = \nu\} \) then satisfies the following Chapman-Kolmogorov equations:

\[
P_{t+s}(\nu, \Gamma) = \int M P_s(\mu, \Gamma)P_t(\nu, d\mu) \quad \nu \in M, \Gamma \in \mathcal{M}, t, s \geq 0
\]

\[
P_0(\nu, \Gamma) = 1\{\nu \in \Gamma\}, \quad \nu \in M, \Gamma \in \mathcal{M}
\]

where \( 1\{A\} = 1 \) if \( A \) true and 0 otherwise. The transition kernel \( \{P_t\} \) also satisfies the following set of Backward Kolmogorov equations:

\[
\frac{\partial P_t(\nu, \Gamma)}{\partial t} = -P_t(\nu, \Gamma)q(\nu) + \int M P_t(\mu, \Gamma)q(\nu, \mu)d\mu, \quad \nu \in M, \Gamma \in \mathcal{M} \quad (6.2)
\]

\[
P_0(\nu, \Gamma) = 1\{\nu \in \Gamma\}, \quad \nu \in M, \Gamma \in \mathcal{M}
\]

If \( q(\nu, \{\nu\}) = 0, \forall \nu \in M \) (i.e. there is no pseudo-transitions) then we have also the following relations between the transition kernel and the generator

\[
q(\nu, \Gamma) = \lim_{t \to 0} t^{-1} P_t(\nu, \Gamma \setminus \{\nu\}), \quad \nu \in M, \Gamma \in \mathcal{M} \quad (6.3)
\]

\[
q(\nu) = \lim_{t \to 0} t^{-1} (1 - P_t(\nu, \{\nu\})) \quad \nu \in M
\]

Suppose that the \( q \)-pair is stable; i.e., that \( q(\nu) < \infty \) for all \( \nu \in M \) and conservative; i.e., that \( q(\nu) = q(\nu, M \setminus \{\nu\}) \). Given the initial distribution, the \( q \)-pair defines the evolution of a Markov jump process \( \{N(t) \in \omega : t \in [0, t_\infty(\omega)]\} \) where the explosion time \( t_\infty(\omega) \) can be either the first time of accumulation of jumps if such time is finite or otherwise is equal to \( \infty \). We call this process the minimal Markov jump process associated to the given \( q \)-pair. Given, its initial distribution, the minimal process is unique in distribution. The Markov transition kernel \( P_t^\infty(\cdot, \cdot) \) describing the evolution of this process is the so called minimal solution of the Backward Kolmogorov equations \((6.2)\). (It is minimal in the sense that any other solution \( P_t(\cdot, \cdot) \) of \((6.2)\) satisfies \( P_t(\nu, \Gamma) \geq P_t^\infty(\nu, \Gamma) \), for all \( \nu \in M, \Gamma \in \mathcal{M} \).) The minimal solution \( P_t^\infty(\nu, \cdot) \) is substochastic, i.e., \( P_t^\infty(\nu, M) \leq 1 \) for all \( \nu \in M \) and \( t \geq 0 \). The minimal solution \( P_t^\infty(\cdot) \) is stochastic iff \( t_\infty = \infty \) a.s. In this case \( P_t^\infty(\cdot) \) is the unique solution of \((6.2)\) (unique among the substochastic kernels which are solutions of \((6.2)\)) and we say that \( q \) is regular.
Suppose that $q$ is regular so we can speak about the unique Markov kernel $P_t(\cdot, \cdot)$. We say that a non-null measure $\Pi$ on $\mathcal{M}$ is invariant for $P_t(\cdot, \cdot)$ if

$$\Pi(\Gamma) = \int_{\mathcal{M}} P_t(\nu, \Gamma) \Pi(d\nu), \quad \Gamma \in \mathcal{M}, t \geq 0 \quad (6.4)$$

For a given $t \geq 0$, the right hand side of (6.4) defines a measure denoted $\Pi_p$, that is

$$\Pi_p(\Gamma) = \int_{\mathcal{M}} P_t(\nu, \Gamma) \Pi(d\nu), \quad \Gamma \in \mathcal{M}, t \geq 0 \quad (6.4)$$

It is known for a probability measure $\Pi(\cdot)$ that (6.4) is equivalent to the following global balance equations

$$\int_{\Gamma} q(\nu, \mathcal{M}) \Pi(d\nu) = \int_{\mathcal{M}} q(\mu, \Gamma) \Pi(d\mu), \quad \Gamma \in \mathcal{M} \quad (6.5)$$

(see e.g. [34, Theorem 4.17, p.129]).

We call $\nu \in \mathcal{M}$ a positive recurrent state of a Markov jump process $\{N_t; t \geq 0\}$ if $E[T^\nu | N_0 = \nu] < \infty$ where $T^\nu$ is the return time of $\{N_t; t \geq 0\}$ (strictly after the first jump of the process).

We will say that a Markov kernel $P_t(\cdot, \cdot)$ (or the associated process $\{N_t; t \geq 0\}$) is ergodic if there exists a probability measure $\Pi$ satisfying

$$\lim_{t \to \infty} \sup_{\Gamma \in \mathcal{M}} |P_t(\nu, \Gamma) - \Pi(\Gamma)| = 0$$

for all $\nu \in \mathcal{M}$. We say in this case that $P_t(\nu, \cdot)$ converges in total variation to $\Pi(\cdot)$.

We say that the Markov kernel $P_t(\cdot, \cdot)$ is reversible with respect to a non-null measure $\Pi$ on $\mathcal{M}$ if

$$\int_{\Gamma} P_t(\nu, \Gamma) \Pi(d\nu) = \int_{\Gamma} P_t(\nu, \Gamma_1) \Pi(d\nu), \quad \Gamma, \Gamma_1 \in \mathcal{M}, t \geq 0 \quad (6.6)$$

It is known for a probability measure $\Pi(\cdot)$ that (6.6) is equivalent to a set of detailed balance equations which has the form of (6.5) with $\mathcal{M}$ replaced by $\mathcal{M}$ (see e.g. [34, Theorem 6.7 p.230]).

In what follows, for some $\nu \in \mathbb{M}$, we will write $E_\nu[\cdot] = E[\cdot | N_0 = \nu]$ and similarly, for some measure $\Pi$ on $(\mathcal{M}, \mathcal{M})$, we will denote by $E_\Pi[\cdot]$ the expectation conditionally to $N_0$ being distributed according to $\Pi$. Recall also that for some measurable $\Psi : \mathbb{M} \to (0, \infty)$ and some measure $\Pi$ on $(\mathcal{M}, \mathcal{M})$ it is usual to denote $E_\Pi[\Psi] = \int_{\mathbb{M}} \Psi(\nu) \Pi(d\nu)$. Note that there is a slight conflict of notation which is not harmful since which $E_\Pi[\cdot]$ we are considering would be clear from the context.

### 6.2 Spatial Markov queueing process

As in [106, 67], the system consists of a set $\mathbb{D}$ of locations which is a complete separable metric space, typically $\mathbb{D}$ is a subset of $\mathbb{R}^d$ induced with the Euclidean
distance. We will consider the topology generated by the metric and take $\mathcal{D}$ as the Borel $\sigma$-algebra. Users (or calls) move along the locations where they are served. The evolution of the system is represented by a continuous-time stochastic process $N = \{N_t\}_{t \geq 0}$ whose states are in $\mathcal{M}$, the space of all finite counting measures on $\mathcal{D}$. Let $\mathcal{M}$ be the $\sigma$-algebras on $\mathcal{M}$ generated by the mappings $\nu \mapsto \nu(B), B \in \mathcal{D}$. For $\nu \in \mathcal{M}$, we denote $\nu_x = \nu\{x\}$.

Lemma 3 If $\mathcal{D}$ is countable, then $\mathcal{M}$ is countable.

**Proof.** We may assume without loss of generality that $\mathcal{D} = \{1, 2, \ldots \}$. For $y \in \mathcal{D}$, let $\mathcal{M}^{(y)} = \{\nu \in \mathcal{N}^D : \nu_x = 0, \forall x \geq y\}$. Clearly $\mathcal{M} = \bigcup_{y \in \mathcal{D}} \mathcal{M}^{(y)}$. Using the fact that the countable union of finite sets (and even of countable sets) is countable, proves that $\mathcal{M}$ is countable. ■

The users move within the set of locations

$$\mathcal{D} = \mathcal{D} \cup \{o\} \quad \text{(6.7)}$$

where the location $o$ designates the outside of the system. We will associated to $\mathcal{D}$ the $\sigma$-algebra $\mathcal{D} = \mathcal{D} \cup \{\{\} \cup\{o\} : \Gamma \in \mathcal{D}\}$. The system state $\nu$ doesn’t record any population size for location $o$. In order to write some equations in a more compact form, we will view each element $\nu \in \mathcal{M}$ as a counting measures on $\mathcal{D}$ such that $\nu\{\{o\}\} = 1$.

### 6.2.1 Infinitesimal generator

We aim to model the system by a Markov process. Let $(\Omega, \mathcal{F}, \mathcal{P})$ be the underlying probability space. A typical transition of the process will be triggered by the movement of a user from some location $x$ to some location $y \neq x$ in $\mathcal{D}$. Then we have a transition from state $\nu$ to state $T_{xy}\nu = \nu - \delta_x + \delta_y$ where, by convention, $\delta_x = 0$ and for $x \in \mathcal{D}, \delta_x$ is the measure with unit mass concentrated at $x$. The transition is called a migration or motion if $x, y \in \mathcal{D}$, a birth if $x = o$ and a death if $y = o$.

We consider an infinitesimal generator $(q(\cdot), q(\cdot, \cdot))$ given by

$$\begin{align*}
q(\nu, \Gamma) &= \int_{\mathcal{D} \times \mathcal{D}} r_{xy}(\nu) 1_{\Gamma}(T_{xy}\nu) \lambda(x, dy) \nu(dx), \quad \Gamma \in \mathcal{M}, \nu \in \mathcal{M} \\
q(\nu) &= \int_{\mathcal{D} \times \mathcal{D}} r_{xy}(\nu) \lambda(x, dy) \nu(dx), \quad \nu \in \mathcal{M} \quad \text{(6.8)}
\end{align*}$$

where $\lambda : \mathcal{D} \times \mathcal{D} \to \mathbb{R}^+$ constitute a kernel (i.e. for each $A \in \mathcal{D}$, $\lambda(\cdot, A)$ is a non-negative measurable function on $\mathcal{D}$; and for each $x \in \mathcal{D}$, $\lambda(x, \cdot)$ is a measure on $\mathcal{D}$) called the routing rates and $r : \mathcal{D} \times \mathcal{D} \times \mathcal{M} \to \mathbb{R}^+, (x, y, \nu) \mapsto r_{xy}(\nu)$ are measurable functions called the service rates. We sometimes denote $r_{xy}(\nu, T_{xy}\nu) = r_{xy}(\nu)$. From now on we assume that the routing rates satisfy

$$\lambda(x, \{x\}) = 0, \quad x \in \mathcal{D} \quad \text{(6.9)}$$

(This implies that $q(\nu, \{x\}) = 0$.) and that the service rates satisfy

$$(x \in \mathcal{D} \text{ and } \nu(\{x\}) = 0) \Rightarrow (\forall y \in \mathcal{D}, r_{xy}(\nu) = 0)$$
6.2. SPATIAL MARKOV QUEUEING PROCESS

The first equation in (6.8) is written in a compact form with some abuse of notation. It may be written more explicitly as follows

\[ q(\nu, \Gamma) = \int_{\mathcal{D}} r_{oy}(\nu) \frac{1}{\Gamma} (T_{oy}\nu) \lambda(o, dy) + \int_{\mathcal{D}} \int_{\mathcal{D}} r_{xy}(\nu) \frac{1}{\Gamma} (T_{xy}\nu) \lambda(x, dy) \nu(dx) \]

\[ = \int_{\mathcal{D}} r_{oy}(\nu) \frac{1}{\Gamma} (T_{oy}\nu) \lambda(o, dy) + \int_{\mathcal{D} \times \mathcal{D}} r_{xy}(\nu) \frac{1}{\Gamma} (T_{xy}\nu) \lambda(x, dy) \nu(dx) \]

\[ + \int_{\mathcal{D}} r_{xo}(\nu) \frac{1}{\Gamma} (T_{xo}\nu) \lambda(x, \{o\}) \nu(dx) \]  

(6.10)

The sum in the right-hand side of the above equation comprises three terms which correspond respectively to births, motions and deaths.

**Definition 1** We call the generator (6.8) spatial Markov queueing (SMQ) or equivalently spatial birth, motion and deaths generator. It is called Whittle if the service rates have the form \( r_{xy}(\nu) = \psi_x(\nu) \) and Jackson if \( \psi_x(\nu) \) is a function of only \( \nu_x \) denoted, with a slight abuse of notation, \( \psi_x(\nu_x) \).

**Remark 9** The idea of the spatial Whittle generator is due to [106, 67] and that of the general SMQ appears is due to [107, 66].

**Remark 10** Serfozo [106] uses the term Whittle network only when the service rates \( r_{xy}(\nu) = \psi_x(\nu) \) have a certain balance property which will be defined later (Definition 3).

In order to simplify some equations, we denote

\[ T_{AB}\nu = \{T_{xy}\nu: y \neq x, x \in A, y \in B\}; \quad A, B \in \mathcal{D}, \nu \in \mathcal{M} \]  

(6.11)

If \( A \) is a singleton \( \{x\} \) we write \( T_{\{x\}B}\nu \) simply \( T_{x\nu} \). The same notation simplification applies when \( B \) is a singleton. Hence the quantity \( q(\nu, \Gamma) \) in (6.10) may be written as the sum

\[ q(\nu, \Gamma) = q(\nu, \Gamma \cap T_{\mathcal{D}\nu}) + q(\nu, \Gamma \cap T_{\mathcal{D}\mathcal{D}\nu}) + q(\nu, \Gamma \cap T_{\mathcal{D}o}\nu) \]

where the right-hand side comprises three terms which correspond respectively to the intensity of births, motions and deaths:

\[ \left\{ \begin{array}{l}
q(\nu, \Gamma \cap T_{\mathcal{D}\nu}) = \int_{\mathcal{D}} r_{oy}(\nu) \frac{1}{\Gamma} (T_{oy}\nu) \lambda(o, dy) \\
q(\nu, \Gamma \cap T_{\mathcal{D}\mathcal{D}\nu}) = \int_{\mathcal{D} \times \mathcal{D}} r_{xy}(\nu) \frac{1}{\Gamma} (T_{xy}\nu) \lambda(x, dy) \nu(dx) \\
q(\nu, \Gamma \cap T_{\mathcal{D}o}\nu) = \int_{\mathcal{D}} r_{xo}(\nu) \frac{1}{\Gamma} (T_{xo}\nu) \lambda(x, \{o\}) \nu(dx)
\end{array} \right. \]

**Example 3** The Markov-Poisson location (MPL) process can be seen as a SMQ process where users arrive, move and depart from \( \mathcal{D} \) completely independently of each other. Thus, \( r_{xy}(\nu) \equiv 1 \).

**Example 4** A spatial birth-and-death (SBD) process is a SMQ process without mobility. Thus \( \lambda(x, \mathcal{D}) = 0 \), for all \( x \in \mathcal{D} \).
6.2.2 Regularity

We aim now to find sufficient conditions assuring that there exists a unique \( q \)-process (or transition functions) associated to the generator \( q \) given by (6.8). In this case, given the initial distribution, there will be a unique (in distribution) homogeneous Markov process \( N = \{ N_t : t \in \mathbb{R}_+ \} \) associated to the generator \( q \). In such a case we could talk about the process defined by the generator (6.8) since this process is uniquely defined (in distribution).

**Conservative** By definition of the generator (6.8), \( q(\upsilon) = q(\upsilon, M \setminus \{\upsilon\}) \) which assures that the generator \( q \) is conservative.

**Stable** Recall that the stability condition for a generator \( q \) reads \( q(\upsilon, M \setminus \{\upsilon\}) < \infty \). For the SMQ generator (6.8) we may write

\[
q(\upsilon, M \setminus \{\upsilon\}) = q(\upsilon, T_{oD} \upsilon) + q(\upsilon, T_{D} \upsilon) + q(\upsilon, T_{DD} \upsilon)
\]

where the three terms correspond, respectively, to the intensity of births, motions and deaths. The death intensity is always finite, hence the SMQ generator is stable iff

\[
\int_D r_{xy}(\upsilon) \lambda(x, dy) < \infty, \quad x \in \nu \cup \{o\}, \nu \in M
\]

what will be assumed from now on.

**Uniqueness** The generator \( q \) defines uniquely the evolution of a jump process until the first (random) time of accumulation of jumps, say \( \tau_\infty \) (called explosion time). Let \( N^\infty = \{ N^\infty_t(\omega) : t \in [0, \tau_\infty(\omega)) \} \) be the process describing this evolution, and call it the minimal \( q \)-process. Recall that a stable and conservative generator \( q \) is called regular if there exists a unique Markov jump process defined for all \( t \in \mathbb{R}_+ \) associated to \( q \), which is equivalent to \( \tau_\infty = \infty \), \( \mathbb{P} \)-a.s. or equivalently \{the number of jumps is finite within any finite time interval \((0, t]\)\} \( \mathbb{P} \)-a.s.

**Sufficient conditions for regularity**

We aim to establish sufficient conditions for \( q \) to be regular. We begin by a particular case which will be useful later.

**Lemma 4** Let \( q \) be a generator given by (6.8). If

\[
\sup_{\nu \in M} q(\upsilon, T_{oD} \upsilon) + q(\upsilon, T_{D} \upsilon) < \infty
\]

then \( q \) is regular.

**Proof.** In order to prove that \( q \) is regular, we will construct the minimal \( q \)-process in a manner assuring that \( \tau_\infty = \infty \), \( \mathbb{P} \)-a.s. or equivalently \{the number of jumps of \( N^\infty \) is finite within any finite time interval \((0, t]\)\} \( \mathbb{P} \)-a.s.
6.2. SPATIAL MARKOV QUEUEING PROCESS

First, we construct a sequence of independent and identically random variable \(Y_1, Y_2, \ldots\) which are exponential with parameter \(\sup_{\nu \in M} q(\nu, T_{\partial D} \nu) + q(\nu, T_{\partial D} \nu)\) (we may extend the original probability space if necessary to include these random variables). Let \(S_n = \sum_{k=1}^{n} Y_k\) (\(\{S_n\}\) is called a renewal process). From (6.13) we deduce that

\[
\lim_{n \to \infty} S_n = \infty, \quad P-a.s. \quad (6.14)
\]

We will construct the minimal \(q\)-process in a way assuring that the (increasing) sequence of birth and motion instants, denoted \(0 \leq T_1, T_2, \ldots\), satisfy

\[
T_n \geq S_n, \quad \text{almost surely} \quad (6.15)
\]

To this end we construct the minimal \(q\)-process recursively using competing exponential random variables (or equivalently homogeneous Poisson processes) as in [32]. Let \(\nu\) be the SMQ state at the time origin \(t = 0\). The competing events for the determination of the next jump after \(t = 0\) are birth, motion and death. We generate the times to these (eventual) events as exponential random variables, say \(B, M\) and \(D\), with parameters \(q(\nu, T_{\partial D} \nu), q(\nu, T_{DD} \nu)\) and \(q(\nu, T_{\partial D} \nu)\) respectively. We may generate \(B\) and \(M\) such that \(B \geq S_1\) and \(M \geq S_1\) (Strassen Theorem). The lowest variable among \(B, M\) and \(D\) will determine the jump. At the time of this jump, the same procedure recommences with the following precaution. Unless the first birth or motion occurs, \(B\) and \(M\) are generated such that \(B \geq S_1\) and \(M \geq S_1\). Once a birth or a motion occurs, we consider the following \(S_n\).

As the state of the SMQ is finite, the number of deaths, before the following birth or motion, is finite. Moreover as the above construction satisfies (6.15), the number of births and motions in each finite time interval is finite due to (6.14). Then the number of jumps of the minimal \(q\)-process in each finite time interval is finite. \(\blacksquare\)

Define

\[
b_n = \sup_{\nu \in M : \nu(\partial) = n} q(\nu, T_{\partial D} \nu), \quad d_n = \inf_{\nu \in M : \nu(\partial) = n} q(\nu, T_{\partial D} \nu) \quad (6.16)
\]

From now on we will assume that for each \(n \geq 0\)

\[
b_n < \infty \quad \text{and} \quad \sup_{\nu \in M : \nu(\partial) = n} q(\nu, T_{DD} \nu) < \infty \quad (6.17)
\]

The following result gives sufficient conditions for the \(q\) to be regular.

**Proposition 21** Let \(q\) be a generator given by (6.8). If the discrete birth-death generator \(q'\) on \(\mathbb{N}\) with birth rates \(b_n\) and death rates \(d_n\) defined by (6.16) is regular then so is the generator \(q\).

We begin by giving simple proofs in some particular cases, then we give the proof in the general case.
CHAPTER 6. SPATIAL MARKOV QUEUEING PROCESS (SMQ)

(Cf. [8, p.309] and the references [101, 68] therein.)

Proof. Proposition 21 in the case of birth-death networks with general state space.

Our proof consists of verifying the conditions of [97, Proposition 5.1]. The generator is given by

\[ q(\nu, \Gamma) = \int_D r_{oy}(\nu) 1_\Gamma (T_{oy}\nu) \lambda(o, dy) + \int_D r_{xo}(\nu) 1_\Gamma (T_{xo}\nu) \lambda(x, o) \nu(dx) \quad \Gamma \in \mathcal{M}, \nu \in \mathcal{M}\setminus\Gamma \]

Using the same notations as [97], denote

\[ B(\nu, \Gamma) = \int_\Gamma r_{oy}(\nu) \lambda(o, dy), \quad D(\nu, x) = r_{xo}(T_{xo}\nu) \lambda(x, o) \]

\[ \alpha(\nu) = q(\nu) \]

\[ K(\nu, \Gamma) = q(\nu, \Gamma) / q(\nu), \quad \text{if } q(\nu) > 0 \]

(if \(q(\nu) = 0\) then it doesn’t matter how to define \(K(\nu, \cdot)\) then

\[ q(\nu, \Gamma) = B(\nu, T_{o\nu} \nu) + \sum_{x \in \nu} D(T_{xo}\nu, x) 1_\Gamma (T_{xo}\nu) \]

which is equivalent to [97, Formula (4.4a)]. Note that assumption (6.9) is implicit in [97]. Moreover the stability condition (6.12) reduces to \(q(\nu, T_{o\nu}) < \infty, \forall \nu \in \mathcal{M}\) which is equivalent to Preston’s condition that, for each \(\nu \in \mathcal{M}\), \(B(\nu, \cdot)\) is a finite measure on \((D, D)\). Finally, Condition (6.17) reduces to \(\sup_{\nu \in \mathcal{M}} q(\nu, T_{o\nu}) < \infty, \forall \nu \in \mathcal{N}\) which is equivalent to Preston’s condition \(b_n < \infty, \forall n \in \mathcal{N}\). Hence our proposition for birth-death networks is just a reformulation of [97, Proposition 5.1].

In order to prove Proposition 21 in the general case we will construct a coupling between the SMQ generator \(q\) given by (6.8) and the birth-death generator \(q'\) analogous to that given by [97]. Consider an infinitesimal generator \(\tilde{q}\) on \(\mathcal{M} = \mathcal{M} \times \mathcal{N}\) defined as follows.

- If \(\nu(D) \neq n\), then

\[ \tilde{q}((\nu, n); \Gamma \times \{n\}) = q(\nu, \Gamma) \]
\[ \tilde{q}((\nu, n); \{\nu\} \times \{n+1\}) = b_n \]
\[ \tilde{q}((\nu, n); \{\nu\} \times \{n-1\}) = d_n \]
\[ \tilde{q}((\nu, n)) = q(\nu) + b_n + d_n \]
• If $\nu (\mathbb{D}) = n$, then

\[
\begin{align*}
\tilde{q}((\nu, n) ; \Gamma \times \{n + 1\}) &= q(\nu, \Gamma), \quad \Gamma \subset T_{\mathbb{D}\nu} \\
\tilde{q}((\nu, n) ; \{n\} \times \{n + 1\}) &= b_n - q(\nu, T_{\mathbb{D}\nu}) \\
\tilde{q}((\nu, n) ; \Gamma \times \{n - 1\}) &= q(\nu, \Gamma) \frac{d_n}{q(\nu, T_{\mathbb{D}\nu})}, \quad \Gamma \subset T_{\mathbb{D}\nu} \\
\tilde{q}((\nu, n) ; \Gamma \times \{n\}) &= q(\nu, \Gamma) \left(1 - \frac{d_n}{q(\nu, T_{\mathbb{D}\nu})}\right), \quad \Gamma \subset T_{\mathbb{D}\nu} \\
\tilde{q}((\nu, n)) &= b_n + q(\nu, T_{\mathbb{D}\nu}) + q(\nu, T_{\mathbb{D}\nu}) \\
\end{align*}
\]

(6.18) (6.19) (6.20) (6.21) (6.22)

In order to adapt the coupling defined by [97] for our generator $q$, we added the term (6.21) to take into account motions and modify the term (6.22) in order to assure conservation of the coupling generator.

Note that, for every $(\nu, n) \in \tilde{M}$, and $\Gamma \in M$ such that $\nu \notin \Gamma$,

\[
\begin{align*}
\tilde{q}((\nu, n) ; \Gamma, \mathbb{N}) &= q(\nu, \Gamma), \quad \text{which is independent of } n \\
\tilde{q}((\nu, n) ; \mathbb{M}, n + 1) &= b_n, \quad \text{which is independent of } \nu \\
\tilde{q}((\nu, n) ; \mathbb{M}, n - 1) &= d_n, \quad \text{which is independent of } \nu \\
\end{align*}
\]

which assures that $\tilde{q}$ is a coupling of two generators. (The above conditions which are taken from [33] mean that the transition rate of each component is independent of the initial state of the other component. Note that $\tilde{q}((\nu, n) ; \{n\}, \mathbb{N})$ may be different from $0 = q(\nu, \{n\})$.) We see that the marginal generators (cf. [33]) of the first and second components are equal to $q$ and $q'$ respectively (where $q'$ is a birth-death generator on $\mathbb{N}$ with birth rates $b_n$ and death rates $d_n$) except for the diagonal terms which may be non-null which means that the marginal processes may have pseudo-transitions. Recall that two generators differing only by the diagonal terms lead to Markov jump processes which are equal in distribution.

The coupling construction above has the following interpretation. Consider the minimal $\tilde{q}$-process $\tilde{N}^\infty = (N, N')$ (recall that $\tilde{N}^\infty_\omega$ is defined until the first explosion time, say $\tau_\infty(\omega)$). Denote its components on $\mathbb{M}$ and $\mathbb{N}$ by $N$ and $N'$ respectively. Assume that at the time origin $N_0(\mathbb{D}) \leq N_0'$ and consider times $t \in [0, \tau_\infty)$. As long as $\nu(\mathbb{D}) < n$ (i.e. $N_t(\mathbb{D}) < N'_t$) the components $N$ and $N'$ evolve independently of each other. If $\nu(\mathbb{D}) = n$ (i.e. $N_t(\mathbb{D}) = N'_t$), then we consider first $N'$-births at rate $b_n$ and $N$-deaths at rate $q(\nu, \Gamma)$. Each $N'$-birth is either accompanied by an $N$-birth at rate $q(\nu, T_{\mathbb{D}\nu})$ or not at rate $b_n - q(\nu, T_{\mathbb{D}\nu})$. We can generate a Bernoulli random variable with parameter $q(\nu, T_{\mathbb{D}\nu})/b_n$ saying whether an $N'$-birth is accompanied by an $N$-birth or not. Analogously, each $N$-death is either accompanied by an $N'$-death at rate (6.19) or not at rate (6.20). The rates here are a little bit more complicated to write as they depend of the set $\Gamma$ where the $N$-death occurs. We can generate a Bernoulli
Consider the minimal motions in addition to births and deaths. Hence

\[ N_0(D) \leq N'_0, \quad 0 \leq t < \bar{\tau}_\infty \]  \hspace{1cm} (6.23)

Note that the first explosion time of the \( q \)-process \( \tau_\infty \) and of the \( q' \)-process \( \tau'_\infty \) are both larger than \( \bar{\tau}_\infty \), i.e.

\[ \tau_\infty \geq \bar{\tau}_\infty, \quad \tau'_\infty \geq \bar{\tau}_\infty \]  \hspace{1cm} (6.24)

Then the paths \( N_t(\omega) \) and \( N'_t(\omega) \) where \( t \in [0, \bar{\tau}_\infty (\omega)) \) are portions of the paths of the minimal \( q \)-process \( N^\infty \) and the minimal \( q' \)-process \( N'^\infty \) respectively.

We will need the following lemma to prove Proposition 21. Denote \( \mathbb{M}_m = \{ \nu \in \mathbb{M} : \nu(D) \leq m \} \), \( \mathbb{M}'_m = \{ 1, \ldots, m \} \) and \( \mathbb{M}_{m,k} = \mathbb{M}_m \times \mathbb{M}'_k \).

**Lemma 5** Consider the minimal \( \bar{q} \)-process \( \{ \bar{N}'_t \} = \{(N_t, N'_t), t \in [0, \bar{\tau}_\infty)\} \). Then for all \( m, n \in \mathbb{N} \)

\[ P\{ \bar{N}'_s \in \mathbb{M}_{m,n} \text{ for all } s \in (0, \tau_\infty); \text{ and } \bar{\tau}_\infty < \infty \} = 0 \]  \hspace{1cm} (6.25)

**Proof.** It is enough to prove that if all visited states within a finite interval are in \( \mathbb{M}_{m,n} \), then the number of jumps is finite \( P \)-a.s.

Fix some \( m \in \mathbb{N}, t \geq 0 \). Let’s first prove that, within \( [0, t] \), if all visited states are in \( \mathbb{M}_{m,n} \) then the number of jumps is finite. Let \( A(t) \) denote the number of jumps within \( (0, t] \) and \( A'(t) = A(t) \times 1\{ \text{all visited states within } (0, t] \text{ are in } \mathbb{M}_{m,n} \} \). Let \( T \) denote the time of the first transition to a state outside \( \mathbb{M}_{m,n} \) and \( \tau(t) = \min(t, T) \). Note that

\[ A'(t) \leq A(\tau(t)) \]

Note that \( A(\tau(t)) \) may be viewed as the number of jumps within \( (0, t] \) of a modified Markov generator \( \bar{q}_{m,m} \) where each state outside \( \mathbb{M}_{m,n} \) is made absorbing, i.e.

\[ \bar{q}_{m,m}((\nu, n); \Gamma) = q((\nu, n), \Gamma) \mathbf{1}\{ (\nu, n) \in \mathbb{M}_{m,m} \}, \quad \nu \in \mathbb{M}, \Gamma \subset \mathbb{M} \]

\[ \bar{q}_{m,m}((\nu, n)) = q((\nu, n)) \mathbf{1}\{ (\nu, n) \in \mathbb{M}_{m,m} \}, \quad \nu \in \mathbb{M} \]

By (6.17), the generator \( \bar{q}_{m,m} \) satisfies (6.13), then it is regular by Lemma 4. Hence \( A(\tau(t)) \) is finite which implies that \( A'(t) \) is finite. This completes the proof. ■

**Proof.** Proposition 21 in the case of general networks (i.e. including motions in addition to births and deaths).

Let \( q, q' \) be as in Proposition 21. Let \( \bar{q} \) be the coupling defined above. Let \( Q^m_t(\nu, \Gamma) \) be the probability of a transition of \( N^\infty \) from state \( \nu \) to \( \Gamma \); in time \( t \); with a finite number of jumps; and with visited states in \( M_m \). Similarly \( Q'^m_t(n, A) \) designates the probability of a transition of \( N'^\infty \) from state \( n \) to \( A \);
in time \( t \); with a finite number of jumps; and with visited states in \( \mathbb{M}_m \); and \( \tilde{Q}^{m,k}_t(\nu, n; F) \) designates the probability of a transition of \( \tilde{N}^\infty \) from state \((\nu, n)\) to \( F \); in time \( t \); with a finite number of jumps; and with visited states in \( \tilde{\mathbb{M}}_{m,k} \).

From Inequality (6.23) we deduce that for \( \nu(\mathbb{D}) \leq n \), we have \( \tilde{Q}^{m,k}_t(\nu, n; F) = \tilde{Q}^{k,k}_t(\nu, n; F), \forall m \geq k \). We aim now to prove that

\[
\tilde{Q}^{m,m}_t(\nu, n; \mathbb{M} \times A) = Q^{m}_t(n, A) \tag{6.26}
\]

We will prove that each side of (6.26) is not larger than the other one. (i) Consider a transition of \( \tilde{N}^\infty \) from state \((\nu, n)\) to \( \mathbb{M} \times A \); in time \( t \); with a finite number of jumps; and with visited states in \( \tilde{\mathbb{M}}_{m,m} \). In such case we have a transition of \( N' \) from state \( n \) to \( A \); in time \( t \); with a finite number of jumps; and with visited states in \( \mathbb{M}_m \). By (6.24), such a transition may be viewed as a transition of \( N'^\infty \), hence \( \tilde{Q}^{m,m}_t(\nu, n; \mathbb{M} \times A) \leq Q^{m}_t(n, A) \). (ii) Consider now a transition of \( N'^\infty \) from state \( n \) to \( A \); in time \( t \); with a finite number of jumps; and with visited states in \( \tilde{\mathbb{M}}_{m,m} \). It remains to show that \( P\{N'^\infty_s \in \mathbb{M}_m \text{ for all } s \in (0, t); \text{ and } t \geq \bar{\tau}_\infty \} = 0 \); to obtain \( Q^{m}_t(n, A) \leq \tilde{Q}^{m,m}_t(n, n; \mathbb{M} \times A) \). Note that

\[
\{N'^\infty_s \in \mathbb{M}_m \text{ for all } s \in (0, t); \text{ and } t \geq \bar{\tau}_\infty \}
\subset \{\tilde{N}'_s \in \tilde{\mathbb{M}}_{m,m} \text{ for all } s \in (0, \bar{\tau}_\infty); \text{ and } t \geq \bar{\tau}_\infty \}
\subset \{\tilde{N}'_s \in \tilde{\mathbb{M}}_{m,m} \text{ for all } s \in (0, \bar{\tau}_\infty); \text{ and } \bar{\tau}_\infty < \infty \}
\]

The event in the right-hand side has probability 0 by Lemma 5. This finishes the proof of (6.26).

Now by the continuity property of the probability

\[
\lim_{m \to \infty} \tilde{Q}^{m,m}_t(\nu, n; \mathbb{M} \times A) = \tilde{P}^{(\infty)}_t(\nu, n; \mathbb{M} \times A), \quad \lim_{m \to \infty} Q^{(m)}_t(n, A) = P^{(\infty)}_t(n, A)
\]

where \( \tilde{P}^{(\infty)}_t \), \( P^{(\infty)}_t \) designate the minimal solutions of the backward Kolmogorov equations with the generators, respectively, \( \tilde{q} \) and \( q' \). Then, by (6.26)

\[
\tilde{P}^{(\infty)}_t(\nu, n; \mathbb{M} \times A) = P^{(\infty)}_t(n, A)
\]

and in particular \( \tilde{P}^{(\infty)}_t(\nu, n; \mathbb{M} \times \mathbb{N}) = P^{(\infty)}_t(n, \mathbb{N}) = 1 \).

Observe that \( \tilde{P}^{(\infty)}_t(\nu, n; \mathbb{M} \times \mathbb{N}) \leq P^{(\infty)}_t(\nu, \mathbb{M}) \) (since if \( \tilde{N}^\infty \) makes a finite number of jumps, then \( N \) makes a finite number of jumps, hence \( N^\infty \) makes a finite number of jumps as it is equal in distribution to \( N \)). We deduce that \( P^{(\infty)}_t(\nu, \mathbb{M}) = 1 \) which finishes the proof. \( \blacksquare \)

Discrete case

**Remark 11** In the discrete case, one may apply [34, Theorem 3.19] to obtain sufficient conditions for regularity of the SMQ generator. But in order to apply
this theorem we should have \( \sup_{\nu \in M} q(\nu) < \infty, \forall m \in \mathbb{N} \), and in particular the death rates are uniformly bounded over \( M_m \), which is more restrictive than Condition (6.17).

Conditions for a birth-death generator \( q' \) on \( \mathbb{N} \) with birth rates \( q'_{n,n+1} = b_n \) and death rates \( q'_{n,n-1} = d_n \) (where \( b_n, d_n \) are given non-negative constants) to be regular are given in [102]. The following are sufficient conditions

\[
\begin{align*}
&b_n = 0, \quad \forall n \geq n_0 \quad (6.27) \\
or\quad
&b_n > 0, \quad \forall n \geq n_0 \quad \text{and} \quad \sum_{n=n_0}^{\infty} w_n = \infty \quad (6.28)
\end{align*}
\]

where

\[
w_n = \frac{1}{b_n} + \frac{d_n}{b_n b_{n-1}} + \ldots + \frac{d_n \ldots d_{n_0+1}}{b_n \ldots b_{n_0}} + \frac{d_n \ldots d_n}{b_n \ldots b_{n_0}}
\]

Note that (6.28) is satisfied if either

\[
b_n > 0, \quad \forall n \geq n_0 \quad \text{and} \quad \sum_{n=n_0}^{\infty} \frac{1}{b_n} = \infty
\]

or

\[
b_n > 0, \quad \forall n \geq n_0 \quad \text{and} \quad \sum_{n=n_0}^{\infty} \frac{d_n \ldots d_n}{b_n \ldots b_{n_0}} = \infty
\]

**Corollary 4** Consider a birth-death generator on \( \mathbb{N} \) with birth rates \( b_n \) and death rates \( d_n \). If \( \sup_{n \in \mathbb{N}} b_n < \infty \) then the generator is regular.

**Proof.** Let \( b = \sup_{n \in \mathbb{N}} b_n \). The birth-death generator on \( \mathbb{N} \) with birth rates \( b \) and death rates \( d_n \) is regular by (6.27) if \( b = 0 \) and by (6.28) otherwise. Then by Proposition 21 the birth-death generator on \( \mathbb{N} \) with birth rates \( b_n \) and death rates \( d_n \) is regular. ■

**Corollary 5** Consider the context of Proposition 21, if \( \sup_{\nu \in \mathbb{M}} q(\nu, T_{D}\nu) < \infty \) then \( q \) is regular.

**Proof.** We use the same notation as in Proposition 21. As \( \sup_{\nu \in \mathbb{M}} q(\nu, T_{D}\nu) = \sup_{n \in \mathbb{N}} b_n < \infty \), the birth-death generator on \( \mathbb{N} \) with birth rates \( b_n \) and death rates \( d_n \) is regular by Corollary 4. Then \( q \) is regular by Proposition 21. ■

### 6.2.3 Interpretation of Whittle SMQ

In this section we consider a Whittle SMQ with a regular generator \( q \) which defines a (unique in distribution) Markov process, say \( \{N_t\}_{t \geq 0} \). We aim to describe the dynamics of such a process. Assume that

\[
\psi_0(\nu) = 1
\]

(6.29)
We have
\[ q(\nu, T_x \Delta \nu) = \lambda \left( x, \mathbb{D} \right) \nu_x \psi_x (\nu) \]
In particular, the exogenous arrival rate equals
\[ q(\nu, T_0 \Delta \nu) = \lambda (o, \mathbb{D}) \psi_o (\nu) = \lambda (o, \mathbb{D}) \]
(Since by assumption (6.29, we have \( \psi_o (\nu) = r_{oy} (\nu) = 1 \)). On the other hand
\[ q(\nu, T_x A \Delta \nu) = q(\nu, T_x \Delta \nu) \]
Hence, we have the following description of the Whittle network dynamics [106, 67]. Given the routing rates \( \{ \lambda (x, A) \}_{x \in \mathbb{D}, A \in \mathbb{D}} \) and the service rates \( \{ \psi_x (\nu) \}_{x \in \mathbb{D}, \nu \in \mathbb{M}} \), the system dynamics are the following:

(a1) Exogenous arrivals come to \( dx \) as a Poisson process with intensity \( \lambda (o, dx) \).

(b1) Each departure from \( x \in \mathbb{D} \) is routed to \( dy \) according to the probability
Kernel \( \lambda (x, dy) / \lambda (x, \mathbb{D}) \), independently of everything else.

(c1) Whenever the system is in state \( \nu \), the time to the next departure from
location \( x \) is exponentially distributed with rate \( \nu_x \psi_x (\nu) \lambda (x, \mathbb{D}) \).

### 6.3 Limiting behavior

In this section we consider \( q \) a generator given by (6.8) and we suppose that
the hypotheses of Proposition 21 are satisfied. We will give sufficient conditions
for \( q \) to be ergodic. We will use again the coupling generator \( \tilde{q} \) introduced in
the previous section and will show that if 0 is the positive recurrent state for \( q \)
then the null measure \( \emptyset \) (0(A) \( \equiv \) 0 for any \( A \in \mathbb{D} \)) is such a state for \( q \).
Then the ergodicity of \( q \) will follow from the standard arguments for regenerative
processes.

We denote \( P_t, P'_t \) and \( \tilde{P}_t \) the unique transition functions associated to \( q \),
\( q' \) and \( \tilde{q} \). We denote \( N, N' \) and \( N = (N, N') \) the respective corresponding
Markov processes (which are unique in distribution). We take the initial state
such that \( N_0 (\mathbb{D}) \leq N'_0 \) which assures (6.23).

#### 6.3.1 Limiting distribution

We aim first to give a sufficient condition under which, if the process starts from
state \( \emptyset \), then the limiting distribution of the process exists.

**Lemma 6** Let \( q' \) be the discrete birth-death generator with birth rates \( b_n \) and
death rates \( d_n \) defined by (6.16); \( T^0 \) be the return time of the \( q' \)-process to state
0; and \( T^\emptyset \) be the return time of the \( q \)-process to state \( \emptyset \).

(i) If the state \( \emptyset \) is positive recurrent for \( q' \) then \( \emptyset \) is a positive recurrent state
for \( q \).
(ii) If for some \( n \in \mathbb{N} \), \( P \left\{ T^0 < \infty | N^0_0 = n \right\} = 1 \), then \( P \left\{ T^0 < \infty | N_0 = \nu \right\} = 1 \) for all \( \nu \in \mathbb{M}_n \).

**Proof.**

(i) Let’s denote by \( T^0 \) is the return time of \( N' \) to state 0. Let’s denote the times of the first jumps of \( N \) and \( N' \) by \( \tau_1 \) and \( \tau'_1 \) respectively. Starting from \( N_0 = \emptyset \) and \( N'_0 = 0 \), the following first event for both processes \( N \) and \( N' \) is necessarily a birth. Denote \( \tilde{\nu} \). By the coupling inequality (6.23) the first birth in \( N \) occurs after that in \( N' \), then \( \tau'_1 \leq \tau_1 \). We will show that in fact \( \tau'_1 = \tau_1 \) (conditionally to the fact that \( N_0 = \emptyset, N'_0 = 0 \)). Note that the birth rate at state 0 of \( N' \) is, by definition, given by

\[
b_0 = \sup_{\nu \in \mathbb{M}_n} q(\nu, T_{\emptyset} \nu) = q(\emptyset, T_{\emptyset} \emptyset)^\prime\]

which equals the birth rate at state \( \emptyset \) of \( N \). From (6.18) we deduce that \( \tilde{q}(\emptyset, 0; \{\emptyset \} \times \{1\}) = 0 \). Hence the first \( N' \)-birth is accompanied by an \( N \)-birth. Hence \( \tau'_1 = \tau_1 \). Observe now that

\[
E \left[ T^0 | N'_0 = 0 \right] = E \left[ \inf \left\{ t : t \geq \tau'_1, N'_t = 0 \right\} | N'_0 = 0 \right]
\]

\[
= E \left[ \inf \left\{ t : t \geq \tau'_1, N_t \in \mathbb{M}, N'_t = 0 \right\} | N_0 = \emptyset, N'_0 = 0 \right]
\]

\[
= E \left[ \inf \left\{ t : t \geq \tau_1, N_t = \emptyset, N'_t = 0 \right\} | N_0 = \emptyset, N'_0 = 0 \right]
\]

\[
\geq E \left[ \inf \left\{ t : t \geq \tau_1, N_t = \emptyset, N'_t \in \mathbb{N} \right\} | N_0 = \emptyset, N'_0 = 0 \right]
\]

\[
= E \left[ \inf \left\{ t : t \geq \tau_1, N_t = \emptyset \right\} | N_0 = \emptyset \right]
\]

\[
= E \left[ T^0 | N_0 = \emptyset \right]
\]

Then \( E[T^0|N_0 = \emptyset] < \infty \), which means that \( \emptyset \) is positive recurrent for the SMQ generator \( q \).

(ii) Fix some \( \nu \in \mathbb{M}_n \). Let’s denote the times of the first jumps of \( N \) and \( N' \) by \( \tau_1 \) and \( \tau'_1 \) respectively. We have

\[
P \left\{ T^0 = \infty | N_0 = \nu \right\} = P \left\{ N_t \neq \emptyset, \forall t \geq \tau_1 | N_0 = \nu \right\}
\]

\[
= P \left\{ N_t \neq \emptyset, N'_t \in \mathbb{N}, \forall t \geq \tau_1 | N_0 = \nu, N'_0 = n \right\}
\]

\[
= P \left\{ N_t \neq \emptyset, N'_t \neq 0, \forall t \geq \tau_1 | N_0 = \nu, N'_0 = n \right\}
\]

\[
\leq P \left\{ N_t \in \mathbb{M}, N'_t \neq 0, \forall t \geq \tau_1 | N_0 = \nu, N'_0 = n \right\}
\]

\[
= P \left\{ N'_t \neq 0, \forall t \geq \tau'_1 | N'_0 = n \right\}
\]

\[
= P \left\{ T^0 = \infty | N'_0 = n \right\} = 0
\]

where for the third equality we use the coupling inequality (6.23), and for the sixth line we use the fact that \( \tau'_1 = \tau_1 \) proved in (i).

\[\blacksquare\]
Proposition 22 If \( \emptyset \) is a positive recurrent state for the generator \( q \) then

\[
\Pi(\Gamma) = \lim_{t \to \infty} P_t(\emptyset, \Gamma)
\]

exists for all \( \Gamma \in \mathcal{M} \) and it is given by

\[
\Pi(\Gamma) = \frac{1}{E_\emptyset[T^\emptyset]} E_\emptyset \left[ \int_0^{T^\emptyset} 1 \{N_t \in \Gamma\} \, dt \right] \tag{6.30}
\]

where \( T^\emptyset \) is the return time of \( N \) to state \( \emptyset \) and \( E_\emptyset[\cdot] \) is the conditional expectation \( E_\emptyset[\cdot] = E[\cdot | N_0 = \emptyset] \).

**Proof.** Clearly, conditionally to \( N_0 = \emptyset \), the process \( \{N_t\}_{t \geq 0} \) is a zero-delayed regenerative process with generation points \( \{t \geq 0 : N_t = \emptyset\} \). We aim to apply the limit theorem [10, Theorem 1.2 p.170] for such processes. The conditions of this theorem, besides the fact that \( \{N_t\}_{t \geq 0} \) is regenerative, are: (i) the state space \( \mathcal{M} \) is a metric space; (ii) \( \{N_t\}_{t \geq 0} \) has right-continuous paths; (iii) the cycle length distribution, say \( F \), defined by \( F(A) = P\{T^\emptyset \in A | N_0 = \emptyset\} \), \( A \in \mathcal{B}(\mathbb{R}) \) has a finite mean; and (iv) \( F \) is non-lattice (called also non-arithmetic).

Let’s prove that these conditions hold.

(i) The state space \( \mathcal{M} \) may be metrizable (cf. [40, p.629]).

(ii) We assume that, by construction, the Markov jump process \( \{N_t\}_{t \geq 0} \) has right-continuous paths.

(iii) \( \emptyset \) is a positive recurrent state for the generator \( q \) means that the cycle length distribution \( F \) has finite mean.

(iv) It is sufficient to show that \( F \) is absolutely continuous with respect to the Lebesgue measure. We denote by \( N_1, N_2, \ldots, N_K \) the sequence of visited states (other than \( \emptyset \)) in the first cycle (the number \( K \) of these states is also random). For \( A \in \mathcal{B}(\mathbb{R}) \),

\[
F(A) = E\left[ P\left\{T^\emptyset \in A | N_0 = \emptyset, N_1, \ldots, N_K\right\} 1 \{N_1 \neq \emptyset, \ldots, N_K \neq \emptyset\} \right]
\]

Note that, conditionally to \( N_0 = \emptyset, N_1, \ldots, N_K \), the random variable \( T^\emptyset \) is a sum of exponential random variables. If \( A \) has a zero Lebesgue measure, then \( P\{T^\emptyset \in A | N_0 = \emptyset, N_1, \ldots, N_K\} = 0 \), hence \( F(A) = 0 \).

Conditions of [10, Theorem 1.2 p.170] are all satisfied, then \( P_\emptyset\{N_t \in \cdot\} \) converges weakly of to \( \Pi(\cdot) \). This means that for all \( \Pi \)-continuity set \( \Gamma \in \mathcal{M} \) (i.e. \( \Pi(\partial \Gamma) = 0 \), \( P_\emptyset\{N_t \in \Gamma\} \to \Pi(\Gamma) \).

(v) In fact we may show that the previous convergences holds true for all \( \Gamma \in \mathcal{M} \). To this end, we proceed exactly as in the proof of [10, Theorem 1.2 p.170], but here we consider a measurable function \( f : \mathcal{M} \to \mathbb{R} \)
which is bounded but not necessarily continuous (for example \( f(x) = 1 \{ x \in \Gamma \} \)). It is then not immediate that the function \( z \) defined by

\[
z(t) = E_{\emptyset} \left[ f(N_t); t < T^\emptyset \right] = P_{\emptyset} \left\{ N_t \in \Gamma; t < T^\emptyset \right\}
\]

is right-continuous. In fact, this is true because our process \( \{N_t\} \) is a regular jump Markov process. (Fix some \( s \geq 0 \). Note that for each \( \omega \in \Omega \), there exists some \( \epsilon > 0 \) such that \( N_t(\omega) = N_s(\omega) \) for each \( t \in [s, s + \epsilon) \), hence

\[
\lim_{t \to s^+} f(N_t) = f(N_s).
\]

The dominated convergence theorem gives

\[
\lim_{t \to s^+} E_{\emptyset} \left[ f(N_t); t < T^\emptyset \right] = E_{\emptyset} \left[ f(N_s); s < T^\emptyset \right]
\]

Hence \( z(t) = E_{\emptyset} \left[ f(N_t); t < T^\emptyset \right] \) is right-continuous.)

The following corollary gives a sufficient condition under which, if the process starts from some state \( \nu \), then the limiting distribution of the process exists.

**Corollary 6** If \( \emptyset \) is a positive recurrent state for the generator \( q \) and if for some \( \nu \in M \), \( P \{ T^\emptyset < \infty | N_0 = \nu \} = 1 \), then, for all \( \Gamma \in M \),

\[
\lim_{t \to \infty} P_t(\nu, \Gamma) = \Pi(\Gamma)
\]

where \( \Pi \) is given by (6.30).

**Proof.** Conditionally to \( N_0 = \nu \), \( \{N_t\} \) is a delayed regenerative process with a delay equal to the first time the process attains the regeneration point \( \emptyset \), which is precisely \( T^\emptyset \) the return time to \( \emptyset \). [10, Theorem 1.2 p.170] assures the weak convergence which may be strengthened in the same manner as (v) of the proof of Proposition 22.

The following result strengthens the convergence assured in Proposition 22 and Corollary 6 by assuring that it holds in the sense of total variation.

**Proposition 23** Under the conditions of Corollary 6, the convergence

\[
\lim_{t \to \infty} P_t(\nu, \cdot) = \Pi(\cdot)
\]

holds in the sense of total variation. (Recall that if this is true for all \( \nu \in M \), then the process is said to be ergodic.)

**Proof.** We apply [10, Corollary 1.4 p.188] to prove convergence of \( P_\nu \{ N_t \in \cdot \} \) in total variation to \( \Pi \). The conditions of this corollary, besides the fact that \( \{N_t\}_{t \geq 0} \) is regenerative, are: (i) the cycle length distribution, say \( F \), is spread out; (ii) \( F \) has a finite mean; (iii) \( N_t(\omega) \) is measurable jointly in \( (t, \omega) \). Let’s prove that these conditions hold.

(i) In (iv) of the proof of Proposition 22 we showed that \( F \) is absolutely continuous with respect to the Lebesgue measure which implies that \( F \) is spread out.
(ii) Proved in (iii) of the proof of Proposition 22.

(iii) We have to show that for each \( A \in \mathcal{M} \),

\[
B = \{ (\omega, t) \in \Omega \times \mathbb{R}_+ : N_t(\omega) \in A \} \in \mathcal{F} \otimes \mathcal{B}(\mathbb{R}_+)
\]

To this end, let \( \{ t_n \}_{n \in \mathbb{N}} \) be some countable dense set in \( \mathbb{R}_+ \); let \( \{ \epsilon_k \}_{k \in \mathbb{N}} \) be a sequence of positive reals such that \( \lim_{k \to \infty} \epsilon_k = 0 \); let \( B_{nk} = \prod_{\omega} (A) \times [t_n - \epsilon_k, t_n] \); and let \( B' = \bigcap_k \bigcup_n B_{nk} \). We aim to show that \( B' = B \) which will prove the measurability of \( B \).

Consider first some \( (\omega, t) \in B' \), for each \( \epsilon_k \) there exists some \( t_n \) such that \( N_{t_n}(\omega) \in A \) and \( t \in [t_n - \epsilon_k, t_n] \). Due to the fact that our process is a regular jump Markov process, there exists some \( \epsilon > 0 \) such that \( N_s(\omega) = N_t(\omega) \) for each \( s \in [t, t + \epsilon] \). Then for \( \epsilon_k \) sufficiently small \( N_{t_n}(\omega) = N_t(\omega) \), hence \( N_t(\omega) \in A \). We get that \( (\omega, t) \in B \). We deduce that \( B' \subset B \).

Consider now some \( (\omega, t) \in B \), i.e. \( N_t(\omega) \in A \). There exists some \( \epsilon > 0 \) such that \( N_s(\omega) = N_t(\omega) \) for each \( s \in [t, t + \epsilon] \). For each \( \epsilon_k \) consider some \( t_n \in [t, t + \epsilon_k \wedge \epsilon] \). Clearly \( (\omega, t) \in B_{nk} \). We get that \( (\omega, t) \in B' \). We deduce that \( B \subset B' \).

Hence \( B = B' \) which finishes the proof of the measurability of \( B \) for each \( A \in \mathcal{M} \); hence the measurability of \( N_t(\omega) \) jointly in \( (t, \omega) \).

\[ \Box \]

**Remark 12** Recall that the weak convergence assures that \( \lim_{t \to \infty} E_\nu [f(N_t)] = \int_M f \, d\Pi \) only for bounded continuous functions. The convergence assured in Proposition 22 and Corollary 6; i.e. \( \lim_{t \to \infty} P_1(\nu, \Gamma) = \Pi(\Gamma) \), \( \forall \Gamma \in \mathcal{M} \); is equivalent to, \( \lim_{t \to \infty} E_\nu [f(N_t)] = \int_M f \, d\Pi \) for every bounded measurable function \( f : M \to \mathbb{R} \). (One way is trivial and the other follows from dominated convergence Theorem.) This convergence is stronger than weak convergence showed in [10, Theorem 1.2 p.170] which is due the fact that we consider a regular jump process whereas [10, Theorem 1.2 p.170] considers general regenerative processes.

Recall that the total variation convergence assures that

\[
\lim_{t \to \infty} \sup_f \left| E_\nu [f(N_t)] - \int_M f \, d\Pi \right| = 0
\]

where the \( \sup_f \) is taken over all bounded measurable functions \( f \). Hence the convergence assured in 22 and Corollary 6 is intermediate between the weak convergence and the total variation convergence.

[72] show that the state 0 is positive recurrent for the birth-death process \( N' \) on \( \mathbb{N} \) iff either \( b_0 = 0 \) or \( b_0 > 0 \) and one of the following holds:

\[
b_m = 0 \quad \text{for some } m \geq 1 \quad \text{and} \quad d_n > 0 \quad \forall 0 < n \leq m
\]

(6.32)
or

\[ b_n > 0 \text{ for all } n \geq 0 \text{ and } d_n > 0 \quad \forall n \geq 1 \quad \text{and} \quad \sum_{n=1}^{\infty} \frac{b_0 \ldots b_{n-1}}{d_1 \ldots d_n} < \infty \]  

(6.33)

If \( b_0 > 0 \), then Condition (6.33) implies that the hypotheses of Lemma 6(ii) holds for all \( n \in \mathbb{N} \).

6.3.2 Novelty of our ergodicity conditions

Recall that a Markov Poisson location (MPL) process is defined in Example 3 as a SMQ process for which

\[ r_{xy}(\nu) \equiv 1 \]

Proposition 24 Let \( \{X_t\} \) be a MPL process. The total number of users \( \{X_t(\mathbb{D})\} \) may be viewed as a \( M/GI/\infty \) queue with arrival rate \( \lambda = \lambda(o, \mathbb{D}) \). If the traffic equations (these are the balance equations for the routing rates which will be written later (6.47)) admit a solution \( \rho(\cdot) \) with finite mass, \( \rho(\mathbb{D}) < \infty \), then the mean service duration of the equivalent \( M/GI/\infty \) queue, say \( \mu^{-1} \), is given by

\[ \mu^{-1} = \frac{\rho(\mathbb{D})}{\lambda(o, \mathbb{D})} \]  

(6.34)

The average time between successive visits of \( \{X_t\} \) to \( \emptyset \) is given by

\[ E_{\emptyset} \left[ T^{\emptyset} \right] = \frac{e^{\rho(\mathbb{D})}}{\lambda(o, \mathbb{D})} < \infty \]  

(6.35)

and the return time of \( \{X_t\} \) to \( \emptyset \) from any initial state is almost surely finite.

Proof. In the case of a MPL process, users arrive, move and depart from \( \mathbb{D} \) completely independently of each other. The motion dynamics of each user may be described by a Markov process (called motion process) on the state space \( \mathbb{D} \) with generator \( \lambda(\cdot, \cdot) \). Let \( \tau_o \) be the return time of the motion process to \( o \).

Consider the whole system as a single queue. Let \( T_1, T_2, \ldots \) be the sequence of exogenous arrival times. The arrival point process \( \Phi = \sum_{n \in \mathbb{Z}} \delta_{T_n} \) is a Poisson process with intensity \( \lambda(o, \mathbb{D}) \). The user arriving at time \( T_n \) will be called user \( n \) for simplicity. The service duration of a user \( n \) equals the return time of the motion process of user \( n \) to \( o \), say \( \tau_o^n \). The random variables \( \{\tau_o^n\} \) are i.i.d. (independent and identically distributed) and independent from the arrival process. Hence we get a \( M/GI/\infty \) queue with arrival rate \( \lambda = \lambda(o, \mathbb{D}) \) and mean service duration, say \( \mu^{-1} = E[\tau_o^n] \), which we will determine later. This finishes the proof of the first part of the proposition.
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Assume now that the traffic equations admit a solution \( \rho(\cdot) \) with finite mass, \( \rho(D) < \infty \). Then the motion process of each user is positive recurrent and its invariant distribution \( \pi(\cdot) \) is obtained by normalizing \( \rho(\cdot) \),

\[
\pi(A) = \frac{\rho(A)}{\rho(D)} = \frac{\rho(A)}{1 + \rho(D)}, \quad A \in \mathcal{D}
\]

in particular

\[
\pi(\{o\}) = \frac{1}{1 + \rho(D)}
\]

By properties of Markov processes, we have

\[
\pi(\{o\}) = \frac{1}{\lambda(o,D)} E_o[\tau^o]
\]

where \( E_o[\cdot] \) designates the expectation conditionally to that the motion process starts at state \( o \). Hence

\[
E_o[\tau^o] = \frac{1+\rho(D)}{\lambda(o,D)}
\]

In order to get the mean service duration of the equivalent M/GI/\( \infty \) queue, we have to remove from \( E_o[\tau^o] \) the mean sojourn duration of the motion process at state \( o \) which equals \( 1/\lambda(o,D) \), hence we get

\[
\mu^{-1} = \frac{\rho(D)}{\lambda(o,D)}
\]

which proves (6.34).

The average time between successive visits of a MPL process \( \{X_t\} \) to \( \emptyset \) equals the expectation of the busy period in a M/GI/\( \infty \) queue which equals [37, p.37]

\[
\frac{e^\lambda/\mu}{\lambda} = \frac{e^{\rho(D)}}{\lambda(o,D)}
\]

hence we get (6.35).

The last part of the proposition is due to the ergodicity of the M/GI/\( \infty \) queue when \( \lambda/\mu = \rho(D) < \infty \). ■

Remark 13 The problem addressed in Proposition 24 was already addressed in [109, Theorem 4] where the ergodicity condition is \( \rho(D) < 1/2 \) which is much more constraining than the condition \( \rho(D) < \infty \) in Proposition 24. (Indeed, with the convention \( \rho(\{0\}) = 1-\rho(D) \) made in [109, Theorem 4], \( \rho(\cdot) \) isn’t reversible with respect to the routing rates \( \lambda(\cdot,\cdot) \). Such reversibility holds with the convention \( \rho(\{0\}) = 1 \).

Remark 14 Our ergodicity conditions presented in Section 6.3.1 can be seen as an extension of the results on ergodicity of spatial birth death processes in [97] and we will now comment on the ergodicity result for spatial queueing systems given in [106, Chapter 10]. The open spatial queueing system considered there is
a special case of our SMQ process, where \( r_{xy}(\nu) = \psi_x(\nu) \) for some function \( \psi(\cdot) \). In this case in [106, Theorem 10.5] one considers, instead of our dominating discrete birth-and-death process, a MPL process with the routing kernel

\[
\tilde{\lambda}(x, B) = b_x \lambda(x, B), \quad x \in \mathbb{D}, B \in \mathbb{D}
\]

where

\[
\tilde{b}_x = \begin{cases} 
\inf_{\nu \neq \emptyset} \psi_x(\nu) & \text{for } x \in \mathbb{D} \\
\sup_{\nu} \psi_0(\nu) & \text{for } x = o
\end{cases}
\]

provided \( \tilde{b}_0 < \infty \) and \( \tilde{b}_x > 0 \) for \( x \in \mathbb{D} \). As observed in the prove of the Theorem 10.5 there, it is possible to couple the original Whittle process \( \{N_t\} \) with this MPL process, call it \( \{\tilde{X}_t\} \), in such a way that \( N_t(D) \leq \tilde{X}_t(D) \) for all \( t \geq 0 \). Then, as observed in this proof too, for \( \emptyset \) to be the positive recurrent state of \( \{N_t\} \) it suffices to assume that the same holds true for \( \{\tilde{X}_t\} \). By Proposition 24, the necessary and sufficient condition for this latter is

\[
\int_{\mathbb{D}} 1/\tilde{b}_x \rho(dx) < \infty \quad (6.36)
\]

where \( \rho(\cdot) \) is the solution of the traffic equations (6.47), which is much less constraining than \( \tilde{b}_o \int_{\mathbb{D}} 1/\tilde{b}_x \rho(dx) < 1 \) used in [106] (c.f. condition (10.11) there). Note also that our dominating birth-and-death process in the case of a Whittle network has the following rates

\[
b_n = \sup_{\nu(D) = n} \lambda(o, D)\psi_o(\nu) \leq \tilde{b}_o \lambda(o, D) \quad (6.37)
\]

\[
d_n = \inf_{\nu(D) = n} \int_{\mathbb{D}} \psi_x(\nu)\lambda(x, \{o\}) \nu(dx) \geq \inf_{\nu(D) = n} \int_{\mathbb{D}} \tilde{b}_x \lambda(x, \{o\}) \nu(dx) \quad (6.38)
\]

In contrast to [106, Theorem 10.5] we do not require \( \tilde{b}_0 < \infty \), which would imply \( \sup_n b_n < \infty \). Our Lemma 6 combined with the results on the ergodicity of the discrete birth-and-death process gives the result also when \( b_n \) are unbounded. Indeed suppose that

\[
\inf_{x \in \mathbb{D}} \tilde{b}_x \lambda(x, \{o\}) = \epsilon > 0, \quad (6.39)
\]

then we have by (6.38) that \( d_n \geq n \epsilon > 0 \) and thus by Lemma 6 and (6.33) \( \emptyset \) is positive recurrent for \( N_t \) if

\[
\sum_{n=1}^{\infty} \frac{b_0 \cdots b_{n-1}}{\epsilon^n n!} < \infty \quad (6.40)
\]

For this latter condition \( \sup_n b_n < \infty \) is sufficient but not necessary. As a final comment, note also that in our approach to ergodicity, we do not require a’priori explicit form of the invariant measure and even existence of the solution of the traffic equations.
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6.3.3 Invariance of the limiting distribution

We aim now to prove that under suitable sufficient conditions, the probability measure Π given by (6.30) is the unique invariant probability measure. (Recall that a non-null measure is said invariant if it satisfies (6.4).)

Lemma 7 If ∅ is a positive recurrent state for the generator q, then

\[ \mathbb{P} \left\{ T^0 < \infty | N_0 = \nu \right\} = 1, \quad \text{for } \Pi\text{-almost all } \nu \in \mathcal{M} \]

Proof. Consider some Γ ∈ \mathcal{M} such that ∀ν ∈ Γ, \[ \mathbb{P} \left\{ T^0 < \infty | N_0 = \nu \right\} < 1 \]

We will show that Π (Γ) = 0 which will proves the lemma. Let \( F_t = \sigma \{ N_s : s \leq t \} \); \( T \) be the return time to Γ which is a stopping time (for a Markov jump process, the return time to any measurable set is a stopping time). Let \( \tau \) be the return time to ∅ after \( T \), i.e.

\[ \tau = \inf \{ t \geq T : N_t = \emptyset \} \]

Observe that \( \tau = h(N_{T+t} : t \geq 0) \) where \( h \) is defined as follows: for every \( x : \mathbb{R}_+ \to \mathcal{M} \), \( h(x) = \inf \{ t \geq 0 : x_t = \emptyset \} \). We have a.s. on \{T < ∞\},

\[ E_{\emptyset} \left[ 1 \left\{ T \leq T^0 \right\} \tau \right] = E_{\emptyset} \left[ 1 \left\{ T \leq T^0 \right\} \tau | \mathcal{F}_T \right] \]

\[ = E_{\emptyset} \left[ 1 \left\{ T \leq T^0 \right\} E \left[ \tau | \mathcal{F}_T \right] \right] \]

\[ = E_{\emptyset} \left[ 1 \left\{ T \leq T^0 \right\} E_{N_T} \left[ h(N_{T+t} : t \geq 0) | \mathcal{F}_T \right] \right] \]

\[ = E_{\emptyset} \left[ 1 \left\{ T \leq T^0 \right\} E_{N_T} \left[ T^0 \right] \right] \]

where the first and second equalities are due to the properties of conditional expectation and the fourth equality is due to the strong Markov property [10, p.34]. (Our process is a Markov jump process, then it has the strong Markov property by [71, Theorem 12.14 p.237]). On the other hand 1 \{ T \leq T^0 \} \tau ≤ T^0, then

\[ E_\emptyset \left[ 1 \left\{ T \leq T^0 \right\} E_{N_T} \left[ T^0 \right] \right] \leq E_\emptyset \left[ T^0 \right] < \infty \]

But for each ν ∈ Γ, \( E_\nu [T^0] = \infty \) (because \( \mathbb{P} \left\{ T^0 = \infty | N_0 = \nu \right\} > 0 \)) then for each \( \omega \in \Omega \), \( E_{N_T(\omega)} [T^0] = \infty \). We deduce that \( \mathbb{P}_\emptyset \left\{ T \leq T^0 \right\} = 0 \). From (6.30) we deduce that

\[ \Pi (\Gamma) = \frac{1}{E_\emptyset [T^0]} E_\emptyset \left[ \int_0^{T^0} \mathbb{1} \left\{ N_t \in \Gamma \right\} dt \right] = 0 \]

which finishes the proof. \( \blacksquare \)
Proposition 25  If $\emptyset$ is a positive recurrent state for the generator $q$, then

(i) $\lim_{t \to \infty} P_\Pi \{N_t \in \Gamma\} = \Pi (\Gamma)$ for all $\Gamma \in M$; and

$$\lim_{t \to \infty} E_\Pi [f(N_t)] = \int_M f d\Pi$$

for every bounded measurable function $f : M \to \mathbb{R}$;

(ii) $\Pi$ is an invariant probability measure;

(iii) If $Q$ is an invariant probability measure, such that $P\{T_\emptyset < \infty | N_0 = \nu\} = 1$, for $Q$-almost all $\nu \in M$

then $Q = P$.

Proof.

(i) For $\Gamma \in M$,

$$\lim_{t \to \infty} P_\Pi \{N_t \in \Gamma\} = \lim_{t \to \infty} \int_M P \{N_t \in \Gamma | N_0 = \nu\} \Pi (d\nu)$$

$$= \lim_{t \to \infty} \int_M P_\nu \{N_t \in \Gamma\} \Pi (d\nu)$$

$$= \int_M \lim_{t \to \infty} P_\nu \{N_t \in \Gamma\} \Pi (d\nu)$$

where the last equality is due to the dominated convergence theorem. Using Lemma 7 and Corollary 6, finishes the proof of $\lim_{t \to \infty} P_\Pi \{N_t \in \Gamma\} = \Pi (\Gamma)$ for all $\Gamma \in M$. The second assertion in (i) follows from dominated convergence Theorem.

(ii) Fix some $t \geq 0$. By (i) $\lim_{s \to \infty} \Pi P_{s+t} (\Gamma) = \Pi (\Gamma)$. On the other hand

$$\Pi P_{s+t} (\Gamma) = (\Pi P_t) P_t (\Gamma)$$

$$= \int_M P_t (\nu, \Gamma) (\Pi P_s) (d\nu)$$

$$= E_\Pi [P_t (N_s, \Gamma)]$$

which converges when $s \to \infty$ to $\int_M P_t (\nu, \Gamma) \Pi (d\nu) = (\Pi P_t) (\Gamma)$ which follows from (i) applied to the function $f(\nu) = P_t (\nu, \Gamma)$. Then $\Pi (\Gamma) = (\Pi P_t) (\Gamma)$ for all $t \in \mathbb{R}_+, \Gamma \in M$. (Another proof of the fact that $\Pi$ is invariant may be obtained by proceeding as in the proof of [10, Theorem 3.2 p.200] using only the weak convergence.)
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(iii) Let take an invariant measure $Q$: i.e. $(QP_t)(\Gamma) = Q(\Gamma)$. For all $t \geq 0$, the distribution of $N_t$ will be $P_Q\{N_t \in \Gamma\} = (QP_t)(\Gamma) = Q(\Gamma)$. On the other hand

$$\lim_{t \to \infty} P_Q\{N_t \in \Gamma\} = \lim_{t \to \infty} QP_t(\Gamma)$$

$$= \lim_{t \to \infty} \int_{\mathcal{M}} P_{\nu}\{N_t \in \Gamma\} Q(d\nu)$$

$$= \int_{\mathcal{M}} \lim_{t \to \infty} P_{\nu}\{N_t \in \Gamma\} Q(d\nu)$$

$$= \int_{\mathcal{M}} \Pi(\Gamma) Q(d\nu) = \Pi(\Gamma)$$

where the third equality is due to the dominated convergence theorem; and the fourth equality is due to the fact that $P_0 \{ T^{\emptyset} < \infty\} = 1$ for $Q$-almost $\nu \in \mathcal{M}$ and Corollary 6. Hence $Q = P$.

6.3.4 Time averages

We will give one result concerning some time average limits (such limits are used as the definition of the blocking probability in wireless networks).

Assume that there exists an invariant probability measure $\Pi$. First observe that there exists a stationary version of the $q$-process $\{N_t\}_{t \in \mathbb{R}}$ with doubly infinite time which may be viewed as a random object taking its values in the set of functions $\mathbb{R} \to \mathbb{D}$ which are right-continuous, piecewise constant and with a finite number of discontinuities in each finite interval. Equivalently $\{N_t\}$ may be viewed a marked point process $\{\delta_{T_n,N_n}\}$ where $\{T_n\}_{n \in \mathbb{Z}}$ are the jump times (with the usual convention $T_0 \leq 0 < T_1$) and $N_n = N_{T_n}$. Considering the canonical space as in [17, Example 1.1.6 p.9], we see that there exists a probability space $(\Omega, \mathcal{F}, P_\Pi)$ and a flow $\{\theta_t\}$ such that $P_\Pi$ is $\theta_t$-invariant and $\{N_t\}$ is $\theta_t$-compatible. (This probability space is eventually enlarged to include some supplementary randomness.) From now on we consider this (enlarged) probability space and we denote it by $(\Omega, \mathcal{F}, P_\Pi)$ and we denote the flow by $\{\theta_t\}$.

Let $\Phi$ be the point process on $\mathbb{R}$ counting the jump times $\{T_n\}_{n \in \mathbb{Z}}$ and $\Phi_\emptyset$ be the point process on $\mathbb{R}$ counting times $\{T_\emptyset^n\}_{n \in \mathbb{Z}}$ of visits to state $\emptyset$ ($T_\emptyset^n \leq 0 < T_\emptyset^{n+1}$). Note that $T_\emptyset^n$ equals the return time of the $q$-process to state $\emptyset$ which was previously denoted $T^{\emptyset}$. Note that $\Phi$ and $\Phi_\emptyset$ are stationary with respective intensities $\lambda = E_\Pi[\Phi(0,1)]$ and $\lambda_\emptyset = E_\Pi[\Phi_\emptyset(0,1)]$.

Lemma 8 If $\emptyset$ is a positive recurrent state for the generator $q$, then $0 < \lambda_\emptyset < \infty$. In this case we denote $P_\emptyset$ the Palm probability associated to $\Phi_\emptyset$.

Proof. Note that $\lambda_\emptyset = 1/E_\emptyset[T^{\emptyset}] > 0$ because $E_\emptyset[T^{\emptyset}] < \infty$ by assumption. On the other hand $E_\emptyset[T^{\emptyset}] \geq E_\emptyset[T_1] = 1/q(\emptyset, \mathcal{M}) > 0$, then $\lambda_\emptyset \leq \infty$. 


By the Slivnyak inverse construction [17, Section 1.3.5 p.25], it is easy to prove that \( P_\emptyset \) equals the Palm probability \( P_\emptyset^\emptyset \) associated to \( \Phi_\emptyset \). This justifies the notation suggested in the Lemma. ■

Let \( \{\tau_n\}_{n \geq 1} \) be a renewal process on \((0, +\infty)\) and denote \( \tau_0 = 0 \). We say that a process \( \{X_t\}_{t \geq 0} \) is cumulative with respect to \( \{\tau_n\}_{n \geq 1} \), if \( X_0 = 0 \); for any \( n \geq 0 \), \( \{X_{\tau_n+t} - X_{\tau_n}\}_{t \geq 0} \) is independent from \( \tau_1, \ldots, \tau_n \) and \( \{X_t\}_{t \in \mathbb{R}} \); and the distribution of \( \{X_{\tau_n+t} - X_{\tau_n}\}_{t \geq 0} \) is independent of \( n \) [10, p.178]. We will say that a point process \( N \) on \( \mathbb{R} \) is cumulative with respect to \( \{\tau_n\}_{n \geq 1} \) if the associated process \( \{N(0, t]\}_{t \geq 0} \) is so.

Let \( H \) be a measurable subset of \( \mathbb{D} \times \mathbb{D} - \text{diag}(\mathbb{D}) \) and let \( \Phi_H \) be the point process counting the \( H \)-transitions of \( \{N_t\} \) defined by

\[
\Phi_H(B) = \sum_{n \in \mathbb{Z}} 1 \{(N_{n-1}, N_n) \in H \} \mathbb{1}_B(T_n), \quad B \in \mathcal{B}(\mathbb{R})
\]  

Note that we may write \( \Phi_H(0, t) = \sum_{k \geq 1} 1 \{(N_k, N_k) \in H \} \{0 < T_k \leq t\} \) then \( \Phi_H(0, T_0^\emptyset + t) - \Phi_H(0, T_n^\emptyset) = \sum_{k \geq 1} 1 \{(N_k, N_k) \in H \} \{T_n^\emptyset < T_k \leq T_n^\emptyset + t\} \) which shows that \( \Phi_H \) is cumulative with respect to \( \{T_n^\emptyset\} \).

**Proposition 26** Suppose that \( \emptyset \) is a positive recurrent state for the generator \( q \) and let \( \Phi' \) be a point process on \( \mathbb{R} \). We have

\[
E_\Pi[\Phi'(0, 1)] = \lambda_\emptyset E_\emptyset \left[ \Phi'(0, T^\emptyset) \right]
\]  

Moreover

(i) If \( \Phi' \) is cumulative with respect to \( \Phi_\emptyset \) and \( E_\Pi[\Phi'(0, 1)] < \infty \), then

\[
\lim_{t \to \infty} t^{-1} \Phi'(0, t) = E_\Pi[\Phi'(0, 1)], \quad \text{a.s.}
\]  

for all initial state \( \nu \) such that \( \mathbb{P}\{T^\emptyset < \infty | N_0 = \nu\} = 1 \).

(ii) If \( \Phi' \) is a point process counting the \( H \)-transitions, then

\[
E_\Pi[\Phi'(0, 1)] = E_\Pi[q(N, H_\emptyset)]
\]  

where \( H_\emptyset = \{\nu \in M : (N, \nu) \in H\} \).

**Proof.** We aim now to apply the Swiss army formula [17, Formula (1.3.28) p.29]. With the notations of the previous reference, we define \( A = \Phi_\emptyset, D \) such that \( \tau_n = T_{n+1}^\emptyset, X(t) = 1, Z(t) = 1, B(t) = \Phi'(0, t) \), then we have \( W_0 = \tau_0 - T_0^\emptyset = T_1^\emptyset - T_0^\emptyset = T_1^\emptyset, \mathbb{P}_\emptyset\text{-a.s.} \). Then the Swiss army formula gives (6.42).

(i) We aim now to apply [10, Theorem 3.1 p.178] to the process \( \{\Phi'(0, t)\} \). Let \( U = \Phi'(0, T^\emptyset) \) and \( V = \max_{0 \leq t < T^\emptyset} |\Phi'(0, t)| = |U| \). By (6.42), we have \( E_\emptyset[U] < \infty \) then \( E_\emptyset[V] < \infty \). Then [10, Theorem 3.1 p.178] gives \( \lim_{t \to \infty} t^{-1} \Phi'(0, t) = \lambda_\emptyset E_\emptyset \left[ \Phi'(0, T^\emptyset) \right], \text{a.s.} \) which together with (6.42) implies (6.43).
6.3. LIMITING BEHAVIOR

(ii) We have
\[
E_{\Pi} [\Phi'(0,1)] = E_{\Pi} \left[ \sum_{n \in \mathbb{Z}} 1 \{(N_{n-1}, N_n) \in H\} 1\{0 < T_n \leq 1\} \right]
= E_{\Pi} \left[ \int_0^1 \int_H 1 \{(N_s, \nu) \in H\} q(N_s, d\nu) \, ds \right]
= E_{\Pi} \left[ \int_0^1 q(N_s, H_N) \, ds \right]
= E_{\Pi} [q(N, H_N)] \quad \text{(by stationarity)}
\]

where the second equality is due to Lévy's formula.

\[ \blacksquare \]

**Corollary 7** If \( \emptyset \) is a positive recurrent state for the generator \( q \), then the intensity \( \lambda \) of \( \Phi \) is given by \( \lambda = E_{\Pi} [q(N)] > 0 \).

**Proof.** From Proposition 26 (ii) we have \( \lambda = E_{\Pi} [q(N)] \). We aim now to show that \( \lambda \) is non-null. Observe that \( \lambda = E_{\Pi} [q(N)] \geq q(\emptyset) \Pi(\emptyset) = q(\emptyset, \mathcal{M}) \Pi(\emptyset) \). Note first that \( 0 < 1/q(\emptyset, \mathcal{M}) = E_{\emptyset} [T_1] \leq E_{\emptyset} [T^\emptyset] < \infty \) by assumption; then \( q(\emptyset, \mathcal{M}) > 0 \). On the other hand by (6.30) \( \Pi(\emptyset) = E_{\emptyset} [T_1] / E_{\emptyset} [T^\emptyset] > 0 \), then \( \lambda > 0 \). \[ \blacksquare \]

**Remark 15** Here is another proof of (6.44). Let \( Z_k = 1 \{(N_{k-1}, N_k) \in H\} \). Note that \( E_{\emptyset} [\Phi'(0,T^\emptyset)] \) equals
\[
E_{\emptyset} \left[ \int_{(0,T^\emptyset)} Z_0 \circ \theta_t \Phi (dt) \right]
= E_{\emptyset} \left[ \sum_{k \geq 1} Z_k 1 \{T_k \leq T^\emptyset\} \right]
= E_{\emptyset} \left[ \sum_{k \geq 1} Z_k 1 \{T_k \leq T^\emptyset\} q(N_{k-1}) E_{\emptyset} [T_k - T_{k-1} | \{N_n\}] \right]
= E_{\emptyset} \left[ \sum_{k \geq 1} E_{\emptyset} [Z_k 1 \{T_k \leq T^\emptyset\} q(N_{k-1}) (T_k - T_{k-1}) | \{N_n\}] \right]
= E_{\emptyset} \left[ \sum_{k \geq 1} Z_k 1 \{T_k \leq T^\emptyset\} q(N_{k-1}) (T_k - T_{k-1}) \right]
= E_{\emptyset} \left[ \int_0^{T^\emptyset} Z_0 \circ \theta_t q(N_{-1} \circ \theta_t) \, dt \right]
= \lambda_{\emptyset}^{-1} E_{\Pi} [Z_0 q(N_{-1})] \quad \text{(Inversion formula [17, Formula (1.2.25) p.20])}
= \lambda_{\emptyset}^{-1} E_{\Pi} [q(N_{-1}) 1 \{(N_{-1}, N_0) \in H\}] \quad (6.45)
where for the third equality we use \( \{ T_k \leq T^k \} = \{ N_1 \neq \emptyset, \ldots, N_{k-1} \neq \emptyset \} \). The sequence \( \{ N_k \}_{k \in \mathbb{Z}} \) is a discrete time Markov jump process with transition Kernel

\[
P(\nu, d\mu) = q_{(\nu, d\mu)}/q(\nu),
\]

then, for any \( A, A_0 \in \mathcal{M} \),

\[
P(\nu, d\mu_0) q(\nu) 1\{ \nu \in A \} q(\nu) 1\{ \nu_0 \in A_0 \}.
\]

then, for any measurable function \( f : \mathcal{M} \times \mathcal{M} \to \mathbb{R}^+ \),

\[
E[ f(N_{-1}, N_0) ] = \int_{\mathcal{M}} \Pi(\nu) \int_{\mathcal{M}} q(\nu, d\nu_0) q(\nu) f(\nu, \nu_0)
\]

In particular

\[
E[q(N_{-1}) 1\{ (N_{-1}, N_0) \in H \}] = \int_{\mathcal{M}} \Pi(\nu) \int_{\mathcal{M}} q(\nu, d\nu_0) q(\nu) 1\{ (\nu, \nu_0) \in H \}
\]

Equations (6.45) and (6.46) implies \( \lambda E_0 \mathbb{P}(0, T^0) = E_0[q(N, H_N)] \) which together with (6.42) imply (6.44).

### 6.3.5 Countable case

**Proposition 27** Consider an at most countable SMQ. Suppose that the SMQ generator \( q \) given by (6.8) is regular and irreducible. Suppose that a probability measure \( \Pi \) is invariant with respect to \( q \). Then \( q \) is ergodic.

**Proof.** By [34, Theorem 4.17 p.129], \( \Pi \) is invariant with respect to the transition functions associated to \( q \), then [8, Proposition 5.1.6 p.160] finishes the proof. \( \blacksquare \)

### 6.4 Invariant probability measure

In this section we gather results concerning invariant measures for the SMQ generator \( q \) given by (6.8).

The formula (6.30) does not give \( \Pi \) in an explicit form. Studying the global balance equation, we can sometimes express \( \Pi \) in a more tractable way. This the case when the routing kernel \( \lambda(.,.) \) satisfies certain traffic equations and \( r(.,.) \) are “balanced” in some way which will be defined soon.

**Definition 2** Traffic equations. We call a locally finite measure \( \rho(\cdot) \) on \( \mathbb{D} \) (defined in (6.7)) a solution of the traffic equations if

\[
\rho(\cdot) = 1, \quad \int_B \lambda(x, \mathbb{D}) \rho(dx) = \int_B \lambda(y, B) \rho(dy), \quad B \in \mathbb{D}
\]

(6.47)
Moreover, we will say that $\lambda(\cdot, \cdot)$ is reversible with respect to $\rho$ if the equations (6.47) hold with $\bar{D}$ replaced by any $A \in \mathcal{D}$.

Note that (6.47) may be decomposed in two equations

$$
\int_D \lambda(x, \bar{B}) \rho(dx) = \int_{\bar{D}} \lambda(y, B) \rho(dy), \quad B \in \mathcal{D}
$$

(6.49)

By standard arguments from indicator functions, to simple functions and then to non-negative functions, we may show that

$$
\int_{\bar{D}} \lambda(x, \bar{D}) h(x) \rho(dx) = \int_{\bar{D} \times \bar{D}} \lambda(y, dx) \rho(dy) (6.50)
$$

for every $\bar{D}$-measurable function $h: \bar{D} \rightarrow \mathbb{R}^+$. 

**Definition 3** Service rate balance. We say that the service rates $r : \bar{D} \times \bar{D} \times \mathbb{M} \rightarrow \mathbb{R}^+$, $(x, y, \nu) \mapsto r_{xy}(\nu)$ are balanced if there exists some measurable function $\Psi : \mathbb{M} \rightarrow (0, \infty)$ such that

$$
\Psi(\nu) r(\nu, T_{xy}\nu) = \Psi(T_{xy}\nu) r(T_{xy}\nu, \nu), \quad x \neq y \in \bar{D}, \nu \in \mathbb{M}, \nu_x > 0
$$

In particular Whittle service rates $\psi_x(\nu)$ are $\Psi$-balanced iff

$$
\Psi(\nu) \psi_x(\nu) = \Psi(T_{xy}\nu) \psi_y(T_{xy}\nu), \quad x \neq y \in \bar{D}, \nu \in \mathbb{M}, \nu_x > 0
$$

**Remark 16** Serfozo [106] calls the quantity

$$
\phi_x(\nu) = \nu_x \psi_x(\nu)
$$

service rates. In fact $\phi_x(\nu)$ may be viewed as the service rate per location and $\psi_x(\nu)$ may be viewed as the service rate per user. It is easy to see that if $\psi_x$ is $\Psi$-balanced, then $\phi_x$ is $\Phi$-balanced where

$$
\Phi(\nu) = \Psi(\nu) \prod_{x \in \text{supp}(\nu)} \nu_x!
$$

**6.4.1 Balance for Whittle SMQ**

**Proposition 28** Consider a Whittle generator $q$ such that the traffic equations (6.47) have a solution some measure $\rho$ on $\bar{D}$ and such that the service rates are balanced with respect to some measurable function $\Psi : \mathbb{M} \rightarrow (0, \infty)$. Suppose that

$$
\rho(\bar{D}) < \infty
$$

(6.51)

and

$$
\mathbb{E}_{\Pi_{\rho}}[\Psi] = \int_{\mathbb{M}} \Psi(\nu) \Pi_{\rho}(d\nu) < \infty
$$

(6.52)
where $\Pi_\rho$ is the distribution of the Poisson process on $\mathbb{D}$ with intensity measure $\rho$. If we normalize $\Psi$ such that $E_{\Pi_\rho}[\Psi] = 1$, then the Gibbs distribution $\Pi_\Psi$ having density $\Psi$ with respect to the Poisson process $\Pi_\rho$ is an invariant measure for $q$. (The Gibbs distribution is defined in Example 2.)

**Proof.** By the form of the SMQ generator $q$, the left-hand side of (6.5) may be written

$$I = \int_{\Gamma} q(\nu, M) \Pi_\Psi(\nu) \, d\nu$$

$$= \int_{\mathbb{D}} \Pi_\Psi(\nu) 1_{\Gamma}(\nu) \left[ \psi_o(\nu) \lambda(o, \mathbb{D}) + \int_{\mathbb{D}} \nu(dx) 1_{\Gamma}(\nu) \psi_x(\nu) \lambda(x, \mathbb{D}) \right]$$

(6.53)

Note that the second term in the right-hand side of Equation (6.53) can be written as

$$I_2 = \int_{\mathbb{D}} \Pi_\Psi(\nu) \int_{\mathbb{D}} \nu(dx) g(x, \nu - \delta_x)$$

where

$$g(x, \nu) = 1_{\Gamma}(\nu + \delta_x) \psi_x(\nu + \delta_x) \lambda(x, \mathbb{D})$$

Since $\Pi_\Psi$ is the Gibbs distribution, by Proposition 20,

$$I_2 = \int_{\mathbb{D}} \Pi_\Psi(\nu) \int_{\mathbb{D}} \rho(dx) \frac{\Psi(\nu + \delta_x)}{\Psi(\nu)}$$

$$= \int_{\mathbb{D}} \Pi_\Psi(\nu) 1_{\Gamma}(\nu + \delta_x) \psi_x(\nu + \delta_x) \lambda(x, \mathbb{D}) \frac{\Psi(\nu + \delta_x)}{\Psi(\nu)}$$

Note also that $\rho(\{o\}) = 1$ and interpreting $\nu + \delta_o \equiv \nu$ we can write the first term in the right-hand side of Equation (6.53) as

$$I_1 = \int_{\mathbb{D}} \Pi_\Psi(\nu) \rho(\{o\}) 1_{\Gamma}(\nu + \delta_o) \psi_o(\nu + \delta_o) \lambda(o, \mathbb{D}) \frac{\Psi(\nu + \delta_o)}{\Psi(\nu)}$$

Consequently

$$I = I_1 + I_2$$

$$= \int_{\mathbb{D}} \Pi_\Psi(\nu) \int_{\mathbb{D}} \rho(dx) 1_{\Gamma}(\nu + \delta_x) \psi_x(\nu + \delta_x) \lambda(x, \mathbb{D}) \frac{\Psi(\nu + \delta_x)}{\Psi(\nu)}$$

Consider the function $h : \mathbb{D} \rightarrow \mathbb{R}_+$ defined by

$$h(x) = 1_{\Gamma}(\nu + \delta_x) \psi_x(\nu + \delta_x) \Psi(\nu + \delta_x)$$
We have
\[ \int_D \rho (dx) \lambda (x, \bar{D}) h(x) = \int_{D \times D} \rho (dy) h(y) \lambda (y, dx) \]
\[ = \int_{D \times D} \rho (dy) 1_{\Gamma} (\nu + \delta_x) \psi_x (\nu + \delta_y) \Psi (\nu + \delta_y) \lambda (y, dx) \]
\[ = \int_{D \times D} \rho (dy) 1_{\Gamma} (\nu + \delta_x) \psi_y (\nu + \delta_y) \Psi (\nu + \delta_y) \lambda (y, dx) \]
\[ = \int_D \rho (dy) \psi_y (\nu + \delta_y) \Psi (\nu + \delta_y) \lambda (y, T_{\alpha} \nu) \]
where we use (6.50) for the first equality and \( \Psi \)-balance property for the third one. (The notation \( T_{\alpha} \nu \) is defined by (6.11).) Hence
\[ I = \int_M \Pi_{\Psi} (d\nu) \int_D \rho (dy) \psi_y (\nu + \delta_y) \frac{\Psi (\nu + \delta_y)}{\Psi (\nu)} \lambda (y, T_{\alpha} \nu) \]
The right-hand side of (6.5) may be written
\[ J = \int_M g (\nu, \Gamma) \Pi_{\Psi} (d\nu) \]
\[ = \int_M \Pi_{\Psi} (d\nu) \left[ \psi_o (\nu) \lambda (o, T_{\alpha} \nu) + \int_D \nu (dx) \psi_x (\nu) \lambda (x, T_x \nu) \right] \quad (6.54) \]
Note that the second term in the right-hand side of Equation (6.54) can be written as
\[ J_2 = \int_M \Pi_{\Psi} (d\nu) \int_D g (x, \nu - \delta_x) \nu (dx) \]
where
\[ g (x, \nu) = \psi_x (\nu + \delta_x) \lambda (x, T_{\alpha} \nu) \]
Since \( \Pi_{\Psi} \) is the Gibbs distribution, by Proposition 20,
\[ J_2 = \int_M \Pi_{\Psi} (d\nu) \int_D \rho (dx) g (x, \nu) \frac{\Psi (\nu + \delta_x)}{\Psi (\nu)} \]
\[ = \int_M \Pi_{\Psi} (d\nu) \int_D \rho (dx) \psi_x (\nu + \delta_x) \lambda (x, T_{\alpha} \nu) \frac{\Psi (\nu + \delta_x)}{\Psi (\nu)} \]
Note also that \( \rho (\{o\}) = 1 \) and interpreting \( \nu + \delta_o \equiv \nu \) we can write the first term in the right-hand side of Equation (6.54) as
\[ J_1 = \int_M \Pi_{\Psi} (d\nu) \rho (\{o\}) \psi_o (\nu + \delta_o) \lambda (o, T_{\alpha} \nu) \frac{\Psi (\nu + \delta_o)}{\Psi (\nu)} \]
Consequently
\[ J = J_1 + J_2 \]
\[ = \int_M \Pi_{\Psi} (d\nu) \int_D \rho (dx) \psi_x (\nu + \delta_x) \lambda (x, T_{\alpha} \nu) \frac{\Psi (\nu + \delta_x)}{\Psi (\nu)} \]
Note that \( J = I \) which finishes the proof.

The Gibbs distribution in Proposition 28 is given by

\[
\Pi_{\Psi} (\Gamma) = \sum_{n=0}^{\infty} \frac{e^{-\rho(\mathbb{D})} \rho(\mathbb{D})^n}{n!} \Pi_{\Psi} (\Gamma) = \sum_{n=0}^{\infty} \frac{e^{-\rho(\mathbb{D})} \rho(\mathbb{D})^n}{n!} \int_{\Gamma} \Psi (\nu) \Pi_{\rho^n} (d\nu), \quad \Gamma \in \mathcal{M}
\]

where \( \Pi_{\rho^n} \) is given by

\[
\Pi_{\rho^n} (\Gamma) = \int_{D^n} \left( \sum_{k=1}^{n} \delta_{x_k} \in \Gamma \right) \frac{\rho(dx_1)}{\rho(\mathbb{D})} \cdots \frac{\rho(dx_n)}{\rho(\mathbb{D})}, \quad n \in \mathbb{N}, \Gamma \in \mathcal{M}
\]

Remark 17 An invariant measure for the spatial Whittle generator is proposed in Serfozo’s pioneer work [106, 67]. We shall now compare this invariant measure with the invariant distribution given in Proposition 28.

Note that the term \( \pi_n \) in [106, Equation (10.5) p.269] and [67, Equation (5)] should be replaced by \( \frac{1}{n!} \pi_n \) as done in [107]. Indeed the proof in [106, 67] accounts well for the motions but not for the births and deaths.

With this replacement, the invariant distribution given in Proposition 28 is just a renormalized version of Serfozo’s invariant measure.

Example 5 In the particular case where \( \mathbb{D} \) is finite \( \mathbb{D} = \{1, 2, \ldots, D\} \), we have, for \( \nu \in \mathbb{M} \),

\[
\Pi_{\rho^n} (\nu) = \left( \begin{array}{c} n \\ \nu_1 \cdots \nu_D \end{array} \right) \frac{1}{\rho(\mathbb{D})^n} \prod_{x \in \nu} \rho_x^{\nu_x} = \frac{n!}{\rho(\mathbb{D})^n} \prod_{x \in \nu} \rho_x^{\nu_x},
\]

where we use for \( \nu = (\nu_1, \ldots, \nu_D) \) the notation \( \nu = \sum_{x \in \mathbb{D}} \nu_x \delta_x \) and denote \( n = \nu(\mathbb{D}) \). Then

\[
\Pi_{\Psi} (\nu) = e^{-\rho(\mathbb{D})} \Psi (\nu) \prod_{x \in \nu} \frac{\rho_x^{\nu_x}}{\nu_x!}
\]

In this case

\[
E_{\Pi_{\rho^n}} [\Psi] = \sum_{n=0}^{\infty} \frac{e^{-\rho(\mathbb{D})} \rho(\mathbb{D})^n}{n!} E_{\Pi_{\rho^n}} [\Psi] = \sum_{n=0}^{\infty} \frac{e^{-\rho(\mathbb{D})} \rho(\mathbb{D})^n}{n!} \sum_{\nu : \nu(\mathbb{D}) = n} \Psi (\nu) \frac{n!}{\rho(\mathbb{D})^n} \prod_{x \in \nu} \frac{\rho_x^{\nu_x}}{\nu_x!} = e^{-\rho(\mathbb{D})} \sum_{n=0}^{\infty} \sum_{\nu : \nu(\mathbb{D}) = n} \Psi (\nu) \prod_{x \in \nu} \frac{\rho_x^{\nu_x}}{\nu_x!} (6.55)
\]
6.4. INVARIANT PROBABILITY MEASURE

6.4.2 Balance for SMQ

Suppose that \( \lambda \) is reversible with respect to some measure \( \rho \) on \( \bar{\mathcal{D}} \), i.e.

\[
\int_B \lambda(x, C) \rho(dx) = \int_C \lambda(y, B) \rho(dy), \quad B, C \in \mathcal{D} \tag{6.56}
\]

Note that (6.56) may be decomposed in two equations

\[
\lambda(a, C) = \int_C \lambda(y, \{a\}) \rho(dy), \quad C \in \bar{\mathcal{D}} \tag{6.57}
\]

By standard arguments from indicator function, to simple functions and then to non-negative functions, it is easy to show that

\[
\int_{\bar{\mathcal{D}} \times \bar{\mathcal{D}}} h(x, y) \lambda(x, dy) \rho(dx) = \int_{\bar{\mathcal{D}} \times \bar{\mathcal{D}}} h(x, y) \lambda(y, dx) \rho(dy) \tag{6.59}
\]

for every \( \bar{\mathcal{D}} \times \bar{\mathcal{D}} \)-measurable function \( h : \bar{\mathcal{D}} \times \bar{\mathcal{D}} \to \mathbb{R}_+ \).

**Proposition 29** If the conditions of Proposition 28 are satisfied for a SMQ generator \( q \) given by (6.8) and if \( \lambda \) is reversible with respect to \( \rho \), then \( q \) is reversible with respect to \( \Pi_\Psi \).

**Proof.** It suffices to prove that

\[
I(\Gamma, K) = \int_\Gamma q(\nu, K) \Pi_\Psi(d\nu)
\]

is symmetric with respect to \( \Gamma, K \), i.e.; that \( I(\Gamma, K) = I(K, \Gamma) \) for all \( K, \Gamma \in \mathcal{M} \). By the form of the SMQ generator \( q \)

\[
I(\Gamma, K) = \int_\Gamma q(\nu, K) \Pi_\Psi(d\nu)
\]

\[
= \left[ \int_M \Pi_\Psi(d\nu) \int_\mathcal{D} \lambda(o, dy) r(\nu, T_{\nu}o) 1_K(T_{\nu}o) \right] \tag{6.60}
\]

Note that the second term in the right-hand side of Equation (6.60) can be written as

\[
I_2 = \int_M \Pi_\Psi(d\nu) \int_\mathcal{D} \nu(dx) g(x, \nu - \delta_x)
\]

where

\[
g(x, \nu) = 1_\Gamma(\nu + \delta_x) \int_\mathcal{D} \lambda(x, dy) r(\nu + \delta_x, T_{\nu}o) 1_K(T_{\nu}o)
\]
interpreting $T_{oo}\nu \equiv \nu$. Since $\Pi_\Psi$ is the Gibbs distribution, by Proposition 20,

$$I_2 = \int_M \Pi_\Psi (d\nu) \int_D \rho (dx) g(x, \nu) \frac{\Psi(\nu + \delta_x)}{\Psi(\nu)}$$

$$= \int_M \Pi_\Psi (d\nu) \int_D \rho (dx) \frac{\Psi(\nu + \delta_o)}{\Psi(\nu)} 1_{\Gamma} (\nu + \delta_o) \int_D \lambda(x, dy) r(\nu + \delta_o, T_{oy} \nu) 1_K (T_{oy} \nu)$$

Note also that $\rho(\{o\}) = 1$ and interpreting $\nu + \delta_o \equiv \nu$ we can write the first term in the right-hand side of Equation (6.60) as

$$I_1 = \int_M \Pi_\Psi (d\nu) \rho(\{o\}) \frac{\Psi(\nu + \delta_o)}{\Psi(\nu)} 1_{\Gamma} (\nu + \delta_o) \int_D \lambda(o, dy) r(\nu + \delta_o, T_{oy} \nu) 1_K (T_{oy} \nu)$$

Consequently

$$I(\Gamma, K) = I_1 + I_2$$

$$= \int_M \Pi_\Psi (d\nu) \int_{\bar{D} \times \bar{D}} \rho(dx) \lambda(x, dy) 1_{\Gamma} (T_{ox} \nu \in \Gamma, T_{oy} \nu \in K) r(T_{ox} \nu, T_{oy} \nu) \frac{\Psi(T_{ox} \nu)}{\Psi(\nu)}$$

The symmetry of $I(\cdot, \cdot)$ follows from (6.59) and the symmetry of $\Psi(\nu) r(\nu, \zeta)$.

**Remark 18** Proposition 29 is due to Serfozo [107, 66]. A more general result is given in [108, 109].

### 6.4.3 Invariant probability measure

**Proposition 30** Assume that the generator $q$ given by (6.8) is regular and let $\Pi$ be a probability measure on $(M, \mathcal{M})$. The following statements hold true.

(i) If $\Pi$ satisfies the balance equations (6.4), then $\Pi$ is invariant with respect to the transition functions associated to $q$.

(ii) If $\Pi$ is reversible with respect to $q$, then $\Pi$ is reversible with respect to the transition functions associated to $q$.

**Proof.**

(i) (Cf. [34, Theorem 4.17 p.129]).

(ii) (Cf. [34, Theorem 6.7 p.230]).
6.5 Mobility process for wireless networks

We give in the present section a Markov jump mobility process which may be used for wireless networks. The reader may doubt about the relevance of a Markov jump process to model mobility in wireless networks. In fact we don’t assume that the user remains at a given position for some time and then jumps to another place, but rather we account for the effect of the mobility on the state of our system only if the position of the user changes appreciably.

Denote by \( D \subset \mathbb{R}^2 \) the cell served by the given base station \( u = 0 \). We may model the internal mobility of users in \( D \) by a Markov jump process. Specifically, assume that the users move independently of each other in \( D \).

The sojourn duration of a given user at location \( x \in D \) is exponentially distributed with parameter \( \lambda'(x) \). Any user finishing its sojourn at location \( x \), is routed to a new location \( dy \) according to some probability kernel \( p'(x, dy) \), where \( p'(x, D) = 1 \).

The above description corresponds to the Markov process on \( D \) with the following generator (of the individual user mobility):

\[
\lambda(x, dy) = \lambda'(x) p'(x, dy),
\]

A probability measure \( \varrho(\cdot) \) on \( D \) is invariant for this mobility Markov process iff it satisfies the following equations

\[
\varrho(D) = 1, \quad \int_A \lambda(x, D) \varrho(dx) = \int_D \lambda(x, A) \varrho(dx), \quad A \in D
\]  

(6.61)

6.5.1 Completely aimless mobility

We show now an example where we can calculate concretely the above mobility parameters \( \lambda'(x) \) and \( p'(x, dy) \).

We consider the model described in [115]. It is based on the following assumptions:

- The velocity vectors of the users are independent.
- The velocity direction is uniformly distributed in \([0, 2\pi)\).

The authors of [70] call this model completely aimless motion.

Sojourn duration

We are interested in the user’s sojourn duration in a given geographic zone of area \( A \) and perimeter \( L \). Much as in [115], we derive a relation between the average sojourn duration and the average velocity.

We are interested in the users crossing an infinitesimal element \( dl \) of the border (for example from outside to inside) within an infinitesimal duration \( dt \). Such users are located in a rectangle of sides \( dl \) and \( V \cos \alpha dt \), as illustrated in Figure 6.1, where:

- \( V \) is the user’s velocity magnitude;
• and $\alpha$ is the angle formed by the user’s velocity vector and the perpendicular to $dl$.

Integrating over $V$ and $\alpha$, we obtain the average number of users crossing an element $dl$ of the border of the zone, from outside to inside, during $dt$

$$\int_{-\pi/2}^{\pi/2} \int_0^{+\infty} V F(dV) \cos \alpha \frac{d\alpha}{2\pi} \rho dl dt = \frac{v \rho}{\pi} dl dt$$

where $\rho$ is the intensity of users per surface unit, $F$ is the cumulative distribution function of the user’s velocity and $v = \mathbb{E}[V]$. Then the average number of users crossing the zone border per time-unit denoted $\lambda$ (which is the average arrival rate of users to the zone) is given by

$$\lambda = \frac{v \rho L}{\pi} \quad (6.62)$$

where $L$ is the perimeter of the zone.

Denote $\tau$ the average sojourn time of a user in a zone and $\bar{M}$ the average number of users in the zone. By Little’s formula, we have

$$\bar{M} = \lambda \tau$$

which gives

$$\tau = \frac{\bar{M} \lambda^{-1}}{\frac{\pi}{v L} \frac{\pi}{A}} = \frac{\pi A}{v L} \quad (6.63)$$

where $A$ is the surface of the zone. For a disc of radius $R$, we have $A/L = R/2$.

The authors of [70] consider an exponential distribution for the sojourn time. This assumption is justified by [35].

### 6.5.2 Intracell mobility

The cell $D$ is modeled by a disc of radius $R$ which is divided into $J$ rings. Each ring denoted by $j = 1, \ldots, J$ is delimited by discs with radii $r_{j-1}$ and $r_j$ where
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$r_0 = 0$ and $r_J = R$. Let $A_j = \pi \left(r_j^2 - r_{j-1}^2\right)$ be the surface of ring $j$. Of course $J$ should be large enough to capture correctly the geometry of the problem.

Consider the case where mobility is within a given cell. Denote $\lambda'_j$ the inverse of the average sojourn duration of users at ring $j$. Applying Equation (6.63) gives

$$\lambda'_j = \frac{\nu L_j}{\pi A_j} = 2\nu \frac{r_{j-1} + r_j}{A_j}, \quad j = 1, \ldots, J - 1$$

$$\lambda'_J = \frac{\nu L_J}{\pi A_J} = 2\nu \frac{r_J}{A_J}$$

A user finishing its sojourn at ring $j$ is routed:

- either to ring $j - 1$ or to ring $j + 1$ with respective probabilities $p'_{j,j-1} = r_{j-1}/(r_j + r_{j-1})$ and $p'_{j,j+1} = r_j/(r_j + r_{j-1})$, if $j = 2, \ldots, J - 1$;
- to ring 2 with probability 1, if $j = 1$;
- to ring $J - 1$ with probability 1, if $j = J$.

Hence

$$\lambda_{j,j-1} = 2\nu \frac{r_{j-1}}{A_j}, \quad j = 2, \ldots, J$$

$$\lambda_{j,j+1} = 2\nu \frac{r_j}{A_j}, \quad j = 1, \ldots, J - 1$$

(6.64)

**Proposition 31** The mobility kernel $(\lambda_{jk}; j, k \in \{1, \ldots, J\})$ where the $\lambda_{jk}$ are given by (6.64) admit

$$\varrho_j = \frac{A_j}{\pi R^2}, \quad j = 1, \ldots, J$$

(6.65)

as invariant probability measure, i.e. solution of (6.61),

**Proof.** Equations (6.61) may be written as follows

$$\begin{cases}
\varrho_j (\lambda_{j,j-1} + \lambda_{j,j+1}) = \varrho_{j-1} \lambda_{j-1,j} + \varrho_{j+1} \lambda_{j+1,j} & \text{for } j = 2, \ldots, J - 1 \\
\varrho_1 \lambda_{1,2} = \varrho_2 \lambda_{2,1} \\
\varrho_J \lambda_{J,J-1} = \varrho_{J-1} \lambda_{J-1,J}
\end{cases}$$

For the rates (6.64) we get

$$\begin{cases}
\varrho_j \frac{r_{j-1} + r_{j-1}}{A_j} = \varrho_{j-1} \frac{r_{j-1}}{A_{j-1}} + \varrho_{j+1} \frac{r_j}{A_{j+1}} & \text{for } j = 2, \ldots, J - 1 \\
\varrho_1 \frac{r_1}{A_1} = \varrho_2 \frac{r_2}{A_2} \\
\varrho_j \frac{r_j}{A_j} = \varrho_{j-1} \frac{r_{j-1}}{A_{j-1}}
\end{cases}$$

which clearly admits $\varrho$ given by (6.65) as solution. $\blacksquare$

**Proposition 32** Reversibility of the routing kernel. Consider the motion rates (6.64), and let $\lambda_{oj} > 0$ and $\lambda_{jo} > 0$ be the arrival and departure rates respectively. Then the routing kernel $(\lambda_{jk}; j, k \in \{0, 1, \ldots, J\})$ is reversible, iff

$$\lambda_{oj} \lambda_{jk} \lambda_{ko} = \lambda_{ok} \lambda_{kj} \lambda_{jo}$$

(6.66)

which is equivalent to

$$\frac{\lambda_{j+1,o}}{\lambda_{jo}} = \frac{\lambda_{o,j+1}}{A_{j+1}} \frac{A_j}{\lambda_{oj}}$$

(6.67)
in which case \( \lambda \) is reversible with respect to \( \rho \) defined by

\[
\rho_0 = 1, \quad \rho_j = \frac{\lambda_{oj}}{\lambda_{jo}} \tag{6.68}
\]

In the particular case where the intensity of arrivals per unit surface, say \( \lambda \), is constant, i.e. \( \lambda_{oj} = \lambda A_j \), Condition (6.67) is equivalent to

\[
\lambda_{j+1,o} = \lambda_{jo}
\]

**Proof.** If \( \lambda \) is reversible, then by Kolmogorov criterion, we should have (6.66).

Inversely if (6.66) holds true, then

\[
\frac{\lambda_{oj}}{\lambda_{jo}} \lambda_{jk} = \frac{\lambda_{ok}}{\lambda_{ko}} \lambda_{kj}, \quad \text{and} \quad \frac{\lambda_{oj}}{\lambda_{jo}} \lambda_{jo} = \lambda_{oj}
\]

hence \( \lambda \) is reversible with respect to \( \rho \) defined by (6.68).

Taking \( k = j + 1 \) in Equation (6.66) we get

\[
\lambda_{oj} \frac{r_j}{A_j} \lambda_{j+1,o} = \lambda_{o,j+1} \frac{r_j}{A_{j+1}} \lambda_{jo}
\]

and taking \( k = j - 1 \) in Equation (6.66) we get

\[
\lambda_{oj} \frac{r_{j-1}}{A_j} \lambda_{j-1,o} = \lambda_{o,j-1} \frac{r_{j-1}}{A_{j-1}} \lambda_{jo}
\]

which is true iff (6.67) holds true. \( \blacksquare \)

**Proposition 33** Consider the motion rates (6.64), and let \( \lambda_{oj} > 0 \) and \( \lambda_{jo} > 0 \) be the arrival and departure rates respectively. Then for each speed \( v \geq 0 \), the traffic equations associated to the routing kernel \( \lambda_{jk}; j, k \in \{0, 1, \ldots, J\} \) admit a unique solution. Moreover

\[
\lim_{v \to \infty} \rho_j (v) = A_j \frac{\sum_{k=1}^{J} \lambda_{ok}}{\sum_{k=1}^{J} A_k \lambda_{ko}}
\]

**Proof.** The routing kernel \( \lambda_{jk}; j, k \in \{0, 1, \ldots, J\} \) is irreducible by the positivity of the arrival and departure rates. Since the state space \( \{0, 1, \ldots, J\} \) is finite, the Markov process associated to the routing kernel is positive recurrent and admits an invariant measure \( \rho \) with positive terms and unique up to a multiplicative factor. Hence (6.69) admit a unique solution.

It remains to show that \( \lim_{v \to \infty} \rho_j (v) \) exists and is finite for all \( j \in \{1, \ldots, J\} \). To this end we may write equations (6.69) in the matrix form \( \rho (v) \Lambda = 0 \) where
\( \Lambda = (\lambda_{jk}; j, k \in \{0, 1, \ldots, J\}) \) with the diagonal terms chosen such that the row sums are null. Note that \( \Lambda \) may be written in the form

\[
\Lambda = v \Lambda^{(0)} + \Lambda^{(1)}
\]

where

\[
\Lambda^{(0)} = \begin{pmatrix}
0 & 0 & 0 & \cdots & 0 \\
0 & * & \lambda_{12}/v & 0 \\
0 & \lambda_{12}/v & * & \lambda_{23}/v \\
\vdots & \ddots & \ddots & \ddots & \ddots \\
0 & & & \lambda_{J-1,J}/v & * \\
\end{pmatrix}
\]

and

\[
\Lambda^{(1)} = \begin{pmatrix}
* & \lambda_{01} & \cdots & \lambda_{0J} \\
\lambda_{10} & * & \cdots & 0 \\
\vdots & \ddots & \ddots & \ddots \\
\lambda_{J0} & 0 & \cdots & *
\end{pmatrix}
\]

with the diagonal terms chosen such that the row sums are null. Hence \( \rho(v) \) satisfies

\[
\rho(v) \left( \Lambda^{(0)} + \frac{1}{v} \Lambda^{(1)} \right) = 0
\]

In the case where \( v \) is large, we say that \( \Lambda^{(0)} \) and \( \frac{1}{v} \Lambda^{(1)} \) are the unperturbed generator and the perturbation respectively and since the unperturbed generator is reducible, the perturbation is said to be singular. The existence and finiteness of \( \lim_{v \to \infty} \rho_j(v) \) may be deduced from [43].

Note that we may get the expression of the limit from [43], but we give a direct proof. Let \( \rho_j = \lim_{v \to \infty} \rho_j(v) \) for all \( j \in \{1, \ldots, J\} \). Dividing (6.69) by \( v \) and letting \( v \to \infty \) shows \( \rho_j, j \in \{1, \ldots, J\} \) satisfies the traffic equations of the mobility kernel and hence by Proposition 31

\[
\rho_j = \alpha \frac{A_j}{\pi R^2}, \quad j = 1, \ldots, J
\]

for some constant \( \alpha \). Summing equations (6.69) over \( j = 1, \ldots, J \) we get

\[
\sum_{k=1}^{J} \lambda_{ok} = \sum_{k=1}^{J} \rho_k(v) \lambda_{ko}
\]

letting \( v \to \infty \) in the display above gives

\[
\alpha = \frac{\sum_{k=1}^{J} \lambda_{ok}}{\sum_{k=1}^{J} \frac{A_k}{\pi R^2} \lambda_{ko}}
\]

which proves the formula given in the proposition for \( \lim_{v \to \infty} \rho_j(v) \).

(Historically the above problem is treated in [105], [39], [43] and references therein. We may view the limiting behavior as \( v \) goes to \( \infty \) in terms of the so
called aggregated process on the set of the ergodic classes of \( \Lambda^{(0)} \), say \( \{0, 1\} \) with generator [124, Theorem 7.4]

\[
\bar{\Lambda} = \left( \begin{array}{cc} 1 & 0 \\ 0 & \varrho \end{array} \right) \Lambda^{(1)} \left( \begin{array}{cc} 1 & 0 \\ 0 & 1 \end{array} \right) = \left( \begin{array}{cc} -\sum_{k=1}^{J} \lambda_{ok} & \sum_{k=1}^{J} \lambda_{ko} \\ \sum_{k=1}^{J} \varrho_k \lambda_{ko} & -\sum_{k=1}^{J} \varrho_k \lambda_{ko} \end{array} \right)
\]

The above perturbation problem with countable state space, and in particular the problem of finding an analytic series of \( \rho(v) \) in \( \frac{1}{v} \) is treated in [5] or [123].

6.5.3 Intercell mobility

Denote \( \lambda'_u \) the inverse of the average sojourn duration of users at cell \( u \). Applying Equation (6.63) gives

\[
\lambda'_u = \frac{\nu L}{\pi A} = \frac{2\nu}{\pi R}
\]

where the perimeter equals \( L = 2\pi R \) and the area equals \( A = \pi R^2 \). If each base station has 6 neighbours as in the infinite or toric hexagonal model, then

\[
\lambda_{u,w} = \frac{1}{6} \lambda'_u = \frac{\nu}{3\pi R}
\]

for each pair of neighbours \( u, w \).

Note that in the case of intracell mobility, the average sojourn duration in ring \( j \), say \( \tau_j \), may be deduced from Equation (6.63)

\[
\tau_j = \frac{\pi}{2\nu} (r_{j+1} - r_j), \quad j = 1, \ldots, J - 1
\]

\[
\tau_J = \frac{\pi}{2\nu} \frac{r_J^2 - r_J r_{J-1}}{r_J - r_{J-1}}
\]

Then the average sojourn duration in the cell is given by

\[
\sum_{j=1}^{J} \tau_j = \frac{\pi}{2\nu} \frac{r_J^2}{r_J - r_{J-1}} = \frac{\pi R}{2\nu} \frac{R}{r_J - r_{J-1}}
\]

If \( J \) is sufficiently large, then \( \frac{R}{r_{J-1}} \sim 1 \) and the right hand side of the above display is almost equal to \( \frac{\pi R}{2\nu} \), which is the sojourn duration in a cell deduced directly from Equation (6.63).

6.5.4 Complete mobility

Consider now a network of hexagonal cells such that each one has exactly 6 neighbours. Each cell is approximated by a disc and divided into \( J \) rings. The cells are indexed by \( u \in U = \{1, \ldots, U\} \), and the rings by \( j \in J = \{1, \ldots, J\} \). The ring \( j \) of the cell \( u \) is indexed by \( u_j \in D = J \times U \).
Remark 19 We may alternatively index the rings of the cell $u$ as follows $(u - 1)J + 1, \ldots, (u - 1)J + J$. Hence each ring is identified by some $x = \{1, \ldots, U \times J\}$. From a given such $x$, we may retrieve the index of the corresponding cell $u$ and ring $j$ by the Euclidean division

$$x - 1 = (u - 1)J + (j - 1), \quad 1 \leq j \leq J$$

Denote $\lambda'_{uj}$ the inverse of the average sojourn duration of users at ring $uj$. Applying Equation (6.63) gives

$$\lambda'_{uj} = \frac{vL_j}{\pi A_j} = 2v \frac{r_j + r_{j-1}}{A_j}, \quad j \in J$$

A user finishing its sojourn at ring $uj$ is routed:

- to either ring $u(j - 1)$ or ring $u(j + 1)$ with respective probabilities $p'_{uj,u(j-1)} = r_{j-1}/(r_j + r_{j-1})$ and $p'_{uj,u(j+1)} = r_j/(r_j + r_{j-1})$, if $j = 2, \ldots, J - 1$;
- to ring $u2$ with probability 1, if $j = 1$;
- to either ring $u(J - 1)$ or ring $wJ$, where $w$ is a neighbour of $u$, with respective probabilities $p'_{uj,u(J-1)} = r_{J-1}/(r_j + r_{J-1})$ and $p'_{uj,wJ} = \frac{r_j}{2}(r_j + r_{J-1})$, if $j = J$.

Hence

$$\begin{cases}
\lambda_{uj,u(j-1)} = 2v \frac{r_{j-1}}{A_j}, & j = 2, \ldots, J \\
\lambda_{uj,u(j+1)} = 2v \frac{r_j}{A_j}, & j = 1, \ldots, J - 1 \\
\lambda_{uj,wJ} = \frac{1}{2}v \frac{r_j}{A_j}, & w \text{ is a neighbour of } u
\end{cases}$$

(6.71)

The result of Proposition 31 may be easily extended to the complete mobility case as follows

Proposition 34 The mobility kernel $(\lambda_{uj,wk}; uj, wk \in J \times U)$ given by (6.71) admit

$$\varrho_{uj} = \varrho_j = \frac{A_j}{\pi R^2}, \quad j \in J, u \in U$$

as invariant probability measure, i.e. solution of (6.61).

Proof. Besides the proof of Proposition 31, it remains to show that

$$\varrho J \left[ \lambda_{uJ,u(J-1)} + \sum_{w} \lambda_{uJ,wJ} \right] = \varrho_{J-1} \lambda_{u(J-1),uJ} + \varrho_{J} \sum_{w} \lambda_{wJ,uJ}$$

which is equivalent to

$$\varrho_{J} \lambda_{uJ,u(J-1)} = \varrho_{J-1} \lambda_{u(J-1),uJ}$$

which holds true. □
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Relation to intracell traffic equations

We aim in the present section to study the relation between the traffic equations associated to complete mobility and those associated to intracell mobility.

If the arrival and departure rates don’t depend on the particular cell but only on the ring in which they occur, then it is easy to extend the results of Proposition 32 and Proposition 33 to the complete mobility case. Let’s for example verify the reversibility announced in Proposition 32 with respect to

\[ \rho_{uo} = \rho_o = 1, \quad \rho_{uj} = \rho_j = \frac{\lambda_o}{\lambda_j} \]

Besides the proof of Proposition 31, it remains to show that

\[ \rho_j \lambda_{uJ,wJ} = \rho_j \lambda_{wJ,uJ} \]

which clearly holds true.

The following proposition shows the relation between the solutions of the traffic equations associated to intracell and complete mobility.

**Proposition 35** Assume that the arrival and departure rates don’t depend on the particular cell but only on the ring in which they occur. If \( (\rho_j; j \in \bar{J}) \) is solution of the traffic equations associated to the routing kernel \( (\lambda_{jk}; j, k \in J) \), then \( (\rho_{uj}; uj \in D) \) defined by

\[ \rho_{uo} = \rho_o = 1, \quad \rho_{uj} = \rho_j, \quad u \in U, j \in J \]  

(6.72)

is solution of the traffic equations associated to the routing kernel \( (\lambda_{uj,uk}; uj, uk \in D) \).

**Proof.** Assume that \( (\rho_j; j \in \bar{J}) \) is a solution of the traffic equations associated to the routing kernel \( (\lambda_{jk}; j, k \in J) \). Let’s verify that \( (\rho_{uj}; uj \in D) \) defined by (6.72) satisfy the traffic equations associated to the routing kernel \( (\lambda_{uj,uk}; uj, uk \in D) \), i.e.

\[
\begin{align*}
\rho_j \left( \lambda_{uj,o} + \lambda_{uj,u(j-1)} + \lambda_{uj,u(j+1)} \right) &= \rho_o \lambda_{o,uj} + \rho_j \lambda_{u(j-1),uj} + \rho_{j+1} \lambda_{u(j+1),uj} \\
\rho_1 \left( \lambda_{u1,o} + \lambda_{u1,u2} \right) &= \rho_o \lambda_{o,u1} + \rho_2 \lambda_{u2,u1} \\
\rho_j \left[ \lambda_{uJ,o} + \lambda_{uJ,u(J-1)} + \sum_w \lambda_{uJ,wJ} \right] &= \rho_o \lambda_{o,uJ} + \rho_{J-1} \lambda_{u(J-1),uj} + \sum_w \rho_j \lambda_{wJ,uJ}
\end{align*}
\]

which are clearly satisfied since \( \lambda_{uj,uk} = \lambda_{jk} \) and \( \sum_w \lambda_{uJ,wJ} = \sum_w \lambda_{wJ,uJ} \). ■
Chapter 7

SMQ for elastic traffic

We consider here elastic traffic (i.e. messages having some amount of data to transmit at a bit rate which may be chosen by the network).

The classical results for discrete single server queues are recalled in §14.A.1. In particular analytical formulae for the throughput and delay for a M/GI/1 multiclass processor-sharing queue are recalled. The aim of the present chapter is to extend these results to the case where the set of classes is continuous, and where there is mobility between the different classes.

To this end we consider two Markovian models for wireless networks serving elastic traffic: the Whittle model proposed for such networks in [25, § 2]; and a wireless model, that we describe later. The fundamental difference between the two models is that in the wireless model each user has some given data-volume to transmit during the whole sojourn in the system, while in the Whittle of [25, § 2] each user has a different data-volume to transmit at each visited location, and he does not move from this location until the end of the transmission of the required volume. Consequently, when the Whittle model approaches congestion, user mobility is being frozen, whereas it is not influenced by a congestion in the wireless model.

Unfortunately the ergodicity conditions for established in § 6.3 are not helpful in the case of elastic traffic, thus we need to establish ergodicity by alternative ways.

7.1 Whittle model

7.1.1 Model

The following model is classical for modelling wired networks serving elastic traffic [98] in the discrete case, [106]):

(a2) Exogenous arrivals come to $dx$ as a Poisson process with intensity $\lambda (o, dx)$.

(b2) A user finishing its service at location $x$ is routed to $dy$ according to the
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probability Kernel \( p(x, dy) \) (Bernoulli routing) where \( p(x, \bar{D}) = 1 \). As usual \( y = o \) corresponds to the case where the user exits the system.

(c2) Define the location-call-volume at a location \( x \) as the residual amount of data to transmit or receive at location \( x \) before a motion to another location or the exit from the system. The location-call-volumes are assumed i.i.d. exponentially distributed with parameters \( \lambda (x) \) (or equivalently with mean \( 1/\lambda (x) \)) and independent from arrivals. (Note that the location-call-volume equals the service duration if the user is served at rate 1.)

(d2) The state of the system is \( \nu \in \mathbb{M} \) counting the users at each location. The rate allocated to the users at location \( x \) when the state of the system is \( \nu \) equals \( \nu_x \psi_x (\nu) \) (i.e. the rate allocated for each user at location \( x \) is \( \psi_x (\nu) \)).

Note that the mobility process here is different from that given in Section 6.5. In particular the sojourn duration of some user at a given position \( x \) depends on the bit-rate allocated by the network, which in its turn depends on the number and locations of the other users.

**Proposition 36** The physical interpretation (a2)–(d2) corresponds to the mathematical description (a1)–(c1) in Section 6.2.3 and thus to the generator (6.8) if

\[
\begin{align*}
\lambda (x) &= \lambda (x, \bar{D}) , & x &\in \mathbb{D} \\
p(x, A) &= \lambda (x, A) / \lambda (x, \bar{D}) , & x &\in \mathbb{D}, A \in \bar{D}
\end{align*}
\]

and

\[
r_{xy} (\nu) = \begin{cases} 1, & x = o, y \in \mathbb{D} \\ \psi_x (\nu), & x \in \mathbb{D}, y \in \bar{D} \end{cases}
\]

Hence we get a Whittle network.

**Proof.** Clearly (a2) is the same as (a1) and (b2) is equivalent to (b1) if

\[
p(x, A) = \lambda (x, A) / \lambda (x, \bar{D})
\]

It remains to show that (c2)-(d2) imply (c1). At a given location \( x \) there are \( \nu_x \) users, each of which, by (c2) and (d2), will depart from location \( x \) after an exponentially-distributed duration of rate \( \lambda (x) \psi_x (\nu) \). The next departure will then take place at the minimum of these durations which is exponentially distributed with rate \( \lambda (x) \nu_x \psi_x (\nu) \), hence we obtain (c1) if

\[
\lambda (x) = \lambda (x, \bar{D})
\]

Hence the departure rate \( \lambda (x) \times \nu_x \psi_x (\nu) \) comprises two factors. The first one \( \lambda (x) \) may be interpreted as the rate of an exponentially-distributed location-call-volume at location \( x \) (which is related to the motion within the system and
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the exist from the system) of a given user and the second one \( \nu_x \psi_x (\nu) \) may be interpreted as the total rate at location \( x \) when the state of the system is \( \nu \) (\( \nu_x \psi_x (\nu) \) is called capacity by some authors [98]).

The Whittle model is classically used for wired networks, but it may be used for wireless networks. We will discuss the relevance of the Whittle model for wireless networks in Remark 21.

7.1.2 Service rate balance

The following lemmas will be useful in the study of the ergodicity and balance of the service rates of the Whittle model for wireless networks.

**Lemma 9** Let \( \gamma : \mathbb{D} \to \mathbb{R}^*_+ \) be some measurable function. If, for all \( x \in \mathbb{D}, y \in \bar{\mathbb{D}}, A \in \bar{\mathbb{D}} \), we replace \( \lambda (x, A) \) by \( \lambda (x, A) / \gamma (x) \) and \( r_{xy} (\nu) \) by \( r_{xy} (\nu) / \gamma (x) \) the generator (6.8) remains invariant.

**Proof.** The products \( \lambda (x, \{o\}) r_{xo} (\nu) \) and \( \lambda (x, dy) r_{xy} (\nu) \) remain invariant, then the generator (6.8) remains invariant.

**Corollary 8** Consider a Whittle network where, for all \( x \in \mathbb{D}, \nu \in \mathbb{M} \), the service rate \( \psi_x (\nu) \) is in the form \( 1 / (h (\nu (\mathbb{D}) \gamma (x)) \) for two positive measurable functions \( \gamma \) and \( h \). By replacing \( \lambda (x, A) \) by \( \lambda (x, A) / \gamma (x) \) and \( \psi_x (\nu) \) by \( 1 / (h (\nu (\mathbb{D})) \) (for all \( x \in \mathbb{D}, \nu \in \mathbb{M}, A \in \bar{\mathbb{D}} \) the generator (6.8) remains invariant.

**Proof.** Immediate consequence of Lemma 9.

**Lemma 10** The service rates \( \psi_x (\nu) = 1 / (h (\nu (\mathbb{D})) \) are balanced by

\[
\Psi (\nu) = Z^{-1} \prod_{n=1}^{\nu (\mathbb{D})} h (n)
\]

where \( Z \) is a normalizing constant. Let \( \rho \) be some measure on \( \mathbb{D} \) and \( \Pi_\rho \) be the distribution of a Poisson process of intensity measure \( \rho \). If we normalize \( \Psi \) such that \( E_{\Pi_\rho} [\Psi] = 1 \), then

\[
Z = E_{\Pi_\rho} \left[ \prod_{n=1}^{\nu (\mathbb{D})} h (n) \right] = E \left[ X \prod_{n=1}^{\nu (\mathbb{D})} h (n) \right]
\]

where \( X \) a Poisson random variable with mean \( \rho (\mathbb{D}) \). If \( \psi_x (\nu) = 1 / \nu (\mathbb{D}) \) and if \( \rho (\mathbb{D}) < 1 \), then

\[
Z = e^{-\rho (\mathbb{D}) (1 - \rho (\mathbb{D}))^{-1}}
\]

and

\[
\Psi (\nu) = e^{\rho (\mathbb{D}) (1 - \rho (\mathbb{D}) \nu (\mathbb{D})!}
\]

**Proof.** We normalize \( \Psi \) such that \( E_{\Pi_\rho} [\Psi] = 1 \). If \( \psi_x (\nu) = 1 / \nu (\mathbb{D}) \) then

\[
Z = E [X!] = \sum_{n=0}^{\infty} e^{-\rho (\mathbb{D}) \rho (\mathbb{D})^n n!} = e^{-\rho (\mathbb{D}) (1 - \rho (\mathbb{D}))^{-1}}
\]

\[\blacksquare\]
7.1.3 Ergodicity

Particular case: no mobility

**Proposition 37** Consider the model described in Section 7.1.1 without mobility and with \( \psi_x(\nu) = 1/h(\nu(D)) \), \( x \in D, \nu \in M \). The corresponding SMQ \( \{N_t\} \) has routing rates satisfying

\[
\lambda(x, D) = 0, \quad x \in D
\]

and service rates given by

\[
r_{xy}(\nu) = \begin{cases} 
1 & \text{if } x = o, y \in D \\
1/h(\nu(D)) & \text{if } x \in D, y \in \bar{D}
\end{cases}
\]

The total number of users \( \{N_t(D)\} \) may be viewed as a generalized processor-sharing (GPS) M/GI/1 queue with arrival rate \( \lambda = \lambda(o, D) \), with mean volume (i.e. amount of data to transmit or receive)

\[
\mu^{-1} = \frac{1}{\lambda(o, D)} \int_D \lambda(o, dx) / \lambda(x, \{o\})
\]

and such that, when there are \( n \) users in the queue, each one is served at rate \( 1/h(n) \).

If

\[
\lambda \mu^{-1} = \int_D \frac{\lambda(o, dx)}{\lambda(x, \{o\})} < \lim_{n \to \infty} n/h(n)
\]

then the state \( \emptyset \) is positive recurrent for the process \( \{N_t\} \) and the return time of \( \{N_t\} \) to \( \emptyset \) from any initial state is almost surely finite.

**Proof.** A user arrives at \( dx \) with probability \( \lambda(o, dx) / \lambda(o, D) \) and has a location-call-volume which is exponentially distributed with mean \( 1/\lambda(x, \{o\}) \).

Hence at his arrival, a user has a volume with mean

\[
\mu^{-1} = \frac{1}{\lambda(o, D)} \int_D \lambda(o, dx) / \lambda(x, \{o\})
\]

The traffic intensity of the equivalent GPS queue is

\[
\lambda \mu^{-1} = \rho(D)
\]

The last part of the proposition is due to the properties of the GPS queue [78, Proposition 4.1 and Remark 4.1].

Note that the traffic equations (6.47) admit the solution \( \rho(dx) = \lambda(o, dx) / \lambda(x, \{o\}) \), then

\[
\rho(D) = \lambda \mu^{-1}
\]

and the ergodicity condition writes

\[
\rho(D) < \lim_{n \to \infty} n/h(n)
\]
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Particular case: volume mean independent from location

Proposition 38 Consider the model described in Section 7.1.1 with location-call-volume rates \( p(x, \{o\}) \lambda(x) = \mu \) where \( \mu \) is a given constant (i.e. independent from location \( x \in \mathbb{D} \)) and with \( \psi_x(\nu) = 1/h(\nu(\mathbb{D})) \), \( x \in \mathbb{D}, \nu \in \mathbb{M} \). The corresponding SMQ \( \{N_t\} \) has routing rates satisfying
\[
\lambda(x, \{o\}) = \mu, \quad x \in \mathbb{D}
\]
and service rates given by
\[
r_{xy}(\nu) = \begin{cases} 1 & \text{if } x = o, y \in \mathbb{D} \\ 1/h(\nu(\mathbb{D})) & \text{if } x \in \mathbb{D}, y \in \overline{\mathbb{D}} \end{cases}
\]
The total number of users \( \{N_t(\mathbb{D})\} \) may be viewed as a processor-sharing M/M/1 queue with arrival rate \( \lambda = \lambda(o, \mathbb{D}) \), with mean volume \( \mu^{-1} \), and such that, when there are \( n \) users in the queue, each one is served at rate \( 1/h(n) \).

If
\[
\lambda \mu^{-1} < \lim_{n \to \infty} n/h(n)
\]
then the state \( \emptyset \) is positive recurrent for the process \( \{N_t\} \) and the return time of \( \{N_t\} \) to \( \emptyset \) from any initial state is almost surely finite.

Proof. A user arrives at \( dx \) with probability \( \lambda(o, dx) / \lambda(o, \mathbb{D}) \) and has a location-call-volume which is exponentially distributed with mean \( 1/(p(x, \{o\}) \lambda(x)) = 1/\mu \). Hence at his arrival, a user has a volume with mean
\[
\int_{\mathbb{D}} \mu^{-1} \frac{\lambda(o, dx)}{\lambda(o, \mathbb{D})} = \mu^{-1}
\]
The traffic intensity of the equivalent processor-sharing M/M/1 queue is
\[
\lambda \mu^{-1} = \rho(\mathbb{D})
\]
Another way to prove the equivalence of our system to a M/M/1 queue is to consider the subsets of the state space \( \mathbb{M} \) defined by
\[
\Gamma(\nu) = \{ \nu' \in M; \nu'(\mathbb{D}) = \nu(\mathbb{D}) \}, \quad \nu \in \mathbb{M}
\]
We say that \( \Gamma(\nu) \) is the class of \( \nu \in \mathbb{M} \) and we show now that the aggregation of the states into these classes gives rise to a Markov process, say \( \{\tilde{N}_t\} \). To this end we have to show that
\[
\nu' \in \Gamma(\nu) \Rightarrow (q(\nu, \Gamma(\eta))) = q(\nu', \Gamma(\eta)), \forall \eta \in \mathbb{M} \setminus \Gamma(\nu) \tag{7.2}
\]
in which case the aggregated Markov process \( \{\tilde{N}_t\} \) would have the generator \( \tilde{q} \) defined on the state space \( \tilde{\mathbb{M}} = \{\Gamma(\nu) ; \nu \in \mathbb{M}\} \) by
\[
\tilde{q}(\Gamma(\nu), \Gamma(\eta)) = q(\nu, \Gamma(\eta)) \tag{7.3}
\]
From (6.10) we get
\[ q(\nu, \Gamma(\nu) + 1) = \lambda(\alpha, D), \quad q(\nu, \Gamma(\nu) - 1) = \frac{\nu(D) \mu}{h(\nu(D))} \]
hence (7.2) is satisfied. Note that the state space \( \mathbb{M} \) may be identified with the set of integers \( \mathbb{N} \), and from (7.3) we get the aggregated generator
\[ \tilde{q}(n, n + 1) = \lambda(\alpha, D), \quad \tilde{q}(n, n - 1) = \frac{n}{h(n)} \mu \]
which is the generator of a M/M/1 queue with the properties announced in the Proposition.

The second part of the proposition is due to the properties of the processor-sharing M/M/1 queue; see e.g. [37].

Note that if the traffic equations (6.47) admit a solution \( \rho(\cdot) \), then by Equation (6.48),
\[ \rho(D) = \lambda \mu^{-1} \]
and the ergodicity condition writes
\[ \rho(D) < \lim_{n \to \infty} n/h(n) \]

**Particular case: the set \( D \) of locations is discrete**

**Proposition 39** Consider the model described in Section 7.1.1 with \( \psi_x(\nu) = 1/h(\nu(D)), x \in D, \nu \in \mathbb{M} \). Assume moreover that the set \( D \) of locations is discrete, the SMQ generator \( q \) is irreducible and that the traffic equations (6.47) have a solution some measure \( \rho \) on \( \mathbb{D} \). Then the condition
\[ \rho(D) < \lim_{n \to \infty} n/h(n) \] (7.4)
implies that the SMQ process \( \{N_t\} \) is ergodic.

**Proof.** Since the Markov process \( \{N_t\} \) has a discrete state space, it is enough to show that it admits a finite invariente measure. To this end, we show that the conditions of Proposition 28 hold true.

First note that (7.4) implies Condition (6.51). It remains to show that the condition (7.4) implies (6.52). Note that the service rates are balanced with respect to
\[ \Psi(\nu) = \prod_{n=1}^{\nu(D)} h(n) \]
Since under \( \Pi_\rho \), the total number of points \( \nu(D) \) is a Poisson random variable with mean \( \rho(D) \), we deduce that, for each fixed \( b \in \mathbb{R}_+ \),
\[ E_{\Pi_\rho} \left( b^{\nu(D)} \nu(D)! \right) = e^{-\rho(D)} \frac{1}{1 - b \rho(D)} \]
Denote \( a = \lim_{n \to \infty} h(n) / n \) and fix some \( \epsilon > 0 \) such that \((a - \epsilon) \rho(\mathcal{D}) < 1\). There exists some \( n_c \) such that, for all \( n > n_c \), \( h(n) \leq (a - \epsilon) n \). Then, writing \( \Psi(\nu) = 1 \{ \nu(\mathcal{D}) \leq n_c \} \Psi(\nu) + 1 \{ \nu(\mathcal{D}) > n_c \} \Psi(\nu) \), we deduce that

\[
\begin{align*}
E_{\Pi, \rho}[\Psi] & = E_{\Pi, \rho}[1 \{ \nu(\mathcal{D}) \leq n_c \} \Psi(\nu)] + E_{\Pi, \rho}[1 \{ \nu(\mathcal{D}) > n_c \} \Psi(\nu)] \\
& \leq E_{\Pi, \rho}[1 \{ \nu(\mathcal{D}) \leq n_c \} \Psi(\nu)] + E_{\Pi, \rho}[1 \{ \nu(\mathcal{D}) > n_c \} \Psi(\nu)] \\
& \leq \sup_{1 \leq k \leq n_c} \left( \frac{k}{n} h(n) \right) + \left( \frac{h(n)}{(a - \epsilon) n} \right) E_{\Pi, \rho}[\nu(\mathcal{D})] \\
& \leq \sup_{1 \leq k \leq n_c} \left( \frac{k}{n} h(n) \right) + \left( \frac{h(n)}{(a - \epsilon) n} \right) e^{-\rho(\mathcal{D})} \frac{1}{1 - (a - \epsilon) \rho(\mathcal{D})} < \infty
\end{align*}
\]

which shows that Condition (6.52) holds true.

General case: Ergodicity condition

An interesting question for future work is whether Condition (7.4) is sufficient for ergodicity when the state space is not discrete.

7.1.4 Performance

Delay

We consider the model described in Section 7.1.1.

We assume that \( \emptyset \) is positive recurrent for the SMQ process \( \{N_t\} \), and that the return time of \( \{N_t\} \) to \( \emptyset \) from any initial state is almost surely finite. Then by Corollary 6 \( \lim_{t \to \infty} P_t(\nu, \Gamma) = \Pi(\Gamma) \) for all \( \nu \in \mathcal{M}, \Gamma \in \mathcal{M} \) where \( \Pi \) is a probability measure given by (6.30). By Proposition 25, there is a unique invariant probability measure which is the limiting distribution \( \Pi \).

In the present section we extend the development of [25, §4.4] to the spatial case. Assume from now that the system is at its stationary regime.

By Proposition 26, the arrival rate of users to some \( A \in \mathcal{D} \), which we denote \( \Lambda(A) \), equals

\[
\Lambda(A) = E_{\Pi} \left[ q(\nu, T_{\mathcal{D} \setminus A, A}) \right] \\
= E_{\Pi} \left[ \int_A r_{xy}(\nu) \lambda(a, dy) + \int_{(\mathcal{D} \setminus A) \times A} r_{xy}(\nu) \lambda(x, d) \nu(dx) \right] \\
= \lambda(a, A) + \int_{\mathcal{D} \setminus A} \lambda(x, A) E_{\Pi}[\psi_x(\nu) \nu(dx)]
\]
By Little’s theorem (cf. [17]), the expected delay for users in \( A \in \mathcal{D} \), denoted \( \bar{T}(A) \), equals

\[
\bar{T}(A) = \frac{E_\Pi [\nu(A)]}{\lambda(A)} = \frac{E_\Pi [\nu(A)]}{\lambda(o,A) + \int_{D \setminus A} \lambda(x,A) E_\Pi [\psi_x (\nu) \nu(dx)]}
\]  \hspace{1em} (7.5)

In particular, the delay for users in all the area \( \mathcal{D} \) equals

\[
\bar{T}(\mathcal{D}) = \frac{E_\Pi [\nu(\mathcal{D})]}{\lambda(o, \mathcal{D})}
\]

**Proposition 40** Assume now that Conditions of Proposition 28 hold true, then the limiting distribution \( \Pi \) is a Gibbs distribution with density \( \Psi \) with respect to a Poisson weight process with finite measure \( \rho \). In this case, for any \( A \in \mathcal{D} \),

\[
E_\Pi \left[ \int_A \psi_x (\nu) \nu(dx) \right] = \rho(A)
\]  \hspace{1em} (7.6)

then

\[
\bar{T}(A) = \frac{E_\Pi [\nu(A)]}{\lambda(o,A) + \int_{D \setminus A} \lambda(x,A) \rho(dx)}
\]  \hspace{1em} (7.7)

**Proof.** (Cf. [106, p?] for the discrete case.) By Proposition 25, there is a unique invariant measure, then \( \Pi \) is a Gibbs distribution. The left hand side of (7.6) may be written in the form

\[
E_\Pi \left[ \int_\mathcal{D} g(\nu - \delta_x, x) \nu(dx) \right]
\]

where

\[
g(\nu, x) = \psi_x (\nu + \delta_x) \mathbf{1}\{x \in A\}
\]

From Proposition 20 we get

\[
E_\Pi \left[ \int_\mathcal{D} g(\nu - \delta_x, x) \nu(dx) \right] = E_\Pi \left[ \int_\mathcal{D} g(\nu, x) \frac{\Psi(\nu + \delta_x)}{\Psi(\nu)} \rho(dx) \right] = E_\Pi \left[ \int_A \psi_x (\nu + \delta_x) \frac{\Psi(\nu + \delta_x)}{\Psi(\nu)} \rho(dx) \right]
\]

But since the service rates \( \psi_x \) are \( \Psi \)-balanced we have

\[
\psi_x (\nu + \delta_x) \frac{\Psi(\nu + \delta_x)}{\Psi(\nu)} = 1
\]

which proves Equation (7.6).

Using Equations (7.5) and (7.6) we get (7.7).
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**Proposition 41** Assume that the traffic equations (6.47) have a solution \( \rho \) which satisfies \( \rho(\mathbb{D}) < 1 \). If \( \psi_x(\nu) = 1/h(\nu(\mathbb{D})) \), then

\[
E_H[\nu(A)] = \rho(A)H(\rho(\mathbb{D}))
\]  
(7.8)

where the function \( H(s) \) is defined for \( s > 0 \) by

\[
H(s) = \frac{E[H(X + 1)]}{E[H(X)]}, \quad H(k) = \prod_{n=1}^{k} h(k)
\]  
(7.9)

where \( X \) is a Poisson random variable with parameter \( s \). The delay for users in \( A \in \mathcal{D} \),

\[
\bar{T}(A) = \frac{\rho(A)}{\lambda(\nu(\mathbb{D})) + \int_{\mathbb{D}\setminus A} \lambda(x, A) \rho(dx)} H(\rho(\mathbb{D}))
\]  
(7.10)

In particular

\[
\bar{T}(\mathbb{D}) = \frac{\rho(\mathbb{D})}{\lambda(\nu(\mathbb{D}))} H(\rho(A))
\]  
(7.11)

More particularly, if \( \psi_x(\nu) = 1/\nu(\mathbb{D}) \), then

\[
E_H[\nu(A)] = \frac{\rho(A)}{1 - \rho(\mathbb{D})}
\]  
(7.12)

and the delay for users in \( A \in \mathcal{D} \),

\[
\bar{T}(A) = \frac{\rho(A)}{(1 - \rho(\mathbb{D})) [\lambda(\nu(\mathbb{D})) + \int_{\mathbb{D}\setminus A} \lambda(x, A) \rho(dx)]}
\]  
(7.13)

In particular

\[
\bar{T}(\mathbb{D}) = \frac{\rho(\mathbb{D})}{(1 - \rho(\mathbb{D})) \lambda(\nu(\mathbb{D}))}
\]  
(7.14)

**Proof.** Assume that \( \psi_x(\nu) = 1/h(\nu(\mathbb{D})) \). Let \( A \in \mathcal{D} \). Applying Proposition 20 with \( g(\nu, x) = 1 \{ x \in A \} \) we obtain

\[
E_H[\nu(A)] = E_H \left[ \int_A \frac{\Psi(\nu + \epsilon_x)}{\Psi(\nu)} \rho(dx) \right] = E_H \left[ \int_A h(\nu(\mathbb{D}) + 1) \rho(dx) \right]
\]

\[
= \rho(A) E_H[h(\nu(\mathbb{D}) + 1)]
\]

\[
= \rho(A) E[H(\nu(\mathbb{D}) + 1)]
\]

\[
= \rho(A) H(\rho(\mathbb{D}))
\]

where the function \( H(\cdot) \) is given by (7.9). This proves (7.8). From Equations (7.7) and (7.8) we get (7.10). Equation (7.11) is obtained by taking \( A = \mathbb{D} \) in (7.10).

In the particular case \( \psi_x(\nu) = 1/\nu(\mathbb{D}) \) we have

\[
E[H(X + 1)] = \mathbb{E}[H(X + 1)] = \sum_{n=0}^{\infty} e^{-\rho(\mathbb{D})} \frac{\rho(\mathbb{D})^n}{n!} (n + 1)! = e^{-\rho(\mathbb{D})} (1 - \rho(\mathbb{D}))^{-2}
\]
then
\[ H(\rho(D)) = \frac{1}{1 - \rho(D)} \] (7.15)
Hence we get (7.12), (7.13) and (7.14).

**Remark 20** When \( D \) is discrete our expression (7.8) is coherent with that given in [29, Proposition 3.1]. Indeed our \( h(n) \) is denoted \( n/G(n) \) there, so the expression of the mean number of users in [29, Proposition 3.1] reads

\[ E_{\Pi}[\nu(D)] = \sum_{n=0}^{\infty} \frac{n \rho(D)^n H(n)}{n!} \sum_{n=0}^{\infty} \frac{\rho(D)^n H(n+1)}{n!} \sum_{n=0}^{\infty} \frac{\rho(D)^n H(n)}{n!} \]

**Throughput**

Recall that the rate allocated to the users at location \( x \) when the state of the system is \( \nu \) equals \( \nu_x \psi_x(\nu) \), then, the average rate allocated to users in \( A \in D \) at the steady state is

\[ \bar{r}(A) = \frac{E_{\Pi}[\int_A \psi_x(\nu) \nu(d\nu)]}{E_{\Pi}[\nu(A)]} \] (7.16)

**Proposition 42** If Conditions of Proposition 28 hold true, then

\[ \bar{r}(A) = -\frac{\rho(A)}{E_{\Pi}[\nu(A)]} \] (7.17)

If \( \psi_x(\nu) = 1/h(\nu(D)) \), we get

\[ \bar{r}(A) = \frac{1}{H(\rho(D))} \] (7.18)

where the function \( H(\cdot) \) is given by (7.9). In the particular case \( \psi_x(\nu) = 1/\nu(D) \), we get

\[ \bar{r}(A) = 1 - \rho(D) \] (7.19)

**Proof.** Equation (7.39) is immediate from (7.16) and (7.6). Equation (7.19) is obtained from (7.12). ■

**Example 6** Whittle model for HSDPA. We consider the case where \( \psi_x(\nu) = 1/(h(\nu(D)) \gamma(x)) \) and denote \( \{N_t\} \) the corresponding Whittle SMQ process. We consider the SMQ \( \{N'_t\} \) where we modify the following rates

\[ \lambda'(x,A) = \lambda(x,A)/\gamma(x), \quad x \in D, A \in \bar{D} \]
\[ \psi'_x(\nu) = 1/h(\nu(D)), \quad x \in D, \nu \in \mathcal{M} \]
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We denote with prime (') the parameters which are specific to \( \{N'_t\} \). By Corollary 8, the processes \( \{N'_t\} \) and \( \{N_t\} \) are identical in law. Assume that the traffic equations for the routing rates \( \lambda' \) admit a solution \( \rho' \), then it is easy to see that \( \lambda \) admit a solution

\[
\rho(dx) = \rho'(dx)/\gamma(x)
\]  
(7.20)

Assume that \( \rho'(\mathbb{D}) < \lim_{n \to \infty} n/h(n) \) which is equivalent to

\[
\int_{\mathbb{D}} \gamma(x) \rho(dx) < \lim_{n \to \infty} n/h(n)
\]

which assures the ergodicity of \( \{N'_t\} \) and thus also of \( \{N_t\} \). Let \( \Pi \) be their common limiting distribution. From (7.8) we get

\[
\mathbb{E}_\Pi [\nu(A)] = \rho'(A) \mathcal{H}(\rho'(\mathbb{D}))
\]

where the function \( \mathcal{H}(\cdot) \) is given by (7.9). From (7.10) we get

\[
\bar{T}(A) = \frac{\rho'(A)}{\lambda(A) + \int_{\mathbb{D} \setminus A} \lambda(x,A) \rho'(dx) \mathcal{H}(\rho'(\mathbb{D}))} = \frac{\rho'(A)}{\lambda(A) + \int_{\mathbb{D} \setminus A} \lambda(x,A) \rho(dx) \mathcal{H}(\rho'(\mathbb{D}))}
\]

From (7.6) we get

\[
\mathbb{E}_\Pi \left[ \int_A \psi_x(\nu) \nu(dx) \right] = \mathbb{E}_\Pi \left[ \int_A \gamma(x)^{-1} \psi'_x(\nu) \nu(dx) \right] = \int_A \gamma(x)^{-1} \rho'(dx) = \rho(A)
\]

and from (7.16) we get

\[
\bar{r}(A) = \frac{\mathbb{E}_\Pi \left[ \int_A \psi_x(\nu) \nu(dx) \right]}{\mathbb{E}_\Pi [\nu(A)]} = \frac{\mathbb{E}_\Pi \left[ \int_A \psi_x(\nu) \nu(dx) \right]}{\mathbb{E}_\Pi [\nu(A)]} = \frac{\rho(A)}{\rho'(A)} \frac{1}{\mathcal{H}(\rho'(\mathbb{D}))}
\]

**Example 7** Whittle model for the shared channel in CDMA. This is a particular case of Example 6 where \( h(n) = n \). In this case, from (7.15) we get

\[
\mathcal{H}(\rho'(\mathbb{D})) = \frac{1}{1 - \rho'(\mathbb{D})}
\]

then

\[
\mathbb{E}_\Pi [\nu(A)] = \frac{\rho'(A)}{1 - \rho'(\mathbb{D})}
\]

\[
\bar{T}(A) = \frac{\rho'(A)}{(1 - \rho'(\mathbb{D})) \left[ \lambda(A) + \int_{\mathbb{D} \setminus A} \lambda(x,A) \rho(dx) \right]}
\]  
(7.21)

\[
\bar{r}(A) = \frac{\rho(A)}{\rho'(A)} [1 - \rho'(\mathbb{D})]
\]  
(7.22)
7.2 Wireless model

7.2.1 Model

We have sometimes to distinguish the motion dynamics from the service dynamics. This is particularly useful for wireless networks.

We describe first the service dynamics:

(a3) Exogenous arrivals come to $dx$ as a Poisson process with intensity $\lambda (o, dx)$.

(b3) Define the call-volume at a location $x$ as the residual amount of data to transmit or receive at location $x$ before the exit from the system. The call-volumes are assumed i.i.d. exponentially distributed with parameters $\lambda (x, \{o\})$ (or equivalently with mean $1/\lambda (x, \{o\})$) and independent from arrivals. (Note that the call-volume equals the service duration if the user is served at rate 1.)

(c3) The state of the system is $\nu \in \mathbb{M}$ counting the users at each location. The rate allocated to the users at location $x$ when the state of the system is $\nu$ equals $\nu_x g_x (\nu)$ (i.e. the rate allocated for each user at location $x$ is $g_x (\nu)$).

We describe now the motion dynamics:

(d3) The sojourn duration of users at location $x$ are i.i.d. random variables which are exponentially distributed with rate $\lambda^\prime (x)$ and independent of arrivals, call-volumes and the service rates.

(e3) A user finishing its sojourn at location $x$, is routed to $dy$ according to the probability kernel $p^\prime (x, dy)$ where $p^\prime (x, D) = 1$. An example of the rates $\lambda^\prime (x)$ and the kernel $p^\prime (x, dy)$ is given in Section 6.5.

Proposition 43 This physical interpretation (a3)–(e3) corresponds to the generator (6.8) if

$$\begin{align*}
\lambda^\prime (x) &= \lambda (x, \mathbb{D}), \quad x \in \mathbb{D} \\
p^\prime (x, A) &= \lambda (x, A) / \lambda^\prime (x), \quad x \in \mathbb{D}, A \in \mathbb{D}
\end{align*}$$

(7.23)

and

$$r_{xy} (\nu) = \begin{cases} 
1 & \text{if } x \in \mathbb{D}, y \in \mathbb{D} \\
g_x (\nu) & \text{if } x \in \mathbb{D}, y = o
\end{cases}$$

(7.24)

Proof. Suppose that the state of the system at some instant $t$ is some $\nu \in \mathbb{M}$. The next event may be a birth (which corresponds to transitions $\nu \to T_{ox} \nu$ for some $x \in \mathbb{D}$), a death (which corresponds to transitions $\nu \to T_{xo} \nu$ for some $x \in \nu$) or a motion (which corresponds to transitions $\nu \to T_{xy} \nu$ for some $x \in \nu, y \in \mathbb{D}$).
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By (a3)

\[ q(\nu, T_{x,A}\nu) = \lambda (o, A), \quad A \in \mathcal{D} \]

At a given location \( x \) there are \( \nu_x \) users, each of which, by (b3) and (c3), will exit the system after an exponentially-distributed duration of rate \( \lambda (x, \{o\}) g_x (\nu) \). The next departure will take place at the minimum of these durations which is exponentially distributed with rate \( \lambda (x, \{o\}) \nu_x g_x (\nu) \), hence

\[ q(\nu, T_{x,A}\nu) = \lambda (x, \{o\}) \nu_x g_x (\nu) \]

By (d3)-(e3), for each user at location \( x \), the next transition from this location to \( A \in \mathcal{D} \) will, take place after an exponentially-distributed duration of rate \( \lambda' (x) p' (x, A) \). The next transition of a user from \( x \) to \( A \) will take place at the minimum of these durations which is exponentially distributed with rate \( \lambda' (x) p' (x, A) \nu_x \), hence

\[ q(\nu, T_{x,A}\nu) = \lambda' (x) p' (x, A) \nu_x, \quad x \in \mathcal{D}, A \in \mathcal{D} \]

If we have the conditions of the Proposition we retrieve the generator (6.8). □

Remark 21 Note that we get a SMQ which is not Whittle. So the model for wireless networks serving elastic traffic described in the present section is different from the classical Whittle model described in Section 7.1.1 classically used for wired networks and sometimes used for wireless networks [25, §2]. The fundamental difference between the two models is the following. At arrival epoch, a user requires some volume to transmit during the whole call in the wireless model; whereas he requires some volume to transmit at each location he visits in the Whittle model. Consequently in the wireless model, the motion is independent from transmission whereas in the Whittle model, the motion is related to the bit-rate allocated by the network. Hence when the system approaches congestion (instability), the users motion is frozen in the Whittle model whereas they continue their motion independently from the system congestion in the wireless model.

7.2.2 Service rate balance

The following lemmas will be useful in the study of the ergodicity and balance of the service rates for the wireless model.

Lemma 11 The service rates (7.24) are balanced iff \( g_x (\nu) \) is a (measurable) function of \( \nu (\mathcal{D}) \), say \( g_x (\nu) = 1/h (\nu (\mathcal{D})) \). In such case the results of Lemma 10 hold true.

Proof. Suppose that the service rates (7.24) are balanced. Then there exists some positive function \( \Psi : \mathcal{M} \rightarrow (0, \infty) \) such that

\[ \Psi (\nu) r_{xy} (\nu) = \Psi (T_{xy}\nu) r_{yx} (T_{xy}\nu), \quad x \neq y \in \mathcal{D}, \nu \in \mathcal{M}, \nu_x > 0 \]
which is equivalent to
\[ \Psi(\nu)T_{xo}\nu = \Psi(T_{xo}\nu), \quad \text{when } y = o \quad (7.25) \]
\[ \Psi(\nu) = \Psi(T_{yo}\nu)g_{y}(T_{yo}\nu) \quad \text{when } y \neq o, x = o \quad (7.26) \]
\[ \Psi(\nu) = \Psi(T_{yo}\nu) \quad \text{when } y \neq o, x \neq o \quad (7.27) \]

From (7.27) we deduce that \( \Psi(\nu) \) depends only on \( \nu(D) \), and not in the particular positions of the points of \( \nu \). Equation (7.25) shows then that \( g_{x}(\nu) \) is only a function of \( \nu(D) \).

Inversely, suppose now that \( g_{x}(\nu) \) is only a function of \( \nu(D) \), say \( 1/h(\nu(D)) \).

Consider
\[ \Psi(\nu) = \prod_{n=1}^{\nu(D)} h(n) \]

It is clear that Equation (7.25), (7.26) and (7.27) are satisfied. Hence The service rates (7.24) are balanced.

**Lemma 12** Let \( \gamma : D \rightarrow \mathbb{R}_+^* \) be some measurable function. If, for all \( x \in D \), we replace \( \lambda(x, \{o\}) \) by \( \lambda(x, \{o\})/\gamma(x) \) and \( r_{xo}(\nu) \) by \( r_{xo}(\nu)\gamma(x) \) the generator (6.8) remains invariant.

**Proof.** The product \( \lambda(x, \{o\})r_{xo}(\nu) \) remains invariant, then the generator (6.8) remains invariant.

**Corollary 9** Consider service rates in the form (7.24) where, for all \( x \in D, \nu \in M \), the service rates \( g_{x}(\nu) \) is in the form \( 1/(h(\nu(D))\gamma(x)) \) for two positive measurable functions \( \gamma \) and \( h \). By replacing \( \lambda(x, \{o\}) \) by \( \lambda(x, \{o\})/\gamma(x) \) and \( g_{x}(\nu) \) by \( 1/(h(\nu(D))) \) (for all \( x \in D, \nu \in M \)) the generator (6.8) remains invariant, and the transformed service rates are balanced.

**Proof.** Immediate consequences of Lemma 12 and Lemma 11.

In the rest of the present section we consider the context deduced from Corollary 9, where, if the state of the system is \( \nu \), then the service rate of each user is \( 1/(h(\nu(D))) \), i.e. depends only on the number of users in the system and no on their particular positions (we assume that \( \lambda(x, \{o\}) \) has been correctly modified as indicated in Corollary 9).

### 7.2.3 Ergodicity

**Particular case: no mobility**

The model described in Section 7.2.1 without mobility (i.e. \( \lambda'(x) = 0 \), for all \( x \in D \)) and with service rates \( g_{x}(\nu) \) is equivalent to the model described in Section 7.1.1 without mobility and with \( \psi_{x}(\nu) = g_{x}(\nu), x \in D, \nu \in M \). Thus, if \( g_{x}(\nu) = 1/(h(\nu(D))) \), then the results of Proposition 37 hold true.
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Particular case: call-volume mean independent from location

**Proposition 44** Consider the model described in Section 7.2.1 with call-volume mean independent from location and with $g_x(\nu) = 1/h(\nu(D))$, $x \in D, \nu \in M$. The corresponding SMQ $\{N_t\}$ has routing rates satisfying

$$\lambda(x, \{o\}) = \mu, \quad x \in D$$

where $\mu$ is a given constant, and service rates given by

$$r_{xy}(\nu) = \begin{cases} 1 & \text{if } x = \overline{D}, y \in D \\ 1/h(\nu(D)) & \text{if } x \in D, y = o \end{cases}$$

The total number of users $\{N_t(D)\}$ may be viewed as a processor-sharing $M/M/1$ queue with arrival rate $\lambda = \lambda(o, D)$, with mean call-volume $\mu^{-1}$, and such that, when there are $n$ users in the queue, each one is served at rate $1/h(n)$.

If

$$\lambda \mu^{-1} < \lim_{n \to \infty} n/h(n)$$

then the state $\emptyset$ is positive recurrent for the process $\{N_t\}$ and the return time of $\{N_t\}$ to $\emptyset$ from any initial state is almost surely finite.

**Proof.** A user arrives at $dx$ with probability $\lambda(o, dx)/\lambda(o, D)$ and has a call-volume which is exponentially distributed with mean $1/\lambda(x, \{o\}) = 1/\mu$.

The rest of the proof is similar to that of Proposition 38.

**Infinite mobility case**

Consider the model described in Section 7.2.1 with service rates $g_x(\nu) = 1/h(\nu(D))$, $x \in D, \nu \in M$ and where the motion rates $\{\lambda(x, A), x \in D, A \in D\}$ are given in Section 6.5.

In order to simplify the study the process at hand, we may aggregate its states, by grouping the states with the same number of users, i.e. let

$$\mathbb{M}_n = \{\nu \in \mathbb{M}; \nu(D) = n\}, \quad n = 0, 1, 2, \ldots$$

The aggregated process has state space $\mathbb{N} = \{0, 1, 2, \ldots\}$. Generally, the aggregated process is not necessarily Markov, but we will see that the limit process when the user’s average speed $v$ goes to infinity is Markovian.

To this end note that the Markov generator at hand may be decomposed in two terms

$$q = vq^{(0)} + q^{(1)}$$

where the generator $vq^{(0)}$ corresponds to the motion

$$q^{(0)}(\nu, \Gamma) = \int_{D \times D} 1_{\Gamma} (T_{xy}) \lambda(x, dy) \frac{\lambda(x, dy)}{v} \nu(dx)$$
and the generator $q^{(1)}$ corresponds to the births and deaths

$$q^{(1)}(\nu, \Gamma) = \int_D 1_{\Gamma} (T_{\nu} \nu) \lambda (a, dy) + \frac{1}{h(\nu(D))} \int_D 1_{\Gamma} (T_{\nu} \nu) \lambda (x, \{a\}) \nu (dx)$$

If $\nu$ is very large, then the transitions due to motion are much more frequent than the births and deaths. A rich literature treated the limiting behavior as $\nu$ goes to $\infty$ when the state space is either finite (cf. for example [43]) or countable (cf. for example [5]). If $D$ is countable (which is the case if we divide the cell into a countable set of rings), then our state space $M$ is countable. In this case, previous works (cf. for example [5]) shows that the limiting behavior as $\nu$ goes to $\infty$ may be studied in terms of the so called aggregated generator defined on $\mathbb{N} = \{0, 1, 2, \ldots \}$ by

$$\bar{q}(n, m) = E_{\Pi_n} \left[ q^{(1)}(\nu, M_m) \right]$$

where $\Pi_n$ designates the invariant probability measure of $q^{(0)}$ on class $M_n$.

**Lemma 13** Assume that the motion generator $\{\lambda(x, A), x \in D, A \in D\}$ is positive recurrent. Let $\Pi_n$ be the invariant probability measure of $q^{(0)}$ on class $M_n$. Then

$$E_{\Pi_n} \left[ q^{(1)}(\nu, M_m) \right] = 1_{m=n+1} \lambda (a, D) + 1_{m=n-1} \frac{n}{h(n)} \int_D \lambda (x, \{a\}) \varrho (dx)$$

where $\varrho$ is the solution of the traffic equations associated to the motion generator $\{\lambda(x, A), x \in D, A \in D\}$.

**Proof.** We should first calculate the invariant probability measures $\Pi_n$ of $q^{(0)}$ on each class $M_n$. It is not difficult to see that $\Pi_n$ is the distribution of $n$ i.i.d. points on $D$, each one having distribution $\varrho$. That is,

$$\Pi_n (d\nu) = n! \prod_{x \in \text{supp}(\nu)} \frac{\varrho^x}{\nu_x!} d\nu$$

or equivalently, for each measurable function $f : M_n \to \mathbb{R}_+$,

$$E_{\Pi_n} [f] = \int_{M_n} f \left( \sum_{j=1}^n \delta_{x_j} \right) \varrho(dx_1) \ldots \varrho(dx_n)$$

in particular

$$E_{\Pi_n} [\nu(A)] = n \varrho(A), \quad A \in D$$

From the expression of the generator $q^{(1)}$, we get

$$E_{\Pi_n} \left[ q^{(1)}(\nu, M_m) \right] = 1_{m=n+1} \lambda (a, D) + 1_{m=n-1} \frac{n}{h(n)} \int_D \lambda (x, \{a\}) \varrho (dx)$$

The above analysis justifies the model for infinite mobility described in the following proposition.
Proposition 45 Consider the model described in Section 7.2.1 with \( g_x (\nu) = 1/h (\nu (\mathbb{D})) \), \( x \in \mathbb{D}, \nu \in \mathcal{M} \). Suppose that the mobility of users is so fast that we can reasonably assume that during the periods of time when the number of users \( \nu (\mathbb{D}) \) is constant, the call-volume rate \( \lambda (x, \{ o \}) \) is averaged over mobility; i.e., assume that the call-volume rate is

\[
\int_{\mathbb{D}} \lambda (x, \{ o \}) \varrho (dx)
\]

where \( \varrho \) is the solution of the traffic equations associated to the motion generator \( \{ \lambda (x, A), x \in \mathbb{D}, A \in \mathcal{D} \} \).

The total number of users \( \{ N_t (\mathbb{D}) \} \) may be viewed as a M/GI/1 processor-sharing queue with arrival rate \( \lambda (o, \mathbb{D}) \), with mean call-volume (7.28), and such that, when there are \( n \) users in the queue, each one is served at rate \( 1/h (n) \).

If

\[
\frac{\lambda (o, \mathbb{D})}{\int_{\mathbb{D}} \lambda (x, \{ o \}) \varrho (dx)} < \lim_{n \to \infty} n/h (n)
\]

then the state \( \emptyset \) is positive recurrent for the process \( \{ N_t \} \) and the return time of \( \{ N_t \} \) to \( \emptyset \) from any initial state is almost surely finite.

**Proof.** The mean call-volume (7.28) is clearly independent from location, then the result follows from Proposition 44. ■

**General case**

An interesting subject for future research is to determine the ergodicity condition for the model described in Section 7.2.1 with \( g_x (\nu) = 1/h (\nu (\mathbb{D})) \), \( x \in \mathbb{D}, \nu \in \mathcal{M} \). TO COMPLETE.

### 7.2.4 Performance

**Delay**

We assume that \( \emptyset \) is positive recurrent for the SMQ process \( \{ N_t \} \), and that the return time of \( \{ N_t \} \) to \( \emptyset \) from any initial state is almost surely finite. Then by Corollary 6 \( \lim_{t \to \infty} P_t (\nu, \Gamma) = \Pi (\Gamma) \) for all \( \nu \in \mathcal{M}, \Gamma \in \mathcal{M} \) where \( \Pi \) is a probability measure given by (6.30). By Proposition 25, there is a unique invariant probability measure which is the limiting distribution \( \Pi \).

Now assume that the system is at its stationary regime.

The arrival rate of users to some \( A \in \mathcal{D} \), which we denote \( \Lambda (A) \), equals

\[
\Lambda (A) = \mathbb{E}_\Pi [q (\nu, T_{\mathbb{D}\setminus A}, \nu)]
\]

\[
= \mathbb{E}_\Pi \left[ \int_A r_{xy} (\nu) \lambda (o, dy) + \int_{(\mathbb{D}\setminus A) \times A} r_{xy} (\nu) \lambda (x, dy) \nu (dx) \right]
\]

\[
= \lambda (o, A) + \int_{\mathbb{D}\setminus A} \lambda (x, A) \mathbb{E}_\Pi [\nu (dx)]
\]
By Little’s theorem (cf. [17]), the expected delay for users in $A \in \mathcal{D}$, denoted $\bar{T}(A)$, equals

$$\bar{T}(A) = \frac{E_{\Pi}[\nu(A)]}{\Lambda(A)} = \frac{E_{\Pi}[\nu(A)]}{\lambda(o, A) + \int_{\mathcal{D}\setminus A} \lambda(x, A) E_{\Pi}[\nu(dx)]}$$  \hspace{1cm} (7.30)

In particular, the delay for users in all the area $\mathcal{D}$ equals

$$\bar{T}(\mathcal{D}) = \frac{E_{\Pi}[\nu(\mathcal{D})]}{\lambda(o, \mathcal{D})}$$

**Proposition 46** Assume that the traffic equations (6.47) have a solution $\rho$ which satisfies $\rho(\mathcal{D}) < 1$ and that $g_x(\nu) = 1/h(\nu(\mathcal{D}))$ and let

$$\Psi(\nu) = Z^{-1} \prod_{n=1}^{\nu(\mathcal{D})} h(n)$$

where $Z$ is a normalizing constant (see Lemma 10). Assume moreover that the Gibbs distribution with density $\Psi$ with respect to a Poisson weight process with finite measure $\rho$ is invariant (which is the case when for example the routing kernel $\lambda$ is reversible). Then the limiting distribution $\Pi$ is this Gibbs distribution and

$$E_{\Pi}[\nu(A)] = \rho(A) \mathcal{H}(\rho(\mathcal{D}))$$  \hspace{1cm} (7.31)

where the function $\mathcal{H}(\cdot)$ is given by (7.9). The delay for users in $A \in \mathcal{D}$, is given by

$$\bar{T}(A) = \frac{\rho(A)}{\mathcal{H}(\rho(\mathcal{D}))} \left( \lambda(o, A) + \int_{\mathcal{D}\setminus A} \lambda(x, A) \rho(dx) \right)$$  \hspace{1cm} (7.32)

In particular

$$\bar{T}(\mathcal{D}) = \frac{\rho(\mathcal{D})}{\lambda(o, \mathcal{D})} \mathcal{H}(\rho(\mathcal{D}))$$  \hspace{1cm} (7.33)

More particularly, if $\psi_x(\nu) = 1/\nu(\mathcal{D})$, then

$$E_{\Pi}[\nu(A)] = \frac{\rho(A)}{1 - \rho(\mathcal{D})}$$  \hspace{1cm} (7.34)

and the delay for users in $A \in \mathcal{D}$,

$$\bar{T}(A) = \frac{\rho(A)}{(1 - \rho(\mathcal{D})) \lambda(o, A) + \int_{\mathcal{D}\setminus A} \lambda(x, A) \rho(dx)}$$  \hspace{1cm} (7.35)

In particular

$$\bar{T}(\mathcal{D}) = \frac{\rho(\mathcal{D})}{(1 - \rho(\mathcal{D})) \lambda(o, \mathcal{D})}$$  \hspace{1cm} (7.36)

**Proof.** The proof of (7.31) is analogous to that of (7.8). We deduce (7.32) from (7.30) and (7.31).

In the particular case $\psi_x(\nu) = 1/\nu(\mathcal{D})$, the function $\mathcal{H}(\cdot)$ is given by (7.15), hence we get (7.34), (7.35) and (7.36).  \hspace{1cm} $\blacksquare$
Throughput

Recall that the rate allocated to the users at location $x$ when the state of the system is $\nu$ equals $\nu x g_x(\nu)$, then, the average rate allocated to users in $A \in D$ at the steady state is

$$E_{\Pi} \left[ \int_A g_x(\nu) \nu(dx) \right]$$

Then the expected throughput for users in $A \in D$, denoted $\bar{r}(A)$, equals

$$\bar{r}(A) = \frac{E_{\Pi} \left[ \int_A g_x(\nu) \nu(dx) \right]}{E_{\Pi}[\nu(A)]} \quad (7.37)$$

Example 8 If for the wireless model the stationary distribution $\Pi$ is a Gibbs distribution with density $\Psi$ with respect to a Poisson weight process with finite measure $\rho$, then, for any $A \in D$,

$$E_{\Pi} \left[ \int_A g_x(\nu) \nu(dx) \right] = \rho(A) \quad (7.38)$$

and

$$\bar{r}(A) = \frac{\rho(A)}{E_{\Pi}[\nu(A)]} \quad (7.39)$$

If $\psi_x(\nu) = 1/h(\nu(D))$, then

$$\bar{r}(A) = \frac{1}{H(\rho(D))}$$

where the function $H(\cdot)$ is given by (7.9). In the particular case $g_x(\nu) = 1/\nu(D)$,

$$\bar{r}(A) = 1 - \rho(D) \quad (7.40)$$

Proof. The proof of (7.38) is similar to the proof of Equation (7.6). Equation (7.39) is then obtained from (7.37). Equation (7.40) is finally obtained from (7.34).

Example 9 Wireless model for HSDPA. We consider the case where $g_x(\nu) = 1/(h(\nu(D))) \gamma(x)$ and denote $\{N_t\}$ the corresponding SMQ process as described in Proposition 43. We consider the SMQ $\{N_t\}$ where we modify the following rates

$$\lambda'(x, \{o\}) = \lambda(x, \{o\}) / \gamma(x), \quad x \in D$$

$$g'_x(\nu) = 1/h(\nu(D)), \quad x \in D, \nu \in M$$

We denote with prime ($'$) the parameters which are specific to $\{N_t\}$. By Corollary 9, the processes $\{N_t\}$ and $\{N_t\}$ are identical in law. Assume that the traffic equations for the routing rates $\lambda'$ admit a solution $\rho'$. Assume that $\{N_t\}$ is ergodic (which is the case if $\rho'(D) < \lim_{n \to \infty} n/h(n)$ either in the case without
mobility by Proposition 37 or in the case where the call-volume mean is independent from location by Proposition 44) and thus \( \{ N_t \} \) is also ergodic. Let \( \Pi \) be their common limiting distribution. Assume moreover that the Gibbs distribution with density \( \Psi'(\cdot) \) (which balances \( g_x'(\nu) = 1/h(\nu(D)) \)) with respect to a Poisson weight process with finite measure \( \rho' \) is invariant for \( \{ N'_t \} \) (which is the case when for example the routing kernel \( \lambda' \) is reversible). Then the limiting distribution \( \Pi \) is this Gibbs distribution. From (7.31) we get

\[
E_{\Pi} [\nu(A)] = \rho'(A) \mathcal{H}(\rho'(D))
\]

where the function \( \mathcal{H}(\cdot) \) is given by (7.9). From (7.32) we get

\[
\bar{T}(A) = \frac{\rho'(A)}{\mathcal{H}(\rho'(D)) + \int_{\mathbb{D}\setminus A} \lambda'(x, A) \rho'(dx)}
\]

From (7.38) we get

\[
E_{\Pi} \left[ \int_A g_x(\nu)(dx) \right] = \rho'(A) \mathcal{H}(\rho'(D)) + \int_{\mathbb{D}\setminus A} \lambda'(x, A) \rho'(dx)
\]

and from (7.37) we get

\[
\bar{r}(A) = \frac{\rho'(A)}{\rho'(A) \mathcal{H}(\rho'(D))}
\]

Example 10 Wireless model for the shared channel in CDMA. This is a particular case of Example 9 where \( h(n) = n \). In this case, from (7.15) we get

\[
\mathcal{H}(\rho'(D)) = \frac{1}{1 - \rho'(D)}
\]

then

\[
E_{\Pi} [\nu(A)] = \frac{\rho'(A)}{1 - \rho'(D)} \tag{7.41}
\]

\[
\bar{T}(A) = \frac{\rho'(A)}{\rho'(A) [1 - \rho'(D)]} \tag{7.42}
\]

\[
\bar{r}(A) = \frac{\rho'(A)}{\rho'(A) [1 - \rho'(D)]} \tag{7.43}
\]

Remark 22 It is surprising that even if the Whittle model and our wireless model are different mathematically and physically, the delay and throughput expressions for the two models (in the particular case where \( \psi_x(\nu) = g_x(\nu) = 1/\nu(D) \)) are the same. In fact we should notice that the solution \( \rho(\cdot) \) of the traffic equations accounts for users speed in our wireless model whereas it is independent of the users speed in the Whittle model (in fact the Whittle model doesn’t account for the users speed; see Remark 21).

In the case of Whittle model for the shared channel in CDMA (Example 7) we have the relation (7.20), while this relation doesn’t hold for the wireless model (Example 10) except for the particular cases when there is no motion, i.e. \( \lambda(x, D) = 0, \forall x \in D \), or when \( \gamma(x) = 1 \).
Chapter 8

SMQ for streaming traffic

We consider here streaming traffic (i.e. calls requiring to be served for a given duration).

Consider a M/GI/∞ queue where arrivals have intensity $\lambda$ and call duration has mean $1/\mu$. As recalled in Lemma 24, the stationary distribution, say $\Pi$, of the number of calls in progress of such a free (i.e. unconstrained) system is a Poisson with mean $\lambda/\mu$. Assume now that the number of servers is some positive integer $C$. We need to describe an admission control policy which specifies how the model performs when the $C$ limit is reached. Suppose that we simply drop the calls that arrive when there are $C$ calls already in progress. We get the M/GI/C loss queue whose properties are recalled in Lemma 25. In particular, the blocking probability $b$ is given by the Erlang’s formula (14.3) which may be written as follows

$$b = \frac{\Pi\{C\}}{\Pi(M^f)}$$

where $M^f = \{0,1,\ldots,C\}$ is the state space. Erlang’s formula shows that in spite of the differences between the dynamics of the free and that of the loss system, the blocking probability can be expressed in terms of the stationary distribution of calls in progress of the free system. This is the surprising fact that we will attempt to extend to the spatial case.

As well known, Erlang published this formula in 1917 [44], and since that time, the statistical equilibria of much more complicated loss networks have been found to coincide with the truncation of the stationary distribution of some free system to some polytope\(^1\). This lead to the calculation of the associated blocking probabilities in explicit form for large classes of networks. For an exhaustive survey on loss systems, see [75]. Classical loss models are well adapted to wired communication networks, where the spatial component of the model is typically represented by some graph of links, and where the coexistence of calls on a common link is modeled by the occupancy of a discrete number of circuits available on this link. In wireless communication, one needs to take into account

\(^1\)A polytope is a generalization to $\mathbb{R}^n$ ($n \in \mathbb{N}$) of the notion of polygon in $\mathbb{R}^2$. 111
the spatial characteristics of the network in a more thorough way because it is the relative location of the radio channels which determines their joint feasibility. This is especially important for CDMA and other so called interference limited systems. One of the additional difficulties then stems from the fact that the spatial component of the model is subject to changes due to the mobility of users and instantaneous changes of radio conditions.

The classical results for discrete multiserver queues are recalled in §14.A.2. In particular analytical formulae for the blocking probability for a M/GI multi-class loss queue are recalled. The aim of the present chapter is to extend these formulae to the case where the set of classes is continuous, and where there is mobility between the different classes. In particular we establish in this setting a relation between the blocking probability in the loss system, and the stationary distribution of calls in progress of the free system. This relation may be seen as a spatial extension of the Erlang’s formula.

8.1 Whittle and wireless models

In Section 6.2.3, we give a mathematical description (a1)-(c1) of a Whittle SMQ. We aim here to give a physical description of networks serving streaming traffic.

8.1.1 Whittle model

The following model is classical for modelling wired networks serving streaming traffic ([98] in the discrete case, [106]):

(a2) Exogenous arrivals come to $dx$ as a Poisson process with intensity $\lambda(o, dx)$.

(b2) A user finishing its service at location $x$ is routed to $dy$ according to the probability Kernel $p(x, dy)$ (Bernoulli routing) where $p(x, \bar{D}) = 1$. As usual $y = o$ corresponds to the case where the user exits the system.

(c2) Define the location-call-duration at a location $x$ as the residual duration at location $x$ before a motion to another location or the exit from the system. The location-call-durations are assumed i.i.d. exponentially distributed with parameters $\lambda(x)$ (or equivalently with mean $1/\lambda(x)$) and independent from arrivals.

(d2) At a given time $t$, some users are being served and others are waiting. The state of the system is $\nu \in \mathbb{M}$ counting all the users (being served or waiting) at each location. The number of active servers at location $x$ when the state of the network is $\nu$ equals $\nu_x \psi_x(\nu) \leq \nu_x$ (since there are at most $\nu_x$ streaming messages served simultaneously). The $\nu_x - \nu_x \psi_x(\nu)$ users which are not being served are placed in a waiting room at note $x$ which is assumed infinitely large.
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Proposition 47 The physical interpretation (a2)–(d2) above corresponds to a Whittle SMQ if

\[
\begin{align*}
\lambda(x) &= \lambda(x, \mathbb{D}), \\
p(x, A) &= \lambda(x, A) / \lambda(x, \mathbb{D}),
\end{align*}
\]

and

\[
r_{xy}(\nu) = \begin{cases} 1, & x = o, y \in \mathbb{D} \\
\psi_x(\nu), & x \in \mathbb{D}, y \in \mathbb{D}
\end{cases}
\]

Proof. Clearly (a2) is the same as (a1) and (b2) is equivalent to (b1) if

\[p(x, A) = \lambda(x, A) / \lambda(x, \mathbb{D})\]

It remains to show that (c2)-(d2) imply (c1). Suppose that the state of the system at some instant \( t \) is some \( \nu \in \mathcal{M} \). Recall that the minimum of independent exponential random variables is an exponential random with rate equal to the sum of the rates. Suppose that the network state at some instant is \( \nu \). At a given location \( x \), by (d2), there are \( \nu_x \psi_x(\nu) \) active users (the term active means that the user is served by the network) each of which, by (c2), will depart from location \( x \) after an exponentially-distributed duration of rate \( \lambda(x) \). The next departure from location \( x \) will then take place at the minimum of these durations which is exponentially distributed with rate \( \lambda(x) \nu_x \psi_x(\nu) \), hence we obtain (c1) if

\[\lambda(x) = \lambda(x, \mathbb{D})\]

Note that since the exogenous arrival rate equals \( q(\nu, T_{o, \mathbb{D}} \nu) = \lambda(o, \mathbb{D}) \) all the arriving users are admitted to the system, but there are not necessarily served immediately. The \( \nu_x - \nu_x \psi_x(\nu) \) users which are not being served are placed in a waiting room with has an infinite capacity as assumed in (d2).

Hence the departure rate \( \lambda(x) \times \nu_x \psi_x(\nu) \) comprises two factors. The first one \( \lambda(x) \) may be interpreted as the rate of an exponentially-distributed service duration at location \( x \) (which is related to the motion within the network and the exit from the network) of a given user and the second one \( \nu_x \psi_x(\nu) \) may be interpreted as the number of active servers at location \( x \) when the state of the network is \( \nu \) (called capacity by some authors [98]).

The following examples illustrate the decomposition of the departure rate.

Example 11 Consider the case where users are motionless.

- If there is an infinite number of servers at each location, then the departure rate from location \( x \) is \( \lambda(x, \{o\}) \times \nu_x \) where the first term \( \lambda(x, \{o\}) \) is the rate of the exponentially-distributed time until the exist from the network (call duration or total service time has exponential distribution with mean \( \lambda(x, \{o\})^{-1} \)); and the second term \( \nu_x \) is the number of active servers at location \( x \) when the state of the network is \( \nu \). In the particular case where there is a single location, i.e. \(|\mathbb{D}| = 1\), we get the M/M/\infty queue.
Suppose now that there is a single server at each location, then the departure rate from location \( x \) is \( \lambda(x, \{o\}) \times 1 \{\nu_x > 0\} \) where the first term \( \lambda(x, \{o\}) \) has the same interpretation as previously and since there is a single server at each location, \( \nu_x \psi_x (\nu) = 1 \{\nu_x > 0\} \). If there is a single location, i.e. \(|D| = 1\), we get the M/M/1/\( \infty \) queue.

Suppose now that each location \( x \) consists of \( s \in [1, \infty] \) exponential servers, then the departure rate from location \( x \) is \( \lambda(x, \{o\}) \times (\nu_x, s) \) where the first term \( \lambda(x, \{o\}) \) has the same interpretation as previously and the number of active servers equals \( \nu_x \psi_x (\nu) = \min(\nu_x, s) \). If \(|D| = 1\), we get the M/M/s/\( \infty \) queue.

Example 12 Consider now a network consisting of two locations \( D = \{x, y\} \) where motion between locations is possible. We study the three above cases:

1. If there is an infinite number of servers at each location, then the departure rate from location \( x \) is \( (\lambda(x, \{o\}) + \lambda(x, \{y\})) \times \nu_x \) where the first term \( \lambda(x, \{o\}) \) comprises \( \lambda(x, \{o\}) \) which is the rate of the exponential time until the exist from the network and \( \lambda(x, \{y\}) \) which is the rate of the exponential time until the departure to \( \{y\} \) and the second term \( \nu_x \) is the number of active servers at location \( x \) when the state of the network is \( \nu \).

2. Suppose now that there is a single server at each location, then the departure rate from location \( x \) is \( (\lambda(x, \{o\}) + \lambda(x, \{y\})) \times 1 \{\nu_x > 0\} \) where the first term \( \lambda(x, \{o\}) \) has the same interpretation as previously and since there is a single server at each location, \( \nu_x \psi_x (\nu) = 1 \{\nu_x > 0\} \).

3. Suppose now that each location \( x \) consists of \( s \in [1, \infty] \) exponential servers, then the departure rate from location \( x \) is \( (\lambda(x, \{o\}) + \lambda(x, \{y\})) \times \min(\nu_x, s) \) where the first term \( \lambda(x, \{o\}) \) has the same interpretation as previously and the number of active servers is \( \nu_x \psi_x (\nu) = \min(\nu_x, s) \).

8.1.2 Wireless model

We have sometimes to distinguish the motion dynamics from the service dynamics. This is particularly useful for wireless networks.

We describe first the service dynamics:

(a3) Exogenous arrivals come to \( dx \) as a Poisson process with intensity \( \lambda(o, dx) \).

(b3) Define the call-duration at a location \( x \) as the residual duration at location \( x \) before the exit from the system. The call-durations are assumed i.i.d. exponentially distributed with parameters \( \lambda(x, \{o\}) \) (or equivalently with mean \( 1/\lambda(x, \{o\}) \)) and independent from arrivals.

(c3) At a given time \( t \), some users are being served and others are waiting. The state of the system is \( \nu \in \mathbb{M} \) counting all the users (being served or
8.1. WHITTLE AND WIRELESS MODELS

 waiting) at each location. The number of active servers at location $x$ when
the state of the network is $\nu$ equals $\nu_x \psi_x(\nu) \leq \nu_x$ (since there are at most
$\nu_x$ streaming messages served simultaneously). The $\nu_x - \nu_x \psi_x(\nu)$ users
which are not being served are placed in a waiting room at node $x$ which
is assumed infinitely large.

We describe now the motion dynamics:

(d3) The sojourn duration of users at location $x$ are i.i.d. random variables
which are exponentially distributed with rate $\lambda'(x)$ and independent from
arrivals and from residual service duration in the system.

(e3) A user finishing its sojourn at location $x$, is routed to $dy \subset D$
according to the probability Kernel $p'(x,dy)$ where $p'(x,D) = 1.$

**Proposition 48** Assume that only active users are moving (waiting users are
motionless), then the physical interpretation (a3)–(e3) corresponds to the net-
work generator (6.8) if

$$
\begin{cases}
\lambda'(x) = \lambda(x,D), & x \in D \\
p'(x,A) = \lambda(x,A)/\lambda'(x), & x \in D, A \in D
\end{cases}
$$

and

$$r_{xy}(\nu) = \begin{cases}
1, & x = o, y \in \bar{D} \\
\psi_x(\nu), & x \in D, y \in \bar{D}
\end{cases}
$$

If all the users (active and waiting ones) are moving, then we have to add the
condition

$$\psi_x(\nu) = 1$$

i.e. $r_{xy}(\nu) \equiv 1$ which corresponds to the Markov Poisson location (MPL)
process is defined in Example 3.

**Proof.** Suppose that the state of the system at some instant $t$ is some
$\nu \in M$. The next event may be a birth (which corresponds to transitions
$\nu \rightarrow T_o \nu$), a death (which corresponds to transitions $\nu \rightarrow T_{ox} \nu$) or a motion
(which corresponds to transitions $\nu \rightarrow T_{xy} \nu$).

By (a3)

$$q(\nu, T_o A \nu) = \lambda(o, A), \quad A \in D$$

By (c3), at a given location $x$, there are $\nu_x \psi_x(\nu)$ active users. By (b3),
each of the active users at location $x$, will exit the network after an exponentially-
distributed duration of rate $\lambda(x, \{o\})$. The next death (exit from the network)
will take place at the minimum of these durations which is exponentially dis-
tributed with rate $\lambda(x, \{o\}) \nu_x \psi_x(\nu)$, hence

$$q(\nu, T_{x0} \nu) = \lambda(x, \{o\}) \nu_x \psi_x(\nu)$$

By (d3)-(e3), for each user at location $x$, the next transition from this loca-
tion to $A \in D$ will take place after an exponentially-distributed duration of rate
$\lambda'(x) p'(x, A)$. 

1. Assume that only active users are moving. The next transition of an active user from $x$ to $A$ will take place at the minimum of $\nu_x \psi_x (\nu)$ independent exponentially-distributed durations with rates $\lambda' (x) p' (x, A)$, hence

$$q (\nu, T_x A \nu) = \lambda' (x) p' (x, A) \nu_x \psi_x (\nu), \quad x \in \mathbb{D}, A \in \mathcal{D}$$

If we have the conditions (8.1) we retrieve the generator (6.8).

2. Assume that all the users are moving. The next transition of an active user from $x$ to $A$ will take place at the minimum of $\nu_x$ independent exponentially-distributed durations with rates $\lambda' (x) p' (x, A)$, hence

$$q (\nu, T_x A \nu) = \lambda' (x) p' (x, A) \nu_x, \quad x \in \mathbb{D}, A \in \mathcal{D}$$

If we have the conditions (8.1) and (8.2) we retrieve the generator (6.8).

Note that if only active users are moving (waiting users are motionless), then we get a Whittle network as in Section 8.1.1. Hence wired and wireless networks serving streaming traffic may be modelled by the same model in this case. This is also the case if all the users (active and waiting ones) are moving and Condition (8.2) holds true.

**Remark 23** If we assume that $\lambda (x, \{x\}) = 0$, then there is no feedback at the locations. If $\lambda (x, \{x\}) > 0$, then the network is equivalent to another network with the same service rates as the initial one and with routing rates $\tilde{\lambda} (x, A) = \lambda (x, A \{x\})$. This is due the property of Markov process which says that if we get rid of pseudo-transitions from a Markov process (with stable $q$-matrix and unique transition functions), we obtain a process equivalent in law with the initial process.

The correspondent parameters in the above descriptions are

$$\tilde{\lambda} (x) = \lambda (x) - \lambda (x, \{x\}) = \lambda (x) (1 - p (x, \{x\})), \quad x \in \mathbb{D}$$

$$\tilde{p} (x, A) = p (x, A \{x\}) / (1 - p (x, \{x\})), \quad x \in \mathbb{D}, y \in \bar{\mathbb{D}}$$

$$\tilde{\lambda}' (x) = \lambda' (x) - \lambda (x, \{x\}) = \lambda' (x) (1 - p' (x, \{x\})), \quad x \in \mathbb{D}$$

$$p' (x, A) = p' (x, A \{x\}) / (1 - p' (x, \{x\})), \quad x, y \in \mathbb{D}$$

### 8.2 Two spatial loss wireless models

Classical loss models are well adapted to wired communication networks. In wireless communication models, we have to take into account two important aspects, absent in the classical models. The spatial geometry of the network cannot be longer reduced to an abstract graph of links but has to capture the relative location of radio channels, which determines their joint feasibility. This spatial component of the model is subject to changes due to the mobility of users and also instantaneous changes of radio conditions. One of the consequences
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of the above circumstances, is that a call can be rejected not only when it is arriving to the network but also when a user is changing its geometrical location while his communication being in progress. Note that this latter can happen even if the user displacement is the only change in the configuration of calls in progress.

Consider a SMQ generator $q$ introduced in Section 6.2. We suppose that it is regular and ergodic. We call the corresponding SMQ process $\{N_t\}$ the free process and consider it as describing the evolution of a system without capacity constraints. Thus, $q$ describes arrivals of calls, service demands, service discipline and the mobility of calls. Suppose now that the evolution of the free process is subject to some constraints, which can be expressed as the limitation of the original state space $M$ to a given fixed measurable subset $M^f \subset M$ of feasible states. The constrained (restricted) process, started off at an initial state in $M^f$, and will be forced to modify its behavior each time an attempt of a transition from $M^f$ to $M \setminus M^f$ occurs. We will consider two possible behaviors adopted at such epochs. They lead to two following different models.

- **Transition blocking model.** In this model we suppose that all the transitions from a state $\nu \in M^f$ to a state $M \setminus M^f$ are “blocked”, which means that the process remains in the state $\nu$ and continues its evolution driven by $q$. The dynamics of the restricted process $\{N^f_t\}$ in this model is described by a generator $q^{tb}$ where

$$
q^{tb}(\nu, \Gamma) = \begin{cases} 
q(\nu, \Gamma \cap M^f) & \text{if } \nu \in M^f \\
q(\nu, \Gamma) & \text{if } \nu \notin M^f
\end{cases}
$$

Note that $q^{tb}$ is also a SMQ generator, with the same routing kernel $\lambda$ and the service rates

$$
r^{tb}_{xy}(\nu) = \begin{cases} 
r_{xy}(\nu) 1(\nu \in M^f) & \text{if } \nu \in M^f \\
r_{xy}(\nu) & \text{if } \nu \notin M^f
\end{cases}
$$

and we will always assume that it is regular and ergodic. Moreover $q^{tb}$ is the so called truncation of $q$ and its invariant measure is equal to the truncation of the invariant measure of $q$ to $M^f$, at least if $q^{tb}$ is reversible. This makes possible an expression of blocking probabilities in relatively simple formula, which we call the spatial Erlang formula.

Not that in the transition blocking model there are no losses of calls in progress: an unauthorized displacement is blocked and the call in question rests at its previous location until the next event. This might be seen as a not very realistic assumption in the context of modeling of voice calls.
• Forced termination model. In this model we suppose that all the call arrivals that would result in taking the process to a state outside \( M^f \) are blocked, as in the transition blocking model, however an attempt of the displacement of a call in progress that would take the process to \( M \setminus M^f \) lead to the forced termination of this call. The evolution of the process is thus described by the following generator

\[
q^{ft}(\nu, \Gamma) = \begin{cases} 
q(\nu, \Gamma \cap M^f) & \text{for } \Gamma \subseteq T_{\overline{DD}}\nu, \nu \in M^f \\
q(\nu, \Gamma) + q(\nu, T_{A\nu} \setminus M^f) & \text{for } \Gamma = T_{A\nu}, A \in D, \nu \in M^f \\
q(\nu, \Gamma) & \text{for } \Gamma \in \mathcal{M}, \nu \notin M^f
\end{cases}
\]

(8.5)

and we assume that \( M^f \) is closed with respect to transition \( T_{xO} \nu \) for all \( x \in D \). Note that \( q^{ft} \) is also a SMQ generator, with the same routing kernel \( \lambda \) and the service rates \( r^{ht}_{xy}(\nu) = r^{th}_{xy}(\nu) \) for \( y \neq o \) and \( r^{ht}_{xo}(\nu) = r_{xo}(\nu) + \int_D r_{xy}(\nu) 1(T_{xy} \nu \notin M^f) \lambda(x, dy)/\lambda(x, o) \) if \( \nu \in M^f \) and \( r_{xo}(\nu) \) otherwise.

We will always assume that \( q^{ft} \) it is regular and ergodic. However it cannot be seen as a truncation of \( q \) and typically its invariant measure is not explicitly known even if the invariant measure of \( q \) is known.

In the remaining part of this section we will study loss probabilities in the above models.

8.2.1 Transition blocking model

In this section we will concentrate on the transition blocking model. Suppose \( q \) is a regular, ergodic SMQ generator, as described in Section 6.2, and call its unique invariant probability measure \( \Pi \). Consider the SMQ process \( \{N_t\} \) corresponding to \( q \) as the free process (without capacity constraints; see the discussion above). Fix a measurable subset \( M^f \) of its state space \( M \) as the subspace of all feasible states of the restricted process \( \{N^{th}_t\} \) that evolves according the generator \( q^{th} \) given by (8.3). In what follows we assume that the restricted process is also ergodic and has a particular form of the limiting distribution \( \Pi^{th} \) being the truncation of \( \Pi \) to \( M^f \). This truncation property does not always hold, and one simple sufficient condition for it to hold is as follows (cf [106, Proposition 3.14]):

**Lemma 14** Suppose that \( \Pi(M^f) > 0 \). The invariant probability measure \( \Pi^{th} \) of the restricted process \( \{N^{th}_t; t \geq 0\} \) is given by

\[
\Pi^{th}(\Gamma) = \frac{\Pi(\Gamma \cap M^f)}{\Pi(M^f)}
\]

(8.6)

if and only if \( \Pi \) satisfies the following balance equation

\[
q(\nu, M^f)\Pi(\nu) = \int_{M^f} q(\mu, \nu) \Pi(\mu), \quad \nu \in M^f
\]
The truncation property (8.6) holds in particular if \( \{N_t; t \geq 0\} \) is reversible on \( M^f \) or \( M^c \) with respect to \( \Pi \), meaning that \( q \) satisfies the following detailed balance equation

\[ q(\nu, d\mu)\Pi(d\nu) = q(\mu, d\nu)\Pi(d\mu) \]

for, either \( \nu, \mu \in M^f \) or \( \nu, \mu \in M^c \).

In what follows we assume that (8.6) is true, in particular \( \Pi(M^c) > 0 \), and we call \( \Pi(M^f) \) the feasibility probability. Note that \( \Pi(M^f) \) is the probability that the free process in steady state takes its value in the feasible (for the restricted process) part of the space.

### Blocking probabilities

For given subsets \( A \subset D \), \( B \subset D \) we are interested, roughly speaking, in the “ergodic frequency” \( p^{ib}_{AB} \) of “blocked transitions” \( \nu \rightarrow T_{xy} \nu \) for \( x \in A \), \( y \in B \) of the process driven by \( q^{ib} \). (The quantity \( p^{ib}_{AB} \) will be defined precisely later; cf. Equation (8.7).) Actually \( p^{ib}_{AB} \) cannot be well defined given realizations of the process \( N^{ib} \) because “we do not observe” blocked transitions there. In order to formalize this notion note that the time-epochs and departure-arrival locations of the blocked transitions can be modeled by a double stochastic Poisson point process \( \Phi_0^{ib} = \sum_{i} \delta(t_i, x_i, y_i) \) driven by \( N^{ib}_i \), where \( t_i, x_i, y_i \) denote, respectively, the time-epochs, departure and arrival locations of blocked transition of \( N^{ib}_i \). Given a realization \( N^{ib} = \{N^{ib}_i, t \geq 0\} \), \( \Phi^{ib}_0 \) is a Poisson point process with intensity measure \( \Lambda^{ib}_N \) on \( (0, \infty) \times (D)^2 \), given by \( \Lambda^{ib}_N(D \times A \times B) = \int_D q(N^{ib}_1, T_{AB} N^{ib}_1 \setminus M^f) \, dt \). Denote also by \( \Phi^{ib}_1 \) the point process on \( (0, \infty) \times (D)^2 \) associated to (“true”) transitions of \( N^{ib}_1 \); i.e., \( \Phi^{ib}_1(D \times A \times B) = \sum_{s > 0} \mathbf{1}(s \in D, N^{ib}_s = T_{xy} N^{ib}_{s-}, x \in A, y \in B) \). Let \( \Phi^{ib} = \Phi^{ib}_0 + \Phi^{ib}_1 \) be the superposition of \( \Phi^{ib}_1 \), \( i = 0, 1 \). Finally define the blocking probability for the transitions \( \nu \rightarrow T_{AB}(\nu) \) for some \( A, B \subset D \) and \( \nu \in M^f \) (will call them transitions from \( A \) to \( B \) for short) as the following limiting ratio of blocked transitions to all transitions

\[ p^{ib}_{AB} = \lim_{t \to \infty} \frac{\Phi^{ib}_0((0, t] \times A \times B)}{\Phi^{ib}((0, t] \times A \times B)} \]  \hspace{1cm} (8.7)

The above limit exists by the following result.

**Lemma 15** Suppose that \( \emptyset \) is a positive recurrent state for \( q^{ib} \) with the limiting distribution \( \Pi^{ib} \). If

\[ E_{\Pi^{ib}}[q(N, M^f)] < \infty \]  \hspace{1cm} (8.8)

then

\[ \lim_{t \to \infty} \frac{1}{t} \Phi^{ib}_0((0, t] \times A \times B) = E_{\Pi^{ib}}[q(N, T_{AB}N \setminus M^f)] \]

\[ \lim_{t \to \infty} \frac{1}{t} \Phi^{ib}_1((0, t] \times A \times B) = E_{\Pi^{ib}}[q(N, T_{AB}N \cap M^f)] \]

a.s. for any initial value \( N^{ib}_0 = \nu \) for which the return time to \( \emptyset \) is a.s. finite.
If the conditions of Lemma 15 are satisfied, then
\[
\lambda_1 = \mathbb{E}_{\Pi^{\text{ub}}}[\Phi_0^{\text{th}}((0,1] \times \overline{\mathbb{D}} \times \overline{\mathbb{D}})] = \mathbb{E}_{\Pi^{\text{ub}}}[q^{\text{th}}(N^{\text{th}})] \leq \mathbb{E}_{\Pi^{\text{ub}}}[q(N^{\text{th}}_0, M)] < \infty
\]
where the second equality is by Lévy's formula (6.44). Similarly, since \(\Phi_0^{\text{th}}\) is a doubly stochastic Poisson point process,
\[
\lambda_0 = \mathbb{E}_{\Pi^{\text{ub}}}[\Phi_0^{\text{th}}((0,1] \times \overline{\mathbb{D}} \times \overline{\mathbb{D}})] = \int_0^1 \mathbb{E}_{\Pi^{\text{ub}}}[q(N^{\text{th}}_0, M)] dt \leq \mathbb{E}_{\Pi^{\text{ub}}}[q(N^{\text{th}}_0, M)] < \infty
\]
For given \(A, B \in \mathcal{D}\) the processes \(X_i = \Phi_i^{\text{th}}((0,t] \times A \times B) (i = 1, 2)\) are cumulative with the imbedded renewal process being the epochs of successive visits of \(N^{\text{th}}_t\) at \(0\). By (8.43) we have then
\[
\lim_{t \to \infty} \frac{1}{t} \Phi_i^{\text{th}}((0,t] \times A \times B) = \mathbb{E}_{\Pi^{\text{ub}}}[\Phi_i^{\text{th}}((0,1] \times A \times B)]
\]
where the second equality follows from Lévy’s formula (6.44). Similarly, by the fact that \(\Phi_0^{\text{th}}\) is a doubly stochastic Poisson point process
\[
\lim_{t \to \infty} \frac{1}{t} \Phi_0^{\text{th}}((0,t] \times A \times B) = \mathbb{E}_{\Pi^{\text{ub}}}[\Phi_0^{\text{th}}((0,1] \times A \times B)]
\]
This completes the proof. \(\blacksquare\)

The following result immediately follows from Lemma 15.

**Proposition 49** If the conditions of Lemma 15 are satisfied, then
\[
P^{\text{th}}_{AB} = \frac{\mathbb{E}_{\Pi^{\text{ub}}}[q(N, T_{AB} \setminus M^f)]}{\mathbb{E}_{\Pi^{\text{ub}}}[q(N, T_{AB}N)]}
\]

**Corollary 10** If the conditions of Lemma 15 are satisfied then for \(B \in \mathcal{D}\),
\[
p^{\text{th}}_{oB} = \frac{\int_B p^{\text{th}}(o, y) \mathbb{E}_{\Pi^{\text{ub}}}[r_{oy}(N)] \lambda(o, dy)}{\mathbb{E}_{\Pi^{\text{ub}}}[r_{oy}(N)]} y \in \mathcal{D}
\]

where
\[
p^{\text{th}}(o, y) = \frac{\mathbb{E}_{\Pi^{\text{ub}}}[r_{oy}(N)] 1(T_{oy} N \not\in M^f)]}{\mathbb{E}_{\Pi^{\text{ub}}}[r_{oy}(N)]} y \in \mathcal{D}
\]
called the blocking rate on the transition from \(o\) to \(y\). Suppose moreover that (8.6) holds. Then
\[
p^{\text{th}}(o, y) = \frac{\mathbb{E}_{\Pi}[r_{oy}(N)] 1(N \in M^f, T_{oy} N \not\in M^f)]}{\mathbb{E}_{\Pi}[r_{oy}(N)] 1(N \in M^f)} y \in \mathcal{D}
\]
If \( r_{oy}(\nu) \equiv 1 \) for \( \Pi \)-almost all \( \nu \in \mathcal{M}^f \), in particular if \( q \) is a MPL generator, then we have
\[
p_{tb}^{th}(o, y) = \frac{\Pi(N \in \mathcal{M}^f, T_{oy}N \not\in \mathcal{M}^f)}{\Pi(N \in \mathcal{M}^f)} \quad (8.11)
\]

If the conditions of Proposition 28 (or Proposition 29) for the free generator \( q \) hold, then
\[
p_{tb}^{th}(o, y) = \frac{\mathbb{E}_{\Pi_r}[r_{oy}(N)\Psi(N)1(N \in \mathcal{M}^f, T_{oy}N \not\in \mathcal{M}^f)]}{\mathbb{E}_{\Pi_r}[r_{oy}(N)\Psi(N)1(N \in \mathcal{M}^f)]} \quad y \in \mathcal{D} \quad (8.12)
\]

**Proof.** The first equation follows from Proposition 49 and the fact that
\[
\mathbb{E}_{\Pi_r}[q(N, T_{oB}N)] = \mathbb{E}_{\Pi_r}[\int_B r_{oy}(N) \lambda(o, dy)]
\]
\[
= \int_B \mathbb{E}_{\Pi_r}[r_{oy}(N)]\lambda(o, dy)
\]
\[
\mathbb{E}_{\Pi_r}[q(N, T_{oB}N \setminus \mathcal{M}^f)] = \mathbb{E}_{\Pi_r}[\int_B r_{oy}(N) 1(T_{oy}N \not\in \mathcal{M}^f) \lambda(o, dy)]
\]
\[
= \int_B \mathbb{E}_{\Pi_r}[r_{oy}(N) 1(T_{oy}N \not\in \mathcal{M}^f)]\lambda(o, dy)
\]
Equation (8.10) is immediate from (8.9) and (8.6). Equation (8.11) is immediate from (8.10). Equation (8.12) is a consequence of the fact that the distribution \( \Pi \) is Gibbs with density \( \Psi \) with respect to \( \Pi_r \).

**Remark 24** Note that formula (8.11) might be seen as a spatial extension of the classical Erlang formula.

**Corollary 11** If the conditions of Proposition 29 for the free generator \( q \) hold as well as Lemma 15 and condition (8.6), then for \( A, B \in \mathcal{D} \),
\[
p_{AB}^{th} = \frac{\int_A \int_B p_{tb}^{th}(x, y) \mathbb{E}_{\Pi_r}[r_{xy}(T_{ox}N) 1(T_{ox}N \in \mathcal{M}^f) \Psi(T_{ox}N)] \rho(dx) \lambda(x, dy)}{\int_A \int_B \mathbb{E}_{\Pi_r}[r_{xy}(T_{ox}N) 1(T_{ox}N \in \mathcal{M}^f) \Psi(T_{ox}N)] \rho(dx) \lambda(x, dy)}
\]
where
\[
p_{tb}^{th}(x, y) = \frac{\mathbb{E}_{\Pi_r}[r_{xy}(T_{ox}N) 1(T_{ox}N \in \mathcal{M}^f, T_{oy}N \not\in \mathcal{M}^f) \Psi(T_{ox}N)]}{\mathbb{E}_{\Pi_r}[r_{xy}(T_{ox}N) 1(T_{ox}N \in \mathcal{M}^f) \Psi(T_{ox}N)]} \quad x, y \in \mathcal{D} \quad (8.13)
\]
called the blocking rate on the transition from \( x \) to \( y \). If \( r_{xy}(\nu) \equiv 1 \) for \( \Pi \)-almost all \( \nu \in \mathcal{M}^f \), in particular if \( q \) is a MPL generator, then we have
\[
p_{tb}^{th}(x, y) = \frac{\Pi(T_{ox}N \in \mathcal{M}^f, T_{oy}N \not\in \mathcal{M}^f)}{\Pi(T_{ox}N \in \mathcal{M}^f)} \quad x \in \mathcal{D}, y \in \mathcal{D} \quad (8.14)
\]
If \( q \) is a SBD generator, then we have

\[
P_{AB}^{th} = \frac{\mathbb{E}_{\Pi_1}[\int_{A} \int_{B} r_{xy}(N) \, N(dx) \, 1 \left( T_{xy} N \not\in \mathbb{M}^f \right) \lambda(x,dy)]}{\mathbb{E}_{\Pi_1}[\int_{A} \int_{B} r_{xy}(N) \, N(dx) \, \lambda(x,dy)]}
\]

where the third equality follows from Proposition 20 for

\[
g(N,x) = 1(x \in A) \int_{B} r_{xy}(T_{ox} N) \, 1\left( T_{ox} N \in \mathbb{M}^f \right) \lambda(x,dy)
\]

for the denominator and

\[
g(N,x) = 1(x \in A) \int_{B} r_{xy}(T_{ox} N) \, 1\left( T_{ox} N \in \mathbb{M}^f, T_{oy} N \not\in \mathbb{M}^f \right) \lambda(x,dy)
\]

for the numerator. ■

**Average number of users**

In some particular cases, the average number of users in the stationary state is related explicitly to the blocking rates as shown in the following lemma.

**Lemma 16** If \( r_{xy}(\nu) \equiv 1 \) for \( \Pi_\nu \)-almost all \( \nu \in \mathbb{M}^f \), in particular if \( q \) is a MPL generator, then we have

\[
\mathbb{E}_{\Pi_\nu}[N(B)] = \int_{B} \left[ 1 - p_{AB}^{th} (o, x) \right] \rho(dx), \quad B \in \mathcal{D}
\]

Assume that \( \lambda(x,o) \) is constant. If moreover \( \rho(dx) = \lambda(o, dx) / \lambda(x,o) \) in particular if \( q \) is a SBD generator, then

\[
\mathbb{E}_{\Pi_\nu}[N(B)] = (1 - p_{AB}) \rho(B)
\]
8.2. TWO SPATIAL LOSS WIRELESS MODELS

Proof. We have

\[ E_{\Pi \Pi b} [N (B)] = \int_M N (B) \Pi \Pi b (dN) \]

\[ = \Pi (M^f) \int_M 1 \{ N \in M^f \} N (B) \Pi (dN) \]

\[ = \Pi (M^f) \int_M 1 \{ N \in M^f \} N (B) \Pi (dN) \]

\[ = \Pi (M^f) \int_B 1 \{ N \in M^f \} N (dx) \]

\[ = \Pi (M^f) \int_B 1 \{ N + \delta_x \in M^f \} \rho (dx) \]

where the second equality is due to the truncation property and for the fifth one we use Proposition 20 for \( g (N, x) = 1 \{ N + \delta_x \in M^f \} \).

If \( \lambda (x, o) \) is constant, then

\[ p_{oB} = \frac{1}{\lambda (o, B)} \int_B p^{tb} (o, x) \lambda (o, dx) = \frac{1}{\rho (B)} \int_B p^{tb} (o, x) \rho (dx) \]

from which we get (8.16). ■

8.2.2 Forced termination model

In this section we will consider the forced termination model and will clearly distinguish between blocking of new arrivals and cutting of existing calls in progress.

We suppose that \( q^{ft} \) is regular and ergodic, and it has the an invariant distribution that we denote by \( \Pi^{ft} \). Note that \( \Pi^{ft} \) is a probability distribution on \( M \).

Blocking probabilities

As in the previous section, the blocked arrivals can be modeled by a double stochastic Poisson point process \( \Phi_{0}^{ft} = \sum_{i} \delta_{(t_i, y_i)} \) driven by \( N_{t_i}^{ft} \), where \( t_i, y_i \) denote, respectively, the time-epochs and arrival locations of blocked transition of \( N_{t_i}^{ft} \).

Given a realization \( N^{ft} = \{ N^{ft}_t, t \geq 0 \} \), \( \Phi_{0}^{ft} \) is a Poisson point process with intensity measure \( \Lambda^{ft}_{N^{ft}} \) on \( (0, \infty) \times D \), given by \( \Lambda^{ft}_{N^{ft}} (D \times B) = \int_D q (N_{t_i}^{ft}, T_{oB} N_{t_i}^{ft} \setminus M^f) dt \). Denote also by \( \Phi_{i}^{ft} \) the point process on \( (0, \infty) \times D \) associated to (“true”) arrivals of \( N_{t_i}^{ft} \); i.e., \( \Phi_{i}^{ft} (D \times B) = \sum_{s \geq 0} 1 \{ s \in D, N_{s}^{ft} = T_{oB} N_{s}^{ft}, y \in B \} \). Let \( \Phi^{ft} = \Phi_{0}^{ft} + \Phi_{1}^{ft} \) be the superposition of \( \Phi_{i}^{ft} \), \( i = 0, 1 \). Finally define the blocking probability for the transitions \( \nu \to T_{oB} (\nu) \) for some \( B \in D \) and \( \nu \in M^f \) (will call them arrivals to \( B \) for short) as the following limiting ratio of blocked transitions to all transitions

\[ p^{ft}_{oB} = \lim_{t \to \infty} \frac{\Phi_{0}^{ft} ((0, t] \times B)}{\Phi^{ft} ((0, t] \times B)} \]
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The following result can be proved along the same lines as Lemma 15.

**Proposition 50** Suppose that \( \emptyset \) is a positive recurrent state for \( q^t \) with the limiting distribution \( \Pi^t \). If

\[
E_{\Pi^t}[q(N, M)] < \infty
\]  

(8.17)

then

\[
\lim_{t \to \infty} \frac{1}{t} \Phi^t_0((0, t] \times B) = E_{\Pi^t}[q(N, T_{oB}N \setminus M^f)]
\]

\[
\lim_{t \to \infty} \frac{1}{t} \Phi^t_1((0, t] \times B) = E_{\Pi^t}[q(N, T_{oB}N \cap M^f)]
\]

a.s. for any initial value \( N_0^t = \nu \) for which the return time to \( \emptyset \) is a.s. finite. Moreover

\[
p^t_{oB} = \frac{E_{\Pi^t}[q(N, T_{oB}N \setminus M^f)]}{E_{\Pi^t}[q(N, T_{oB}N)]} = \frac{\int_B p^t_{x}(o, y)E_{\Pi^t}[r_{xy}(N)]\lambda(o, dy)}{\int_B E_{\Pi^t}[r_{xy}(N)]\lambda(o, dy)}
\]

where

\[
p^t(o, y) = \frac{E_{\Pi^t}[r_{xy}(N)1(T_{xy}N \not\in M^f)]}{E_{\Pi^t}[r_{xy}(N)]} \quad y \in D
\]  

(8.18)

**Cut probabilities**

We are now interested in forced terminations (cuts) of the service. Looking at the form of the generator \( q^t \) we see that each transition \( \nu \to T_{xo}\nu \) for some \( x \in \nu \) can be, independently of everything else, either a “regular termination” with probability

\[
\tau_{\nu,x}(\{o\}) = \frac{r_{xo}(\nu)}{r^t_{xo}(\nu)}
\]

or a “forced termination” due to an unsuccessful displacement to \( B \in D \) with probability

\[
\tau_{\nu,x}(B) = \frac{\int_B r_{xy}(\nu)1(T_{xy}\nu \not\in M^f) \lambda(x, dy)}{r^t_{xy}(\nu)\lambda(x, o)}
\]

So we can model different terminations of the process \( N^t \) by a marked point process \( \Phi^t \) by \( \delta(t_i, x_i, y_i) \) where \( t_i \) are termination epochs, \( x_i \in D \) denote the departure locations, and \( y_i \) denote the termination status: \( y_i = o \) if it is a regular one and \( y_i \) is \( D \) if it is caused by an unsuccessful displacement from \( x_i \) to \( y_i \). Note that given a realization of \( N^t \) the points \( t_i \) and marks \( x_i \) are known, and we assume that \( y_i \) are independently chosen with the distribution \( \tau_{N^t, x_i}(B) \). Considering marked point processes of epochs and departure-arrival location of all transition we can express various ergodic limit fractions of users cut on when trying to move from some given \( A \in D \) to \( B \in D \). Here we will show only how to treat ergodic limit fractions \( c \) of users that are forced to terminate during their sojourn in the network

\[
c = \lim_{t \to \infty} \frac{\Phi^t_1((0, t] \times D \times D)}{\Phi^t_1((0, t] \times D)}
\]
Proposition 51 Suppose that \( \emptyset \) is a positive recurrent state for \( q^b \) with the limiting distribution \( \Pi^b \). If
\[
\mathbb{E}_{\Pi^b}[q(N, T_{\emptyset} N \cap M^f)] < \infty \tag{8.19}
\]
and
\[
\mathbb{E}_{\Pi^b}[q(N, T_{\emptyset} N \setminus M^f)] < \infty \tag{8.20}
\]
then the limit \( c \) exists almost surely for any initial value \( N_{\emptyset}^b = \nu \) for which the return time to \( \emptyset \) is finite and
\[
c = \frac{\mathbb{E}_{\Pi^b}[q(N, T_{\emptyset} N \setminus M^f)]}{\mathbb{E}_{\Pi^b}[q(N, T_{\emptyset} N \cap M^f)]} \tag{8.21}
\]
\[
1 = \frac{\mathbb{E}_{\Pi^b}[q(N, T_{\emptyset} N \setminus M^f)]}{\mathbb{E}_{\Pi^b}[q(N, T_{\emptyset} N \cap M^f)]} \tag{8.22}
\]

Proof. Note that the process \( X_t = \Phi^b_{[0,t]}(0, t] \times D \times D \) is cumulative with the imbedded renewal process being the epochs of successive visits of \( N_{\emptyset}^b \) at \( \emptyset \). Following the same lines as in the proof of Lemma 15 we find under condition (8.20) that \( \lim_{t \to \infty} 1/t \Phi^b_{[0,t]}((0, t] \times D^2) = \mathbb{E}_{\Pi^b}[\Phi^b_{[0,1]}((0, 1] \times D^2)] \). Similarly, under condition (8.19) \( \lim_{t \to \infty} 1/t \Phi^b_{[0,t]}((0, t] \times D) = \mathbb{E}_{\Pi^b}[\Phi^b_{[0,1]}((0, 1] \times D)] \). By Lévy’s formula we obtain (8.21).

Writing that the arrival rate equals the departure rate, gives
\[
\mathbb{E}_{\Pi^b}[q(N, T_{\emptyset} N \setminus M^f)] + \mathbb{E}_{\Pi^b}[q(N, T_{\emptyset} N)] = \mathbb{E}_{\Pi^b}[q(N, T_{\emptyset} N \cap M^f)]
\]
which together with (8.21) imply (8.22). \( \blacksquare \)

8.2.3 Approximation of the cut probability
We don’t have an explicit expression of the stationary distribution of the forced termination model. Hence Formula (8.21) doesn’t give an explicit way to calculate the cut probability. We define for the transition blocking model a fictitious-cut probability which will be shown to be a good approximation of the cut probability of the forced termination model in \( \S 10.4 \).

For the transition blocking model, we define the motion-blocking as the ratio of blocked motions to regular terminations
\[
d_{tb} = \lim_{t \to \infty} \frac{\Phi^b_{[0,t]}((0, t] \times D \times D)}{\Phi^b_{[0,t]}((0, t] \times D \times \{0\})} \tag{8.23}
\]

The fictitious-cut probability is defined as
\[
c_{tb} = \frac{d_{tb}}{1 + d_{tb}}
\]

The following proposition permits to relate the motion-blocking to the stationary distribution of the transition blocking model.
Proposition 52 The motion-blocking equals

$$d^{tb} = \frac{E_{\Pi^b}[q(N, T_{DQ} N \setminus M^f)]}{E_{\Pi^b}[q(N, T_{DQ} N)]]} \quad (8.24)$$

If \( r_{xy}(\nu) \equiv 1 \) for \( \Pi_{\nu} \)-almost all \( \nu \in M^f \), then

$$d^{tb} = \frac{\int_{D \times D} \lambda(x, dy) \Pi^b(N + \delta_x \in M^f, N + \delta_y \not\in M^f) \rho(dx)}{\int_D \lambda(x, \{o\}) [1 - p^{tb}(o, x)] \rho(dx)} \quad (8.25)$$

Proof. From Lemma 15 we get (8.24). Assume that \( r_{xy}(\nu) \equiv 1 \) for \( \Pi_{\nu} \)-almost all \( \nu \in M^f \), in particular if \( q \) is a MPL generator. For the denominator of the right-hand side of the above display we have

$$E_{\Pi^b}[q(N, T_{DQ} N)] = \int_D \lambda(x, \{o\}) E_{\Pi^b}[N \,(dx)] = \int_D \lambda(x, \{o\}) [1 - p^{tb}(o, x)] \rho(dx)$$

where the last equality is due to Lemma 16.

For the numerator, we have

$$E_{\Pi^b}[q(N, T_{DQ} N \setminus M^f)] = \int_{D \times D} \lambda(x, dy) E_{\Pi^b}[1(T_{xy} N \not\in M^f) N \,(dx)]$$

We calculate

$$E_{\Pi^b}[1(T_{xy} N \not\in M^f) N \,(dx)] = \Pi(M^f)^{-1} E_{\Pi} \left[ 1(N \in M^f, T_{xy} N \not\in M^f) N \,(dx) \right]$$

$$= \Pi(M^f)^{-1} \Pi(N + \delta_x \in M^f, N + \delta_y \not\in M^f) \rho(dx)$$

$$= \Pi^b(N + \delta_x \in M^f, N + \delta_y \not\in M^f) \rho(dx)$$

where the first equality is due to the truncation property and for the second one we use Proposition 20 for \( g(N, x) = 1 \left( N + \delta_x \in M^f, N + \delta_y \not\in M^f \right) \) (note that \( g(N - \delta_x, x) = 1(N \in M^f, N - \delta_x + \delta_y \not\in M^f) = 1(N \in M^f, T_{xy} N \not\in M^f) \)).

Example 13 Assume that

$$\Pi^b(N + \delta_x \in M^f, N + \delta_y \not\in M^f) = \Pi^b(N + \delta_x \in M^f) \Pi^b(N + \delta_y \not\in M^f)$$

(which is the case if \( M^f \) is in the form (8.27)) then

$$E_{\Pi^b}[1(T_{xy} N \not\in M^f) N \,(dx)] = \Pi^b(N + \delta_x \in M^f) \Pi^b(N + \delta_y \not\in M^f) \rho(dx)$$

$$= p^{tb}(o, y) \left[ 1 - p^{tb}(o, x) \right] \rho(dx)$$

Hence, from (8.25), we get

$$d^{tb} = \frac{\int_{D \times D} \lambda(x, dy) p^{tb}(o, y) \left[ 1 - p^{tb}(o, x) \right] \rho(dx)}{\int_D \lambda(x, \{o\}) [1 - p^{tb}(o, x)] \rho(dx)} \quad (8.26)$$
Assume now that each location plays the same role then
\[
d^{\text{tb}} = p^{\text{tb}}(o, \cdot) \frac{\int_{\mathbb{D} \times \mathbb{D}} \lambda(x, dy) \rho(dx)}{\int_{\mathbb{D}} \lambda(x, \{o\}) \rho(dx)}
= p^{\text{tb}}(o, \cdot) \frac{\lambda(\cdot, \mathbb{D})}{\lambda(\cdot, o)}
\]

Assume moreover that \( \mathbb{D} \) is discrete and
\[
\mathbb{M}^f = \{ \nu \in \mathbb{M}; \forall x \in \mathbb{D}, \nu_x \leq \Gamma \}
\]
then
\[
p^{\text{tb}}(o, \cdot) = \text{Erl}(\rho, \Gamma)
\]
where \( Z \) is a Poisson random variable with mean \( \rho(\mathbb{D}) \). If, for each \( x \in \mathbb{D} \), we take \( \lambda_{x,x_k} = \lambda \) for some constant \( \lambda \) and some neighbours \( x_1, \ldots, x_n \) of \( x \), then
\[
d^{\text{tb}} = \text{Erl}(\rho, \Gamma) \frac{\lambda}{\lambda(\cdot, o)}^n
\]

In this case, the fictitious-cut probability equals
\[
c^{\text{th}} = \frac{d^{\text{tb}}}{1 + d^{\text{tb}}}
= 1 - \frac{1}{1 + d^{\text{tb}}} = 1 - \frac{1}{1 + \text{Erl}(\rho, \Gamma) \frac{\lambda}{\lambda(\cdot, o)}^n}
Part III

Performance evaluation
Chapter 9

Introduction

The present part focuses on third objective described in Section 0.2, i.e. to apply the results of the previous two parts to the performance evaluation of wireless cellular networks.

Our motivation is to build explicit expressions for quality of service indicators in large cellular systems. A particular effort is made to go further than pure simulations, i.e. to build explicit expressions. This is a crucial issue because explicit expressions are more effective than simulations for the optimization of the capacity of the network and for the study the interactions between the link level and the system level.

Wireless networks carry both streaming and elastic traffic. The service requirements are specific to each type of service. Streaming users require some connection duration with a fixed bit-rate, whereas elastic users have some amount of data to send. Quality of service may be expressed in terms of the blocking and cut probabilities for streaming traffic, and in terms of the expected throughput and delay for elastic traffic.

The results of Chapter 6 are helpful to prove the regularity and the ergodicity of the process modelling the evolution of the streaming calls: as well as the regularity of the process modelling the evolution of the elastic calls.

We show that the tools developed in the first two parts permit to study systems with different multiple access schemes: CDMA such as UMTS Release 99, TDMA such as HSDPA, and FDMA such as GSM in Chapters 10, 11 and 12 respectively.

We shall use the notation described in Section 2.3 (with some adaptation for HSDPA and GSM).
Chapter 10

UMTS Release 99

10.1 Introduction

We consider a UMTS Release 99 network serving both streaming and elastic traffic. Each streaming user is served by a Dedicated Channel (DCH). The elastic users in a given cell are served simultaneously by the Downlink Shared Channel (DSCH).

The present chapter is organized as follows. Section 10.2 considers the case where there are only elastic traffic and gives explicit expressions of the throughput per user. Section 10.3 considers a network carrying streaming traffic only and gives explicit approximate expressions of the blocking probability for such services. Mixed scenarios with streaming and elastic traffic are studied in section 10.5. We shall describe the related works and our contribution within each section.

10.2 Elastic traffic on DSCH

We consider in the present section a UMTS network carrying elastic traffic only. Hence each user has some volume of data to transmit (or receive) with a flexible bit-rate. We assume that active users are served simultaneously by the DSCH. Our objective is to evaluate the quality of service perceived by a user for this type in terms of the expected throughput (i.e. the average effective transmission or reception bit-rate) and delay (i.e. transfer time).

10.2.1 Related works

The major part of the existing literature treating these issues in CDMA networks make some simplifying assumptions about the interference. In [2, 62] the uplink of a CDMA network is treated with the assumption that the inter-cell interference is proportional to intra-cell interference. An analogous assumption

---
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is made for the downlink in [110]. The authors of [6] make a statistical independence assumption between the inter-cell interference perceived by the different cells.

For elastic traffic, the mean number of users may grow unboundedly in the long run of the system; in which case the system is said to be unstable. This situation has to be avoided, which means that the stochastic process describing the evolution of the system should be ergodic and that the mean number of users under the limiting distribution should be finite. The literature say in this case that the system is stable. (Note that this notion of stability of a system is different from the notion of stability of a generator of a Markov process defined in §6.1.2.)

By definition a necessary condition for the system to be stable is that the stochastic process describing its evolution is ergodic. The conditions for ergodicity depend on the congestion control algorithm. [28] establishes the ergodicity condition for feasibility based congestion control algorithms in CDMA networks. The author investigates also the macro-diversity effects. Ergodicity issues of TDMA networks are addressed in [24] for a single cell network. The impact of mobility within the cell on ergodicity is studied in [22]. Ergodicity issues are also addressed for queueing networks without the spatial component (cf. for example [9]).

Another concern of congestion control algorithms is to assure fairness among users. We discuss this issue in Annex 14.B.

10.2.2 Our contribution

We describe the temporal evolution of a large CDMA network serving elastic traffic only by a spatial processor-sharing Markov queuing process, and obtain in this framework the explicit expressions of the expected throughput (and delay) for the congestion control scheme based on the decentralized feasibility condition, denoted FC.

Contrarily to the models in [2, 6], our model takes into account the exact representation of the geometry of inter-cell and intra-cell interferences.

Our model is more restrictive than that considered in [28] where the arrival process is not necessarily Poisson. In [28], an ergodicity condition is established, whereas in the present work we go further by establishing explicit expressions for expected throughput (and delay).

10.2.3 Congestion control algorithms

Recall that the feasibility condition FC may be written in the general form

$$\sum_{m \in u} \varphi (m) < C, \quad u \in U$$

where \(u\) designates a base station, the notation \(m \in u\) means that user \(m\) is served by base station \(u\) and the formulae for the function \(\varphi (\cdot)\) and the
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Parameter $C$ are given by (4.14) and (4.12). Note that the function $\varphi(.)$ may be decomposed as follows

$$\varphi(m) = X_m \xi'_m, \quad m \in u$$

where

- $\xi'_m$ designates the modified SINR $\xi'_m = \xi_m / (1 + \alpha \xi_m)$;
- $\xi_m$ designates the signal-to-interference-and-noise ratio (SINR) threshold;
- $\alpha$ is the orthogonality factor, which we assume constant;
- $X_m$ is some factor characterizing the geometry.

Recall that $C$ depends on the case considered: uplink or downlink, with or without power limitation. We assume from now that $C$ is independent of the SINR thresholds $\{\xi_m\}$. (This is true except for the uplink with power limitation. This particular case needs further investigations which may be carried in future studies.)

As in §2.1, we take for DSCH modulation a single representative value of the $E_b/N_0$ and assume that the set of possible rates is continuous: $\mathbb{R}_+$. Then the bit-rate $r_m$ and the SINR $\xi_m$ are related by Equation (2.1) which may be written as follows

$$r_m = \frac{W'}{E_b/N_0} \xi_m \quad (10.1)$$

where $E_b/N_0$ designates the energy-per-bit to noise-density ratio and $W'$ designates the chip-rate.

If the bit-rates $\{r_m; m \in u\}$ satisfy

$$\sum_{m \in u} \gamma_m r_m = 1 \quad (10.2)$$

where the weighting coefficients $\gamma_m$ are given by

$$\gamma_m = \frac{E_b/N_0}{CW'} X_m \quad (10.3)$$

then

$$\sum_{m \in u} X_m \xi_m = C \quad (10.4)$$

which implies the feasibility condition (4.13), since $\xi'_m < \xi_m$. (There will be a loss of capacity, but this loss is small if $\xi'_m \simeq \xi_m$; or equivalently $\alpha \xi_m \ll 1$.)

**Egalitarian congestion control**

In [16, 13] an egalitarian scheme where all users in a given cell are given the same bit-rate is proposed. In order to satisfy (10.2), the allocated bit-rates are given by

$$r_m = \frac{1}{\sum_{m \in u} \gamma_m}, \quad m \in u \quad (10.5)$$
Proposed congestion control

The performance of the egalitarian congestion algorithm (10.5) are very difficult to calculate and it is probably hopeless to obtain analytical results. In the present section we consider the same congestion control algorithm as that considered in [28]. This algorithm allocates bit-rates to users as follows

\[ r_m = \frac{1}{M \gamma_m}, \quad m \in u \]  

(10.6)

where \( M \) designates the number of users in progress in cell \( u \). (We shall compare different bit-rate allocations in Annex 14.B.)

Remark 25 Note that we consider the case with no admission control, where an increase of the number of users in a cell is just coped with via a reduction of the bit rates of the users of this cell. Our case is more like TCP where the increase of the number of competitors eventually results in a decreased bit rate for all, and where no user is ever rejected. We model the user bit-rate as a fluid whose rate adjusts immediately in response to changes in the number and positions of users in progress.

10.2.4 Associated SMQ process

Traffic model

New elastic users arrive to the network as a Poisson process with intensity \( \lambda x \times dx \) in any region of surface \( dx \). The required volumes (amount of data to transmit or receive) are i.i.d. exponentially distributed with mean \( \mu^{-1} x \) and independent from arrivals. We may have different service classes, such as http, ftp, etc., with specific values of the arrival and volume parameters for each service class (arrival and volume processes for different service classes are assumed independent). In this case the parameter \( x \) designates both the geographic position and the service class. We consider a set \( D \) designating the possible values of the service class and position of users. Hence a value \( x \in D \), called a location, corresponds to a given service class and a given geographic position. We assume that

\[ \lambda x > 0, \mu x > 0, \quad \forall x \in D \]

We assume that the users don’t move from one cell to another during their calls (mobility may eventually occur within each cell). Since moreover our congestion control algorithm is decentralized, we may study each cell independently from the other cells. Hence the location set \( D \) corresponds to a given cell.

Generator

We assume that the users in a location \( x \in D \) are assigned the same bitrate. We model the evolution of the system by a continuous-time Markov process \( \{N_t; t \geq 0\} \) where \( N_t \) is a finite counting measures on \( D \) such that \( N_t(A) \)
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designates the number of users in location \( x \in A \) at time \( t \). The state space, denoted \( M \), is the space of all finite counting measures on \( D \) and a typical element of \( M \) is denoted \( \nu \).

Equation (10.2) may be written as follows

\[
\int_D \gamma(x) r_x \nu(dx) = 1 \quad (10.7)
\]

where \( \nu \in M \) is the state of the system, i.e. \( N_t = \nu; \gamma(x) \) are some coefficients pondering the capacity consumption of the different locations; and \( r_x \) is the bit-rate allocated to the users of class \( x \). The bit-rate allocation (10.6) takes the following form

\[
r_x = \nu(D)^{-1} \gamma(x)^{-1} \quad (10.8)
\]

We shall now determine the generator, say \( q \), of the Markov process \( \{N_t; t \geq 0\} \). The birth rate at \( dx \) equals \( \lambda_x dx \) where \( \lambda_x \) is the intensity of arrival of users of class \( x \). From Equation (10.8) we deduce that the death/service rate at \( dx \in D \) equals \( \mu_x r_x \nu(dx) = \mu_x \gamma(x)^{-1} \nu(dx) \nu(D)^{-1} \) where \( \mu_x^{-1} \) designates the mean volume that users of class \( x \) require to transmit.

From Proposition 43, we deduce that the generator \( q \) of the Markov process \( \{N_t; t \geq 0\} \) may be viewed as a SMQ with birth rates and death rates given respectively by

\[
\lambda(o, dx) = \lambda_x dx, \quad \lambda(x, \{o\}) = \mu_x
\]

defining motion rates, say \( \lambda(x, A) \), \( x \in D, A \in D \), given in section 6.5, and service rates

\[
r_{xy}(\nu) = \begin{cases} 
1 & \text{if } x \in \bar{D}, y \in D \\
\gamma(x)^{-1} \nu(D)^{-1} & \text{if } y = o, x \in D; \nu_x > 0
\end{cases}
\]

By Lemma 12, it is equivalent to consider another SMQ with routing rates

\[
\lambda'(o, dx) = \lambda_x dx, \quad \lambda'(x, \{o\}) = \mu_x \gamma(x)^{-1}
\]

motion rates \( \lambda'(x, A) = \lambda(x, A) \), \( x \in D, A \in D \); and service rates

\[
r'_{xy}(\nu) = \begin{cases} 
1 & \text{if } x \in \bar{D}, y \in D \\
\nu(D)^{-1} & \text{if } y = o, x \in D; \nu_x > 0
\end{cases}
\]

(10.9)

(10.10)

where we replaced \( \lambda(x, \{o\}) \) by \( \lambda(x, \{o\}) \gamma(x)^{-1} \) and \( r_{xo}(\nu) \) by \( r_{xo}(\nu) \gamma(x) \).

We denote with prime (') the parameters which are specific to this new SMQ. Of course, the generators are identical, \( q' = q \).

10.2.5 No mobility case

Here \( q' \) is a spatial birth death (SBD) generator (which is a particular case of SMQ studied in Part II).
Regular. The generator \( q' \) is stable iff Condition (6.12) is satisfied, which is equivalent to
\[
\lambda' (o, D) = \int_D \lambda_x dx < \infty
\]
what will be assumed from now on. Consider the birth rates \( \{ b'_n \} \) and death rates \( \{ d'_n \} \) defined by (6.16), i.e.
\[
b'_n = \sup_{\nu \in M^n} q' (\nu, T_0 \nu) = \lambda' (o, D)
\]
\[
d'_n = \inf_{\nu \in M^n} \lambda (\nu, T_0 \nu)
\]
Observe that \( q' (\nu, T_0 \nu) = \lambda' (o, D) \) hence Condition (6.17) is satisfied. Moreover we have \( \sup_{\nu \in M} q' (\nu, T_0 \nu) = \lambda' (o, D) < \infty \), hence by Lemma 4, the generator \( q' \) is regular. Let \( \{ N'_t; t \geq 0 \} \) be a Markov jump process associated to the generator \( q' \).

Limiting distribution. Consider the associated M/GI/1 queue as described in Proposition 37. The traffic demand of this M/GI/1 queue is
\[
\rho' (D) = \int_D \frac{\lambda' (o, dx)}{\lambda' (x, o)} = \int_D \lambda_x \frac{\gamma (x)}{\mu_x} dx
\]
what will be assumed from now on.

Invariant probability measure. The traffic equations (6.47) have solution
\[
\rho' (o) = 1, \quad \rho' (dx) = \frac{\lambda' (o, dx)}{\lambda' (x, o)} = \frac{\gamma (x) \lambda_x}{\mu_x} dx, \quad x \in D
\]
The measure \( \rho' \) satisfies Condition (6.51). The service rates are balanced by
\[
\Psi' (\nu) = e^{\rho' (D)} (1 - \rho' (D)) \nu (D)!
\]
which satisfies Condition (6.52). Let \( \Pi_{\Psi'} \) be the Gibbs distribution on \( D \) having density \( \Psi' \) with respect to the Poisson process with intensity measure \( \rho' \). Since the routing kernel \( \lambda' \) is reversible with respect to \( \rho' \), then, by Proposition 29, \( \Pi_{\Psi'} \) is reversible with respect to \( q' \). By Proposition 25, there is a unique such probability measure which is the limiting distribution.
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Analytical expressions

In the case without mobility, the Whittle and wireless models described in Sections 7.1.1 and 7.2.1 respectively are equivalent. Hence we may deduce from (7.21) or (7.42) that the expected delay for users in $A \in \mathcal{D}$, denoted $\bar{T}(A)$, equals

$$\bar{T}(A) = \frac{\rho'(A)}{\lambda(o, A)(1 - \rho'(D))} \quad (10.14)$$

From Equation (7.22) or (7.43) we deduce that the expected throughput for users in $A \in \mathcal{D}$, denoted $\bar{r}(A)$, equals

$$\bar{r}(A) = \frac{\rho(A)}{\rho'(A)} \left[1 - \rho'(D)\right]$$

where

$$\rho(A) = \int_A \frac{\lambda x}{\mu x} dx \quad (10.15)$$

In particular, the expected throughput for users in all the area $\mathcal{D}$ equals

$$\bar{r}(D) = \frac{\rho(D)}{\rho'(D)} \left[1 - \rho'(D)\right] \quad (10.16)$$

10.2.6 Infinite mobility case

Consider now the infinite mobility case described in Proposition 45 and recall that we consider the birth rates $\lambda'(o, dx)$ and death rates $\lambda'(x, \{o\})$ given by Equation (10.9). The total number of users $\{N'_t(D)\}$ may be viewed as a M/GI/1 processor-sharing queue with arrival rate $\lambda' = \lambda'(o, D)$ and with call-volume rate $\int_D \lambda'(x, \{o\}) \varrho(dx)$, i.e. with traffic demand, say $\rho'$, given by

$$\rho' = \frac{\lambda'(o, D)}{\int_D \lambda'(x, \{o\}) \varrho(dx)} = \frac{\lambda(o, D)}{\int_D \mu_x \gamma(x)^{-1} \varrho(dx)} \quad (10.17)$$

where $\varrho$ is the stationary distribution of the location of individual user in $\mathcal{D}$ (i.e. $\varrho$ is solution of Equation (6.61)). The ergodicity condition (7.29) writes

$$\rho' < 1 \quad (10.18)$$

From Lemma 22 we deduce that, in steady state, the mean number of users denoted $E[\pi']$, equals

$$E[\pi'] = \frac{\rho'}{1 - \rho'} \quad (10.19)$$

the expected delay, denoted $\bar{T}$, equals

$$\bar{T} = \frac{\rho'}{\lambda(o, D)(1 - \rho')} \quad (10.20)$$
The above two displays may also be deduced from (7.41) and (7.42) respectively.

From Lemma 22 we deduce also that the expected throughput of the M/GI/1 processor-sharing queue equals $1 - \rho'$. This is not the expected throughput of our system, since we have modified the service rates (we transferred the term $\gamma(x)$ from the service rates to the death rates). Observe that the user volume rate of our system is $\int_\Omega \lambda(x, \{o\}) \varrho(dx)$, then the expected throughput of our system, denoted $\bar{r}$, equals

$$\bar{r} = \frac{1}{\bar{T}} \int_\Omega \lambda(x, \{o\}) \varrho(dx) = \frac{\rho}{\rho'} (1 - \rho') \quad (10.21)$$

where

$$\rho = \frac{\lambda(o, \Omega)}{\int_\Omega \lambda(x, \{o\}) \varrho(dx)} = \frac{\lambda(o, \Omega)}{\int_\Omega \mu_x \varrho(dx)} \quad (10.22)$$

10.2.7 Numerical results

In this section, we assume that the birth rates $\lambda_x$ and the death rates $\mu_x$ don’t depend on $x$.

Unless otherwise specified, all the numerical applications are made using the default values specified in Section 2.2.5.

No mobility case

The traffic intensities $\rho'(\Omega)$ and $\rho(\Omega)$ are deduced from Equations (10.11) and (10.15)

$$\rho'(\Omega) = \bar{\gamma} \rho(\Omega), \quad \rho(\Omega) = \pi R^2 \lambda \mu^{-1}$$

where $\bar{\gamma}$ is the average of $\gamma(x)$ over the cell $\Omega$. Hence the ergodicity condition (10.12) may be written as follows

$$\rho(\Omega) < \bar{\gamma}^{-1}$$

Note that $\rho(\Omega)$ is the traffic demand per cell, hence the ergodicity condition says that the traffic demand per cell should be less than some critical value, denoted $\rho_c(\Omega)$, that is

$$\rho(\Omega) < \rho_c(\Omega) \quad (10.23)$$

where the CRITICAL TRAFFIC DEMAND is given by

$$\rho_c(\Omega) = \bar{\gamma}^{-1} \left(= \frac{\rho(\Omega)}{\rho'(\Omega)} \right) \quad (10.24)$$

The expected delay for users in all the area $\Omega$ is given by Equation (10.14)

$$\bar{T}(\Omega) = \frac{\bar{\gamma}}{\mu (1 - \bar{\gamma} \rho(\Omega))} \quad (10.25)$$

The expected throughput for users in all the area $\Omega$ is given by Equation (10.16)

$$\bar{r}(\Omega) = \bar{\gamma}^{-1} - \rho(\Omega) \quad (10.26)$$
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Recall that the weighting coefficient $\gamma(x)$ for DSCH modulation is given by (10.3). Then $\bar{\gamma} = \frac{E_b}{C W} X$. Hence, we get the critical traffic from Equation (10.24)

$$\rho_c(\mathbb{D}) = \frac{1}{\bar{\gamma}} = \frac{C W'}{X E_b / N_0} \quad (10.27)$$

The expression of $X$ may be deduced from Appendix 13.D. For example for DFC (i.e. the downlink without power limitation) we have

$$X = \alpha + \frac{0.94}{\eta - 2},$$

which gives

$$\rho_c(\mathbb{D}) \simeq 1.1 \text{ Mbit/s}$$

If the traffic demand $\rho(\mathbb{D})$ exceeds this critical value $1.1 \text{ Mbit/s}$, then the system becomes unstable (cf. (10.23)).

Fix the value of the call-volume average $\mu^{-1} = 0.5 \text{ Mbit}$, Figure 10.1 represents the expected throughput and delay for DSCH.

In particular for a traffic demand $\rho(\mathbb{D}) \simeq 0.5 \text{ Mbit/s}$, which corresponds to a mean interarrival duration $\lambda^{-1} = 1 \text{ s}$, we get an expected throughput and delay respectively equal to

$$\bar{r}(\mathbb{D}) = 0.6 \text{ Mbit/s}, \quad \bar{T}(\mathbb{D}) = 0.8 \text{ s}$$

We see in Figure 10.1 that the expected throughput decreases and the delay increases when the traffic demand increases. At the limit when the traffic demand $\rho(\mathbb{D})$ tends to the critical value $\rho_c(\mathbb{D})$, the throughput goes to 0 and the delay goes to infinity.
**Shannon.** The approximation (2.4) for the Shannon’s bound may be written as follows

\[
r_m \simeq \frac{W}{\ln(2)} \xi_m
\]

In this case the expression (10.3) should be replaced by the following one

\[
\gamma_m = \frac{\ln(2)}{CW} X_m
\]

We get a critical traffic for Shannon’s bound \( \rho_c(\mathbb{D}) \simeq 6.7 \text{ Mbit/s} \) (for the downlink without power limitation) which is about six times the critical traffic for DSCH.

**Infinite mobility case**

The traffic intensities \( \rho' \) and \( \rho \) are deduced from Equations (10.17) and (10.22)

\[
\rho' = \frac{\rho}{\gamma^{-1}}, \quad \rho = \pi R^2 \lambda \mu^{-1}
\]

where \( \gamma^{-1} \) is the average of \( \gamma^{-1}(x) \) over the cell \( \mathbb{D} \). Hence the ergodicity condition (10.18) may be written as follows

\[
\rho < \rho_c = \gamma^{-1}
\]

where \( \rho_c \) is called critical traffic.

The expected delay is deduced from Equation (10.20)

\[
\bar{T} = \frac{1}{\left(\gamma^{-1} - \rho\right)\mu}
\]

The expected throughput is given by Equation (10.21)

\[
\bar{r} = \gamma^{-1} - \rho
\]

We compare the expected throughputs for DSCH in the no mobility and the infinite mobility cases in Figure 10.2. We deduce that the mobility increases the expected throughput by a factor of about 1.5.

**Intermediate mobility**

We recall the ingredients of the generator of our wireless model. The birth rates \( \lambda'(o, dx) \) and death rates \( \lambda'(o, dx) \) are given by (10.9) and the motion rates \( \lambda'(x, A) = \lambda(x, A), x \in \mathbb{D}, A \in \mathcal{D} \) are given in section 6.5. The service rates \( r'_{xy}(\nu) \) are given by (10.10).
Traffic equations. We assume now an average speed $v$ which is finite and non-null. The cell $D$ is modeled by a disc of radius $R$ which is divided into $J$ rings. Each ring denoted by $j \in J = \{ 1, \ldots, J \}$ is delimited by discs with radii $r_{j-1}$ and $r_j$ where $r_0 = 0$ and $r_J = R$.

Let $\rho$ denote the traffic demand, i.e. $\rho_j = \frac{\lambda_j}{R}$ for $j \in J$, and let $\rho'$ be the solution of the traffic equations, which is function of $\rho$ and of the speed $v$ denoted $\rho'(\rho, v)$. We call $\rho'(\rho, v)$ the modified traffic.

For a given speed $v$, if we multiply the traffic demands by $a \in \mathbb{R}_+$, i.e. $\rho_j$ is replaced by $a \rho_j$ for $j \in J$, then $\rho'$ is multiplied by the same factor, i.e.

$$\rho'(a \rho, v) = a \rho'(\rho, v)$$

Proof. Multiplying the original the traffic equations by $a$, gives

\[
\begin{align*}
   a \rho'_j \left( \lambda_{j0} + \lambda_{j(j-1)} + \lambda_{j(j+1)} \right) &= a \lambda_{j0} + a \rho'_{j-1} \lambda_{j-1}^{j_j} + a \rho'_{j+1} \lambda_{j+1}^{j_j} \quad \text{for } j = 2, \ldots, J - 1 \\
   a \rho'_j \left( \lambda_{10} + \lambda_{12} \right) &= a \lambda_{10} + a \rho'_2 \lambda_{21} \\
   a \rho'_j \left( \lambda_{J0} + \lambda_{J(J-1)} \right) &= a \lambda_{J0} + a \rho'_{J-1} \lambda_{J(J-1)}
\end{align*}
\]

which shows the desired result. ■

Hence

$$\rho'(\rho, v) = \rho_D \times \rho'(\rho/\rho_D, v)$$

and in particular

$$\rho'_D(\rho, v) = \rho_D \times \rho'_D(\rho/\rho_D, v) \quad (10.28)$$
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Whittle model. We construct a Whittle model by replacing artificially the service rates (10.10) of the wireless model by

\[ r'_{xy}(\nu) = \begin{cases} 
\nu(D)^{-1} & \text{if } x = o, y \in D \\
\nu(D)^{-1} & \text{if } y = o, x \in D; \nu_x > 0 
\end{cases} \]

and keeping the same routing rates \( \lambda'(x, dy) \). In particular, the traffic equations are the same for both the wireless and the Whittle models.

We know that the wireless and Whittle models are identical at null and infinite speed \( \nu \). We will compare numerically the results of the two models for non-null finite speeds.

Monotonicity with speed. In the simulations we take the call-volume average \( \mu^{-1} = 1 \text{ Mbit} \). For other values of the call-volume average \( \mu \), we can always retrieve this particular case, since we may replace the generator \( q \) by \( q/\mu \) without altering the ergodicity and invariant distribution. In doing so, we should replace the speed \( \nu \) by \( \nu/\mu \). In other words we may view our speed as expressed in kilometers per \( \mu \times \text{seconds} \).

Figure 10.3 represents the modified traffic on the cell \( \rho'_D(\rho/\rho_D, \nu) \) as function of the speed. This figure shows that the modified traffic per cell is a decreasing function of the speed. (Nevertheless, we observe numerically that the modified traffic at a given ring \( \rho'_j(\rho/\rho_D, \nu) \) is not always monotonous with speed.) From this numerical observation, we propose the following conjectures:

Conjecture 1 The modified traffic per cell decreases with the speed.
Let \( \bar{N}_D \) be the mean number of users in a cell. Since in the Whittle model, we have
\[
\bar{N}_D = \frac{\rho_D}{1 - \rho_D' D}
\] (10.29)
we deduce that when the speed increases, the mean number of users per cell decreases. (Therefore the delay decreases and the throughput increases.)

Figure 10.4 represents the mean number of users per cell as function of the average speed \( \upsilon \) for different values of the traffic demand \( \rho_D = 0.2, 0.4, 0.6, 0.8 \) Mbit./s. We observe numerically that the mean number of users per cell of the Whittle model is an upper bound of that of the wireless model; and that this upper bound is tight for small traffic demand.

From the above numerical observations, we propose the following conjecture:

**Conjecture 2** The mean number of users per cell of the Whittle model is an upper bound of that of the wireless model. This upper bound is tight for small traffic demand.

**Stability.** The stability condition for the Whittle model is
\[
\rho_D' (\rho, \upsilon) < 1
\]
or equivalently
\[
\rho_D < 1/\rho_D' (\rho/\rho_D, \upsilon)
\]
The right-hand side of the above inequality is called **critical traffic demand**.

Figure 10.5 represents the critical traffic demand as function of the speed.
We investigate numerically the stability of the wireless model. Figure 10.6 represents the mean number of users per cell as function of the traffic demand for different values of the average speed $v = 0, 0.2, 0.4, 0.6, 0.8, 1$. From this numerical result, we propose the following conjecture:

**Conjecture 3** The stability condition of the wireless model is

\[
\begin{align*}
\rho'_{D}(\rho, 0) &< 1 & \text{for } v = 0 \\
\rho'_{D}(\rho, \infty) &< 1 & \text{for } v > 0
\end{align*}
\]

### 10.3 Streaming traffic on DCH without mobility

We consider in the present section a UMTS network carrying streaming traffic only. Hence each user requires some transmission duration at fixed bit-rate and is served by a specific DCH. Our objective is to evaluate the quality of service perceived by a user for this type in terms of the blocking probability.

#### 10.3.1 Related works

We make here a short survey of the literature on performance evaluation of load control schemes for CDMA networks. The QoS indicators introduced for semi-static models in [52, 121, 84, 47] correspond to the probability that the SINR is less than some threshold, when users, modeled as a spatial Poisson point process, are all accepted. In [84] and [47] this indicator is called the outage probability. The authors of [121] call it the blocking probability, but as mentioned in [84], the term outage probability is more appropriate. We
propose to make the following distinction between OUTAGE and INFEASIBILITY probabilities, both being defined for a semi-static model: the former is related to the event that the transmission quality of service is not attained for given transmission powers, whereas the latter corresponds to the situation when there is no solution to the power control problem. Hence both the outage and the infeasibility probabilities are defined for a semi-static model and are related to “the probability that the transmission quality of service is not attained”. But the outage probability depends on the transmission powers of the users and the base stations; whereas the infeasibility probability corresponds to an intrinsic characterization of power allocation feasibility, and consequently doesn’t depend on transmission powers. The infeasibility probability is then a more appropriate performance indicator.

The authors of [84] define the blocking probability in a semi-dynamic model and give simulation results, which show that the outage and blocking probabilities are different in general. In [46] it is argued that “the outage probability may easily be computed whereas the blocking probability, even in the particular case where a product-form is obtained, requires methods such as Monte-Carlo acceptance-rejection technique or approximation techniques such as Erlang fixed point."

In analytical studies of the blocking probabilities in CDMA networks, the geometry of interferences specific to CDMA is often absent or seriously reduced. These studies make the distinction between blocking of new calls and of handoff calls. Examples of such studies are [100, 61], which consider a single cell and [89, 111], which consider a multi-cell scenario. In [100, 61], blocking probabilities are calculated via the classical Erlang formula. In [111] explicit expressions of blocking probabilities are given for two limiting regimes of the dynamic model:
no mobility and infinite mobility. In [89], Erlang fixed point approximations are used to calculate blocking probabilities.

10.3.2 Our contribution

We apply the spatial Erlang formula established in §8.2 to build approximate explicit expressions of the blocking probability of the feasibility based load control algorithms. It is, to our knowledge, the first time that an explicit expression of the blocking probability, taking into account in an accurate manner the interference in large UMTS networks, is established. Such an expression is very useful for operators since it opens the way to efficient and rapid capacity, dimensioning and cost evaluation methods.

10.3.3 Associated SMQ process

Traffic model

The definition of the location set $D$ is similar to §10.2.4, except that now we consider streaming traffic.

New streaming users arrive to the network as a Poisson process with intensity $\lambda_x \times dx$ in any region of surface $dx$. The required transmission durations are i.i.d. exponentially distributed with mean $\mu_x^{-1}$ and independent from arrivals. We may have different service classes, such as voice, streaming video, etc., with specific values of the arrival and duration parameters for each service class (arrival and duration processes for different service classes are assumed independent). In this case the parameter $x$ designates both the geographic position and the service class. We consider a set $\mathcal{D}$ designating the possible values of the service class and position of users. Hence a value $x \in \mathcal{D}$, called a location, corresponds to a given service class and a given geographic position. We assume that

$$\lambda_x > 0, \mu_x > 0, \quad \forall x \in \mathcal{D}$$

We assume that the users don’t move during their calls. Since moreover our admission control algorithm is decentralized, we may study each cell independently from the other cells. Hence the location set $\mathcal{D}$ corresponds to a given cell.

Generator

We model the evolution of the system by a continuous-time Markov process $\{N_t; t \geq 0\}$ where $N_t$ is a finite counting measures on $\mathcal{D}$ such that $N_t(A)$ designates the number of users in location $x \in A$ at time $t$. The state space, denoted $\mathcal{M}$, is the space of all finite counting measures on $\mathcal{D}$ and a typical element of $\mathcal{M}$ is denoted $\nu$.

We consider two types of systems as described below.

- Free system. In this case the capacity of each cell is supposed to be infinite.
• Loss system. We assume the following admission control:
  
  - We consider the FC admission criterion (4.13) which may be written as follows
    \[
    \int_{D} \phi(x) N_t(dx) < C
    \]
    or
    \[
    \int_{D} \phi(x) \nu(dx) < C
    \]
    where \( C \) is a given constant, \( \phi : D \to \mathbb{R}_+ \) is a given measurable function and \( N_t = \nu \) is the current system state.
  
  - For a new user arrival, we account for the new user in the left-hand side of (10.30). If the inequality (10.30) is respected, the user is admitted, otherwise the user is blocked, i.e. definitely lost (i.e. the system remains in its previous state).

Free system

We shall now determine the generator, say \( q \), of the free system. The birth rate at \( dx \) equals \( \lambda_x dx \) where \( \lambda_x \) is the intensity of arrival of users of class \( x \). The death/service rate at \( dx \in D \) equals \( \mu_x \nu(dx) \) where \( \mu_x^{-1} \) designates the mean required duration for users of class \( x \).

Hence the generator \( q \) of the free system may be viewed as a SMQ with birth rates and death rates given respectively by

\[
\lambda(o, dx) = \lambda_x dx, \quad \lambda(x, \{o\}) = \mu_x
\]

motion rates \( \lambda(x, A) = 0 \), for all \( x \in D, A \in \mathcal{D} \), and service rates \( r_{xy}(\nu) = 1 \), for all \( x, y \in \bar{D}, \nu \in \mathcal{M} \). In fact, our process is a SBD.

Regular. The generator \( q \) is stable iff Condition (6.12) is satisfied, which is equivalent to

\[
\lambda(o, D) = \int_{D} \lambda_x dx < \infty
\]

what will be assumed from now on. Consider the birth rates \( \{b_n\} \) and death rates \( \{d_n\} \) defined by (6.16), i.e.

\[
b_n = \sup_{\nu \in \mathcal{M}, \nu(D) = n} q(\nu, T_o \nu) = \lambda(o, D)
\]

\[
d_n = \inf_{\nu \in \mathcal{M}, \nu(D) = n} q(\nu, T_o \nu)
\]

Observe that \( q(\nu, T_o \nu) = \lambda(o, D) \) hence Condition (6.17) is satisfied. Moreover we have \( \sup_{\nu \in \mathcal{M}} q(\nu, T_o \nu) = \lambda(o, D) < \infty \), hence by Lemma 4, \( q \) is regular. Let \( \{N_t; t \geq 0\} \) be a Markov jump process associated to the generator \( q \).
Limiting distribution. Observe that

\[ d_n = \inf_{\nu \in \mathbb{M}, \nu(D) = n} \sum_{x \in \nu} \nu_x \lambda(x, \{o\}) \geq n \inf_{x \in \mathbb{D}} \mu_x \]

If

\[ \inf_{x \in \mathbb{D}} \mu_x > 0 \]

what will be assumed from now on, then Condition (6.33) is satisfied which implies by Lemma 6 and Proposition 23 that the process \( \{N_t; t \geq 0\} \) is ergodic.

Invariant probability measure. The traffic equations (6.47) have solution

\[ \rho \{o\} = 1, \quad \rho(dx) = \frac{\lambda(o, dx)}{\lambda(x, \{o\})} = \frac{\lambda_x}{\mu_x} dx, \quad x \in \mathbb{D} \]

The measure \( \rho \) satisfies Condition (6.51). The service rates are balanced by \( \Psi \equiv 1 \), hence (6.52) is satisfied. Let \( \Pi_\rho \) be the distribution of the Poisson process on \( \mathbb{D} \) with intensity measure \( \rho \). As the routing kernel \( \lambda \) is reversible with respect to \( \rho \), then, by Proposition 29, \( \Pi_\rho \) is reversible with respect to \( q \). In particular \( \Pi_\rho \) is invariant with respect to \( q \). By Proposition 25, there is a unique such probability measure which is the limiting distribution.

Loss system

Let \( \mathbb{M}^f \) be the feasibility set corresponding to the admission criterion (10.30)

\[ \mathbb{M}^f = \left\{ \nu \in \mathbb{M} : \int_{\mathbb{D}} \varphi d\nu < C \right\} \]

Consider the truncated generator \( q^{tb} \) on \( \mathbb{M}^f \) given by (8.3). The truncated generator \( q^{tb} \) is also a SMQ process with the service rates deduced from Equation (8.4)

\[ r_{xy}^{tb}(\nu) = 1 \{ \nu \in \mathbb{M}^f, T_{xy} \nu \in \mathbb{M}^f \} + 1 \{ \nu \notin \mathbb{M}^f \} \]

Regular. Note that \( q^{tb}(\nu) \leq q(\nu) \); then the generator \( q^{tb} \) is stable. Observe that \( q^{tb}(\nu, T_{oD} \nu) \leq q(\nu, T_{oD} \nu) = \lambda(o, \mathbb{D}) \), hence Condition (6.17) is satisfied. Moreover we have \( \sup_{\nu \in \mathbb{M}} q^{tb}(\nu, T_{oD} \nu) \leq \lambda(o, \mathbb{D}) < \infty \), hence by Lemma 4, \( q^{tb} \) is regular. Let \( \{N^{tb}_t; t \geq 0\} \) be a Markov jump process associated to the generator \( q^{tb} \).

Limiting distribution. Note that \( \mathbb{M}^f \) is closed with respect to transition \( T_{xo} \nu \) for all \( x \in \mathbb{D} \) (we say that \( \mathbb{M}^f \) is stable by the deaths). Consider the birth rates \( \{b^n\} \) and death rates \( \{d^n\} \) defined by (6.16), i.e.

\[ b^n = \sup_{\nu \in \mathbb{M}, \nu(D) = n} q^{tb}(\nu, T_{oD} \nu) \]
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\[ d_{n}^{tb} = \inf_{\nu \in M} q^{tb} (\nu, T_{D_{o}} \nu) \]

Observe that \( \forall \nu \in M, q^{tb} (\nu, T_{D_{o}} \nu) \leq q (\nu, T_{D_{o}} \nu) \) then \( b_{n}^{tb} \leq b_{n} \). On the other hand

\[ d_{n}^{tb} \geq \inf_{\nu \in M} q^{tb} (\nu, T_{D_{o}} \nu) = \inf_{\nu \in M} q (\nu, T_{D_{o}} \nu) \] (by (8.3))

\[ = \inf_{\nu \in M} q (\nu, T_{D_{o}} \nu) \] (by the stability of \( M^{f} \) by the deaths)

\[ \geq d_{n} \]

Hence \( b_{n}^{tb} \leq b_{n} \) and \( d_{n}^{tb} \geq d_{n} \). This implies by Lemma 6 and Proposition 23 that the process \( \{ N_{t}^{tb}, t \geq 0 \} \) is ergodic.

**Invariant probability measure.** Let \( \Pi_{\rho}^{tb} \) be the truncation of \( \Pi_{\rho} \) to \( M^{f} \). As \( \Pi_{\rho} \) is reversible with respect to \( q \), then \( \Pi_{\rho}^{tb} \) is reversible with respect to \( q^{tb} \). In particular \( \Pi_{\rho}^{tb} \) is invariant with respect to \( q^{tb} \). By Proposition 25, there is a unique such probability measure which is the limiting distribution.

**Blocking probability.** The following lemma proves a condition needed to apply Lemma 15 when calculating the blocking probability.

**Lemma 17** We have

\[ \int_{M} q (\nu) \Pi (d\nu) < \infty \quad \text{and} \quad \int_{M^{f}} q^{tb} (\nu) \Pi^{tb}_{\rho} (d\nu) < \infty \]

**Proof.** Note first that \( q^{tb} (\nu) = q (\nu, M^{f}) \leq q (\nu) \) then, by the truncation property, it is enough to show the first inequality. We have

\[ \int q d\Pi = E_{\Pi} [q (\nu, T_{D_{o}} \nu)] + E_{\Pi} [q (\nu, T_{D_{o}} \nu)] \]

\[ = \lambda (o, \mathbb{D}) + E_{\Pi} \left[ \int_{\mathbb{D}} \lambda (x, \{o\}) \nu (dx) \right] \]

\[ = \lambda (o, \mathbb{D}) + \int_{\mathbb{D}} E_{\Pi} [\nu (dx)] \lambda (x, \{o\}) \]

\[ = \lambda (o, \mathbb{D}) + \int_{\mathbb{D}} \rho (dx) \lambda (x, \{o\}) = 2 \times \lambda (o, \mathbb{D}) \]

which is finite. \( \blacksquare \)

From the above lemma and Corollary 10, we deduce that the blocking rate is given by

\[ p^{tb} (o, x) = 1 - \frac{\Pi_{\rho} (M^{f})}{\Pi_{\rho} (M^{f})} \]

(10.31)

where

\[ M^{f}_{x} = \left\{ \nu \in M : \int_{\mathbb{D}} \varphi d\nu < C - \varphi (x) \right\} \]
Note that the infeasibility probability equals \( P_i = 1 - \Pi_\rho (M^f) \). Note also that the set \( M^f \) defined in the above display is analogous to \( M^f \); the only difference is in the constant on the right-hand side of the inequality defining the set (\( C \) in \( M^f \) is replaced by \( C - \phi (x) \) in \( M^f \)). Then Equation (10.31) relates the blocking rate and the infeasibility probability.

We deduce from Equation (10.31) that the blocking rate at some location \( x \) may be related formally to the infeasibility probability as follows

\[
p^\text{tb} (o, x) = 1 - \frac{1 - P_i [\text{with new call at } x]}{1 - P_i [\text{without new call}]} \]

### 10.3.4 Calculation methods

Note that the parameter \( C \) is constant for DFC, UFC and EDFC. Considering the version of EUFC described in Remark 4 assures that the parameter \( C \) is also constant for EUFC. Here are some methods to calculate the infeasibility probability:

**Dynamic simulation**

We simulate the Markov process and compute the blocking probability as the ratio of the number of blocked arrivals to the total number of arrivals in a time interval sufficiently large.

**Gaussian approximation**

From the Gaussian approximation of the infeasibility probability given by Equation (4.17) we deduce the following approximations

\[
\Pi_\rho (M^f) = 1 - P_i \simeq 1 - Q \left[ \frac{(C - \bar{S})}{\sigma_S} \right]
\]

\[
\Pi_\rho (M^f_x) \simeq 1 - Q \left[ \frac{(C - \phi (x) - \bar{S})}{\sigma_S} \right]
\]

where \( \bar{S} \) and \( \sigma_S \) are the expectation and the standard deviation of the random variable \( S \) appearing in the left hand-side of the feasibility condition (4.13). Hence

\[
p^\text{tb} (o, x) \simeq 1 - \frac{1 - Q \left[ \frac{(C - \phi (x) - \bar{S})}{\sigma_S} \right]}{1 - Q \left[ \frac{(C - \bar{S})}{\sigma_S} \right]}
\]

In order to gain insight on the variations of the blocking rate with the user’s location, we make the following approximation

\[
p^\text{tb} (o, x) \simeq \frac{Q \left[ \frac{(C - \phi (x) - \bar{S})}{\sigma_S} \right] - Q \left[ \frac{(C - \bar{S})}{\sigma_S} \right]}{1 - Q \left[ \frac{(C - \bar{S})}{\sigma_S} \right]}
\]

\[
\approx \phi (x) \frac{\exp \left[ - \left( \frac{(C - \bar{S})}{\sigma_S} \right)^2 / 2 \right]}{\sigma_S \sqrt{2\pi} \left[ 1 - Q \left[ \frac{(C - \bar{S})}{\sigma_S} \right] \right]}
\]

\[ (10.32) \]
The blocking probability in the cell, say \( b \), is given by
\[
\bar{b} = \frac{1}{|D|} \int_D p^{\text{tb}}(o, x)dx
\]
where \( D \) and \( |D| \) designate the cell its area respectively. In order to make faster the blocking probability calculation, we make the following approximation
\[
\bar{b} \approx 1 - \frac{1 - Q \left[ \frac{(C - \bar{\varphi} - \bar{S})}{\sigma S} \right]}{1 - Q \left[ \frac{\bar{S}}{\sigma S} \right]}
\]
\[
\approx \bar{\varphi} \exp ^{- \left( \frac{(C - \bar{S})}{\sigma S} \right)^2 / 2}
\]
\[
\approx \frac{\bar{\varphi}}{\sigma S \sqrt{2\pi}} \left[ 1 - Q \left[ \frac{(C - \bar{S})}{\sigma S} \right] \right]
\]

Erlang approximation
From Lemma 2, we deduce that the blocking probability may be approximated by the classical Erlang formula with traffic demand \( \bar{M} \) for a queue with \( \Gamma = C/\bar{\varphi} \) servers. (Note that \( \Gamma \) is the pole capacity defined by (4.4) for the downlink and by (4.10) for the uplink.)

Kauffman-Roberts algorithm
We divide the cell into a finite number of rings and use Kauffman-Roberts algorithm [73, 104] (described in Algorithm 1).

10.3.5 Numerical results
Unless otherwise specified, all the numerical applications are made using the default values specified in Section 2.2.5.

Figure 10.7 represents the blocking probability obtained with dynamic simulation, Gaussian approximation, Erlang approximation and Kauffman-Roberts algorithm for EDFC respectively. Visual inspection of this figure shows that the Kauffman-Roberts algorithm performs very well whereas the gaussian and Erlang approximations performs well only for small blocking probabilities (typically smaller than 0.3).

10.4 Streaming traffic on DCH with mobility
We consider in the present section a UMTS network carrying streaming traffic only in a dynamic context (i.e. users may move during their calls). Our objective is to build expressions for blocking and cut probabilities. The term blocking designates the non-admission of new arriving jobs due to the capacity saturation by the active ones. The term cut designates the interruption of active jobs due to capacity saturation induced by their mobility. Hence we define two quality of service indicators, the so called blocking probability and cut
probability. The blocking probability designates the fraction of calls that are not admitted, whereas the cut probability designates the fraction of calls that are interrupted in the long run by the system. The blocking of arriving jobs is a well known problem in fixed networks whereas the cut of active jobs is a new problem induced by mobility which is specific to cellular networks.

10.4.1 Related works

A large part of the existing literature on performance of cellular networks considers either a semi-static traffic model [52, 121] or a semi-dynamic traffic model [84, 47, 2]. In such context the mobility of users during their calls is not taken into account; and hence the cut probability, which is the central issue in the present study, may not be defined.

The literature considering a dynamic model where cut probability may be defined and going further than pure simulations makes some simplifying assumption about the interference. The most common assumption is that inter-cell interference is proportional to intra-cell interference. This leads to models where only the number of jobs per cell (and not their geographic positions) is relevant. Examples of such studies are [111, 89]. In [111] two QoS indicators are defined: new call blocking probability and handoff blocking probability. Explicit expressions for these indicators are given for two limiting regimes: no mobility and infinite mobility. (Note that the infinite mobility regime is too constraining as the capacity of the whole network reduces in this case to that of a single cell without mobility.) In [89] two QoS indicators are defined: blocking probability and forced termination probability. Erlang fix point approximations are used.
to calculate these probabilities numerically.

10.4.2 Our contribution

The major difference of our work with the existing literature is that our model takes into account the exact representation of the geometry of inter-cell and intra-cell interferences. In this context, we establish an explicit approximate expression of the cut probability as function of the average speed of the users, which permits to study analytically how does the cut probability varies when speed increases. It is, to our knowledge, the first time that an explicit expression of the cut probability, taking into account in an accurate manner the interference in large cellular networks, is established.

In the present work, we define the cut probability as the ratio of the number of calls which are cut to the total number of call terminations. The authors of [89] and [65] calculate the cut probability by considering a mobile moving along the network and assuming that the mobile don’t affect the network state. We don’t make this assumption in our present work.

The handoff blocking probability in [111, 89] is defined as the number of handoffs which are blocked to the total number of handoff attempts. Although the handoff blocking probability in [111, 89] captures the dynamic aspect (and in particular the effect of the customer speeds) it is different from what we call cut probability.

10.4.3 Associated SMQ process

We extend the model described in §10.3 to account for mobility of users during their calls. We make the same assumptions and use the same notation of §10.3 for call arrivals and durations.

We consider a network of hexagonal cells where mobility may occur either within each cell or between cells as described in §6.5.4. We consider the FC admission criterion. Due to user mobility between cells, we may not study each cell individually. We use the same notation of §6.5.4 for the network description and user mobility. In particular, the location space is denoted $\mathbb{D} = U \times J$ where $U$ is the set of cells and $J$ is the set of rings which each cell. If there are multiple service classes, then $\mathbb{D}$ is replaced by $\mathbb{D} \times$ “Set of classes”. Hence a value $x \in \mathbb{D}$ corresponds to a given service class and a given geographic location. For brevity, we will say service class $x$ for the service class associated to $x$ and geographic location $x$ for the geographic location associated to $x$.

As usual, the state of the system is described by a process $N = \{N_t\}_{t \geq 0}$ with state space $\mathbb{M}$ the space of all finite counting measures on $\mathbb{D}$. We consider three types of networks as described below.

- Free: In this case the capacity of each cell is supposed to be infinite. We use the notation $N = \{N_t\}_{t \geq 0}$ for the stochastic process representing the state of this network.
- Constrained: we consider two types of blocking as described in §8.2
Transition blocking model. We use the notation $N^{th}_{t} = \{N^{th}_{t}\}_{t \geq 0}$ for the stochastic process representing the state of this network. (This model is called Repetitive Service Blocking with Random Destination in [30].)

Forced termination model: We use the notation $N^{ft}_{t} = \{N^{ft}_{t}\}_{t \geq 0}$ for the stochastic process representing the state of this network. (This model is called Rejection Blocking in [30].)

The generator $q$ of the Markov process $N$ is given by

$$
q (\nu, \Gamma) = \int_{\mathbb{D}} 1_{\Gamma} (T_o x \nu) \lambda x dx + \int_{\mathbb{D}} 1_{\Gamma} (T_x o \nu) \mu_x \nu (dx) + \int_{\mathbb{D} \times \mathbb{D}} 1_{\Gamma} (T_{xy} \nu) \lambda'_x p' (x, dy) \nu (dx)
$$

where

- $\lambda_x$ designates the intensity (per unit of surface) of the arrivals at the geographic location $x$;
- $\mu_x$ designates the inverse of call duration for the service class $x$;
- $\lambda'_x$ designates the sojourn duration parameter of users at the geographic location $x$;
- $p' (x, dy)$ is the probability Kernel of motions, i.e. a user finishing its sojourn at node $x$, is routed to $dy$ according to $p' (x, dy)$.

We have a MPL process with service rates $r_{xy} (\nu) = 1$ and routing rates

$$
\lambda (o, dx) = \lambda x dx, \quad \lambda (x, \{o\}) = \mu_x, \quad \lambda (x, dy) = \lambda'_x p' (x, dy)
$$

Regular. The generator $q$ is stable iff Condition (6.12) is satisfied, which is equivalent to

$$
\lambda (o, \mathbb{D}) < \infty, \quad \text{and} \quad \forall x \in \mathbb{D}, \lambda (x, \mathbb{D}) = \int \lambda'_x p' (x, dy) < \infty
$$

what will be assumed from now on. Consider the birth rates $\{b_n\}$ and death rates $\{d_n\}$ defined by (6.16), i.e.

$$
b_n = \sup_{\nu \in \mathcal{M} : \nu (\mathbb{D}) = n} q (\nu, T_o \mathbb{D} \nu) = \lambda (o, \mathbb{D})
$$

$$
d_n = \inf_{\nu \in \mathcal{M} : \nu (\mathbb{D}) = n} q (\nu, T_{\mathbb{D}} \nu)
$$

Observe that $q (\nu, T_{\mathbb{D}} \nu) = \sum_{x \in \nu} \nu_x \lambda (x, \mathbb{D})$ hence Condition (6.17) is satisfied if

$$
\sup_{x \in \mathbb{D}} \lambda (x, \mathbb{D}) < \infty
$$

what will be assumed from now on. Moreover we have $\sup_{\nu \in \mathcal{M}} q (\nu, T_o \mathbb{D} \nu) = \lambda (o, \mathbb{D}) < \infty$, hence by Lemma 4, $q$ is regular. Let $\{N_t; t \geq 0\}$ be a Markov jump process associated to the generator $q$. 
Limiting distribution and invariant probability measure. We have exactly the same observations as those made in §10.3.3 for the case without mobility.

Transition blocking model
Let \( M^f \) be the feasibility set corresponding to FC
\[
M^f = \left\{ \nu \in M : \int u \varphi(y) \nu(dy) < C, u \in U \right\}
\] (10.33)

Consider the truncated generator \( q^{th} \) on \( M^f \) given by (8.3). The truncated generator \( q^{th} \) is also a SMQ process with the service rates deduced from Equation (8.4)
\[
r^{th}_{xy}(\nu) = 1\{\nu \in M^f, T_{xy}\nu \in M^f\} + 1\{\nu \not\in M^f\}
\]

Regular. Note that \( q^{th}(\nu) \leq q(\nu) \); then the generator \( q^{th} \) is stable. Observe that \( q^{th}(\nu, T_{DD}\nu) \leq q(\nu, T_{DD}\nu) \), hence Condition (6.17) is satisfied. Moreover we have \( \sup_{\nu \in M} q^{th}(\nu, T_{DD}\nu) \leq \lambda(o, D) < \infty \), hence by Lemma 4, \( q^{th} \) is regular. Let \( \{N^b_t, t \geq 0\} \) be a Markov jump process associated to the generator \( q^{th} \).

Limiting distribution and invariant probability measure. We have exactly the same observations as those made in §10.3.3 for the case without mobility. Let \( \Pi^{th}_\rho \) be the unique invariant with respect to \( q^{th} \).

Blocking probability. The following lemma proves a condition needed to apply Lemma 15 when calculating the blocking probability.

**Lemma 18** If
\[
\int_D \lambda(x, D) \rho(dx) < \infty
\]
what will be assumed from now on, then
\[
\int_M q(\nu) \Pi_\rho (d\nu) < \infty \text{ and } \int_{M^f} q^{th}(\nu) \Pi^{th}_\rho (d\nu) < \infty \tag{10.34}
\]

**Proof.** Note first that \( q^{th}(\nu) \leq q(\nu) \) then, by the truncation property, it is enough to show the first inequality. We have
\[
\int qd\Pi_\rho = E_{\Pi_\rho} [q(\nu, T_{DD}\nu)] + E_{\Pi_\rho} [q(\nu, T_{DD}\nu)] + E_{\Pi_\rho} [q(\nu, T_{DD}\nu)]
\]
\[
= \lambda(o, D) + E_{\Pi_\rho} \left[ \int_D \lambda(x, D) \nu(dx) \right]
\]
\[
= \lambda(o, D) + \int_D \lambda(x, D) \rho(dx)
\]
which is finite if the condition of the Lemma holds. ■
From the above lemma and Corollary 10, we deduce that the blocking rate is given by

\[ p_{tb}(o, x) = 1 - \frac{\Pi_{\rho}(M_{x}^{f})}{\Pi_{\rho}(M^{f})} \]  

(10.35)

where

\[ M_{x}^{f} = \{ \nu \in M^{f} : T_{ox} \nu \in M^{f} \} \]

\[ = \{ \nu \in M : \int_{u} \varphi d\nu < C - \varphi(x) \text{ for cell } u \text{ containing } x \text{ and } \int_{w} \varphi d\nu < C \text{ for all } w \neq u \} \]  

(10.36)

The product form of the stationary distribution leads to

\[ p_{tb}(o, x) = 1 - \frac{\Pi_{\rho}(\int_{u} \varphi d\nu < C - \varphi(x))}{\Pi_{\rho}(\int_{u} \varphi d\nu < C)} \quad x \in u \in U \]

If the traffic \( \rho \) is independent from the speed of the users (as in the cases enumerated in Proposition 32), then the blocking probability in the transition blocking model is identical to the case without mobility.

**Cut probability.** We defined in §8.2.3 the (fictitious) cut probability. Unfortunately, we don’t have explicit formula for the term \( \Pi_{tb}(N + \delta_{x} \in M^{f}, N + \delta_{y} \not\in M^{f}) \) comprised in the expression of this cut probability. In order to get a first crude approximation, we average over the geometry inside each cell by replacing FC with a condition on the number \( M \) of users in the cell

\[ M \leq \Gamma \]

where \( \Gamma \) is the pole capacity defined by (4.4) for the downlink and by (4.10) for the uplink. (This approximation lead to the erlang approximation of the blocking probability presented in §10.3.4.) Hence we get the approximation

\[ c_{tb} \simeq \frac{d_{tb}}{1 + d_{tb}} \]  

(10.37)

where \( d_{tb} \) is given by (8.28). We may attempt to approximate the cut probability, i.e. the term \( \Pi_{tb}(N + \delta_{x} \in M^{f}, N + \delta_{y} \not\in M^{f}) \), more accurately in future work.

**Forced termination model**

**Regularity and limiting distribution.** The arguments are identical to the transition blocking model.

**Invariant probability measure.** Let \( \Pi_{tb}^{u} \) be an invariant probability measure with respect to \( q^{tb} \). By Proposition 25, there is a unique such probability measure which is the limiting distribution.
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Blocking and cut probabilities. In order to apply Lemma 15 when calculating the blocking and cut probabilities, we need that

\[ \int_{M^f} q^f (\nu) \Pi^f_\mu (d\nu) < \infty \]

what will be assumed from now on.

10.4.4 Numerical results

In the simulations we take the call-duration average \( \mu^{-1} = 1 \) s. For other values of the call-duration average \( \mu \), we can always retrieve this particular case, since we may replace the generator \( q \) by \( q/\mu \) without altering the ergodicity and invariant distribution. In doing so, we should replace the speed \( v \) by \( v/\mu \). In other words we may view our speed as expressed in kilometers per \( \mu \times \) seconds.

Figure 10.8 shows the blocking probability for the models \( t_b \) and \( f_t \) for different speeds \( v = 0.1, 1, 10 \). This figure shows, as expected, that the \( t_b \) blocking probability is independent of speed. If shows also that the \( f_t \) blocking probability decreases with speed.

![Figure 10.8: Blocking probability for the models \( t_b \) and \( f_t \) for different speeds \( v = 0.1, 1, 10 \).](image)

Figure 10.9 shows the cut probability for the models \( t_b \) and \( f_t \) for different speeds \( v = 0.1, 1, 10 \). (Recall that for the model \( t_b \) this cut probability is fictitious.) This figure shows that the \( f_t \) cut probability increases with speed and is well approximated by the \( t_b \) cut probability as long as it remains small, typically less than 0.05.

Figure 10.10 shows the \( t_b \) cut probability and its analytical approximation (10.37) for different speeds \( v = 0.1, 1, 10 \). This figure shows that the approximation is accurate when the cut probability is less than 0.05.
In real networks the cut probability should be maintained an order of magnitude less than 0.05, hence the approximation (10.37) may be used accurately in this case to estimate the ft cut probability.

It remains to calculate the ft blocking probability. This may be carried using the following observation deduced from Figure 10.11: the sum of the ft blocking and cut probabilities is nearly independent of the speed. This is coherent with our previous observation that the ft blocking decreases whereas the ft cut increases with speed. Since for a null speed the cut probability is null and the blocking probability may be calculated by the methods presented in §10.3.4, we may easily deduce the ft blocking probability for an arbitrary speed.

10.5 Integration of elastic and streaming traffic

We consider in the present section a UMTS Release 99 network carrying both streaming and elastic traffic on the same bandwidth. So interference between streaming and elastic users has to be taken into account. Each streaming user is served by a specific DCH whereas the elastic users in a given cell are served simultaneously by the DSCH.

We aim to establish analytical formulae (or bounds) for the quality of service indicators for each type of service in this mixed scenario.

The notations are the same as those of the previous two chapters. Moreover, in order to distinguish the streaming and elastic traffic characteristics, we denote:
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10.5.1 Related works

We will always assume that streaming traffic has preemptive priority over elastic traffic, which has two important consequences. Firstly, the evolution of the streaming users is independent of the elastic ones\(^2\). Secondly, the elastic users are served with the capacity left free by the streaming users. Hence the novelty when we consider the integration is that elastic traffic observes a random environment.

This problem is studied in [4], [95], and [42] for wired communication networks. In this case, the ergodicity condition is, roughly speaking, that the traffic demand of the elastic traffic should be less than the average of the capacity left free by the streaming users.

In [4] and [95] the stationary distribution of the Markov process describing the number of elastic users is calculated numerically using the matrix-geometric

\(^2\)This is obvious for feasibility based load control algorithms.
approach of [93]. This approach considers the two-dimensional Markov process $(N^s_t, N_t)$ counting the number of streaming and elastic users respectively which is a quasi-birth-death process whose infinitesimal generator can be written in a block matrix form. (Note that the parameters concerning the streaming traffic are denoted with the subscript “s”. If there is no risk of confusion, this subscript “s” is omitted.) The stationary distribution can be calculated numerically by solving iteratively a matrix fix-point problem $R = f(R)$ where $R$ is the unknown matrix and $f$ is some non-decreasing function. The convergence is assured by the ergodicity condition. Once $R$ is known, one calculates the distribution of $N_t$ and in particular its average $E[N_t]$. The expected delay for elastic traffic can then be obtained through the Little’s formula. The throughput is obtained as the ratio of the mean volume and the delay. In [4] the trade-off between the performance of streaming and elastic traffic (through the streaming admission threshold) is studied numerically.

In [42] the performance of the streaming traffic are bounded using the so-called fluid (fl) and quasi-stationary (qs) regimes. The fluid regime corresponds to the case where the elastic traffic is served by a constant capacity equal to the average of the capacity left free by the streaming users. The quasi-stationary regime corresponds to the assumption that, for each given streaming user number, the fluid users attain their stationary regime. The basic inequalities concern the workload $W_t$ (which denotes the volume remaining to be transmitted at time $t$). In fact, for the GI/GI/1 queue with variable service rate and for any work-conserving service discipline, we have the following inequalities between the stationary workloads

$$W^fl \leq_{\mathrm{lex}^s} W \leq_{\mathrm{lex}^s} W^{qs}$$
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where $\text{icx}$ designates the increasing convex ordering [17, p.272] (the fluid bound is first established in [94], [18]). In the particular case of GI/M/1 (i.e. exponential volume distribution) the authors of [42] prove the following inequalities between the average number of elastic users

$$Q^\text{fl} \leq \text{icx} Q \leq \text{icx} Q^\text{sp}$$

and applying Little’s formula they get inequalities between the expected delay for elastic traffic

$$E[T^\text{fl}] \leq E[T] \leq E[T^\text{sp}]$$

As the throughput is the ratio of the volume average and the delay, one gets the inequalities between the average throughputs

$$E[r^\text{fl}] \leq E[r] \leq E[r^\text{sp}]$$

These bounds are used in [42] to investigate some questions such as: the admission threshold for the streaming traffic which assures uniform stability (i.e. stability for each streaming user number) of elastic traffic; the tightness of the bounds; the integration gain, etc. The performance of the systems giving the bounds in [42] are insensitive to the distribution of the streaming call durations and elastic call volumes; whereas the matrix-geometric approach in [4] and [95] rely on the Markovian assumption (i.e. streaming call durations and elastic call volumes are assumed to have exponential distributions).

The above models are well adapted to wired communication networks. In wireless communication models, the relative location of radio channels, determines their joint feasibility. Hence we have to take into account the spatial geometry of the network, absent in the above models. An attempt to extend the approach of [4] to the uplink of a CDMA networks is made in [62] with the assumption that the inter-cell interference is proportional to intra-cell interference.

[27] extends to the spatial context the ergodicity condition for elastic traffic served with a randomly varying capacity. This extension is made for generally distributed arrivals and call volumes.

10.5.2 Our contribution

In the integration of streaming and elastic traffic, we take into account the exact representation of the geometry of inter-cell and intra-cell interferences with the help of our FC.

In the mixed scenario, the streaming traffic are supposed to have priority on elastic ones. Thus the streaming users are admitted as long as the power allocation problem for these users (supposed alone) is feasible. The elastic users use the remaining capacity according to a (spatially pondered) processor-sharing policy.

The ergodicity condition for such networks is derived from the ergodicity condition of the GI/GI/1 queue in random environment [94], [18] (or from the ergodicity condition of spatial GI/GI/1 queue established in [27]).
The fluid and quasi-stationary bounds in [42] are used in our spatial context to derive expressions of the delay and throughput of the fluid and quasi-stationary regimes for UMTS networks. In the fluid regime, the *spatial Erlang formula* permits to calculate the capacity left free by the streaming traffic.

### 10.5.3 Traffic model

The traffic models for streaming and elastic are described in §10.3.3 and §10.2.4 respectively. We assume that the arrival and call-volume processes for elastic traffic are independent from arrival and call-duration processes of streaming traffic. Moreover we assume that each user is motionless during his call (semidynamic model).

We consider the FC load control algorithm (admission control for streaming traffic and congestion control for elastic traffic). Hence we may study each cell independently from the other cells. From now we consider a given cell denoted $D$.

### 10.5.4 Performance analysis

**Feasibility condition**

Let $N^s_t$ and $N_t$ be the measures representing the positions of streaming and elastic users respectively at time $t$. The feasibility condition FC may be written as follows

$$\sum_{x \in N_t} X_x \xi'_x < C - \sum_{x \in N^s_t} X_x \xi_x$$

where

- $\xi'_x$ designates the modified SINR $\xi'_x = \xi_x / (1 + \alpha \xi_x)$;
- $\xi_x$ designates the signal-to-interference-and-noise ratio (SINR) threshold;
- $\alpha, C$ are given constants and $X_x$ is some factor characterizing the geometry. (In the case of uplink with power limitation, the parameter $C$ is not constant, since it depends on the bit-rate of elastic traffic. In this case, we don’t take into account the power limit. This approximation may be refined in future studies.)

We assume that streaming traffic has preemptive priority over elastic traffic, then FC may be written as

$$\sum_{x \in N_t} X_x \xi'_x < C(t)$$

where $C(t) = C - \sum_{x \in N^s_t} \xi'_x X_x$ varies randomly over time.

Similar arguments to those in §10.2.3 show that if the bit-rates $\{r_x; x \in N_t\}$ satisfy

$$\sum_{x \in N_t} \gamma(x) r_x = C(t)$$
where the weighting coefficients $\gamma(x)$ are given by (10.3) then FC holds true.

**Queueing System**

The system at hand may be seen as a spatial M/GI queue in a random environment. The birth rates and death rates are given respectively by

$$\lambda(o, dx) = \lambda_x dx, \quad \lambda(x, \{o\}) = \mu_x$$

and the service rates are given by

$$r_{xy}(N_t) = \begin{cases} 1 & \text{if } x = o, y \in D \\ C(t) \gamma(x)^{-1} N_t(D)^{-1} & \text{if } y = o, x \in D : N_t(\{x\}) > 0 \end{cases}$$

As in Lemma 12, it is equivalent to consider the routing rates

$$\lambda'(o, dx) = \lambda_x dx, \quad \lambda'(x, \{o\}) = \mu_x \gamma(x)^{-1}$$

and the service rates

$$r'_{xy}(N_t) = \begin{cases} 1 & \text{if } x = o, y \in D \\ C(t) N_t(D)^{-1} & \text{if } y = o, x \in D : N_t(\{x\}) > 0 \end{cases}$$

(where we replaced $\lambda(x, \{o\})$ by $\lambda(x, \{o\}) \gamma(x)^{-1}$ and $r_{xo}(N_t)$ by $r_{xo}(N_t) \gamma(x)$) which should satisfy

$$\sum_{x \in N_t} r'_{xo}(N_t) = C(t)$$

**Stability condition**

Similarly to Proposition 37, we may associate to our system a M/GI/1 queue with arrival rate $\lambda' = \lambda'(o, D)$, with mean call-volume

$$\mu'^{-1} = \frac{1}{\lambda'(o, D)} \int_{D} \lambda'(o, dx)$$

and such that, if at time $t$ there are $n$ users in the queue, each one is served at rate $C(t)/n$. This is called a M/GI/1 queue in RANDOM ENVIRONMENT. From the properties of such queues [94], [18] (or from the ergodicity condition of spatial GI/GI/1 queue established in [27]), we deduce that the ergodicity condition writes $\rho' (D) < \bar{C} = \mathbf{E}_{H_0}[C(0)]$ where the traffic demand $\rho' (D)$ is given by

$$\rho' (D) = \lambda' \mu'^{-1}$$

$$= \int_{D} \lambda'(o, dx)$$

$$= \gamma(x) \lambda(o, dx)$$

$$= \int_{D} \gamma(x) \lambda(x, \{o\})$$

$$= \int_{D} \gamma(x) \lambda(x, \{o\})$$

$$= \int_{D} \gamma(x) \lambda_x dx = \frac{E_h/N_0}{W^r} \int_{D} X_x \lambda_x dx$$
and \( \Pi^b \) is the stationary distribution of the streaming users.

Note that

\[
\bar{C} = C - \int D X_s \xi'_p E_{\Pi^b} \left[ N_0^b \{dx\} \right] = C - \int D X_s \xi'_p \left[ 1 - p^{tb}(o,x) \right] \frac{\lambda^o_s}{\mu^o_s} dx
\]

where for the second equality we use Lemma 16 and \( p^{tb}(o,x) \) is given by the spatial Erlang formula (10.31).

Assume that the parameters \( \lambda^o_s, \mu^o_s, \xi'_p \) don’t depend on the geographic position (but there may be several streaming traffic classes \( j \in J_s \), each characterized by specific values of the parameters \( \lambda^o_j, \mu^o_j, \xi'_j \)). In this case

\[
\bar{C} = C - \bar{M} \bar{\varphi} + \int D X_s \xi'_p p^{tb}(o,x) \frac{\lambda^o_s}{\mu^o_s} dx
\]

where \( \bar{M} \) and \( \bar{\varphi} \) designate respectively the traffic demand per cell and the average of \( \varphi(\cdot) \) for streaming calls.

The approximation (10.32) of the blocking rates may be written in the form

\[
p^{tb}(o,x) \simeq \xi'_p X_s q, \quad \text{where} \quad q = \frac{\exp \left[ - \left( \frac{(C - \bar{S})}{\sigma^2} \right)^2 / 2 \right]}{\sigma^2 \sqrt{2\pi} \left\{ 1 - Q \left( \frac{(C - \bar{S})}{\sigma} \right) \right\}} \tag{10.38}
\]

where \( \bar{S} = \bar{\varphi} \bar{M} \) and \( \sigma^2_S = \bar{\varphi}^2 \bar{M} \), then

\[
\int D X_s \xi'_p p^{tb}(o,x) \frac{\lambda^o_s}{\mu^o_s} dx \simeq q \int D X_s^2 \xi'_p^2 \frac{\lambda^o_s}{\mu^o_s} dx = q \bar{\varphi}^2 \bar{M}
\]

Then the average residual capacity is given by

\[
\bar{C} \simeq C + (q \bar{\varphi}^2 - \bar{\varphi}) \bar{M} \tag{10.39}
\]

Gathering the above results we deduce that the ergodicity condition for UMTS networks with mixed services writes

\[
\frac{E_0}{N_0 \bar{W}^\prime} \bar{r}_d < \bar{C} \simeq C + (q \bar{\varphi}^2 - \bar{\varphi}) \bar{M}
\]

where \( \bar{r}_d \) is the traffic demand for elastic calls.

**Fluid bound**

Considering a Markovian context \( M/M \) (i.e. exponential inter-arrival durations and service requirements), we may attempt to apply the matrix-geometric approach to the spatial case. To this end we may make a discretization of the space but this will lead to a discrete multiclass \( M/M \) queue whereas only a single class queue is treated in [4]. Even if one succeeds to extend the approach in [4] to the
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multiclass case, the numerical calculations would be time consuming. We shall focus on the fluid and Quasi-stationary bound.

Recall that the service policy is given by

\[ r_{x_0} (N_t) = C(t) \gamma (x)^{-1} N_t (\mathbb{D})^{-1} \]

For the fluid bound, the term \( C(t) \) in the right-hand side is replaced by \( \bar{C} \), that is

\[ r_{x_0}^{fl} (N_t) = \bar{C} \gamma (x)^{-1} N_t (\mathbb{D})^{-1} \]

The expected delay and throughput for elastic calls in \( A \in \mathcal{D} \), denoted \( \bar{T}^{fl} (A) \) and \( \bar{r}^{fl} (A) \) respectively, may be deduced from equations (10.14) and (10.16)

\[ \bar{T}^{fl} (A) = \frac{\rho^0 (A) / \bar{C}}{\lambda (o, A) (1 - \rho^0 (\mathbb{D}) / \bar{C})} = \frac{\rho^0 (A)}{\lambda (o, A) (\bar{C} - \rho^0 (\mathbb{D}))} \]  

(10.40)

\[ \bar{r}^{fl} (A) = \frac{\rho (A)}{\rho^0 (A) / \bar{C}} \left[ 1 - \rho^0 (\mathbb{D}) / \bar{C} \right] = \frac{\rho (A)}{\rho^0 (A)} \left[ \bar{C} - \rho^0 (\mathbb{D}) \right] \]  

(10.41)

where \( \rho (A) \) is given by (10.15). In particular, the expected throughput for users in all the area \( \mathbb{D} \) equals

\[ \bar{r}^{fl} (\mathbb{D}) = \frac{\rho (\mathbb{D})}{\rho^0 (\mathbb{D})} \left[ \bar{C} - \rho^0 (\mathbb{D}) \right] \]

**Multiclass case.** Assume that the arrival and call-volume parameters \( \lambda_x, \mu_x \) for elastic services don't depend on the geographic position (but there may be several elastic traffic classes \( j \in J \), each characterized by specific values of the parameters \( \lambda_j, \mu_j \)). Then

\[ \rho (\mathbb{D}) = \sum_{j \in J} \rho_j, \quad \rho^0 (\mathbb{D}) = \sum_{j \in J} \rho_j^0 = \frac{E_h / N_0}{W_r} X \rho (\mathbb{D}) \]

where

\[ \rho_j = \pi R^2 \lambda_j / \mu_j, \quad \rho_j^0 = \frac{E_h / N_0}{W_r} X \rho_j \]

Hence in the fluid regime, for the elastic traffic class \( j \), the delay equals

\[ \bar{T}^{fl}_j = \frac{\rho^0_j}{\pi R^2 \lambda_j (\bar{C} - \rho^0 (\mathbb{D}))} = \frac{1}{\mu_j} \frac{\rho^0 (\mathbb{D})}{\rho (\mathbb{D})} \frac{1}{\bar{C} - \rho^0 (\mathbb{D})} \]

and the expected throughput per cell is given by

\[ \bar{r}^{fl}_j = \frac{\mu_j^{-1}}{T_j} = \frac{\rho (\mathbb{D})}{\rho^0 (\mathbb{D})} \left[ \bar{C} - \rho^0 (\mathbb{D}) \right] \]

which is independent of elastic class \( j \in J \).
Quasi-stationary bound

In this case $C = C(t)$ is considered as a random variable depending on the streaming call positions. For elastic calls in $A \in \mathcal{D}$, the delay is given by

$$
\bar{T}_{qs}(A) = \frac{\rho'(A)}{\lambda(a, A)} \mathbb{E} \left[ \frac{1}{C - \rho'(D)} \right]
$$

and the expected throughput per cell equals

$$
\bar{r}_{qs}(A) = \frac{\mu}{\bar{T}_{qs}(D)} = \frac{\rho(A)}{\rho'(A)} \left( \mathbb{E} \left[ \frac{1}{C - \rho'(D)} \right] \right)^{-1}
$$

(10.42)

Comparison

Rewrite the fluid (upper) bound of the throughput (10.41) as follows

$$
\bar{r}_{fl}(A) = \frac{\rho(A)}{\rho'(A)} \left[ C - \rho'(D) - \mathbb{E} \left[ \sum_{x \in N_t^s} \xi'_x X_x \right] \right]
$$

and the quasi-stationary (lower) bound of the throughput (10.41) as follows

$$
\bar{r}_{qs}(A) = \frac{\rho(A)}{\rho'(A)} \left( \mathbb{E} \left[ C - \rho'(D) - \mathbb{E} \left[ \sum_{x \in N_t^s} \xi'_x X_x \right] \right] \right)^{-1}
$$

(10.44)

We see that the difference between the fluid and quasi-stationary bound comes from the fact that, for a random variable $Z$, $\mathbb{E}[Z] \neq (\mathbb{E}[Z^{-1}])^{-1}$ in general. (More precisely, from Jensen inequality we get $\mathbb{E}[Z] \geq (\mathbb{E}[Z^{-1}])^{-1}$ which is coherent with the fact $\bar{r}_{fl} \geq \bar{r}_{qs}$.) Hence it is enough to consider the quantities

$$
\theta_{fl} = C - \rho'(D) - \mathbb{E} \left[ \sum_{x \in N_t^s} \xi'_x X_x \right]
$$

(10.43)

and

$$
\theta_{qs} = \left( \mathbb{E} \left[ C - \rho'(D) - \mathbb{E} \left[ \sum_{x \in N_t^s} \xi'_x X_x \right] \right] \right)^{-1}
$$

(10.44)

which we call \textit{average residual capacities}.

10.5.5 Numerical results

Unless otherwise specified, all the numerical applications are made using the default values specified in Section 2.2.5. Moreover we consider DFC.
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Validation of the explicit throughput upper bound

The expression of the fluid (upper) bound of the throughput (10.41) relies on the average residual capacity, denoted \( \bar{\theta}_{fl} = \bar{C} \) or \( E[|C|] \). The expression (10.39) of the average residual capacity is approximative, relying in particular on the Gaussian approximation (10.38) of the blocking rates of streaming traffic. In order to validate this approximation, we compare the average residual capacity calculated by (10.39) to that estimated by dynamic simulations.

The dynamic simulations are carried as follows. 100 simulations are made, in each one we start from an empty system and simulate 10000 transitions (arrivals or departures of streaming users) in order to attain the stationary regime. The residual capacity at the end of each simulation is recorded, say \( C(n) \). Finally we take the average of the 100 obtained values \( \frac{1}{100} \sum_{n=1}^{100} C(n) \) as an estimation of the residual capacity \( E[|C|] \) (this is basically the crude Monte Carlo method).

Figure 10.12 shows that the approximation is good.

Comparison of throughput upper and lower bounds

Since there is no explicit approximate expression available for the quasi-stationary bound, we use the dynamic simulation to estimate both the fluid and quasi-stationary bounds. Figure 10.13 represents the fluid and quasi-stationary average residual capacities \( \bar{\theta}_{fl} \) and \( \bar{\theta}_{qs} \) as function of the streaming traffic per cell \( \bar{M} \). We observe that the variation of the absolute difference between the average residual capacities, \( \bar{\theta}_{fl} - \bar{\theta}_{qs} \), as \( \bar{M} \) increases is not monotonic.

But it is interesting to consider the ratio \( \frac{\bar{\theta}_{fl}}{\bar{\theta}_{qs}} \) which in fact increases when \( \bar{M} \) increases or equivalently when the blocking probability \( \bar{b} \) of streaming traffic increases. Table 10.1 shows that for \( \bar{M} = 10 \) (\( \bar{b} = 0\% \)) the throughput upper
Impact of streaming traffic of elastic ones
In order to estimate the impact of streaming traffic of elastic calls, we consider two configurations:

- $\bar{M} = 0$, in this case elastic traffic uses alone the capacity of the system (corresponding to a bandwidth of 5MHz)
- $\bar{M} = 30$, in this case the elastic traffic uses the capacity left free by streaming traffic (the blocking probability of streaming traffic $b$ is about 2%)

We calculate the throughput and delay of elastic calls using the expressions given by the fluid bound. Figures 10.14 and 10.15 represent the fluid throughput and delay for the above two cases. We observe that the presence of streaming traffic reduces significantly the throughput and increases significantly the delay of elastic calls.

<table>
<thead>
<tr>
<th>$\bar{M}$</th>
<th>10</th>
<th>30</th>
<th>60</th>
</tr>
</thead>
<tbody>
<tr>
<td>$b$</td>
<td>0%</td>
<td>2%</td>
<td>30%</td>
</tr>
<tr>
<td>$\theta^f/\theta^{qs}$</td>
<td>1.03</td>
<td>2</td>
<td>5</td>
</tr>
</tbody>
</table>

Table 10.1: Comparison of fluid and quasi-stationary bounds.

and lower bounds are very close; for $\bar{M} = 30$ ($\bar{b} = 2\%$) the throughput upper bound is about two times the lower bound; and for $\bar{M} = 60$ ($b = 30\%$) the throughput upper bound is about five times the lower bound.
10.5. INTEGRATION OF ELASTIC AND STREAMING TRAFFIC

Figure 10.14: Impact of streaming services on throughput of elastic services

Figure 10.15: Impact of streaming services on delay of elastic services
Summary of numerical results. We make comparison of the fluid (upper) and quasi-stationary (lower) bounds of the throughput. The ratio between these bounds increases when streaming traffic demand increases (or equivalently when the blocking probability of streaming traffic increases). For a blocking probability around 2%, the throughput upper bound is about two times the lower bound.

Finally we show that the presence of streaming traffic reduces significantly the throughput (and equivalently increases significantly the delay) of elastic calls.
Chapter 11

HSDPA

In this section we complement the previous studies by evaluating the performance of the congestion control policies for elastic traffic in a UMTS network release HSDPA (analog of HDR) which relies on a channel-aware policy. Assuming Markovian arrivals and departures of customers that transmit some given data-volumes, as well as some temporal channel variability (fading), we study the mean throughput in different parts of the cell; i.e., the mean bit-rates that these policies offer in the long-term evolution of the model. Explicit formulas are obtained in the case of proportional fair policies, which take advantage of the fading.

We combine known results, in particular concerning the performance of channel aware policies [29], and mobility [22] with our exact representation of the geometry of interferences. More precisely, we use [29] that gives the performance of an opportunistic weight-based rate allocation policy, which is shown in [79] to be a good model for opportunistic schedulers implemented in HSDPA (or HDR). Moreover, following the idea presented in [22] of quasi-stationary and fluid limit, we consider two extreme cases of motionless and infinitely-rapid users.

11.1 From link level to dynamic system level

11.1.1 Link level

We consider here elastic traffic served by a HSDPA network using a specific $W = 5$ MHz bandwidth. We assume that there is no power control, i.e. each base station transmits at the maximal power denoted $\tilde{P}$.

Since there is no power control in HSDPA, the power at the input of the receiver, denoted $S$, is given by

$$S = \tilde{P}F/L$$

where $\tilde{P}$ designates the transmitted power; $L$ designates the distance pathloss; and $F$ designates the fading effect (cf. [53, §6.3]).
Remark 26 It is shown in [118, §3.4.3 Eq. (3.124)] that the fading term has the form

\[ F = \sum_{\ell=1}^{L} |h_\ell|^2 \]

where \( \{h_\ell; \ell = 1, \ldots, L\} \) designate the channel tap gains which may be assumed i.i.d. \( \mathcal{CN}(0, 1/L) \), i.e. circular symmetric Gaussian random variables [118, Appendix A] with mean 0 and variance \( 1/L \). Hence \( \{|h_\ell|^2; \ell = 1, \ldots, L\} \) are i.i.d. exponential random variables with mean \( 1/L \). Therefore \( F \) has an Erlang distribution with probability density function

\[ f(x) = \frac{x^{L-1}}{L^L (L-1)!} e^{-x/L} \]

In the particular case \( L = 1 \), \( F \) is an exponential random variable with mean 1.

The theoretical maximal bit-rate of the AWGN channel is given by the Shannon’s bound

\[ r = W \log_2 \left( 1 + \frac{S}{N} \right) \] (11.1)

where \( W \) is the bandwidth (5 MHz) and \( \frac{S}{N} \) is the signal to noise power ratio at the input of the receiver.

We assume that the link adaptation (changing the coding and modulation according to the signal to noise conditions) in HSDPA permits to offer the third of the bit-rate Shannon limit, that is

\[ r = \frac{1}{3} W \log_2 \left( 1 + \frac{S}{N} \right) \] (11.2)

Moreover we make a linear approximation of the above relation

\[ r = \frac{W}{3 \ln(2)} \frac{S}{N} \] (11.3)

These approximations are compared in Figure 11.1 to the HSDPA link performance obtained by simulations\(^1\) and to the DSCH link performance.

11.1.2 From link level to static system level

By similar arguments to [118, §4.3.1], interference may be approximated by a AWGN with power averaged over the fast fading. Hence the ratio \( \frac{S}{N} \) in Equations (11.1), (11.2) and (11.3) should be replaced by

\[ \frac{S}{N + I} \]

\(^1\)Curve from [114] treated by A. Saadani and N. Ibrahim (France Telecom R&D).
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where $S$ comprises the fast fading whereas $I$ is averaged over the fast fading. In particular Equation (11.3) becomes

$$r = \frac{W}{3 \ln (2)} \frac{S}{N + I}$$

(11.4)

For a user at position $m$ served by a base station $u$ (which we denote $m \in u$), the signal power is given by

$$S_m = F_m \bar{P}_u / L_{u,m}, \quad m \in u$$

and the interference is given by

$$I_m = \sum_{v \in U \setminus \{u\}} \bar{P}_v / L_{v,m}, \quad m \in u$$

Note that since the HSDPA is a TDMA system, the HSDPA users in the same cell don’t interfere with each other.

The rate for a user at position $m$, denoted $r_m$, may be obtained from Equation (11.4)

$$r_m = \frac{W}{3 \ln (2)} \frac{S_m}{N + I_m} = \frac{W}{3 \ln (2)} \frac{F_m \bar{P}_u / L_{u,m}}{N + \sum_{v \in U \setminus \{u\}} \bar{P}_v / L_{v,m}} = \sigma \frac{F_m}{X(m)}, \quad m \in u$$

(11.5)

where

$$X(m) = \frac{N L_{u,m}}{P_u} + \sum_{v \in U \setminus \{u\}} \frac{\bar{P}_v}{P_u} L_{v,m}, \quad m \in u$$

Figure 11.1: HSDPA link performance
We assume from now that the powers $\tilde{P}_v$ are the same for all base stations $v$, then

$$X(m) = NL_{u,m}/\tilde{P} + \sum_{v \in U \setminus \{u\}} L_{u,m}/L_{v,m}$$

$$= NL_{u,m}/\tilde{P} + f(m), \quad m \in u$$

where $f(m) = \sum_{v \in U \setminus \{u\}} L_{u,m}/L_{v,m}$ is the so-called f-factor which we studied in depth for the hexagonal base station pattern.

**Remark 27** The $\{r_m; m \in u\}$ are called **feasible rates** in [29, §II] without explicit information about how to get these feasible rates. Equation (11.5) shows how to relate the feasible rates to the geometry of interference.

Fading varies and should be considered as a new source of dynamics (with arrivals, mobility, departures); this model is analytically intractable. For a rapidly changing fading, we use the simplifying idea of separation of the time scales allows to "inject" the impact of fading to our previous considerations at the static system level.

We consider first a time scale at which users don’t move. Hence the number, say $M$, and positions of the users are fixed. The scheduling over fading of the users in a given cell may be studied independently from the users in the other cells. Hence, at this time scale, we may restrict ourselves to a given base station. Therefore we get a set of feasible rates

$$r_m = \frac{W}{3 \ln(2)} \frac{F_m}{X(m)}, \quad m \in \{1, \ldots, M\}$$

At the time scale considered here, the $X(1), \ldots, X(m)$ are constant whereas $F_1, \ldots, F_M$ are i.i.d. exponential random variables. Following [29, §II], we denote $r = (r_1, \ldots, r_M)$ and $p(r)$ its distribution. Note that

$$E[r_m] = \frac{W}{3 \ln(2)} \frac{1}{X(m)}, \quad m \in \{1, \ldots, M\}$$

then

$$\frac{r_m}{E[r_m]} = F_m, \quad m \in \{1, \ldots, M\}$$

Hence $\{r_m/E[r_m]; m \in \{1, \ldots, M\}\}$ are i.i.d. (The author of [29, §II] says that we have in this case a symmetric rate distribution.)

In §11.3 we study the HSDPA (proportional fair) scheduler performance with the help of the papers [29, §II] and [79]. In particular the throughput of HSDPA is given by

$$r'_m = \frac{G(M)}{M} E[r_m], \quad m \in \{1, \ldots, M\}$$

where

$$G(M) = E\left[\max_{m=1,\ldots,M} F_m\right]$$
11.2. NUMERICAL RESULTS

If the $F_m$ are exponentially distributed with mean 1, then

$$G(M) = \sum_{m=1}^{M} \frac{1}{m}$$

11.1.3 From static to dynamic system level

Applying the results of Example 9 with

$$\gamma(x) = \frac{1}{E[r(x)]} = \frac{3\ln(2)}{W} X(x), \quad \text{and } h(M) = M/G(M)$$

we deduce that the mean number of calls, delay and throughput for the no mobility case ($\bar{N}(A)$, $\bar{T}(A)$ and $\bar{r}(A)$ respectively) and infinite mobility case ($\bar{N}$, $\bar{T}$ and $\bar{r}$ respectively) are given by

$$\bar{N}(A) = \rho'(A)H(\rho'(D)), \quad \bar{N} = \rho'H(\rho')$$

$$\bar{T}(A) = \frac{\rho'(A)}{\lambda(o,A)} H(\rho'(\mathbb{D})), \quad \bar{T} = \frac{\rho'}{\lambda(o,\mathbb{D})} H(\rho')$$

$$\bar{r}(A) = \frac{\rho(A)}{\rho'(A)} \frac{1}{H(\rho'(D))}, \quad \bar{r} = \frac{\rho}{\rho'H(\rho')}$$

where $\rho(A), \rho'(A)$ are given by (10.15), (10.13) respectively; $\rho, \rho'$ are given by (10.22), (10.17) respectively and the function $H(\cdot)$ is given by (7.9).

11.1.4 Comparing DSCH and HSDPA

The differences between HSDPA and DSCH are the following:

(D1) Link performance is better in HSDPA due to link adaptation (changing the coding and modulation according to the signal to noise conditions)

(D2) Proportional fair scheduler permits to take benefit from fast fading

(D3) In HSDPA, due to TDMA there is no interference between users in the same cell

(D4) NRT DSCH shares a 5MHz bandwidth with RT DCH whereas NRT HSDPA uses a specific 5MHz bandwidth

11.2 Numerical results

The numerical applications are made using the default values specified in Section 2.2.5. Moreover we consider a cell radius $R = 1$.

Figure 11.2 shows the expected throughput as function of the traffic demand for different policies in motionless scenario. Figure 11.2 gives an example of the throughput of DSCH (pink curve) and HSDPA (red curve).
Figure 11.2: Expected throughput for different policies in motionless scenario

Note that the DSCH scheduling gives the throughput that is a linear function of the demanded traffic in the bounded stability region, while the HSDPA one is stable on the whole line, and its gain increases with the traffic.

The green and blue curves consist of mixing DSCH and HSDPA coding and scheduling which are not realistic but permit to understand the benefit in HSDPA coming from coding and that coming from scheduling. In particular we see that the HSDPA coding permits a gain of about 1.5. The HSDPA scheduling gain is particularly important when the traffic demand increases.

11.3 HSDPA scheduler performance

The section 11.3 is simply a reminder (and essentially a transcription, except for the proofs which are more detailed here) of the notations, definitions and results of [29, §II] useful to derive the HSDPA scheduler performance. In the following Section 11.3 we establish the link of Borst’s work in [29, §II] with Tse’s scheduler [118, §6.7.1] with the help of the Kushner and Whiting work [79].

Reminder of [29, §II]

We assume that the feasible rates for the various users vary over time according to some stationary discrete-time stochastic process \( \{R_1(t), \ldots, R_M(t)\} \), with \( R_i(t) \) representing the feasible rate for user \( i \) in time slot \( t \).

Let \( (R_1, \ldots, R_M) \) be a random vector with as distribution the joint stationary distribution of the feasible rates. We focus on the case where the feasible rates \( (R_1, \ldots, R_M) \) have a discrete distribution on some finite set \( \mathcal{R} \subseteq \mathbb{R}_+^M \). Let \( p(r) \) be the stationary probability that the instantaneous feasible rate vector is
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r ∈ R. With minor modifications, most of the results extend to scenarios with a continuous rate distribution.

An allocation policy is determined by some variables \( x_i(r) \) which is the probability that the slot is allocated to user \( i \) when the instantaneous rate vector is \( r \). Assuming ergodicity, \( x_i(r) \) equals the fraction of time slots allocated to user \( i \) in which the instantaneous rate vector is \( r \). Thus, the term \( \sum_{r \in \mathcal{R}} p(r)x_i(r)r_i \) represents the throughput received by user \( i \).

For some policy, let \( T_i := \sum_{r \in \mathcal{R}} p(r)x_i(r)r_i \) be the (long-term) throughput received by user \( i \).

**Definition 4** A vector \( T \in \mathbb{R}_+^M \) is called achievable throughput iff there exists an allocation policy determined by variables \( x_i(r), i = 1, \ldots, M, r \in \mathcal{R} \) such that

\[
\sum_{r \in \mathcal{R}} p(r)x_i(r)r_i \geq T_i, \quad i = 1, \ldots, M \\
\sum_{i=1}^M x_i(r) \leq 1, \quad r \in \mathcal{R} \\
x_i(r) \geq 0, \quad i = 1, \ldots, M, r \in \mathcal{R} \tag{11.6}
\]

(i.e. vectors \( T \in \mathbb{R}_+^M \) such that there exists a policy such that the throughput received by user \( i \) is at least equal to \( T_i \)). Let \( \mathcal{A} \subseteq \mathbb{R}_+^M \) be the set of achievable throughput vectors.

We now consider a scenario where the distribution of the rate vector is symmetric in the sense that the relative fluctuations in the feasible rates for the various users around the respective time-average values are statistically identical. Specifically, we assume that \( R_i \overset{d}{=} S_i Y_i Z \), where \( S_i := \mathbf{E}[R_i] \) is the time-average rate of user \( i \), \( Y_1, \ldots, Y_M \) are independent and identically distributed copies, and \( Z \) represents a possible correlation component with unit mean. Define \( G(M) := \mathbf{E}\left[\max_{j=1,\ldots,M} Y_j\right] \). We assume that with probability 1, \( \text{card}\{i : Y_i = \max_{j=1,\ldots,M} Y_j\} = 1 \) (this is the case if the \( Y_j \) are continuous and i.i.d.).

**Lemma 19** [29, Lemma 2.1] Any achievable throughput vector \( T \in \mathcal{A} \) satisfies, for any vector \((\alpha_1, \ldots, \alpha_M) \in \mathbb{R}_+^M\),

\[
\sum_{j=1}^M \alpha_j T_j \leq \mathbf{E}\left[\max_{j=1,\ldots,M} \alpha_j R_j\right]
\]

with equality for the throughput achieved by the weight-based policy which assigns a weight \( B_i = \alpha_i \) to user \( i \).

**Proof.** By Definition 4, there exists an allocation policy \( x_i(r), i = 1, \ldots, M, r \in \mathcal{R} \).
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\[ R \text{ satisfying (11.6). Then} \]
\[
\sum_{j=1}^{M} \alpha_j T_j \leq \sum_{j=1}^{M} \alpha_j \sum_{r \in \mathcal{R}} p(r) x_i(r) r_i = \sum_{r \in \mathcal{R}} p(r) \sum_{j=1}^{M} \alpha_j r_j x_j(r)
\]
\[
\leq \sum_{r \in \mathcal{R}} p(r) \max_{j=1, \ldots, M} \alpha_j r_j
\]
\[
= E \left[ \max_{j=1, \ldots, M} \alpha_j R_j \right]
\]

For the weight-based policy which assigns a weight \( B_i = \alpha_i \) to user \( i \), the inequalities in the above equations may be replaced by equalities. This finishes the proof of the Lemma.

**Lemma 20** [29, Lemma 2.2] In the case of a symmetric rate distribution as described above, the weight-based strategy defined by the weights \( B^*_i = 1/\mathbf{S}_i \) achieves the throughputs

\[ T^*_i = \frac{G(M)}{M} \mathbf{S}_i = \frac{G(M)}{M} E[R_i] \quad \text{(11.7)} \]

The throughput vector \( T^* \) given by (11.7) is optimal for the problem

\[ \max_{T \in \mathcal{A}} \sum_{i=1}^{M} T_i E[R_i] \quad \text{(11.8)} \]

**Proof.** The allocation policy is defined by

\[ x^*_i(R) = \begin{cases} R_i/\mathbf{S}_i & \text{if } \max_{j=1, \ldots, M} R_j = R_j/S_j \\ 1 & \text{if } Y_i = \max_{j=1, \ldots, M} Y_j \end{cases} \quad \text{(11.9)} \]

where The throughput achieved by this allocation policy is

\[ T^*_i = \sum_{r \in \mathcal{R}} p(r) x^*_i(r) r_i = E[R_i x^*_i(R)] = E[R_i x^*_i(R) = 1] P(x^*_i(R) = 1) \]

Note that

\[ P(x^*_i(R) = 1) = P \left( Y_i = \max_{j=1, \ldots, M} Y_j \right) = \frac{1}{M} \]

because \( Y_1, \ldots, Y_M \) are i.i.d.. On the other hand

\[ E[R_i x^*_i(R) = 1] = E \left[ S_i Y_i | Y_i = \max_{j=1, \ldots, M} Y_j \right] = S_i E \left[ Y_i | Y_i = \max_{j=1, \ldots, M} Y_j \right] = S_i G(M) \]

Hence we get (11.7).
Our complement

**Proposition 53** The throughput vector $T^*$ given by (11.7) is optimal for the problems

$$\max_{T \in A} \min_{i=1,...,M} \frac{T_i}{E[R_i]}$$ (11.10)

and

$$\max_{T \in A} \sum_{i=1}^M \log T_i$$ (11.11)

(This last statement justifies the name **Proportional Fair** given to the HSDPA algorithm.)

**Proof.** By Lemma 19,

$$\sum_{i=1}^M \frac{T_i}{E[R_i]} \leq E \left[ \max_{j=1,...,M} \frac{R_j}{E[R_i]} \right] = E \left[ \max_{j=1,...,M} Y_j \right] = G(M) = \sum_{i=1}^M \frac{T^*_i}{E[R_i]}$$

Hence the throughput vector $T^*$ is optimal for Problem (11.8). Since

$$\frac{T^*_i}{E[R_i]} = \frac{T^*_j}{E[R_j]}, \quad \forall i, j = 1, ..., M$$

we deduce that $T^*$ is also optimal for Problem (11.10).

We calculate

$$\sum_{i=1}^M \log T^*_i = \sum_{i=1}^M \log \frac{G(M)}{M} E[R_i] = \sum_{i=1}^M \log E[R_i] + M \log \frac{G(M)}{M}$$

For any achievable rate

$$\sum_{i=1}^M \log T_i = \sum_{i=1}^M \log E[R_i X_i(R)] = \sum_{i=1}^M \log E[S_i Y_i Z X_i(R)]$$

$$= \sum_{i=1}^M \log E[R_i] + \sum_{i=1}^M \log E[x_i(R) Y_i]$$

$$\leq \sum_{i=1}^M \log E[R_i] + \sum_{i=1}^M \log E \left[ x_i(R) \max_{j=1,...,M} Y_j \right]$$

$$= \sum_{i=1}^M \log E[R_i] + M \log G(M) + \sum_{i=1}^M \log E[x_i(R)]$$

Now observe that

$$\sum_{i=1}^M \log E[x_i(R)] = M \frac{1}{M} \sum_{i=1}^M \log E[x_i(R)] \leq M \log \frac{1}{M} \sum_{i=1}^M E[x_i(R)] = M \log \frac{1}{M}$$
Therefore

\[ \sum_{i=1}^{M} \log T_i \leq \sum_{i=1}^{M} \log T_i^* \]

\[ \blacksquare \]

**Remark 28** [79] shows that the Proportional Fair scheduling algorithm [118, §6.7.1] optimizes the problem

\[ \max_{T \in A} \sum_{i=1}^{M} \log (T_i + d_i) \]

where the \( d_i, i \leq N \) are positive constants, which can be as small as we wish. This shows that the Proportional Fair scheduling will give a throughput vector \( T^* \) approximately given by (11.7).
Chapter 12

GSM

12.1 Introduction

We are interested in FDMA networks such as GSM serving streaming traffic. We aim to extend to such networks the approach developed for CDMA networks such as UMTS.

A key feature is to study whether these so called feasibility-based admission control algorithms may be applied for FDMA networks. In this perspective, the key questions are the following:

- What are the feasibility condition of power allocation?
- What is loss of capacity induced by the sufficient feasibility condition compared to the necessary and sufficient feasibility condition?
- Are there approximate explicit expressions of the blocking probability (in the case of a simple model: regular hexagonal cells, homogeneous traffic demand, no shadowing, etc.)?
- Can we answer to questions specific to FDMA networks:
  - Is the radio constraint or the hard constraint more severe?
  - What is the optimal cluster size?

The objective of the present section is to answer to the above questions. We present here essentially the results for the downlink.

12.2 Model

We make the same assumptions as our previous studies on UMTS: hexagonal pattern of cells, modelisation of the networks on a torus, distance path loss law, no shadowing, no macrodiversity.
12.2.1 GSM versus UMTS

We enumerate in the present section the key differences between the two systems UMTS and GSM.

**UMTS.** Recall the properties of UMTS:

1. The multiple access scheme is CDMA.
2. The UMTS bandwidth equals $W = 5$MHz.
3. For voice, the bit energy to noise-density ratio threshold equals $\frac{E_b}{N_0} = 9$dB.
4. For voice, the signal to noise power ratio threshold is given by
   \[
   \xi = \frac{r_v E_b}{W N_0} = 9\text{dB} - 25\text{dB} = -16\text{dB}
   \]
   where $W' = 3.84$Mchip/s designates the chip rate and $r_v = 12.2$kbit/s designates the voice bit rate. The noise power is denoted $N$.
5. The loss of orthogonality of the spreading sequences within a cell due to the multi-path is taken into account through the orthogonality factor $\alpha$ ($\alpha = 0$ for perfectly orthogonal). This multiplies the intra-cell interference. Typically $\alpha = 0.4$ in the downlink and $\alpha = 1$ in the uplink.
6. The transmission powers should not exceed a limit, denoted $\tilde{P}$, fixed by the authority of regulation. The powers of Dedicated CHannels (DCH) are controlled, while Common CHannels (CCH in the downlink) powers are constant. We assume typically that the common channel power is a fraction of the maximal power, say $\epsilon \tilde{P}$, where $\epsilon$ is given constant.

**GSM.** The above properties 1 to 5 in Section 12.2.1 for a UMTS network, are different for a GSM network:

1. The multiple access scheme is FDMA combined with TDMA\(^1\).
2. The GSM bandwidth equals $W = 12.5$MHz. (We consider GSM 900 with bandwidth 25MHz shared equally between two operators.)
3. For voice, the bit energy to noise-density ratio threshold $\frac{E_b}{N_0} = 9$dB.
4. **FDMA.** The GSM bandwidth is divided into 62 FREQUENCY CHANNELS; each one having a bandwidth $W^* = 200$kHz. Among these frequency channels, 12 are used for the BCCH\(^2\) and the remaining $W = 50$ frequency channels are used for TCH\(^3\). In the case where there is no frequency hopping, the signal to noise power ratio threshold is given by $\xi^* = \frac{E_b}{N_0} = 9$dB.

---

\(^1\)Time Division Multiple Access
\(^2\)Broadcast Control CHannel
\(^3\)Traffic CHannel
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In the present study, we assume that there is frequency hopping and we will see later (§12.3.1) how to calculate the signal to noise power ratio threshold in this case.

When the distance between frequency channels equals $W^*, 2W^*, 3W^*$ the interference is reduced by 18, 50, 58dB respectively. We neglect in the present study the interference between the different frequency channels.

**TDMA.** Time is divided into time slots. A time slot designates an interval of time of duration 0.577ms. There are 8 TDMA time slots in GSM (for more details cf. [92, p.195]).

5. We assume that there is no intra-cell interference.

6. The transmission powers should not exceed a limit, denoted $\tilde{P}$, fixed by the authority of regulation.

### 12.2.2 FDMA

The principle of FDMA is to increase the distance between the cells using the same frequencies in order to reduce the interferences. To do so, we divide the $W$ available frequency channels into a given number, say $\chi$, of subsets. This number $\chi$ is called the **cluster size**. Each subset comprises

$$\kappa = \frac{W}{\chi}$$

frequency channels. We allocate a single subset to each base station and attempt to allocate the same subset to base stations which are as far as possible from each other. We show below that the cluster sizes can not take any integer value.

**Hexagonal architecture.** Considers a regular cellular network where each cell has the form of a hexagon. The hexagon centers are placed on a regular grid denoted on the complex plane by $\{\Delta_1(p + qe^{i\pi/3}) : (p, q) \in \{0, \pm 1, \ldots\}^2\}$ where $\Delta_1$ is the distance between two adjacent hexagons. Then the distance between a hexagon $(p, q)$ and the origin is $(p^2 + pq + q^2)^{1/2} \Delta_1$. We define the **cell radius**, denoted $R$, as the radius of the virtual disc whose area is equal to that of the hexagon, that is

$$R = \Delta_1 \sqrt{\frac{\sqrt{3}}{2\pi}}$$

If we fix some hexagon center as the origin, the other hexagon center locations constitute successive rings which we index by $k = 1, 2, \ldots$. Figure 12.1 shows the first two rings $k = 1, 2$. Let $\Delta_k$ be the radius of ring $k = 1, 2, \ldots$. Let

$$\chi_k = (\Delta_k/\Delta_1)^2$$

which equals $p^2 + pq + q^2$ for some $(p, q) \in \{0, \pm 1, \ldots\}^2$. Such a number is called **rhombic**. Rhombic numbers can be characterized in an elegant way by
their prime decomposition [83]. From [83, Theorem 1] we get the first rhombic numbers $\chi_k$ ($k = 1, 2, \ldots, 13$).

<table>
<thead>
<tr>
<th>$k$</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\chi_k = \left(\frac{\Delta}{\Delta_1}\right)^2$</td>
<td>1</td>
<td>3</td>
<td>4</td>
<td>7</td>
<td>9</td>
<td>12</td>
<td>13</td>
<td>16</td>
<td>19</td>
<td>21</td>
<td>25</td>
<td>27</td>
<td>28</td>
</tr>
</tbody>
</table>

First rhombic numbers $\chi_k$ ($k = 1, 2, \ldots, 13$)

![Diagram of the first two rings](image)

Figure 12.1: The first two rings $k = 1, 2$.

The rhombic numbers are precisely the possible cluster sizes in FDMA networks.

**Hard and radio constraints.** Given a cluster size $\chi$, the distance between two base stations using the same frequencies, called **reuse distance**, equals

$$\Delta = \Delta_1 \sqrt{\chi}$$

Compared to UMTS, the distance between two base stations using the same frequencies in GSM is multiplied by a factor $\sqrt{\chi}$. This will effectively reduce interference, but at the expense of the apparition of a new constraint: the number of simultaneous (i.e. per time slot) users in a cell, which we denote $M$, should not exceed the number $\kappa$ of available frequency channel in the base station i.e.

$$M \leq \kappa = \frac{W}{\chi} \quad (12.1)$$

We call this constraint **hard constraint**.

### 12.2.3 Traffic

We assume that there is no interference between the different TDMA time slots. Moreover we assume that an arriving call chooses a TDMA time slot among the 8 available slots with probability $1/8$. So we may consider that each time slot
serves 1/8 of the traffic demand and is independent from the other times slots. From now on we consider a given time slot.

New streaming calls arrive as a Poisson processes with intensity \( \lambda \times dx \) in any region of surface \( dx \). The call durations (if the call is not blocked) are i.i.d. with mean \( 1/\mu \) and independent from arrivals. We consider a single service class: voice. We always assume that \( \lambda > 0, \mu > 0 \). We consider a semi-dynamic model where each user is motionless during his call.

12.2.4 Frequency hopping

Since we neglect the interference between the different frequency channels and we consider motionless users, the sub-networks composed by base stations using the same frequencies may be treated independently from each other. Their evolutions are identically distributed. We consider a given sub-network which we view from now as our network to study. We index the set of frequency channels available at each base station by \( 0, 1, \ldots, \kappa - 1 \) in increasing order. (Recall that \( \kappa \) designates the number of frequency channels available at each base station.)

We describe now the slow frequency hopping (SFH) in GSM [92, §4.2.2.3 p.223]. There are 64 hopping sequences indexed by the so called Hopping Sequence Number (HSN), say \( H \in \{0, 1, \ldots, 63\} \). We denote by \( \{F^H_0, F^H_1, \ldots\} \) the sequence of frequency channels associated to some hopping sequence number \( H \). (i.e. \( F^H_s \) designates the frequency channel at time slot \( s \)). For a given \( H \neq 0 \), \( \{F^H_0, F^H_1, \ldots\} \) is a sequence of independent and identically distributed random variables, having as common distribution the uniform distribution on the set of available frequency channels \( \{0, 1, \ldots, \kappa - 1\} \). (The particular case \( H = 0 \) corresponds to the sequence where the frequencies are used in order, i.e. \( F^0_s = s \mod \kappa \), for all \( s \geq 0 \).)

For a given base station, we associated a fixed HSN \( H \neq 0 \). There are at most \( \kappa \) simultaneous users served by the base station. We associate to each user a specific Mobile Allocation Index Offset (MAIO), say \( A \in \{0, 1, \ldots, \kappa - 1\} \). The frequency hopping sequence of that user is then \( \{(F^H_0 + A) \mod \kappa, (F^H_1 + A) \mod \kappa, \ldots\} \). By this way, two users in the same cell never use simultaneously the same frequency.

The frequency hopping sequences associated to two distinct (non null) hopping sequence numbers \( H, H' \), are independent, i.e. the sequences \( \{F^H_s\}_{s \geq 0} \) and \( \{F^{H'}_s\}_{s \geq 0} \) are independent. Then \( \{1\{F^H_s = F^{H'}_s\}\}_{s \geq 0} \) is a sequence of independent and identically distributed random variables, having as common distribution the Bernoulli distribution with parameter

\[
P(1\{F^H_s = F^{H'}_s\} = 1) = P(F^H_s = F^{H'}_s) = \frac{1}{\kappa}
\]
12.3 Power allocation feasibility

The performance of a wireless cellular network is closely related to the performance of the admission control algorithm implemented in the network.

If the network admits a new user, it must ensure to him a certain quality of service and should preserve the quality of service of other users already present. This quality of service can be expressed in term of signal-to-interference ratio. The network must thus ensure the existence of an allocation of powers to the users respecting the signal-to-interference constraints. Moreover, the powers should not exceed a limit fixed by the authority of regulation. This defines the power allocation problem. We say that this problem is feasible if admits a solution. The feasibility condition will be called radio constraint in order to distinguish it from the hard constraint already described (Inequality (12.1)).

A new streaming user will be admitted if the radio and hard constraints are respected. Such algorithm is called admission control algorithm.

The necessary and sufficient condition (NSFC) of feasibility induces an admission control algorithm which has optimal performances; but which is unfortunately not practicable in the field, because it requires data coming from the users in all the network. It will be said that it is a centralized algorithm.

In [13] we build useful feasibility conditions for the power allocation problem. For UMTS in the downlink, we propose a sufficient feasibility condition which depends on the users in the cell serving (potentially) the new user, but not other users in the network. We say that this condition is decentralized and we note it FC. In the uplink we propose also a sufficient feasibility condition, that we note SFC, which is unfortunately not decentralized. Therefore we propose a decentralized feasibility condition that we note FC. Hence the term FC designates the decentralized feasibility condition either for the downlink or for the uplink.

12.3.1 Power allocation problem

We assume that two distinct cells use two different (non null) hopping sequence numbers. This may be easily fulfilled when then number of cells in the networks is not larger than 63. If this is not the case, we reuse the same hopping sequence number for base stations sufficiently far from each other to neglect their mutual interference.

Let \( U \) be the set of base stations using the same frequencies and fix some base station \( u \in U \) and some user \( m \in u \) (i.e. \( m \) is served by base station \( u \)).

Let \( P_{u,m} \) designate the power transmitted by base station \( u \) to user \( m \) and \( L_{u,m} \) designate the path-loss between \( u \) and \( m \). Let \( \{F^H_m\}_{s \geq 0} \) be the hopping sequence of user \( m \).

The power received by user \( m \) from its serving base station \( u \) is \( P_{u,m}/L_{u,m} \). The interference due to another user \( n \) served by a base station \( v \neq u \) at time slot \( s \) is \( 1\{F^H_m = F^H_n\} P_{v,n}/L_{v,m} \). By the law of large numbers, the average interference over a time interval comprising a large number of time slots will be \( E \left[ 1\{F^H_m = F^H_n\} \right] P_{v,n}/L_{v,m} = \frac{1}{\kappa} P_{v,n}/L_{v,m} \). Hence the power allocation
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problem takes the form

\[
\frac{P_{u,m}}{L_{u,m}} \geq \frac{N^* + \sum_{v \in U \setminus \{u\}} \frac{1}{\kappa} \sum_{n \in v} P_{v,n}}{L_{v,m}} \geq \frac{\xi^*}{\kappa}, \quad m \in u \in U
\]

where \(N^*\) and \(\xi^*_m\) designates the noise power and the signal to noise ratio threshold respectively in a single frequency channel. (The arguments to establish the above result, and in particular the fact that interference may be viewed as noise, are similar to those concerning CDMA in [118, §4.3.1].)

We may rearrange the above inequality as follows

\[
\frac{P_{u,m}}{L_{u,m}} \geq \frac{\kappa N^* + \sum_{v \in U \setminus \{u\}} \sum_{n \in v} P_{v,n}}{L_{v,m}} \geq \frac{\xi^*_m}{\kappa}, \quad m \in u \in U
\]

Hence we obtain a problem for GSM which has a similar form to the power allocation problem for UMTS. The only differences are in the parameter values. For GSM, the orthogonality factor is null, the noise power is \(N = \kappa N^*\) and the signal to noise power ratio threshold is \(\xi := \frac{\xi^*}{\kappa}\). Note that the above inequality may be written as follows

\[
\frac{P_{u,m}}{L_{u,m}} \geq \frac{N + \sum_{v \in U \setminus \{u\}} \sum_{n \in v} P_{v,n}}{L_{v,m}} \geq \xi_m, \quad m \in u \in U
\]

We introduce for future reference \(N^{(1)} = WN^*\) and \(\xi^{(1)} = \xi^*/W\) corresponding to a cluster size \(\chi = 1\), and write \(N = N^{(1)}/\chi\) and \(\xi = \chi \xi^{(1)}\) which shows explicitly the dependence of the noise power and the signal to noise power ratio threshold on the cluster size.

The above analysis shows that the feasibility conditions of the power allocation problem in CDMA networks [13] may be extended to FDMA networks.

12.3.2 FC

In particular, the FC takes the form

\[
\sum_{m \in u} \varphi(m) \leq C
\]

where, for the downlink,

\[
C = 1, \quad \varphi(m) = \left[f(m) + NL_{u,m}/\bar{P}\right] \xi_m, \quad m \in u
\]

and the so called f-factor \(f(m)\) is given by

\[
f(m) = \sum_{v \in U \setminus \{u\}} L_{u,m}/L_{v,m}
\]

In order to make notations more coherent with UMTS, we denote

\[
\alpha = 0, \quad \xi'_m = \frac{\xi_m}{1 + \alpha \xi_m}, \quad \epsilon = 0
\]
We may account for some intra-cell interference due to adjacent channels by taking an orthogonality factor $\alpha \neq 0$ and some adjacent interference from common channels by taking $\epsilon \neq 0$.) Hence

$$C = 1 - \epsilon, \quad \varphi (m) = \left[ \alpha + f (m) + NL_{u,m}/\bar{P} \right] \xi_m', \quad m \in u$$

A new constraint appears in FDMA networks: the number of users in a cell per time slot should not exceed the number of available frequency channel in the base station. We call this constraint hard constraint in order to distinguish it from the power allocation feasibility condition, which we call radio constraint. The admission control algorithm includes both the hard and the radio constraint.

12.4 Numerical results

We compare the performances of FC and NSFC in a GSM network. The result depends on cell radius, maximal power and cluster size. The loss of capacity of FC compared to NSFC decreases with the cluster size $\chi$ (this shows that the FC is well adapted for FDMA networks with high cluster sizes). For a given cluster size $\chi$, the loss of capacity has the same order of magnitude for different cell radii $R$. Assuming usual values of maximal power and cell radius, the loss of capacity is about 60% for $\chi = 1$ and about 40% for $\chi = 2$. For $\chi \geq 3$, the loss of capacity is less than 30% if we consider only the radio constraint and negligible if we consider both the radio and the hard constraints.

We build explicit approximate expression of the blocking probability for FC in FDMA networks, and compare it with the blocking probability given by dynamic simulation.

Even though the loss of capacity of the FC compared to the NSFC is sometimes large (especially for the cluster size 1) and the Erlang approximation for the FC is not always accurate, this approximation permits to give an interesting insight on the functioning of a GSM network.

We use the Erlang approximation of the blocking probability to study analytically the following question. Which constraint is more severe: the radio or the hard constraint? We show that the answer depends on the three fundamental parameters: cell radius, maximal power and cluster size.

The investigation of the above question permits to get the following result. For usual values of cell radius and maximal power in GSM networks, the optimal cluster size is between 2 and 3.

12.5 Conclusion

The differences between a CDMA/UMTS and a FDMA/GSM network are identified. We show that sufficient conditions (FC) for the feasibility of the power allocation problem proposed initially for CDMA networks may be extended to
FDMA networks. Our analytical approach permits to investigate questions specific to FDMA networks such as determining whether the radio constraint or the hard one is more severe; or determining the optimal cluster size.
Part IV

Conclusion
We show that the analytic evaluation of the performance of wireless cellular networks is possible, but it requires to use tools and theoretical issues from several disciplines.

**Feasibility based load control.** The first step is to characterize the single link performance which is fulfilled by looking at the literature analyzing the performance of the multi-path fading by the digital communication techniques. These techniques analyze the performance of the modulation seen as a detection process by expressing the bit error-probability as function of the signal energy-per-bit over noise-density ratio, say $E_b/N_0$. For vehicular speed users (or scatters) the $E_b$ is averaged over multi-path fading. For streaming traffic, one fixes the error probability and deduces the corresponding $E_b/N_0$ threshold, and hence the signal to noise power ratio, say $S/N$. For elastic services, we get a relation between the bit-rate, say $r$, and the $S/N$.

The interference between the links is made by formulating the power allocation problem for both the downlink and the uplink. The necessary and sufficient condition for the feasibility (NSFC) of this problem is centralized, and hence difficult to implement. We propose some decentralized conditions (FC) which are related to the feasibility of power allocation. In fact if each base station applies FC, then the global power allocation problem is certainly feasible (with high probability for uplink with power limit).

We introduce a mean model permitting to define precisely the classical notion of pole capacity. This simple notion permits in particular to illustrates the phenomenon called cell breathing.

We evaluate the performance of the FC in terms of the infeasibility probability, defined as the probability that the FC doesn’t hold for a given cell when modelling the users as a Poisson process. This notion is closely related to the feasibility of the power allocation which is not the case of the classical outage probability. In certain cases, for example for a Poisson pattern of users in an hexagonal network of base stations, we gives explicit approximate formulae for the infeasibility probability.

We propose admission control schemes for streaming traffic and congestion control schemes for elastic ones based on the FC. These schemes are based on an exact representation of the geometry of both the downlink and the uplink channels and ensure that the associated power allocation problems have solutions under constraints on the maximal power of each station/user. These schemes are decentralized in that they can be implemented in such a way that each base station only has to consider the load brought by its own users to decide on admission. By load we mean here some function of the configuration of the users and of their bit rates that is described in the report. When implemented in each base station, such schemes ensure the global feasibility of the power allocation even in a very large (infinite number of cells) network.

We show that the performance of the FC admission control is close to the

---

4 certainly for the downlink and with high probability for the uplink
5 Cf. previous note
optimum (corresponding to the NSFC admission control). Moreover the constructor algorithms perform better than the FC in some cases (small cells and small blocking) and worst in others (large cells or large blocking). The FC induces a loss of capacity versus the NSFC which not larger than 25%.

From the user’s point of view, the performance is more suitably evaluated by the mean of the blocking and cut probabilities of streaming users and the delay and throughput of elastic users in the long run of the network.

**Spatial Markov queueing process.** We take into account the arrivals, mobility and departures of the users by the mean of a pure-jump Markov process (on the space of point measures on some Polish space). The user locations are represented by a spatial point process that evolves over time as users arrive, move or depart. We call our process spatial Markov queuing process (SMQ) or equivalently spatial birth, mobility and death Markov process. Conditions for regularity of the generator (i.e., uniqueness of the associated Markov process) as well as for its ergodicity are established. In some cases, we show that the stationary distribution is a Gibbs measure.

**Analytic performance evaluation.** We apply our general results for SMQ to establish the explicit dynamic performance of CDMA wireless cellular networks serving streaming traffic and elastic traffic. In the case of streaming traffic we study two spatial loss models and prove an expression for blocking rates. In particular we show that the infeasibility probability plays an important role in calculating the blocking probability. We apply the spatial Erlang formula and the analytic expression of the infeasibility probability to build an approximate explicit expression of the blocking probability of the FC admission control. In the case of elastic services, we build a model for wireless cellular networks serving elastic traffic and we build explicit analytic expressions for the delay and throughput of the FC congestion control.

Our objectives (Section 0.2) are then attained by the help of tools from different disciplines: digital communication for characterizing the single link performance, linear algebra for building the feasibility based load control schemes, informatics (simulation) for evaluating and comparing numerically the load control schemes, stochastic geometry and Markov queueing processes extended to the spatial case for evaluating analytically the performance of load control in wireless cellular networks.

### 12.6 Summary of Contributions

**Feasibility based load control.** We build rapid, scalable and efficient load control schemes by extending the work in [16] from the downlink case without power limit, to both the downlink and the uplink taking into account the maximal power limit for base stations and users respectively. These schemes are the subject of the patents [12] and [11].
Spatial Markov queueing process. Our spatial Markov queueing process might be seen as a generalization of the spatial birth-and-death generator, which allows for mobility of particles. Hence our work on the regularity, ergodicity and invariant measure of the SMQ process extends previous work in [97] by allowing for mobility of particles. Our spatial birth-mobility-and-death process can be seen also as a generalization of the spatial queueing system considered in [106].

Analytic performance evaluation. The combination of the power allocation feasibility condition and our SMQ allows the model to include the exact representation of the geometry of inter-cell and intra-cell interferences, which play an essential role in wireless cellular networks.

We build analytical methods for evaluating the performance of large cellular networks controlled by feasibility based schemes with indicators which are relevant from the user’s point of view (blocking, cut delay, and throughput) rather than the classical outage probability. Our formula for the blocking probability might be seen as a spatial extension of the well-known Erlang loss formula.

In the case of elastic services, we build a model for wireless cellular networks serving elastic traffic more suitable than the classical so called Whittle model. In our model, the users move independently form the congestion in the network whereas the users motion is frozen when the network approaches instability in the Whittle model.

The analytic performance evaluation methods permit to build a new class of coherent methods for the different fundamental problems in wireless cellular systems: quality of service, capacity and dimensioning. The new methods are rapid and accurate, even for large networks. This approach is complementary to simulations. The ease of use of the analytical expressions makes this type of approach more effective than simulations for macroscopic evaluation and optimization. Our methods are implemented in a tool for Orange operator.

12.7 Future Research

For elastic services

- Take into account the maximal instantaneous bit-rate per user (by truncation or using the technique in [26, §5])
- Study the conjectures about the stability, monotonicity and performance for finite non-null speeds
- Approximate more accurately the throughput for finite non-null speeds
- Investigate the effect of a non linear relation between bit-rate and signal to noise power ratio
- Compare FC to NSFC and constructor algorithms

For streaming services
• Extend the approach to other cellular systems such as LTE wireless networks using OFDM
• Study the Shadowing effect
• Study the transmitted power
• Approximate more accurately the cut probability
Part V
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Chapter 13

Appendix of Part I

The present chapter comprises appendices of Part I.

Appendix 13.A gives basic results permitting to establish the NSFC and the FC in the case where the size of the network is finite. This Appendix contains well known results which are reproduced here to make the report more self-contained.

Appendix 13.B studies a quantity called f-factor which depends on the geographic position of the user and the base stations in the networks. The f-factor is well known in the previous literature and recognized as a crucial in analyzing the performance of wireless cellular networks. We will show that the f-factor is crucial in analyzing the FC performance. Unfortunately no analytic (even approximate) expressions of the f-factor exist, even in the hexagonal simplified model. We establish such analytic approximation in Appendix 13.B.

In Appendix 13.C we study the f-factor properties and extend the mean model and the infeasibility probability formulae to the case with directional antennas.

Appendix 13.D summarizes the formulae for the analytic approximate evaluation of the FC performance in a semi-static context.

In Appendix 13.E we compare the FC admission control to the optimal scheme as well as to the constructor’s schemes in a semi-dynamic traffic model.

13.A Power allocation basic results

13.A.1 Power allocation problem

We consider only finite dimension matrices and vectors. For a non-negative matrix $A$, and a positive vector $a$, the Power allocation problem is the to find a vector $y$ such that

\[
\begin{align*}
(1 - A) y & \geq a \\
y & \geq 0
\end{align*}
\]

(13.1)
13.2 Feasibility

Theorem 1 For a real matrix \( B = [B_{ij}]_{i=1,...,m;j=1,...,n} \), and two vectors \( a = (a_1, \ldots, a_n)^T > 0 \), \( c = (c_1, \ldots, c_m)^T \geq 0 \) exactly one of the following problems

\[
\begin{cases}
    By \geq a \\
    y \geq c
\end{cases}
\]

and

\[
\begin{cases}
    B^T x \leq 0 \\
    x \geq 0, x \neq 0
\end{cases}
\]

is feasible (i.e. admits a solution).

Proof. By the so-called Theorem of alternatives [119, Theorem 2.1], exactly one of the problems

\[
\begin{cases}
    -B - A^{-1} \leq 0 \\
    x \geq 0, x \neq 0
\end{cases}
\]

is feasible. The first problem may be written

\[
\begin{cases}
    By \geq a \\
    y \geq c
\end{cases}
\]

and

\[
\begin{cases}
    -B^T - A^{-1} \leq 0 \\
    x \geq 0, z \geq 0
\end{cases}
\]

is feasible. The first problem may be written

\[
\begin{cases}
    By \geq a \\
    y \geq c
\end{cases}
\]

The second problem may be written as follows

\[
\begin{cases}
    B^T x = -z \\
    -a^T x - c^T z < 0 \\
    x \geq 0, z \geq 0
\end{cases}
\]

As \( a > 0 \) and \( c \geq 0 \) we have \( z \geq 0, x \geq 0, x \neq 0 \Rightarrow -a^T x - c^T z < 0 \). On the other hand, \( -a^T x - c^T z < 0 \Rightarrow x \neq 0 \). The the second problem is equivalent to

\[
\begin{cases}
    B^T x \leq 0 \\
    x \geq 0, x \neq 0
\end{cases}
\]

This finishes the proof. ■

Theorem 2 For a real matrix \( A \), and two vectors \( a > 0 \) and \( c \geq 0 \), exactly one of the following problems

\[
\begin{cases}
    (1 - A) y \geq a \\
    y \geq c
\end{cases}
\]

and

\[
(1 - A^T) x \leq 0, x \geq 0, x \neq 0
\]

is feasible.
Proof. Particular case of the previous theorem. Take $B = 1 - A$. ■

**Definition 5** For a square matrix $A$, the set of eigenvalues is defined as follows

$$\sigma(A) = \{ \lambda \in \mathbb{C}; \det(A - \lambda I) = 0 \}$$

The number

$$\rho(A) = \max_{\lambda \in \sigma(A)} |\lambda|$$

is called the spectral radius of $A$.

**Theorem 3** For a non-negative matrix $A$, the problem

$$(1 - A)x \leq 0, x \geq 0, x \neq 0$$

is feasible iff $\rho(A) \geq 1$.

**Proof.** Denote $N = \{ x | x \geq 0 \text{ with } x \neq 0 \}$ and $f(x) = \min_{1 \leq m \leq M, x_m \neq 0} |Ax|_m / x_m$. From [85, §8.3] we have the following results:

1. The Collatz–Wielandt formula for the non-negative matrix $A$ gives $\rho(A) = \max_{x \in N} f(x)$.

2. There exists some $z \in N$, such that $Az = \rho(A)z$.

If $\rho(A) \geq 1$, then $z$ is a solution to our problem. Inversely, if $x$ is a solution to our problem, then $f(x) \geq 1$, hence $\rho(A) \geq 1$. We conclude that our problem is feasible iff $\rho(A) \geq 1$. ■

**Theorem 4** For a non-negative matrix $A$, and two vectors $a > 0$ and $c \geq 0$, the problem

$$\begin{cases} (1 - A)x \geq a \\ x \geq c \end{cases}$$

is feasible iff $\rho(A^T) < 1$.

**Proof.** The result is deduced from the two previous theorems. ■

The previous result is well known when $c = 0$ (see for example [16] and the references therein). The proof we give here is based on a theorem of alternatives and Collatz–Wielandt formula. It is surprising that the feasibility condition is independent of $a$ and $c$. The classical literature on power allocation in cellular systems assumes that the matrix $A$ is irreducible (see for example [90] and [19]). This assumption is not necessary as we have seen in the proof.

**Theorem 5** For a non-negative matrix $A$, and a vector $c \geq 0$, the problem

$$\begin{cases} (1 - A)x > 0 \\ x \geq c \end{cases}$$

is feasible iff $\rho(A^T) < 1$. 
Proof. Suppose that $\rho (A^T) < 1$, then take an arbitrary $a > 0$. The problem
\[
\begin{aligned}
(1 - A)x &\geq a \\
x &\geq c
\end{aligned}
\]
is feasible, then our problem is feasible. Suppose now that our problem is feasible. Denote $y$ a solution. Denote $a = (1 - A)y$ which is positive. Then $y$ is a solution of the problem
\[
\begin{aligned}
(1 - A)x &\geq a \\
x &\geq c
\end{aligned}
\]
This problem is feasible, then $\rho (A^T) < 1$. ■

13.A.3 Minimal solution

For a non-negative matrix $A$, and a positive vector $a$, we will prove that the problem of finding a vector $y$ such that
\[
\begin{aligned}
(1 - A)y &\geq a \\
y &\geq 0
\end{aligned}
\]
is feasible iff the following problem
\[
\begin{aligned}
(1 - A)y &= a \\
y &\geq 0
\end{aligned}
\tag{13.2}
\]
called Liontief-input-output problem is feasible. We will prove then that the solution of Liontief-input-output problem is unique. This solution is called the \textit{minimal solution} of the problem at hand.

\textbf{Theorem 6} For a matrix $A \in \mathbb{C}^{n \times n}$,
\[
\sigma (A^T) = \sigma (A)
\]
and in particular
\[
\rho (A^T) = \rho (A)
\]
\textbf{Proof.} The transpose does not alter the determinant so that
\[
\det (A - \lambda I) = \det (A^T - \lambda I)
\]
■

\textbf{Theorem 7} For a matrix $A \in \mathbb{C}^{n \times n}$, the following statements are equivalent.

1. The Neumann series $\sum_{k=0}^{+\infty} A^k$ converges.
2. $\rho (A) < 1$. 
3. \( \lim_{k \to +\infty} A^k = 0. \)

Moreover, if one of the above statements is true, then \((1 - A)^{-1}\) exists and \((1 - A)^{-1} = \sum_{k=0}^{+\infty} A^k.\)

Proof. \cite{85, §7.10}. [ ]

**Theorem 8** For a non-negative matrix \( A \), \( \rho (A) < 1 \) iff \((1 - A)^{-1}\) exists and \((1 - A)^{-1} \) is non-negative.

Proof. \cite{85, Example 7.10.3}. [ ]

**Theorem 9** For a non-negative matrix \( A \), and a positive vector \( a \), the problem

\[
\begin{align*}
(1 - A) x &= a \\
x &\geq 0
\end{align*}
\]

is feasible iff \( \rho (A) < 1. \) In this case there is a unique solution \( (1 - A)^{-1} a. \)

Proof. If the problem is feasible then, the problem

\[
\begin{align*}
(1 - A) x &\geq a \\
x &\geq 0
\end{align*}
\]

is feasible. Then \( \rho (A) < 1. \) Suppose now that \( \rho (A) < 1. \) Then \((1 - A)^{-1}\) exists and \((1 - A)^{-1} \) is non-negative. Then the problem

\[
\begin{align*}
(1 - A) x &= a \\
x &\geq 0
\end{align*}
\]

is feasible. [ ]

**Corollary 12** For a non-negative matrix \( A \), and a positive vector \( a \), the problem of finding a vector \( y \) such that

\[
\begin{align*}
(1 - A) y &\geq a, \\
y &\geq 0,
\end{align*}
\]

is feasible iff the following problem

\[
\begin{align*}
(1 - A) y &= a \\
y &\geq 0
\end{align*}
\]

is feasible, which is equivalent to

\( \rho (A) < 1 \)

In this case, \( y^* = (1 - A)^{-1} a \) is the minimal solution of the power allocation problem (13.3) (i.e. each other solution \( y \) satisfies \( y \geq y^* \)). Moreover

\[
y^* = (1 - A)^{-1} a = \sum_{k} A^k a
\]

and the iterates \( x (k) \) defined by \( x (k + 1) = Ax (k) + a \) converge to the minimal solution \( x = (1 - A)^{-1} a \) for any starting vector \( x (0) \). This is called Stationary Iterative Method.
Proof. We have showed that each of these problems is feasible iff $\rho(A) < 1$ which proves that one of these problems is feasible iff the other is also feasible. Suppose now that $\rho(A) < 1$. We have see that in this case $(1 - A)^{-1}$ is non-negative. Consider some solution $y$ of the first problem (with inequalities). We have

$$(1 - A)y \geq a$$

As $(1 - A)^{-1}$ is non-negative, we have

$$(1 - A)^{-1}(1 - A)y \geq (1 - A)^{-1}a$$

which give

$$y \geq (1 - A)^{-1}a$$

Corollary 13 For a non-negative matrix $A$, and a positive vector $a$, the problem of finding a vector $y$ such that

$$\begin{cases} (1 - A)y \geq a \\
0 \leq y \leq c \end{cases} \quad (13.5)$$

is feasible iff the following problem

$$\begin{cases} (1 - A)y = a \\
0 \leq y \leq c \end{cases} \quad (13.6)$$

is feasible, which is equivalent to

$$\rho(A) < 1 \quad \text{and} \quad (1 - A)^{-1}a \leq c \quad (13.7)$$

In this case, $y^* = (1 - A)^{-1}a$ is the minimal solution of the power allocation problem (13.5).

Proof. Suppose that Problem (13.5) is feasible and let $y$ be a solution. From Theorem 4 we deduce that $\rho(A) < 1$. In this case $(1 - A)^{-1}$ exists and is non-negative. Then

$$(1 - A)^{-1}(1 - A)y \geq (1 - A)^{-1}a$$

which give

$$y \geq y^* = (1 - A)^{-1}a$$

Since $y \leq c$ we deduce $y^* \leq c$, then $y^*$ is solution of Problem (13.6). The rest of the proof is evident. \qed
Particular cases.

**Theorem 10** Consider some positive real numbers $\gamma_1, \gamma_2, \ldots, \gamma_n$ and

$$A = \begin{pmatrix}
\gamma_1 & \gamma_1 & \cdots & \gamma_1 \\
\gamma_2 & \gamma_2 & \cdots & \gamma_2 \\
\vdots & \vdots & \ddots & \vdots \\
\gamma_n & \gamma_n & \cdots & \gamma_n
\end{pmatrix}$$

The problem

$$\begin{cases}
(1 - A)x = a \\
x \geq 0
\end{cases}$$

is feasible iff $\sum \gamma_i < 1$. Moreover, in this case

$$x_j = a_j + \gamma_j \sum_i a_i / \left(1 - \sum_i \gamma_i\right)$$

is the solution.

**Proof.** The spectral radius of a matrix is between its minimal column sum and maximal column sum. Equivalently,

$$\min_j \sum_i A_{ij} \leq \rho(A) \leq \max_j \sum_i A_{ij}$$

Since the column sums of the matrix $A$ are all equal to $\sum_i \gamma_i$, we deduce that $\rho(A) = \sum_i \gamma_i$. Suppose from now that $\sum_j \gamma_j < 1$. Let’s search the solution. Our problem may be written as

$$x_j - \gamma_j \sum_i x_i = a_j$$

Adding over $j$ gives

$$\sum_j x_j - \sum_j \gamma_j \sum_i x_i = \sum_j a_j$$

This may be written

$$\left(1 - \sum_j \gamma_j\right) \sum_j x_j = \sum_j a_j$$

Then $x_j = a_j + \gamma_j \sum_i a_i / \left(1 - \sum_i \gamma_i\right)$ is the solution of our problem. ■

**Theorem 11** Consider some positive real numbers $\gamma_1, \gamma_2, \ldots, \gamma_n$ and

$$A = \begin{pmatrix}
\gamma_1 & \gamma_1 & \cdots & \gamma_n \\
\gamma_1 & \gamma_2 & \cdots & \gamma_n \\
\vdots & \vdots & \ddots & \vdots \\
\gamma_1 & \gamma_2 & \cdots & \gamma_n
\end{pmatrix}$$
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The problem
\[
\begin{cases}
(1 - A)x = a \\
x \geq 0
\end{cases}
\]
is feasible iff \( \sum_i \gamma_i < 1 \). Furthermore, in this case
\[
x_j = a_j + \sum_i \gamma_i a_i / (1 - \sum_i \gamma_i)
\]
is the unique solution.

**Proof.** The spectral radius of a matrix is between its minimal row sum and maximal row sum. Equivalently,
\[
\min_j \sum_i A_{ij} \leq \rho(A) \leq \max_j \sum_i A_{ij}
\]
Since the row sums of the matrix \( A \) are all equal to \( \sum_i \gamma_i \), we deduce that \( \rho(A) = \sum_i \gamma_i \). Suppose from now that \( \sum_j \gamma_j < 1 \). Let’s search the solution. Our problem may be written as
\[
x_j = \sum_i \gamma_i x_i = a_j
\]
Multiplying by \( \gamma_j \) and then adding over \( j \) gives
\[
\sum_j \gamma_j x_j - \sum_j \gamma_j \sum_i \gamma_i x_i = \sum_j \gamma_j a_j
\]
This may be written
\[
\left(1 - \sum_j \gamma_j\right) \sum_j \gamma_j x_j = \sum_j \gamma_j a_j
\]
Then \( x_j = a_j + \sum_i \gamma_i a_i / (1 - \sum_i \gamma_i) \) is the solution of our problem.  

**Theorem 12** Let \( A \) be a \( n \times n \) non-negative matrix \( A \) and \( a \) be a positive vector with constant coordinates. Suppose that the row sums \( \sum_{j=1}^n A_{ij} \) are independent of \( i \) and less than 1. Then the problem
\[
\begin{cases}
(1 - A)x = a \\
x \geq 0
\end{cases}
\]
has a solution with constant coordinates \( x_1 = x_2 = \ldots = x_n = a_1 / \left(1 - \sum_{j=1}^n A_{1j}\right) \).

**Proof.** The vector \( x \) constituted of equal coordinates \( a_1 / \left(1 - \sum_{j=1}^n A_{1j}\right) \) is clearly the solution of the problem. 

13.B. THE F-FACTOR

In the present section, we are interested in a parameter, called f-factor, which plays an important role in cellular networks. We consider the model presented in Section 2.2 and we will use the notation described in Section 2.3.

Recall in particular that the cell radius $R$ is related to the distance $\Delta$ between two adjacent base stations by Equation (2.6). Recall moreover that the set of the base stations is denoted by $U$.

**Definition 6** We call f-factor the following parameter

$$f(m) = \sum_{v \in U \setminus \{u\}} \frac{L_{u,m}}{L_{v,m}}, \quad m \in u$$

Observe that the f-factor may be written as follows

$$f(m) = \left( \sum_{v \in U \setminus \{u\}} L_{v,m}^{-1} \right) L_{u,m}$$

The first term in the right-hand side of the above display is the sum of the propagation-gains (inverse of propagation-loss) of interferers whereas the second term is the propagation-loss of the serving base station. Hence the f-factor is the signal to interference ratio, if all the base station transmit at the same power.

We aim to find simple closed form expressions and study the properties of the f-factor for the hexagonal cell model. We consider first omni antennas.

No simple closed form expressions nor approximations are known for the f-factor. Typical values are generally calculated from simulations [88, 96].

The constant $K$ in the propagation-loss expression $L(r) = (Kr)^\eta$ has no effect on the f-factor. Hence we take in the present section $K = 1$.

13.B.1 Gain-sum

We focus our attention on the propagation-gain-sum

$$I_{\eta,\Delta}(m) = \sum_{v \in U \setminus \{u\}} L_{v,m}^{-1}$$

(13.8)

This depends on the user position $m$, the propagation exponent $\eta$ and the distance $\Delta$ between two adjacent base stations. Let the location of the serving base station $u$ be the origin of the coordinate system. We can associate to each base station a complex number $v(p, q) = \Delta (p + qe^{i\pi/3})$. Hence

$$I_{\eta,\Delta}(m) = \sum_{p,q} |v(p, q) - m|^{-\eta}$$

(13.9)

where the summation is over $p \in \mathbb{Z}$ and $q \in \mathbb{Z}$ with $p \neq 0$ or $q \neq 0$. It is easy to see that

$$I_{\eta,\Delta}(m) = \Delta^{-\eta} I_{\eta,1}(m/\Delta)$$

(13.10)

Hence we may limit our study to the case $\Delta = 1$km. For simplicity we denote $I_{\eta,1}$ simply by $I_{\eta}$. 
Gain-sum versus user location

Gain-sum versus angle.

**Approximation 2** The gain-sum depends only on the distance between the user and its serving base station. This approximation is more accurate when the propagation exponent $\eta$ is small.

**Proof.** Figure 13.1 represents the gain-sum $I_\eta$ as a function of the user location $(x, y) \in \mathbb{R}^2$. In order to interpret this figure, let $(r, \theta)$ be the user polar coordinates. First note that, due to the hexagonal model properties, the gain-sum is periodic in the angle $\theta$ with a period equal to $\pi/3$. Moreover, Figure 13.1 shows that for a given user-to-base-station distance $r$, the gain-sum is maximum for $\theta = 0$ and minimum for $\theta = \pi/6$.

To gain more insight on this behavior, we plot in Figure 13.2 the gain-sum $I_\eta$ for these two values of $\theta$. This figure shows that the gain-sum is more sensitive to the angle $\theta$ when the user is far from its serving base station.

Figure 13.3 represents the ratio $I_\eta(R) / I_\eta(Re^{i\pi/6})$ as function of the propagation exponent $\eta$. This figure shows that the gain-sum is more sensitive to the angle $\theta$.

The above results justify the approximation that the gain-sum is independent of the angle $\theta$. We may use the values of the gain-sum for $\theta = 0$ in the calculation. This leads to a slight overestimation of the gain-sum (and consequently a slight underestimation of the capacity).

**Gain-sum versus distance.** We shall now study the gain-sum as function of the user-to-base-station distance $r$. We observe in Figure 13.1 that the gain-sum is minimal at $r = 0$ and maximal at $r = R$. In order to study the dynamics of
Figure 13.2: Gain-sum versus user-to-base-station distance for \( \theta = 0 \) and \( \pi/6 \).

Figure 13.3: Gain-sum ratio \( I_\eta(R) / I_\eta(Re^{i\pi/6}) \) versus the propagation exponent \( \eta \).
the gain-sum, we represent in Figure 13.4 the ratio between its maximum and minimum values, i.e. \( I_\eta (R) / I_\eta (0) \), as function of the propagation exponent \( \eta \in [2, 5] \). Observe that the ratio \( I_\eta (R) / I_\eta (0) \) is within the interval \([1, 4]\) which is too small compared to the propagation-loss ratio \( L(R) / L(0) \) which equals \( \infty \) in our model and typically \( 10^9 \) in real networks. Hence the dynamics of the gain-sum is too small compared to the dynamics of the propagation-loss, that is \( I_\eta (R) / I_\eta (0) \ll L(R) / L(0) \).

In order to gain more insight into the variations of the gain-sum as function of the user-to-base-station distance we make the following approximation.

**Approximation 3** The gain sum may be approximated by

\[
I_{\eta, \Delta} (m) \simeq \zeta (\eta - 1) \left[ \frac{1}{L(\Delta - r)} + \frac{1}{L(\Delta + r)} + \frac{4}{L(\sqrt{\Delta^2 + r^2})} \right], \quad m \in u
\]

where \( \zeta \) is the Riemann zeta function given by \( \zeta (z) = \sum_{i=1}^{\infty} \frac{1}{i^z} \) and \( r \) is the distance between the user \( m \) and its serving base station \( u \).

**Proof.** If we fix some hexagon center as the origin \( O \), then the other hexagon centers are located on successive hexagons having \( O \) as the center and having increasing radii. These hexagons are called LEVELS and indexed by \( j = 1, 2, \ldots \). Figure 13.5 shows the first two levels \( j = 1, 2 \). We decompose the gain-sum \( I_{\eta, \Delta} (m) \) over the different levels

\[
I_{\eta, \Delta} (m) = \sum_{v \in U \setminus \{u\}} L_{m,v}^{-1} = \sum_{j=1}^{\infty} \sum_{v \in \text{Level } j} L_{m,v}^{-1} = \sum_{j=1}^{\infty} A_j
\]
where $A_j = \sum_{v \in \text{Level } j} L_{m,v}^{-1}$ is the contribution of level $j$. At level $j$ there are exactly 6$j$ base stations, six of which (denoted $v^{(j)}_0, v^{(j)}_1, \ldots, v^{(j)}_5$) are at distance $j\Delta$ from the center and the other 6 $(j-1)$ base stations are at distances slightly less than $j\Delta$. Then we get

$$A_j \geq j \sum_{k=0}^{5} L_{m,v^{(j)}_k}^{-1} = j^{-\eta} \sum_{k=0}^{5} L_{m,v^{(1)}_k}^{-1} = j^{-(\eta-1)} A_1$$

Hence

$$I_{\eta, \Delta} (m) \geq \sum_{j=1}^{\infty} j^{-(\eta-1)} A_1 = \zeta (\eta - 1) A_1 \quad (13.12)$$

The first step to get the desired approximation is to assume as in [82] that all the base stations of level $j$ are at the distance $j\Delta$, which gives $I_{\eta, \Delta} (m) \simeq \zeta (\eta - 1) A_1$.

We shall now establish an approximation of $A_1$ which is the contribution of level 1 to the gain sum. The base stations of level 1 are denoted $v_0, v_1, \ldots, v_5$. Figure 13.6 represents a user $m$ at distance $r$ from its serving base station $u$. Denote $n$ the point located on the line $(u, v_0)$ at distance $r$ from $u$. We make the approximation

$$L_{v,q,m} \simeq L_{v,q,n} \quad q \in \{0, 3\}$$

$$L_{v,q,m} \simeq L_{v,q,n} \quad q \in \{1, 2\}$$

$$L_{v,q,m} \simeq L_{v',q,n} \quad q \in \{4, 5\}$$

where $v$ and $v'$ are defined on Figure 13.6. Hence

$$A_1 = \sum_{q=0}^{5} L_{m,v_q}^{-1} \simeq 1/L (\Delta - r) + 1/L (\Delta + r) + 4/L \left( \sqrt{\Delta^2 + r^2} \right)$$

This finishes the establishment of the desired approximation.

Figure 13.7 represents the gain-sum $I_\eta$ as a function of the user-to-base-station distance calculated with the exact expression and the approximation (13.11) for different values of propagation exponent $\eta = 3, 4, 5$. This figure shows that the approximation is good.

**Gain-sum at cell center.** Using the bound (13.12), we get in particular that the gain sum at the cell center is bounded as follows

$$I_\eta (0) \geq 6\zeta (\eta - 1)$$

Figure 13.8 represents the gain-sum at cell center $I_\eta (0)$ and the lower bound $6\zeta (\eta - 1)$ as functions of the propagation exponent $\eta$. This figure shows that the bound $6\zeta (\eta - 1)$ is a good approximation of $I_\eta (0)$. 
Proposition 54 Denote

$$\varphi (\eta) = I_\eta (0) = \sum_{p,q} (p^2 + pq + q^2)^{-\eta/2}$$

where the summation is over $p \in \mathbb{Z}$ and $q \in \mathbb{Z}$ with $p \neq 0$ or $q \neq 0$. The function $\varphi : [2, +\infty) \rightarrow \mathbb{R}$ is well defined, continuous, convex and decreasing. Moreover

$$\lim_{\eta \rightarrow 2} \varphi (\eta) = +\infty \quad \text{and} \quad \lim_{\eta \rightarrow +\infty} \varphi (\eta) = 6$$
13.B. THE F-FACTOR

Figure 13.7: Gain-sum versus user-to-base-station distance calculated with the exact expression and the approximation (13.11) for different values of the propagation exponent $\eta = 3, 4, 5$.

Figure 13.8: Gain-sum at cell center $I_\eta(0)$ and the bound $6\zeta (\eta - 1)$ as functions of the propagation exponent $\eta$. 
Proof. We have
\[ \varphi(\eta) = \sum_{q \in \mathbb{Z}^*} |q|^{-\eta} + \sum_{p \in \mathbb{Z}^*} \sum_{q \in \mathbb{Z}} (p^2 + pq + q^2)^{-\eta/2} \]
\[ = \sum_{p \in \mathbb{Z}^*} \left[ |p|^{-\eta} + \sum_{q \in \mathbb{Z}} (p^2 + pq + q^2)^{-\eta/2} \right] \]
\[ = 2 \sum_{p=1}^{\infty} p^{-\eta} + \sum_{s \in \{-1, +1\}} \sum_{q=1}^{\infty} (p^2 + spq + q^2)^{-\eta/2} \]
\[ = 4 \sum_{p=1}^{\infty} p^{-\eta} + 2 \sum_{s \in \{-1, +1\}} \sum_{p=1}^{\infty} \sum_{q=1}^{\infty} (p^2 + spq + q^2)^{-\eta/2} \tag{13.13} \]

1. Suppose that \( \eta > 2 \). Fix some \( p > 0 \). Using the fact that \( p^2 + q^2 \geq 2pq \), we deduce that \( p^2 + spq + q^2 \geq (2 + s)pq \). Then \( (p^2 + spq + q^2)^{-\eta/2} \leq (2 + s)^{-\eta/2} p^{-\eta/2} q^{-\eta/2} \) which implies \( \sum_{q=1}^{\infty} (p^2 + spq + q^2)^{-\eta/2} \) is convergent and
\[ \sum_{q=1}^{\infty} (p^2 + spq + q^2)^{-\eta/2} \leq (2 + s)^{-\eta/2} p^{-\eta/2} \sum_{q=1}^{\infty} q^{-\eta/2}. \]

Then for \( \eta > 2 \), the double series in the right-hand side of (13.13) is convergent and we have the upper bound
\[ \varphi(\eta) \leq 4 \sum_{p=1}^{\infty} p^{-\eta} + 2 \left( 3^{-\eta/2} + 1 \right) \left( \sum_{p=1}^{\infty} p^{-\eta/2} \right)^2 \]

Hence the function \( \varphi : ]2, +\infty[ \to \mathbb{R} \) is well defined.

2. The series \( \sum_{p,q} (p^2 + pq + q^2)^{-\eta/2} \) of functions of \( \eta \) converges uniformly over each compact in \( ]2, +\infty[ \), then \( \varphi(\eta) \) is continuous over \( ]2, +\infty[ \). It is clearly a decreasing function of \( \eta \). As a sum of convex function, \( \varphi(\eta) \) is convex.

3. Using (13.12), we deduce that
\[ \lim_{\eta \to 2^+} \varphi(\eta) = +\infty. \]

Form the monotone convergence theorem for series, we get
\[ \lim_{\eta \to +\infty} \varphi(\eta) = \lim_{\eta \to +\infty} \sum_{p,q} (p^2 + pq + q^2)^{-\eta/2} \]
\[ = \sum_{p,q} \lim_{\eta \to +\infty} (p^2 + pq + q^2)^{-\eta/2} = 6 \]
The f-factor depends on the user position \( m \), the propagation exponent \( \eta \) and the distance \( \Delta \) between two adjacent base stations. So we denote it by \( f_{\eta,\Delta} (m) \).

It is related to the gain sum \( I_{\eta,\Delta} (m) \) by the relation

\[
f_{\eta,\Delta} (m) = I_{\eta,\Delta} (m) L_{u,m}, \quad m \in u
\]

The gain-sum approximation given in Equation (13.11), gives an approximation of the f-factor which we denote, with a slight abuse of notation, by \( f_{\eta,\Delta} (r) \), thus

\[
f_{\eta,\Delta} (m) \approx f_{\eta,\Delta} (r) = \zeta (\eta - 1) L (r) \left[ \frac{1}{L (\Delta - r)} + \frac{1}{L (\Delta + r)} + 4 \frac{L (\sqrt{\Delta^2 + r^2})}{L (\Delta)} \right]
\]

and in particular, for \( \Delta = 1 \),

\[
f_{\eta} (r) = \zeta (\eta - 1) \left[ r^\eta (1 - r)^{\eta - 1} + r^\eta (1 + r)^{\eta - 1} + 4 r^\eta (1 + r^2)^{\eta - \eta/2} \right]
\]

From now we call, with a slight abuse of terminology, the approximation \( f_{\eta,\Delta} (r) \) also f-factor.

Figure 13.9 represents the f-factor \( f_{\eta} \) as a function of the user-to-base-station distance \( r \) for different values of propagation exponent \( \eta = 3, 4, 5 \).

We define the lf-factor by

\[
h_{\eta,\Delta} (r) = f_{\eta,\Delta} (r) L (r) / L (R)
\]

We shall now calculate the mean of the f-factor and the lf-factor over a given cell.
Proposition 55 The f-factor mean over a cell equals

\[
\mathbb{E}[f_{\eta,\Delta}] = \frac{2}{R^2} \int_0^R r f_{\eta,\Delta}(r) \, dr = \zeta(\eta - 1) \frac{(R/\Delta)^\eta}{1 + \eta/2} \left\{ \, _2F_1([\eta, 2 + \eta], [3 + \eta] ; R/\Delta) \\
+ 2 \, _2F_1([\eta, 2 + \eta], [3 + \eta] ; -R/\Delta) \\
+ 4 \times \, _2F_1 \left( [\eta/2, 1 + \eta/2] , [2 + \eta/2] , - (R/\Delta)^2 \right) \right\} 
\]

(13.14)

(where \( _2F_1 \) designates the hypergeometric function) and the lf-factor mean over a cell equals

\[
\mathbb{E}[h_{\eta,\Delta}] = \frac{2}{R^2} \int_0^R r h_{\eta,\Delta}(r) \, dr = \zeta(\eta - 1) \frac{(R/\Delta)^\eta}{1 + \eta} \left\{ \, _2F_1([\eta, 2 + 2\eta], [3 + 2\eta] ; R/\Delta) \\
+ 2 \, _2F_1([\eta, 2 + 2\eta], [3 + 2\eta] ; -R/\Delta) \\
+ 4 \times \, _2F_1 \left( [\eta/2, 1 + \eta] , [2 + \eta] , - (R/\Delta)^2 \right) \right\} 
\]

(13.15)

Proof. We calculate

\[
\mathbb{E}[f_{\eta,\Delta}] = \frac{2}{R^2} \int_0^R r f_{\eta,\Delta}(r) \, dr \\
= \frac{2}{R^2} \zeta(\eta - 1) \left\{ \int_0^R r^{1+\eta} (\Delta - r)^{-\eta} \, dr + \int_0^R r^{1+\eta} (\Delta + r)^{-\eta} \, dr \\
+ 4 \int_0^R r^{1+\eta} (\Delta^2 + r^2)^{-\eta/2} \, dr \right\}
\]

We calculate

\[
\int_0^R r^{1+\eta} (\Delta - r)^{-\eta} \, dr = R^2 \frac{(R/\Delta)^\eta}{2 + \eta} \, _2F_1([\eta, 2 + \eta], [3 + \eta] ; R/\Delta) \\
\int_0^R r^{1+\eta} (\Delta + r)^{-\eta} \, dr = R^2 \frac{(R/\Delta)^\eta}{2 + \eta} \, _2F_1([\eta, 2 + \eta], [3 + \eta] ; -R/\Delta) \\
\int_0^R r^{1+\eta} (\Delta^2 + r^2)^{-\eta/2} \, dr = R^2 \frac{(R/\Delta)^\eta}{2 + \eta} \, _2F_1 \left( [\eta/2, 1 + \eta/2] , [2 + \eta/2] , - (R/\Delta)^2 \right)
\]

This finishes the proof of Equation (13.14).

We have

\[
\mathbb{E}[h_{\eta,\Delta}] = \frac{2}{R^2} \int_0^R r h_{\eta,\Delta}(r) \, dr \\
= 2R^{-2-\eta} \zeta(\eta - 1) \left\{ \int_0^R r^{1+2\eta} (\Delta - r)^{-\eta} \, dr + \int_0^R r^{1+2\eta} (\Delta + r)^{-\eta} \, dr \\
+ 4 \int_0^R r^{1+2\eta} (\Delta + r^2)^{-\eta/2} \, dr \right\}
\]
We calculate

\[ \int_0^R r^{1+2\eta} (\Delta - r)^{-\eta} dr = \frac{R^{2+\eta}}{2} \frac{(R/\Delta)^{\eta}}{1+\eta} {}_2F_1 \left( [\eta, 2+2\eta], [3+2\eta], (R/\Delta) \right) \]

\[ \int_0^R r^{1+\eta} (\Delta + r)^{-\eta} dr = \frac{R^{2+\eta}}{2} \frac{(R/\Delta)^{\eta}}{1+\eta} {}_2F_1 \left( [\eta, 2+2\eta], [3+2\eta], -(R/\Delta) \right) \]

\[ \int_0^R r^{1+\eta} (\Delta + r^2)^{-\eta/2} dr = \frac{R^{2+\eta}}{2} \frac{(R/\Delta)^{\eta}}{1+\eta} {}_2F_1 \left( [\eta/2, 1+\eta], [2+\eta], -(R/\Delta)^2 \right) \]

This finishes the proof of Equation (13.15).

From (13.10) we deduce that \( f_{\eta,\Delta}(r) = f_{\eta}(r/\Delta) \), then

\[ \mathbb{E} \left[ f_{\eta,\Delta}^k \right] = \frac{2}{R^2} \int_0^R \int_0^R \mathbb{E} \left[ f_{\eta}^k \right] f_{\eta,\Delta}(r) dr \]

\[ = \frac{2}{(R/\Delta)^2} \int_0^{R/\Delta} u f_{\eta}^k(u) du = \mathbb{E} \left[ f_{\eta}^k \right], \quad k \in \mathbb{N} \]

Since the ratio \( R/\Delta \) is constant (see Equation (2.6)), then the moments of \( f_{\eta,\Delta} \) and \( f_{\eta} \) over the correspondent cells are equal. We have also similar result for the If-factor. Hence we may limit ourselves to the case \( \Delta = 1 \) and cell radius equal to

\[ R_1 = \sqrt{3/(2\pi)} \simeq 0.525 \]

For the Poisson-Voronoi model, we have from [16] \( \mathbb{E} \left[ f_{\eta} \right] = 2/(\eta - 2) \). This inspires us to make the following approximations.

**Approximation 4** For the hexagonal model, we have the approximations

\[ \mathbb{E} \left[ f_{\eta} \right] \simeq 0.936/(\eta - 2) \]  \hspace{1cm} (13.16)

\[ \mathbb{E} \left[ h_{\eta} \right] \simeq 0.632/(\eta - 2) \]  \hspace{1cm} (13.17)

\[ \mathbb{E} \left[ f_{\eta}^2 \right] \simeq 0.234/(\eta - 2) + 1.29/(\eta - 2)^2 \]  \hspace{1cm} (13.18)

**Proof.** A least square fit between \( \mathbb{E} \left[ f_{\eta} \right] \) and \( \mathbb{E} \left[ h_{\eta} \right] \) versus \( 1/(\eta - 2) \) gives the right hand side of Equations (13.16) and (13.17) respectively. Recall that, by definition,

\[ \mathbb{E} \left[ f_{\eta}^2 \right] = \frac{2}{R^2} \int_0^{R_1} \mathbb{E} \left[ f_{\eta}^2 \right] f_{\eta}(r)^2 dr \]

A least square fit of \( \mathbb{E} \left[ f_{\eta}^2 \right] \) versus \( 1/(\eta - 2) \) and \( 1/(\eta - 2)^2 \) gives the right hand side of Equation (13.18).

Figure 13.10 represent \( \mathbb{E} \left[ f_{\eta} \right] \), \( \mathbb{E} \left[ h_{\eta} \right] \) and \( \mathbb{E} \left[ f_{\eta}^2 \right] \) obtained by exact calculation and by the approximations (13.16), (13.17) and (13.18) respectively. Visual inspection of this figure show that the approximation is good when the propagation exponent \( \eta \in [2.2, 5] \).
13.C Directional antennas

Till now we have considered omni antennas. In this appendix we shall study the f-factor properties and extend the mean model and the infeasibility probability formulae to the case with directional antennas.

In the directional case, the geographic positions of the base stations are called sites. Each base station has an antenna and its cell is defined as the set of geographic position where its is the best server.

We use the following notation:

- We assume that there are \( D \) antennas (or equivalently base stations) located at each site.
- These antennas have azimuths \( a2\pi/D \) where \( a \in D = \{- (D - 1)/2, \ldots, (D - 1)/2\} \). We use \( D \) as an index set of the antennas located at the same site.
- The set of sites is denoted by \( U \).
- A base station is a pair \((u, a)\) where \( u \in U \) and \( a \in D \).
- The set of base stations is the Cartesian product \( U \times D \).
- \( m \) designates a user position.
- The notation \( m \in (u, a) \) means that the user \( m \) is in the cell of the base station \((u, a)\).
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13.C.1 The f-factor

In this section we shall extend the results about the f-factor presented in §13.B to the case with directional antennas.

The present section is based on [20] for the model and on [117] for the f-factor moments in the hexagonal case.

Model. The propagation-loss has the form

\[ L_{(u,a),m} = \frac{L_{u,m}}{G_{(u,a),m}} \]

where:

- \( L_{u,m} = L(|m - u|) \) is the distance propagation loss.
- \( G_{(u,a),m} \) is the antenna gain given by

\[ G_{(u,a),m} = G(\arg (m - u) - a2\pi/D) \]

where \( G(\cdot) \) is the normalized radiation pattern.

- \(|z|, \arg (z)\) are, respectively, the Euclidian norm and the argument of the vector \( z \in \mathbb{R}^2 \) \((-\pi < \arg (z) \leq \pi)\).

We consider two models for the normalized radiation pattern: a perfect one where \( G(\theta) = 1 \) \([|\theta| \leq \pi/D]\) and a realistic one. Each antenna \((u, a)\) covers the sector situated at angle less than \(\pi/D\) around its azimuth. This means that the antenna \((u, a)\) serves the users \(m\) satisfying \(\arg (m - u) - a2\pi/D\) < \(\pi/D\).

Lemma 21 The f-factor in the directional case equals

\[ f^{(D)}(m) = \sum_{b \in D \setminus \{u\}} \frac{G_{(u,b),m}}{G_{(u,a),m}} + \sum_{v \in U \setminus \{u\}} L_{u,m} \frac{G_{v,m}}{L_{v,m} G_{(u,a),m}}, \quad m \in (u, a) \]

where \(G_{v,m}\) designates the total antenna gain from a given site \(v\) which is defined by

\[ G_{v,m} = \sum_{b \in D} G_{(v,b),m} \]

Proof. For a user \(m \in (u, a)\), the f-factor equals by definition

\[ f^{(D)}(m) = \sum_{(v,b) \in U \times D \setminus \{(u,a)\}} \frac{L_{(u,a),m}}{L_{(v,b),m}} G_{(v,b),m} \]

By distinguishing the case \(v = u\) and \(v \neq u\) in the above summation, we get the desired result. \(\blacksquare\)
Perfect radiation pattern. In the case of perfect radiation pattern, the f-factor equals
\[ f^{(D)}(m) = \sum_{v \in U \setminus \{u\}} \frac{L_{u,m}}{L_{v,m}}, \quad m \in (u, a) \]
which is independent of the number of sectors \( D \), and hence equals the f-factor in the omni case \( f_{1}^{1} = f_{1}^{1} \) which we have already studied.

Realistic radiation pattern.

Approximation 5 We approximate the total antenna gain by its mean
\[ G_{v,m} \approx \bar{G} = \frac{D}{2\pi} \int_{-\pi}^{\pi} G(\theta) \, d\theta \quad (13.19) \]

Proof. Consider the antenna \((u, a)\) serving the user \( m \). Without loss of generality we may take \( u \) as the origin of the coordinate system and \( m - u \) as the reference for angles. We have
\[
G_{v,m} = \sum_{b \in D} G_{v,b,m} = \sum_{b \in D} G(\arg (m - v) - b2\pi/D) = \sum_{b \in D} G(\arg (-v) - b2\pi/D)
\]
Let
\[ G(\theta) = \sum_{b \in D} G(\theta - b2\pi/D) \quad (13.20) \]
where \( \theta = \arg (m - u) \) and \( f(m) = \sum_{v \in U \setminus \{u\}} \frac{L_{u,m}}{L_{v,m}}, \quad m \in (u, a) \)

Using the approximation in Equation (13.19) we get
\[
f^{(D)}(m) = \sum_{b \in D \setminus \{a\}} \frac{G(\theta - b2\pi/D)}{G(\theta)} + \frac{G}{G(\theta)} f(m), \quad m \in (u, a)
\]
where \( \theta = \arg (m - u) \) and
\[
f(m) = \sum_{v \in U \setminus \{u\}} \frac{L_{u,m}}{L_{v,m}}, \quad m \in (u, a)
\]
is the f-factor in the omni case. Using the approximation in Equation (13.11), 
\( f(m) \) depends only on the distance \( |m-u| \). Using the fact that \( \theta = \arg (m-u) \)
is uniformly distributed in \(( -\pi/D, \pi/D)\), we may calculate the f-factor moments

\[
\bar{f}(D) = \bar{G}G_2 \bar{f} + G_1
\]  
(13.21)

\[
\tilde{f}^2(D) = G^2 G_4 \tilde{f}^2 + 2 \bar{G} G_5 \bar{f} + G_3
\]  
(13.22)

where the antenna parameters \( \bar{G}, G_1, \ldots, G_5 \) are given by

\[
\bar{G} = \frac{D}{2\pi} \int_{\pi}^{\pi} G(\theta) d\theta
\]

\[
G_1 = \frac{D}{2\pi} \int_{-\pi/D}^{\pi/D} \sum_{b \neq 0} G(\theta - 2b\pi/D) \frac{G(\theta)}{G(\theta)} d\theta
\]

\[
G_2 = \frac{D}{2\pi} \int_{-\pi/D}^{\pi/D} \frac{1}{G(\theta)} d\theta
\]

\[
G_3 = \frac{D}{2\pi} \int_{-\pi/D}^{\pi/D} \left[ \sum_{b \neq 0} G(\theta - 2b\pi/D) \right]^2 \frac{G(\theta)}{G(\theta)} d\theta
\]

\[
G_4 = \frac{D}{2\pi} \int_{-\pi/D}^{\pi/D} \frac{1}{G(\theta)^2} d\theta
\]

\[
G_5 = \frac{D}{2\pi} \int_{-\pi/D}^{\pi/D} \sum_{b \neq 0} G(\theta - 2b\pi/D) \frac{G(\theta)}{G(\theta)} d\theta
\]

(13.23)

Denote the normalized propagation-loss in the directional case by

\[
l(D)(r, \theta) = \frac{l(r)}{G(\theta)} = \frac{L(r)}{L(R) G(\theta)}
\]

Its moments are given by

\[
\bar{l}(D) = E \left[ G^{-1} l \right] = G_2 \bar{l}
\]

\[
\tilde{l}(D) = E \left[ G^{-2} \tilde{l}^2 \right] = G_4 \tilde{l}^2
\]

\[
\bar{f}l(D) = E \left[ f(D) G^{-1} l \right]
\]

\[
\bar{f}l(D) = E \left[ \sum_{b \neq 0} G(\theta - 2b\pi/D) \frac{G(\theta)}{G(\theta)} l + \frac{\bar{G}}{G(\theta)^2} \bar{f}l \right] = \bar{G} G_4 \bar{f}l + G_3 \bar{l}
\]  
(13.24)

**Study of measured patterns.** We consider antennas used for UMTS networks. We study several antennas and present in detail the results for three representative antennas with horizontal beamwidths \( \phi_0 = 69^\circ, 90^\circ \) and \( 112^\circ \). (The antennas are named ALG.7520-00_T2.2200, ALG.7740-00_T0.2200 and K.742-149_T0.2200 respectively.) The radiation measured pattern \( G(\theta) \) is given as pairs \((\theta, G(\theta))\) for \( \theta = 1, 2, \ldots, 359^\circ \). The beamwidth \( \phi_0 \) satisfies by definition \( G(\phi_0/2) = 1/2 = 3dB \).

The antenna parameter \( \bar{G} \) given by (13.23) are calculated numerically

\[
\bar{G} = \begin{cases} 
0.619 & \text{for } \phi_0 = 69^\circ \\
0.805 & \text{for } \phi_0 = 90^\circ \\
0.941 & \text{for } \phi_0 = 112^\circ 
\end{cases}
\]
The total antenna gain $G(\theta)$ given by (13.20) varies in the intervals

$$G(\theta) \in \begin{cases} 
[0.26, 1.00] & \text{for } \phi_0 = 69^\circ \\
[0.49, 1.01] & \text{for } \phi_0 = 90^\circ \\
[0.80, 1.02] & \text{for } \phi_0 = 112^\circ 
\end{cases}$$

So the approximation in Equation (13.19) is better when the beamwidth is larger.

The antenna parameters $G_1, \ldots, G_5$ given by (13.23) are calculated numerically

$$(G_1, \ldots, G_5) = \begin{cases} 
(0.127, 2.43, 0.0572, 8.60, 0.629) & \text{for } \phi_0 = 69^\circ \\
(0.131, 1.58, 0.0483, 2.94, 0.324) & \text{for } \phi_0 = 90^\circ \\
(0.164, 1.24, 0.0798, 1.67, 0.288) & \text{for } \phi_0 = 112^\circ 
\end{cases}$$

**Antenna parameters versus beamwidth.** We shall now study the effect of the horizontal beamwidth on the antenna parameters (13.23). We consider the antenna with horizontal beamwidth $\phi_0 = 69^\circ$ as a reference antenna and we construct radiation patterns $G(\cdot)$ with arbitrary horizontal beamwidth $\phi$ by scaling the original one $G_0(\cdot)$ as follows

$$G(\theta) = G_0(\theta \phi_0/\phi), \quad |\theta| \leq \pi$$

which respects $G(\phi/2) = G_0(\phi_0/2) = 1/2$. Figure 13.11 shows the evolution of the antenna parameters $\bar{G}, G_1, G_2, G_3, G_4$ and $G_5$ as functions of the horizontal beamwidth $\phi$.  

---
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Figure 13.11: Antenna parameters $\bar{G}, G_1, G_2, G_3, G_4$ and $G_5$ as functions of the horizontal beamwidth $\phi$.
13.C. DIRECTIONAL ANTENNAS

Figure 13.12: The mean $\bar{G} = E[G(\theta)]$, the standard deviation $\sigma = \sqrt{\text{Var}[G(\theta)]}$ of the total antenna gain $G(\theta)$ and the ratio $\sigma/\bar{G}$ as functions of the beamwidth $\phi$.

We study now the precision of the approximation in Equation (13.19) for different values of the beamwidth. Figure 13.12 shows the mean $\bar{G} = E[G(\theta)]$, the standard deviation $\sigma = \sqrt{\text{Var}[G(\theta)]}$ of the total antenna gain $G(\theta)$ and the ratio $\sigma/\bar{G}$ as functions of the beamwidth $\phi$. (The mean and the standard deviation are calculated assuming that $\theta$ is uniformly distributed in $[-\pi, \pi]$.) This figure shows that the larger is the beamwidth, the better is the approximation in Equation (13.19). For $\phi \geq 90^\circ$, the approximation is acceptable, and for $\phi \geq 120^\circ$, the approximation is good.

13.C.2 Mean model

In this section we shall extend the mean model presented in §4.1 to the case with directional antennas.

**Proposition 56** The feasibility condition for the mean model in the directional case may be written in the form

$$\bar{M} \leq \Gamma^{(D)} = \frac{CD}{\varphi^{(D)}}$$

where $\bar{M} = \lambda_\delta \pi R^2$;

$$\varphi^{(D)} = \left\{ \begin{array}{ll} (\alpha + \bar{f}^{(D)}) \xi' & \text{for } DFC, \ UFC, \ EUFC \\ (\alpha + \bar{f}^{(D)} + \bar{l}^{(D)} L(R) N/\tilde{P}) \xi' & \text{for } EDFC \end{array} \right.$$

and $C$ is given by Equation (4.12).
Proof. To get the results of the directional case, it is enough to make the following substitution in the formulae of the omni case presented in §4.1

\[ \bar{f} \rightarrow \bar{f}^{(D)} \]
\[ \bar{l} \rightarrow \bar{l}^{(D)} \]
\[ \bar{M} \rightarrow \bar{M}^{(D)} = \bar{M}/D \]

The pole capacity \( \Gamma^{(D)} \) of the directional case will be larger than that for the omni case by a factor

\[ \frac{\Gamma^{(D)}}{\Gamma} = D \times \frac{\bar{\phi}}{\bar{\phi}^{(D)}} \]

The above formula permits to analyze the effect on pole capacity when we replace omni antennas by directional ones. If the antennas have perfect radiation pattern, then \( \Gamma^{(D)} = D \times \Gamma \), hence we get an increase of the pole capacity by a factor \( D \) due to the increase of the number of base stations on each site. Otherwise, the pole-capacity increase factor is smaller than \( D \) by a factor equal to \( \bar{\phi}/\bar{\phi}^{(D)} \) which characterizes the effect of the radiation-pattern-imperfection.

Figure 13.13 represents the ratio between the directional pole capacity and the omni pole capacity given in the above display as function of the antenna beamwidth for DFC, UFC, EUFC and EDFC for cell radius \( R = 2, 3, 4 \) km.

This figure shows that the pole capacity increases due to directional antennas:

- is optimal for some beamwidth (approximately equal to 90°);
- is independent of the cell radius for DFC, UFC and EUFC;
- increases with cell radius for EDFC.

13.C.3 Infeasibility probability

In this section we shall extend the mean model presented in §4.2 to the case with directional antennas.

Proposition 57 The feasibility conditions DFC, EDFC, UFC and EUFC may be written in the generic form

\[ S^{(D)} = \sum_{m \in (u,a)} \varphi^{(D)}(m) < C \quad (13.26) \]

where

\[ \varphi^{(D)}(m) = \begin{cases} [\alpha + f^{(D)}(m)] \xi_m & \text{for } DFC, \text{ UFC, EUFC} \\ [\alpha + f^{(D)}(m) + NL_{(u,a),m}/\bar{P}] \xi'_m & \text{for } EDFC \end{cases}, \quad m \in (u,a) \]

and \( C \) is given by Equation (4.12).
13.D. SYNTHESIS OF FORMULAE

The infeasibility probability is defined as follows

\[ P \left( S^{(D)} \geq C \right) \]

where \( S^{(D)} \) is given by (13.26). Due to Hypothesis 1, the infeasibility probability is the same for all base station \( u \in U \).

Since \( S^{(D)} = \sum_{m \in (u,a)} \varphi^{(D)}(m) \) is a shot noise, its mean and standard deviation are respectively given by

\[ \bar{S}^{(D)} = D^{-1} \bar{M} \varphi^{(D)} \quad \sigma_S = \left( D^{-1} \bar{M} \varphi^2(D) \right)^{1/2} \]

Proposition 58 The mean of \( \varphi^{(D)}(m) \) is given by Equation (13.25). Its second moment is given by

\[ \varphi^2(D) = \begin{cases} \left( f^2(D) + 2\alpha f(D) + \alpha^2 \right) \xi^2 & \text{for } DFC, UFC, EUFC \\ L(R)^2 \bar{\varphi}^2(D) N^2 / \bar{P}^2 + f^2(D) + \alpha^2 + 2\alpha f(D) + 2 \left( \alpha \bar{l}(D) + f(D) \right) L(R) N / \bar{P} \xi^2 & \text{for } EDFC \end{cases} \]

13.D Synthesis of formulae

We recall below the essential formulae developed in the present part. Recall that the feasibility conditions DFC, EDFC, UFC, EUFC have the form

\[ S = \sum_{m \in u} \varphi(m) \leq C \]
in the case of omni antennas, and

\[ S^{(D)} = \sum_{m \in \{u,a\}} \varphi^{(D)}(m) \leq C \]

in the case of directional antennas.

The functions \( \varphi(\cdot) \) and \( \varphi^{(D)}(\cdot) \) comprise a term, called f-factor and denoted \( f(m) \), for which we propose the following approximation

\[ f(m) \approx f(|m|) \approx \zeta(\eta-1)L(|m|) \left( \frac{1}{L(\Delta-|m|)} + \frac{1}{L(\Delta+|m|)} + \frac{4}{L(\sqrt{\Delta^2+|m|^2})} \right) \quad |m| \leq R \]

where \( \zeta(x) = \sum_{n=1}^{\infty} \frac{1}{n^x} \) is the Riemann zeta function. (Recall that \( \Delta \) is the distance between two adjacent base stations in the hexagonal model and \( R \) is the radius of the disc with area equal to that of a hexagon.)

The parameter \( C \) is given by

\[ C = \begin{cases} 
1 & \text{for DFC and UFC} \\
1 - \epsilon & \text{for EDFC} \\
1 - N/\inf_{m \in u} \hat{\xi}_m & \text{for EUFC}
\end{cases} \]

The moments of \( S \) can be expressed via some antenna parameters \( G, G_i, i = 1, \ldots, 5 \) and functions \( \hat{f}, \hat{f}^2, \hat{l}, \hat{l}f \) of the path loss exponent \( \eta \), which are given at the end of this section. Concluding, the mean and standard deviation of \( S \) are respectively given by

\[ \bar{S} = \bar{M}\bar{\varphi}, \quad \sigma_S^2 = \bar{M}\bar{\varphi}^2 \]

Those of \( S^{(D)} \) have a similar form with the substitution

\[ \bar{\varphi} \rightarrow \bar{\varphi}^{(D)} \]
\[ \bar{M} \rightarrow \bar{M}^{(D)} = \bar{M}/D \]

The moments of \( \varphi(\cdot) \) are given by

\[ \bar{\varphi} = \begin{cases} 
(\alpha + \hat{f})\bar{\xi}_t & \text{for DFC, UFC, EUFC} \\
(\alpha + \hat{f} + L(R)N/\hat{\xi}_m)\bar{\xi}_t & \text{for EDFC}
\end{cases} \]

\[ \bar{\varphi}^2 = \begin{cases} 
(\hat{f}^2 + 2\alpha\hat{f} + \alpha^2)\bar{\xi}_t^2 & \text{for DFC, UFC, EUFC} \\
L(R)^2\hat{f}^2\bar{\xi}_m^2 + \hat{f}^2 + \alpha^2 + 2\hat{f} + 2\{\alpha l + \hat{f}l\}L(R)N/\hat{\xi}_m^2 & \text{for EDFC}
\end{cases} \]

The moments of \( \varphi^{(D)}(\cdot) \) have similar form with the substitution

\[ \hat{f} \rightarrow \bar{\hat{f}}^{(D)} = \hat{G}G_2\hat{f} + G_1 \]
\[ \hat{f}^2 \rightarrow \bar{\hat{f}}^2^{(D)} = \hat{G}^2G_4\hat{f}^2 + 2\hat{G}G_5\hat{f} + G_3 \]
\[ \hat{l} \rightarrow \bar{\hat{l}}^{(D)} = \hat{G}_2\hat{l} \]
\[ \hat{l}^2 \rightarrow \bar{\hat{l}}^2^{(D)} = \hat{G}_4\hat{l}^2 \]
\[ \hat{l}f \rightarrow \bar{\hat{l}}f^{(D)} = \hat{G}_4\hat{l}f + \hat{G}_5\hat{l} \]


13.E. COMPARISON OF ADMISSION CONTROL SCHEMES

The antenna parameters are, for the three-sector case,

\[
G = \frac{3}{2\pi} \int_0^\pi G(\theta) d\theta
\]

\[
G_1 = \frac{3}{2\pi} \int_{-\pi/3}^{\pi/3} \frac{\sum_{b \neq 0} G(\psi - b2\pi/3)}{G(\psi)} d\psi
\]

\[
G_2 = \frac{3}{2\pi} \int_{-\pi/3}^{\pi/3} \frac{1}{G(\psi)} d\psi
\]

\[
G_3 = \frac{3}{2\pi} \int_{-\pi/3}^{\pi/3} \left[ \frac{\sum_{b \neq 0} G(\psi - b2\pi/3)}{G(\psi)} \right]^2 d\psi
\]

\[
G_4 = \frac{3}{2\pi} \int_{-\pi/3}^{\pi/3} \frac{1}{G^2(\psi)} d\psi
\]

\[
G_5 = \frac{3}{2\pi} \int_{-\pi/3}^{\pi/3} \frac{\sum_{b \neq 0} G(\psi - b2\pi/3)}{G^2(\psi)} d\psi
\]

The integral functions of the path-loss exponent \( \eta \) are

\[
\bar{f} = \bar{f}_\eta = 2 \int_0^1 r f|_{K=1,R=1}(r) dr \approx \frac{0.9365}{\eta - 2},
\]

\[
\bar{l} = \bar{l}_\eta = 2 \int_0^1 r^{\eta+1} dr = \frac{1}{1 + \eta/2},
\]

\[
\bar{f}^2 = \bar{f}^2_\eta = 2 \int_0^1 r f^2|_{K=1,R=1}(r) dr \approx \frac{0.2343}{\eta - 2} + \frac{1.2907}{(\eta - 2)^2},
\]

\[
\bar{f} \bar{f}_\eta = \bar{f}^2_\eta = 2 \int_0^1 r^{1+\eta} f|_{K=1,R=1}(r) dr \approx \frac{0.6362}{\eta - 2}.
\]

Multi-service case Consider the case where there are \( J \) classes of service. Each class \( j \in \{1, 2, \ldots, J\} \) is characterized by modified SINRs \( \xi'_j \) and the mean number of user of this class in a cell \( \bar{M}_j \). We have \( \bar{M} = \sum_{j=1}^J \bar{M}_j \) and

\[
\xi' = \sum_{j=1}^J p_j \xi'_j, \quad \xi'^2 = \sum_{j=1}^J p_j \xi'^2_j
\]

where \( p_j = \bar{M}_j/\bar{M} \).

13.E Comparison of admission control schemes

The objective of the present section is to compare the FC admission control schemes built in Section 3.3 to the optimal scheme (corresponding to the NSFC
admission control) as well as to the constructor’s schemes. We compare the
performance of these admission control schemes in terms of the blocking and cut
probabilities. To this end, the semi-static model considered in Chapter 4 is no
longer sufficient and we should consider at least a semi-dynamic model to define
the blocking probability and a dynamic model to define the cut probability.

We shall study the evolution of the blocking and cut probabilities as functions
of the traffic demand. The traffic demand is defined as the ratio between
the average duration of a call to the average duration between the arrivals of
two successive calls. It is expressed in Erlang. (Note that the mean number
of users per unit surface denoted \( \lambda_M \) in the semi-static model in Chapter 4 is
precisely the traffic demand per unit surface.)

We consider the case with power limit, hence the term FC designates EDFC
in the downlink and EUFC in the uplink. Unless otherwise specified, all the nu-
merical applications are made using the default values specified in Section 2.2.5.
Moreover, we consider in the present Chapter a finite network composed of 36
hexagonal cells on a torus (6 cells in each direction).

13.E.1 Constructor’s schemes

The constructors for UMTS infrastructure propose admission algorithms which
are decentralized but don’t assure power allocation feasibility [64], [81]. More-
over constructor’s scheme performance may not be evaluated analytically, to
our knowledge.

Downlink. The downlink constructor’s admission control is based on the pow-
ers transmitted by the base stations just before the arrival of a new user [64], [81],
[54] and [122] show that the power vector \( P = (P_u)_{u \in U} \) is solution of the prob-
lem

\[
P = \min \left( \tilde{P}, AP + a \right)
\]

where \( A \) and \( a \) are given by (3.7) and (3.8) respectively (where the sum \( \sum_{m \in U} \)
in the right-hand side of these equations doesn’t comprise the new user) and \( \tilde{P} \)
is the vector of the maximal powers.

The downlink constructor’s admission control is now described. Let \( P \) be the
solution of the above problem. Given some constant \( k \in (0, 1) \) called downlink
load threshold by some authors, if

\[
P \leq k \tilde{P}
\]  

(13.27)

then the new user is admitted, otherwise he is rejected.

Uplink. The uplink constructor’s admission control is based on the total in-
terference at the base stations just before the arrival of a new user [64], [81].
Similarly to the downlink, using the arguments in [54] and [122] one may show
that the interference vector \( I = (I_u)_{u \in U} \) is solution of the problem

\[
I = \min \left( \tilde{I}, BI^{(o)} + b \right)
\]
where $B, b$ and $\bar{I}$ are given by (3.26), (3.27) and (3.35) respectively. (Note that neither the sum $\sum_{m \in u}$ in (3.26) nor the infimum $\inf_{m \in u}$ in (3.35) should comprise the new user.)

The uplink constructor’s admission control is now described. Let $I$ be the solution of the above problem. Given some constant $k' \in (0, 1)$ called uplink load threshold by some authors, if

$$I \leq k' \bar{I}$$

(13.28)

then the new user is admitted, otherwise he is rejected.

### 13.E.2 Comparison in a semi-dynamic context

We consider here a semi-dynamic traffic model (i.e. users don’t move during their calls).

#### Downlink

Figures 13.14 and 13.15 show the blocking probability as function of traffic demand for the admission algorithms NSFC, FC and constructor and for cell radii $R = 1$ and $5$km respectively. We study also cell radii $R = 0.5, 2, 3$ and $4$km, but we don’t show the curves here because the important phenomena are well illustrated in the figures corresponding to cell radii $R = 1$ and $5$km.

![Figure 13.14: Comparison of the admission control algorithms for $R = 1\text{km}$](image)

**Erroneous admission.** In theory, the constructor scheme doesn’t assure the power allocation feasibility. We calculate a parameter called ERRONEOUS-ADMISSION representing the proportion of admission decisions which don’t assure the power
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Figure 13.15: Comparison of the admission control algorithms for $R = 5$km

<table>
<thead>
<tr>
<th>$R$</th>
<th>Algorithm</th>
<th>FC</th>
<th>Constructor</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.525km</td>
<td>$17.8%$</td>
<td>$2.7%$</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>$18%$</td>
<td>$0%$</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>$20%$</td>
<td>$10%$</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>$23.8%$</td>
<td>$33%$</td>
<td></td>
</tr>
</tbody>
</table>

Table 13.1: Loss of capacity of FC and the constructor algorithm versus NSFC in the downlink.

allocation feasibility. In our simulation for the downlink the erroneous-admission is null.

In fact, the constructor scheme is firstly optimized by adjusting the so called load threshold denoted $k$ in Equation (13.27). The above curves correspond to the best performance (which corresponds to $k = 0.75$). No such calibration is carried (there is no need) for the FC.

Loss of capacity. The capacity is defined as the traffic demand corresponding to a blocking probability of 2%. Table 13.1 gives the loss of capacity of FC and the constructor algorithm versus NSFC.

Uplink

Figures 13.16 and 13.17 show the blocking probability as function of traffic demand for the admission algorithms NSFC, SFC, FC and constructor for cell radii $R = 1$ and $3$km respectively.
Erroneous admission. In theory, neither FC nor the constructor scheme assure the power allocation feasibility. Hence we have also here the notion of erroneous-admission which is represented in Figures 13.18 and 13.19 for FC and constructor respectively. We deduce that, for assuring the power allocation feasibility:

- FC is better than the constructor scheme for small cells;
- the constructor scheme is better than FC for moderate and large cells.

Note that the constructor scheme performance depends on the so called load threshold denoted $k'$ in Equation (13.28). Adjusting this parameter would probably reduce the erroneous-admission for the constructor scheme, but we use in the above curves the most largely used value for the load threshold in the uplink $k' = 0.5$.

Loss of capacity. Table 13.2 gives the loss of capacity of FC, the SFC and the constructor algorithm versus NSFC.

Synthesis of the comparison

We deduce from the above results that, from the blocking probability point of view:

- constructor scheme performs better than FC for small cells and small blocking
Figure 13.17: Comparison of the admission control algorithms for $R = 5$km

<table>
<thead>
<tr>
<th>$R$</th>
<th>Algorithm</th>
<th>FC</th>
<th>SFC</th>
<th>Constructor</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R = 0.525$km</td>
<td>21.7%</td>
<td>12.6%</td>
<td>0%</td>
<td></td>
</tr>
<tr>
<td>$R = 1$</td>
<td>23%</td>
<td>15.5%</td>
<td>0%</td>
<td></td>
</tr>
<tr>
<td>$R = 2$</td>
<td>13.8%</td>
<td>11.5%</td>
<td>11%</td>
<td></td>
</tr>
<tr>
<td>$R = 3$</td>
<td>21%</td>
<td>12.6%</td>
<td>31%</td>
<td></td>
</tr>
<tr>
<td>$R = 4$</td>
<td>24%</td>
<td>13.6%</td>
<td>100%</td>
<td></td>
</tr>
</tbody>
</table>

Table 13.2: Loss of capacity of FC and the constructor algorithm versus NSFC in the downlink.

- FC performs better than constructor scheme for large cells or large blocking
- the loss of capacity of FC versus NSFC is about 25%

From the power allocation feasibility point of view, the constructor scheme may assure the power allocation feasibility with high probability, but this requires to calibrate the so called load threshold. In the downlink, FC and constructor scheme assure the power allocation feasibility respectively with certainty and with high probability. Nevertheless, in the uplink, from the power allocation feasibility point of view,

- FC performs better than the constructor scheme for small cells
- constructor scheme performs better than FC for moderate and large cells
13.3 Comparison in a dynamic context

We consider here a dynamic traffic model (i.e. users may move during their calls). We consider the mobility model proposed in § 6.5. The average speed per user is denoted $v$ and is expressed in kilometers per $\mu \times$ seconds where $\mu$ designates the average call duration. We consider the forced termination loss model presented in § 8.2.2.

The following numerical results concern the downlink, a cell radius $R = 1$ km, speeds $v = 0.1, 1, 10$ and a traffic demand less than 120 Erlang per cell. We observed numerically that the constructor scheme assures the power allocation feasibility in this context.

Figure 13.20 represents the blocking probability as function of the traffic demand for the three admission control schemes NSFC, FC and constructor; and for different speeds $v = 0.1, 1, 10$. We observe that the blocking probability decreases when the speed increases, but the relative loss of capacity (for fixed blocking probability) of the FC and constructor schemes versus the NSFC is approximatively the same for all the speeds.

Figure 13.21 represents the cut probability as functions of the traffic demand for the three admission control schemes NSFC, FC and constructor; and for different speeds $v = 0.1, 1, 10$. We observe that the cut probability increases with speed; and that the relative loss of capacity (for fixed cut probability) of the FC and constructor schemes versus the NSFC is approximatively the same as when we consider the blocking probability.
Figure 13.19: Constructor scheme erroneous-admission

Figure 13.20: Comparison of the blocking probability for different admission control schemes NSFC, FC and constructor; and different speeds $v = 0.1, 1, 10$. 
Figure 13.21: Comparison of the cut probability for different admission control schemes NSFC, FC and constructor; and different speeds $v = 0.1, 1, 10$. 
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Appendix of Part II

14.A  Classical queues

14.A.1  M/GI/1/PS

First, we recall the definition of a M/GI/1/PS queue. Users arrive at random times and require to transmit some random volume of data. The term M/GI (Kendell’s notation) means that

- the interarrivals are i.i.d. with exponential distribution (M);
- the required volumes are i.i.d. (GI);
- the interarrivals and required volumes are independent;

The term 1/PS, where PS is an abbreviation of processor-sharing, means that there is a single server and when there are $n$ users in the queue each one is served at rate $1/n$.

The bit-rate at which data has to be transmitted is not fixed, hence such a queue is well adapted for elastic traffic.

Lemma 22  Consider a M/GI/1/PS queue with arrival rate $\lambda \in \mathbb{R}_+^*$ and mean required volume $\mu^{-1}$ (where $\mu \in \mathbb{R}_+^*$). Assume that the traffic demand $\rho = \lambda / \mu < 1$. Then the process $\{N_t; t \geq 0\}$ counting the number of users in this queue is ergodic and admits as limiting distribution the geometric distribution with parameter $1 - \rho$, that is

$$\Pi(\nu) = (1 - \rho) \rho^\nu, \quad \nu \in \mathbb{N} \quad (14.1)$$

Under the limiting distribution, the mean number of users, denoted $E[N]$, equals

$$E[N] = \frac{\rho}{1 - \rho} \quad (14.2)$$
the expected delay, denoted $\bar{T}$, equals
\[
\bar{T} = \frac{\rho}{\lambda (1 - \rho)}
\]
and the expected throughput, denoted $\bar{r}$, equals
\[
\bar{r} = \frac{1}{\mu \bar{T}} = 1 - \rho
\]

If the required volumes are exponential, then the process $\{N_t; t \geq 0\}$ is Markov and admits the following generator
\[
\begin{align*}
q(\nu, \nu + 1) &= \lambda, & \nu &\in \mathbb{N} \\
q(\nu, \nu - 1) &= \mu, & \nu &\in \mathbb{N}^*
\end{align*}
\]

Proof. Cf. [36] and [103, Proposition 7.13 p.194] for ergodicity and the form of the limiting distribution. The expression of the expected delay is deduced from Little’s formula. The expected throughput is the average required volume $\mu^{-1}$ divided by the expected delay.

Note that the traffic demand $\rho$ equals the ratio between the average volume required by a call to the average duration between the arrivals of two successive calls. This should be distinguished from the expected throughput $\bar{r}$ observed by a given user under the limiting distribution, even though these two quantities have the same unit.

Remark 29 Insensitivity property. Consider a M/GI/1 queue with a service discipline which is work conserving (i.e. the server is active as long as there is some volume in the queue). This includes in particular FIFO (first-in-first-out), LIFO (last-in-first-out) and PS (processor-sharing) disciplines. Define the workload process to be the remaining required volume at a given time. It is well known that the workload process evolution (and in particular its limiting behaviour) doesn’t depend on the service discipline (see for example [17, §2.1 p.76]). Nevertheless, the congestion process counting the number of users in the queueing station depends on the service discipline. Indeed, as noted in [103, §7.5 p.202], the limiting distribution for PS and LIFO is the same. It is given by Equation (14.1). Observe that the limiting distribution depends on the distribution of the required volume only through its mean $\mu$. This is the so-called insensitivity property. The M/GI/1 PS and LIFO queues are said to be insensitive.

It is not the case for the M/GI/1 FIFO queue. Indeed the limiting distribution for FIFO depends on the distribution of the required volume. In particular, the expectation of the number of users under the limiting distribution for FIFO is given by Pollaczek-Kintchine formula [17, Formula (3.2.10) p.197] which depends on the second moment of the distribution of the required volume.
Multiclass M/GI/1/PS queue

The above results may be generalized to the case where the users belong to different classes. Let \( D \) be the set of classes assumed finite and denote by \( x \in D \) a particular class. The state of the queue is denoted by \( \nu = (\nu_x; x \in D) \) where \( \nu_x \) designates the number of active users of class \( x \). The state space is denoted by \( M = \mathbb{N}^D \). Denote \( \nu(\mathbb{D}) = \sum_{x \in D} \nu_x \).

**Lemma 23** Consider a M/GI/1/PS multiclass queue. Assume that users of each class \( x \in D \) arrive with rate \( \lambda_x \in \mathbb{R}^*_+ \) and require to transmit a volume of mean \( \mu_x^{-1} \) (where \( \mu_x \in \mathbb{R}^*_+ \)). Let \( \rho_x = \lambda_x / \mu_x \) be the traffic demand for class \( x \) and assume that the total traffic demand \( \rho(\mathbb{D}) = \sum_{x \in D} \rho_x < 1 \). Then the process \( \{N_t; t \geq 0\} \) counting the number of users of different classes in this queue is ergodic and admits as limiting distribution

\[
\Pi(\nu) = \Pi(0) \nu(\mathbb{D})! \prod_{x \in D} \frac{\rho_x^{\nu_x}}{\nu_x!}, \quad \nu \in M
\]

where

\[
\Pi(0) = 1 - \rho(\mathbb{D})
\]

Under the limiting distribution, for a given class \( x \in D \), the mean number of users, denoted \( \mathbb{E}[N(x)] \), equals

\[
\mathbb{E}[N(x)] = \frac{\rho_x}{1 - \rho(\mathbb{D})}
\]

the expected delay, denoted \( \bar{T}(x) \), equals

\[
\bar{T}(x) = \frac{\rho_x}{\lambda_x (1 - \rho(\mathbb{D}))}
\]

and the expected throughput, denoted \( \bar{r}(x) \), equals

\[
\bar{r}(x) = \frac{1}{\mu_x \bar{T}_x} = 1 - \rho(\mathbb{D})
\]

If the required volumes are exponential, then the process \( \{N_t; t \geq 0\} \) is Markov and admits the following generator

\[
\begin{align*}
q(\nu, \nu + \delta_x) &= \lambda_x, & \nu \in M^c \\
q(\nu, \nu - \delta_x) &= \mu_x \frac{\nu_x}{\nu_x + \nu(\mathbb{D})}, & \nu \in M, \nu_x > 0
\end{align*}
\]

where \( \delta_x \) designates the vector having coordinate 1 at position \( x \) and 0 elsewhere.

**Proof.** (Cf. [38].) We recall here a simple proof when the required volumes are exponential. The process \( \{N(t); t \geq 0\} \) describing the number of users of different classes in the queue is a continuous-time Markov process with discrete state space \( M = \mathbb{N}^D \). It is easy to see that this process \( \{N(t); t \geq 0\} \) is regular and irreducible and, if \( \rho(\mathbb{D}) < 1 \), then it admits \( \Pi \) as invariant distribution; and hence it is ergodic.

The expression of the expected delay of a given class \( x \) is deduced from Little’s formula. The expected throughput of class \( x \) is the average required volume \( \mu_x^{-1} \) divided by the expected delay. \( \blacksquare \)
14.2 M/GI/∞ and loss queue

First, we recall the definition of a M/GI/∞ queue. Users arrive at random times and require to transmit data for a given duration at rate 1. The term M/GI (Kendell’s notation) means that

- the interarrivals are i.i.d. with exponential distribution (M);
- the required transmission durations are i.i.d. (GI);
- the interarrivals and required volumes are independent;

The term ∞ means that the number of servers is infinite, or, in other terms, when there are n users in the queue each one is served by a specific server at rate 1.

The bit-rate at which data has to be transmitted is fixed, hence such a queue is well adapted for streaming traffic.

Lemma 24 Consider a M/GI/∞ queue with arrival rate $\lambda \in \mathbb{R}_+^*$ and mean required duration $\mu^{-1}$ (where $\mu \in \mathbb{R}_+^*$). Then the process $\{N_t; t \geq 0\}$ counting the number of users in this queue is ergodic and admits as limiting distribution the Poisson distribution with mean $\rho = \lambda/\mu$, that is

$$\Pi(\nu) = e^{-\rho} \frac{\rho^{\nu}}{\nu!}, \quad \nu \in \mathbb{N}$$

If the required durations are exponential, then the process $\{N_t; t \geq 0\}$ is Markov and admits the following generator

$$\begin{cases} q(\nu, \nu + 1) = \lambda, & \nu \in \mathbb{N} \\ q(\nu, \nu - 1) = \mu \nu, & \nu \in \mathbb{N}^* \end{cases}$$

Proof. Cf. [37, §2.2 p.42,47].

Note that the traffic demand $\rho$ equals the ratio between the average duration required by a call to the average duration between the arrivals of two successive calls. It is expressed in Erlang.

M/GI/C loss queue

Assume now that the number of servers is some positive integer $C$. Assume also that we loose the users that arrive when there are already $C$ users in the queue.

Lemma 25 Consider a M/GI/C loss queue with arrival rate $\lambda \in \mathbb{R}_+^*$ and mean required duration $\mu^{-1}$ (where $\mu \in \mathbb{R}_+^*$). Then the process $\{N_t; t \geq 0\}$ counting the number of users in this queue is ergodic and admits as limiting distribution the Poisson distribution with mean $\rho = \lambda/\mu$ truncated at $C$, that is

$$\Pi'(\nu) = \frac{\rho^{\nu}}{\sum_{k=0}^{C} \frac{\rho^k}{k!}}, \quad \nu = 0, 1, \ldots, C$$

Proof. Cf. [37, §2.2 p.42,47].
The blocking probability is given by

\[ b = \frac{\rho^C}{\sum_{k=0}^{C} \frac{\rho^k}{k!}} \]  

(14.3)

Under the limiting distribution, the mean number of users, denoted \( E[N] \), equals

\[ E[N] = \rho (1 - b) \]

which satisfies

\[ \rho (1 - b) \leq C, \quad \lim_{\rho \to \infty} \rho (1 - b) = C \]

Proof. Cf. [37, §2.2 p.42].

Formula (14.3) is called Erlang’s formula.

Remark 30 Insensitivity. The limiting distributions for the number of users in the M/GI/∞ and M/GI/C loss queues depend on the distribution of the required duration only through its mean \( \mu \). Then the M/GI/∞ and M/GI/C loss queues are insensitive.

Multiclass M/GI/∞

The above results may be generalized to the case where the users belong to different classes. Let \( D \) be the set of classes assumed finite and denote by \( x \in D \) a particular class. The state of the queue is denoted by \( \nu = (\nu_x; x \in D) \) where \( \nu_x \) designates the number of active users of class \( x \). The state space is denoted by \( M = \mathbb{N}^D \). Denote \( \nu(D) = \sum_{x \in D} \nu_x \).

Lemma 26 Consider a M/GI/∞ multiclass queue. Assume that users of each class \( x \in D \) arrive with rate \( \lambda_x \in \mathbb{R}^*_+ \) and require to transmit for a duration of mean \( \mu_x^{-1} \) (where \( \mu_x \in \mathbb{R}^*_+ \)). Let \( \rho_x = \lambda_x / \mu_x \) be the traffic demand for class \( x \) and let \( \rho(D) = \sum_{x \in D} \rho_x \) be the total traffic demand. The process \( \{N_t; t \geq 0\} \) counting the number of users of different classes in this queue is ergodic and admits as limiting distribution

\[ \Pi(\nu) = e^{-\rho(D)} \prod_{x \in D} \frac{\rho_x^{\nu_x}}{\nu_x!} \]

which is the distribution of a Poisson process on \( D \) with intensity measure \( \{\rho_x; x \in D\} \).

If the required transmission durations are exponential, then the process \( \{N_t; t \geq 0\} \) is Markov and admits the following generator

\[
\begin{align*}
q(\nu, \nu + \delta_x) &= \lambda_x, \quad \nu \in M, \\
q(\nu, \nu - \delta_x) &= \mu_x \nu_x, \quad \nu \in M, \nu_x > 0
\end{align*}
\]

where \( \delta_x \) designates the vector having coordinate 1 at position \( x \) and 0 elsewhere.
Multiclass loss queue

Lemma 27 Consider the setting of Lemma 26. Assume now that the state space is

$$ M_f = \left\{ \nu \in \mathbb{N}^D : \sum_{x \in D} \nu_x \varphi(x) \leq C \right\} $$

where $C$ is a given positive constant and $\varphi : \mathbb{D} \to \mathbb{R}_+^*$ is a given function. Assume also that all users whose arrival would result in taking the process to a state outside $M_f$ is lost. The process $\{N_t; t \geq 0\}$ counting the number of users of different classes in this queue is ergodic and admits as limiting distribution

$$ \Pi_f(\nu) = \Pi_f(0) \prod_{x \in D} \frac{\rho_{\nu_x}}{\nu_x!} $$

where

$$ \Pi_f(0) = \left( \sum_{\nu \in M_f} \prod_{x \in D} \frac{\rho_{\nu_x}}{\nu_x!} \right)^{-1} $$

The blocking probability for class $x$ is given by

$$ b_x = 1 - \sum_{\nu \in M_{f_x}} \Pi_f(\nu), \quad \text{where} \quad M_{f_x} = \left\{ \nu \in \mathbb{N}^D : \sum_{y \in D} \nu_y \varphi(y) \leq C - \varphi(x) \right\} $$

Proof. Cf. [73] and [104].

Assume now that $\varphi$ takes integer values, that is $\varphi : \mathbb{D} \to \mathbb{N}^*$. The blocking probabilities may be calculated by using the following algorithm.

Algorithm 1 Kauflman-Roberts algorithm [73, 104]. Let $q(n)$ be the probability that the number of users is $n$, that is $q(n) = \sum_{\nu \in \mathbb{N}^D, \nu(D) = n} \Pi_f(\nu)$. Then $q(\cdot)$ satisfies the following equations

$$ \sum_{n=0}^C q(n) = 1, \quad \text{and} \quad q(n) = \sum_{x \in \mathbb{D}} \rho_x \varphi(x) q(c - \varphi(x)), \quad n = 0, \ldots, C $$

and the blocking probabilities are given by

$$ b_x = 1 - \sum_{n=0}^{C - \varphi(x)} q(n) $$

14.B Fairness

We present here some general basic results on the resource allocation problem, and particularly of the fairness issue. There is a rich literature on this subject, refer for example to [23] and the references therein.
14.B. FAIRNESS

14.B.1 Definitions

We assume that we have \( N \) entities which we index with \( i = 1, \ldots, N \) to which we have to allocate resources \( x = (x(1), \ldots, x(N)) \) respecting some constraint in the form \( x \in \mathcal{X} \) where \( \mathcal{X} \) is some given subset of \( \mathbb{R}^N_+ \).

**Definition 7** Fairness.

[99, Definition 1] A vector \( x \in \mathcal{X} \) is called max-min fair if for each \( i \in \{1, \ldots, N\} \) increasing some component \( x(i) \) must be at the expense of decreasing some already smaller component. (In other words we may not increase \( x(i) \) without decreasing one or more \( x(j) \) among those having a lower value: \( x(j) < x(i) \).)

[50] A vector \( x \in \mathcal{X} \) is called proportionally fair if for each other vector \( y \in \mathcal{X} \), the sum of relative variations is non-positive:

\[
\sum_{i=1}^{N} \frac{y(i) - x(i)}{x(i)} \leq 0
\]

with the convention \( \frac{a}{0} = +\infty \) for all \( a \geq 0 \) which will be adopted from now on.

[91] For a given vector \( w = (w(1), \ldots, w(N)) \) with real positive components and a given \( \alpha > 0 \), a vector \( x \in \mathcal{X} \) is called \((\alpha, w)\)-proportionally fair if for each other vector \( y \in \mathcal{X} \), the sum of relative variations pondered by coefficients \( w \) is non-positive:

\[
\sum_{i=1}^{N} w(i) \frac{y(i) - x(i)}{x(i)} \alpha \leq 0
\]

Let \( 1 \) the vector with \( N \) coordinates equal to \( 1 \). When \( w = 1 \) we say that \( x \) is \( \alpha \)-proportionally fair. When \( \alpha = 1 \), we say that \( x \) is a \( w \)-weighed proportionally fair.

**Definition 8** Optimality.

A vector \( x \in \mathcal{X} \) is called (globally) optimal if it maximizes \( \sum_{i=1}^{N} x(i) \). (If users pay proportionally to the allocated resource, the revenue is proportional to \( \sum_{i=1}^{N} x(i) \).)

A vector \( x \in \mathcal{X} \) is called (strictly) Pareto optimal if there is no solution \( y \) dominating it. (We say that \( y \) dominate \( x \) if \( y(i) \geq x(i) \) for each \( i \), with at least one strict inequality.)

**Remark 31** Note that a \( \alpha \)-proportionally fair vector is globally optimal when \( \alpha = 0 \); and proportionally fair when \( \alpha = 1 \).

14.B.2 Basic properties

**Lemma 28** If a max-min fair vector exists on a set \( \mathcal{X} \), then it is unique and strictly Pareto optimal.

**Proof.** For uniqueness cf. [99, Proposition 1]. For Pareto optimality cf. [99, Proposition 3]. ■
Lemma 29 If a proportionally fair vector exists on a set $X$, then it is unique and strictly Pareto optimal.

Proof. Uniqueness. Note that a vector $x \in X$ is proportionally fair iff for each other vector $y \in X$,

$$\frac{1}{N} \sum_{i=1}^{N} \frac{y(i)}{x(i)} \leq 1$$

That is the arithmetic mean of $\{y(i)/x(i)\}$ is not larger than 1. Since the harmonic mean is not larger than the arithmetic mean, we get

$$\frac{N}{\sum_{i=1}^{N} \frac{x(i)}{y(i)}} \leq \frac{1}{N} \sum_{i=1}^{N} \frac{y(i)}{x(i)} \leq 1$$

with equality if and only if $y = x$.

Pareto optimality. Assume that some $x \in X$ is not Pareto optimal. Then there exists some $y \in X \setminus \{x\}$ dominating $x$, i.e. $y(i) \geq x(i)$ for each $i$, with at least one strict inequality. Hence

$$\sum_{i=1}^{N} \frac{y(i) - x(i)}{x(i)} > 0$$

Therefore $x$ is not proportionally fair.

We deduce that if some $x \in X$ is proportionally fair, then it is strictly Pareto optimal.

Proposition 59 If a proportionally fair vector exists on a set $X$, then it is solution of $\max_{x \in X} \prod_{i=1}^{N} x(i)$ which is equivalent to $\max_{x \in X} \sum_{i=1}^{N} \log x(i)$ with the convention $\log 0 = -\infty$ which will be adopted from now on.

More generally, if a $w$-weighed proportionally fair vector exists on a set $X$, then it is solution of $\max_{x \in X} \prod_{i=1}^{N} x(i)^{w(i)}$ which is equivalent to $\max_{x \in X} \sum_{i=1}^{N} w(i) \log x(i)$.

Proof. Let $x \in X$ be $(1, w)$-weighed proportionally fair. For each other vector $y \in X$,

$$\frac{1}{N} \sum_{i=1}^{N} w(i) \frac{y(i)}{x(i)} \leq 1$$

Since the geometric mean is not larger than the arithmetic mean, we get

$$\left( \prod_{i=1}^{N} \left( \frac{y(i)}{x(i)} \right)^{w(i)} \right)^{1/N} \leq \frac{1}{N} \sum_{i=1}^{N} w(i) \frac{y(i)}{x(i)} \leq 1$$
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Then

\[ \prod_{i=1}^{N} \frac{y(i)^{w(i)}}{x(i)^{w(i)}} \leq 1 \]

which is the desired result. ■

**Theorem 13** Generalized fairness. Assume that

\[ X = \{ x \in \mathbb{R}^N_+ : Ax \leq c \} \]

for some given matrix \( A \in \mathbb{R}^{N \times N}_+ \) and vector \( c \in \mathbb{R}^N_+ \).

(i) A vector is \((\alpha, w)\)-proportionally fair if and only if it solves the problem

\[ \max_{x \in X} \sum_{i=1}^{N} w(i) f_\alpha(x(i)), \quad \text{where} \quad f_\alpha(u) = \begin{cases} \log u & \text{if } \alpha = 1 \\ u^{1-\alpha} & \text{otherwise} \end{cases} \]  

(14.4)

(ii) The \((\alpha, w)\)-proportionally fair vector approaches the max-min vector as \( \alpha \to \infty \).

**Proof.** (Cf. [91]) ■

**Example 14** [3] Consider three connections AB, BC and AC as follows

\[ A \quad \rightarrow \quad B \rightarrow \quad C \]

Each link has capacity 1. Hence the constraint writes

\[ \begin{cases} x(1) + x(2) \leq 1 \\ x(2) + x(3) \leq 1 \end{cases} \]

A max-min fair vector is

\[ x_m(1) = x_m(2) = x_m(3) = \frac{1}{2} \]

An optimal vector is

\[ x_o(1) = x_o(2) = 1, x_o(3) = 0 \]

A proportionally fair vector is

\[ x_p(1) = x_p(2) = \frac{2}{3}, x_p(3) = \frac{1}{3} \]

The max-min vector \( x_m \) is not proportionally fair, since

\[ \sum_{i=1}^{N} \frac{x_p(i) - x_m(i)}{x_m(i)} = 2 \left( \frac{1}{2} - \frac{1}{2} \right) + 1 \left( \frac{1}{2} - \frac{1}{2} \right) = \frac{1}{3} > 0 \]
The optimal vector $x_o$ is not proportionally fair, since

$$\sum_{i=1}^{N} \frac{x_m(i) - x_o(i)}{x_o(i)} = 2 \frac{\frac{1}{2} - 1}{1} + \frac{\frac{1}{2} - 0}{0} = \infty > 0$$

Note that $x_o(3) = 0$, i.e. the optimal vector gives 0 resources to connection AC. The proposition 59 shows that, when possible (by the constraints), the proportionally fair vector gives always positive allocations to each connection.

### 14.B.3 Max-min fairness

**Lemma 30** If a max-min fair vector exists on a set $X$, then it is solution of

$$\max_{x \in X} \min_{i=1,\ldots,N} x(i)$$

**Proof.** Let $x \in X$ be max-min fair. Assume that there exists some vector $y \in X$ such that

$$\min_{j=1,\ldots,N} x(j) < \min_{j=1,\ldots,N} y(j)$$

Let $x(i) = \min_{j=1,\ldots,N} x(j)$. We have

$$y(i) \geq \min_{j=1,\ldots,N} y(j) > \min_{j=1,\ldots,N} x(j) = x(i)$$

Then by replacing $x$ by $y$ we increase $x(i)$ without decreasing any $x(j) < x(i)$ (because no such $x(j)$ exists). This contradicts the fact that $x$ is max-min fair.

**Lemma 31** The following optimization problems are equivalent

$$z = \max_{x \in X} \min_{i=1,\ldots,N} x(i) \quad (P1)$$

$$\max \quad z = \min_{i=1,\ldots,N} x(i) \quad \text{sub} \quad x \in X \quad (P2)$$

$$\max \quad z \quad \text{sub} \quad z \leq x(i), \forall i = 1,\ldots,N \quad x \in X \quad (P3)$$

More precisely, for all $k, j \in \{1, 2, 3\}$, a solution $(z^k, x^k)$ of problem $(P_k)$ is also solution of problem $(P_j)$.

**Proof.** $(P1) \Leftrightarrow (P2)$? It is clear that

$$z^1 = \max \left\{ \min_{i=1,\ldots,N} x(i), x \in X \right\} = z^2$$

$$x^1 = \arg \max \left\{ \min_{i=1,\ldots,N} x(i), x \in X \right\} = x^2$$

$$z^3 = \max \left\{ \min_{i=1,\ldots,N} x(i), x \in X \right\} = z^3$$

$$x^3 = \arg \max \left\{ \min_{i=1,\ldots,N} x(i), x \in X \right\} = x^3$$
14.B. FAIRNESS

(P2)$\Leftrightarrow$(P3)? From
\[
\begin{cases}
  z^2 \leq x^2 (i), & \forall i = 1, \ldots, N \\
  x^2 \in \mathcal{X}
\end{cases}
\]
we get $z^2 \leq z^3$. Let now $z^3 = \min_{i=1,\ldots,N} x^3 (i) \geq z^3$. From
\[
\begin{cases}
  z'^3 = \min_{i=1,\ldots,N} x^3 (i) \\
  x^3 \in \mathcal{X}
\end{cases}
\]
we deduce that $z'^3 \leq z^2$. Then
\[
z'^3 \leq z^2 \leq z^3 \leq z'^3
\]
Hence $z^2 = z^3$, therefore $(z^2, x^2)$ is a solution of (P3). Moreover $z'^3 = z^3$, then
$z^3 = \min_{i=1,\ldots,N} x^3 (i)$, therefore $(z^3, x^3)$ is a solution of (P2). ■

For each $x \in \mathbb{R}^N$ denote by $\bar{x}$ the vector defined by $\bar{x} (i) = \min_{j=1,\ldots,N} x (j)$.

Lemma 32 Suppose now that $\mathcal{X}$ satisfies the following property: $x \in \mathcal{X} \Rightarrow \bar{x} \in \mathcal{X}$. Then the following optimization problems are equivalent to (P1)-(P3):

\[
\begin{align*}
\max_x & \quad z \\
\text{subject to} & \quad z = x (i), & \forall i = 1, \ldots, N \quad (P4) \\
& \quad x \in \mathcal{X}
\end{align*}
\]
\[
\begin{align*}
\max_x & \quad z = \sum_{i=1}^N w (i) x (i) \\
\text{subject to} & \quad x (i) = x (j), & \forall i, j = 1, \ldots, N \\
& \quad x (i) \in \mathcal{X} \quad (P5)
\end{align*}
\]

where the $w (i)$ are non-negative reals satisfying $\sum_{i=1}^N w (i) = 1$. More precisely, for all $k \in \{1, 2, 3\}$, $j \in \{4, 5\}$, if $(z^j, x^j)$ is a solution of problem (Pj) then it is also a solution of problem (Pk); and if $(z^k, x^k)$ is a solution of problem (Pk) then $(z^k, \bar{x}^k)$ is a solution of problem (Pj).

Proof. (P3)$\Leftrightarrow$(P4)? From
\[
\begin{cases}
  z^4 = x^4 (i), & \forall i = 1, \ldots, N \\
  x^4 \in \mathcal{X}
\end{cases}
\]
we get $z^4 \leq z^3$. Let now $z'^4 = \min_{i=1,\ldots,N} x^4 (i) \geq z^3$. From
\[
\begin{cases}
  z'^3 = \min_{i=1,\ldots,N} x^3 (i) \\
  \bar{x}^3 \in \mathcal{X}
\end{cases}
\]
we deduce that $z'^3 \leq z^4$. Then
\[
z'^3 \leq z^4 \leq z^3 \leq z'^3
\]
Hence $z^4 = z^3$, therefore $(z^4, x^4)$ is a solution of (P3). Moreover $z'^3 = z^3$, then
$z^3 = \min_{i=1,\ldots,N} x^3 (i)$, therefore $(z^3, \bar{x}^3)$ is a solution of (P4).

(P4)$\Leftrightarrow$(P5)? Obvious. ■
14.B.4 Case of a linear constraint

**Fairness**

**Proposition 60** We assume that we have \( N \) entities (typically users) which we index with \( i = 1, \ldots, N \) for which we have to allocate resources \( x = (x(1), \ldots, x(N)) \) (typically bit-rate) respecting some constraint (typically power allocation feasibility condition) in the form

\[
\sum_{i=1}^{N} \gamma(i) x(i) = 1 \tag{14.5}
\]

where \( \gamma(i) \) are some given positive constants. The \( \alpha \)-proportionally fair vector is

\[
x_\alpha(i) = \frac{\gamma(i)^{-1/\alpha}}{\sum_{j=1}^{N} \gamma(j)^{1-1/\alpha}} \tag{14.6}
\]

The max-min fair vector is

\[
x_\infty(i) = \frac{1}{\sum_{j=1}^{N} \gamma(j)} \tag{14.7}
\]

The proportional fair vector is

\[
x_1(i) = \frac{1}{N \gamma(i)} \tag{14.8}
\]

An optimal vector is

\[
x_0(i) = \frac{1}{\sum_{j \in J} \gamma(j)} \tag{14.9}
\]

where \( J \subset \{ j : \gamma(j) = \min_i \gamma(i) \} \).

**Proof.** For \( \alpha > 0 \), let

\[
f_\alpha(u) = \begin{cases} \log u & \text{if } \alpha = 1 \\ u^{1-\alpha} & \text{otherwise} \end{cases}
\]

which is clearly a strictly concave function. Let

\[
g_\alpha(x) = \sum_{i=1}^{N} f_\alpha(x(i)), \quad \varphi(x) = \sum_{i=1}^{N} \gamma(i)x(i) - 1
\]

The function \( g_\alpha(x) \) is strictly concave on \( \mathbb{R}^N \) since it is the sum of strictly concave functions. Then it admits a unique maximum on \( \{ x \in \mathbb{R}^N : \varphi(x) = 0 \} \).

Suppose that \( x \) is a maximum point of \( g_\alpha \) on \( \{ x \in \mathbb{R}^N : \varphi(x) = 0 \} \). Then, by the Lagrange multiplier Theorem, there exists \( \lambda \) such that

\[
\frac{\partial g_\alpha}{\partial x(i)} = \lambda \frac{\partial \varphi}{\partial x(i)}
\]
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Hence $x(i)^{-\alpha} = \lambda \gamma(i)$ which combined with the constraint $\varphi(x) = 0$ gives the expression of the $\alpha$-proportionally fair vector given in the claim. (Here is an alternative proof when $\alpha \neq 1$. Observe that

$$\sum_{i=1}^{N} x(i)^{1-\alpha} = \sum_{i=1}^{N} (\gamma(i) x(i))^{1-\alpha} \gamma(i)^{\alpha-1}$$

Using Hölder’s inequality [60, Equation (2.8.5) p. 25] for $a(i) = (\gamma(i) x(i))^{1-\alpha}$, $b(i) = \gamma(i)^{\alpha-1}$, $k = \frac{1}{1-\alpha}$ and $k' = \frac{1}{\alpha}$, we get

$$\left( \sum_{i=1}^{N} x(i)^{1-\alpha} \right)^{\frac{k}{k'}} \leq \left( \sum_{i=1}^{N} \gamma(i) x(i) \right)^{\frac{k}{k'}} \left( \sum_{i=1}^{N} \gamma(i) \right)^{k}$$

Then

$$g_{\alpha}(x) \leq \frac{1}{1-\alpha} \left( \sum_{i=1}^{N} \gamma(i) x(i) \right)^{1-\alpha} \left( \sum_{j=1}^{N} \gamma(j)^{1-1/\alpha} \right)^{\alpha}$$

then if $\sum_{i=1}^{N} \gamma(i) x(i) = 1$ we get $g_{\alpha}(x) \leq \frac{1}{1-\alpha} \left( \sum_{j=1}^{N} \gamma(j)^{1-1/\alpha} \right)^{\alpha} = g_{\alpha}(x_{\alpha})$.)

The limit $\lim_{|\alpha| \to \infty} x_{\alpha}$ is max-min fair by Theorem 13, hence we get (14.7).

Taking $\alpha = 1$ in the expression of $x_{\alpha}$ gives the expression (14.8) of the proportional fair vector.

We now look for the optimal vector. Fix $j \in \{1, \ldots, N\}$ such that $\gamma(j) = \min_{i} \gamma(i)$. Observe that

$$g_{\alpha}(x) = \sum_{i=1}^{N} x(i)$$

$$= \frac{1}{\gamma(j)} \sum_{i=1}^{N} \gamma(j) x(i)$$

$$\leq \frac{1}{\gamma(j)} \sum_{i=1}^{N} \gamma(i) x(i)$$

$$= \frac{1}{\gamma(j)} = g_{0}(x_{0})$$

where $x_{0}$ is given by (14.9). This shows that $x_{0}$ is optimal. (If we take $J = \{j : \gamma(j) = \min_{i} \gamma(i)\}$, then $\lim_{\alpha \to 0} x_{\alpha} = x_{0}$. Proof: Rearranging $x_{\alpha}$ as follows

$$x_{\alpha}(i) = \left[ \sum_{j=1}^{N} \frac{\gamma(j)}{\gamma(j)^{1/\alpha}} \sum_{j=1}^{N} \gamma(j) \left( \frac{\gamma(i)}{\gamma(j)} \right)^{1/\alpha} \right]^{-1}$$

and observing that

$$\lim_{\alpha \to 0} \left( \frac{\gamma(i)}{\gamma(j)} \right)^{1/\alpha} = \lim_{\alpha \to 0} \exp \left( \frac{1}{\alpha} \ln \frac{\gamma(i)}{\gamma(j)} \right) = \begin{cases} \infty & \gamma(i) > \gamma(j) \\ 1 & \gamma(i) = \gamma(j) \\ 0 & \gamma(i) < \gamma(j) \end{cases}$$
Remark 32 The allocation (14.7) is the scheduling algorithm proposed in [16] for UMTS networks. Unfortunately the associated Markov process is not balanced, hence we have not an explicit expression of the stationary distribution. We propose the allocation (14.8) as a scheduling algorithm for UMTS networks, which permits to get explicit expressions of the throughput of elastic traffic.

Corollary 14 In the conditions of Proposition 60, the \((\alpha, w)\)-proportionally fair vector is

\[
x_{\alpha, w} (i) = \frac{w (i)^{1/\alpha} \gamma (i)^{-1/\alpha}}{\sum_{j=1}^{N} w (j)^{1/\alpha} \gamma (j)^{1-1/\alpha}}
\]

and the value of the maximum in the optimization problem (14.4) is

\[
\frac{1}{1 - \alpha} \left( \sum_{j=1}^{N} w (j)^{1/\alpha} \gamma (j)^{1-1/\alpha} \right)^{\alpha}
\]

Proof. Assume first that \(\alpha \neq 1\). Let

\[
x' (i) = w (i)^{1/\alpha} x (i)
\]

\[
\gamma' (i) = w (i)^{-1/\alpha} \gamma (i)
\]

Then the constraint \(\sum_{i=1}^{N} \gamma (i) x (i) = 1\) writes \(\sum_{i=1}^{N} \gamma' (i) x' (i) = 1\). The function to maximize in the optimization problem (14.4) is

\[
\sum_{i=1}^{N} w (i) f_{\alpha} (x (i)) = \sum_{i=1}^{N} f_{\alpha} (x' (i))
\]

Then \(x\) is \((\alpha, w)\)-proportionally fair with respect to the constraint \(\sum_{i=1}^{N} \gamma (i) x (i) = 1\) iff \(x'\) is \(\alpha\)-proportionally fair with respect to the constraint \(\sum_{i=1}^{N} \gamma' (i) x' (i) = 1\). Hence \(x_{\alpha, w} (i) = w (i)^{-1/\alpha} x'_{\alpha} (i)\). Using the expression of \(x'_{\alpha}\) given in Proposition 60 we get

\[
x_{\alpha, w} (i) = w (i)^{-1/\alpha} \frac{\gamma' (i)^{-1/\alpha}}{\sum_{j=1}^{N} \gamma' (j)^{1-1/\alpha}}
\]

\[
= w (i)^{1/\alpha} \frac{w (i)^{1/\alpha} \gamma (i)^{-2/\alpha}}{\sum_{j=1}^{N} w (j)^{1/\alpha} (1 - \frac{1}{\alpha}) \gamma (j)^{1-1/\alpha}}
\]

\[
= \frac{w (i)^{1/\alpha} \gamma (i)^{-1/\alpha}}{\sum_{j=1}^{N} w (j)^{1/\alpha} \gamma (j)^{1-1/\alpha}}
\]

which is the desired expression of the \((\alpha, w)\)-proportionally fair vector.
We calculate
\[
\sum_{i=1}^{N} w(i) f_{\alpha}(x_{\alpha,w}(i)) = \frac{1}{1-\alpha} \sum_{i=1}^{N} w(i) (x_{\alpha,w}(i))^{1-\alpha} = \frac{1}{1-\alpha} \sum_{i=1}^{N} w(i) w(i)^{1/\alpha} \gamma(i)^{(1-\alpha)/\alpha} = \frac{1}{1-\alpha} \left( \sum_{j=1}^{N} w(j)^{1/\alpha} \gamma(j)^{(1-\alpha)/\alpha} \right)^{\alpha}
\]
which proves the last result in the Corollary.

**Dynamics: Markovian model**

We consider a situation in which a server provides capacity (bit-rate) to \( N \) elastic bit-rate service classes. The \( i \)-th class has a Poisson arrival rate of \( \lambda_i \) users per second, each user having an exponentially distributed length of mean \( 1/\mu_i \). Denote \( \nu_i \) the number of current users of class \( i \) and \( \nu = (\nu_1, \ldots, \nu_N) \).

We assume that the capacity constraint has the form
\[
\sum_{i=1}^{N} \gamma_i \nu_i \psi_i(\nu) = 1 \tag{14.10}
\]
where \( \gamma_i \) are some given constants and \( \psi_i(\nu) \) is the capacity (in bits/s) allocated to a user of class \( i \).

This system may be described by a Markov process on \( \mathbb{N}^N \) with generator
\[
\begin{align*}
q(\nu, \nu + e_i) &= \lambda_i \\
q(\nu, \nu - e_i) &= \mu_i \psi_i(\nu) \nu_i
\end{align*}
\tag{14.11}
\]
This is a multiclass birth-and-death process which is a particular case of spatial Markov queueing (SMQ) processes. In order to retrieve the notations used for such processes, let \( \mathbb{D} = \{1, \ldots, N\} \) be the set of locations, define the routing rates by
\[
\lambda_{oi} = \lambda_i, \quad \lambda_{io} = \mu_i, \quad \lambda_{ij} = 0, \quad \text{for all } i, j \in \mathbb{D}
\]
and define the service rates by
\[
r(\nu, T_{oi}\nu) = 1, \quad r(\nu, T_{ij}\nu) = \psi_i(\nu), \quad \text{for all } i, j \in \mathbb{D} \tag{14.12}
\]
Let \( \rho_i = \frac{\lambda_i}{\mu_i} \) and \( \rho = (\rho_i)_{i=1}^{N} \) which is the solution of the traffic equations. If the service rates \( \psi_i(\nu) \) are balanced by some function \( \Psi(\nu) \), then an invariant
measure is given by
\[ \Pi(\nu) = \Psi(\nu)e^{-\rho(D)\prod_{i=1}^{N}\frac{\nu_i^\gamma}{\nu_i!}} \]
where \( \rho(D) = \sum_{i=1}^{N}\rho_i \).

Performance

We assume now that the Markov process \{X(t)\}_{t \in \mathbb{R}^+} describing our system is positive recurrent and consider its stationary version \{X(t)\}_{t \in \mathbb{R}} (extended to negative time in the classical way).

Let us denote \( T_D \) the sojourn duration of a user (duration between the arrival and departure from the system). By Little’s theorem [17],
\[ E[\nu(D)] = \lambda_D \times E_D[T_D] \]
where \( \nu(D) = \sum_{i=1}^{N}\nu_i \), \( E_D \) is the Palm probability with respect to the arrival process of users and \( \lambda_D = \sum_{i \in D}\lambda_i \) is the total arrival rate. Hence
\[ E_D[T_D] = \frac{E[\nu(D)]}{\lambda_D} \]
which we call the user delay.

Fairness among the users. For a given \( \nu \), we may enumerate the users by some index \( m \) and write the capacity constraint (14.10) as follows
\[ \sum_{m \in \nu}\gamma_m\psi_m(\nu) = 1 \]
where
- we use \( \nu \) as the name of the index set of the users \( m \);
- \( \gamma_m \) is the constant corresponding to the class of user \( m \);
- and \( \psi_m(\nu) \) is the capacity (in bits/s) allocated to user \( m \).

For a given \( \nu \), the capacity constraint (14.14) has a similar form as (14.5) where \( \gamma(i) \) are replaced by \( \gamma_m \). In this context, the allocation (14.6) takes the following form
\[ \psi_m(\nu) = \frac{\gamma_m^{-1/\alpha}}{\sum_{n \in \nu}\gamma_n^{1-1/\alpha}} \]
We see that \( \psi_m(\nu) \) depends only on the class, say \( i \), of the user \( m \), so we may denote
\[ \psi_i(\nu) = \psi_m(\nu) \]
that is
\[ \psi_i(\nu) = \frac{\gamma_i^{-1/\alpha}}{\sum_{j=1}^{N}\nu_j^{1-1/\alpha}} \]
(14.15)
14.B. FAIRNESS

Proposition 61 The service rates (14.12) where \( \psi_i(\nu) \) are given by (14.15) are balanced iff \( \alpha = 1 \) which corresponds to the proportional fair allocation. This allocation writes

\[
\psi_i(\nu) = \frac{1}{\nu(\mathbb{D}) \gamma_i} \tag{14.16}
\]

and is balanced by

\[
\Psi(\nu) = \Psi(0) \nu(\mathbb{D})! \prod_{i=1}^{N} \gamma_i^{\nu_i} \tag{14.17}
\]

where \( \nu(\mathbb{D}) \) designates the total number of users in progress.

Proof. Let’s decompose the service rates (14.12) as follows

\[
r(\nu, T_{ij}) = r^1(\nu, T_{ij}) \tag{14.18}
\]

where

\[
r^1(\nu, T_{oi}) = 1, \quad r^1(\nu, T_{io}) = \gamma_i^{-1/\alpha}
\]

and

\[
r^2(\nu, T_{oi}) = 1, \quad r^2(\nu, T_{io}) = \left( \sum_{j=1}^{N} \nu_j \gamma_j^{-1-1/\alpha} \right)^{-1} \tag{14.19}
\]

The service rates \( r^1(\nu, T_{ij}) \) are balanced. Then \( r^2(\nu, T_{ij}) \) are balanced iff so are \( r^2(\nu, T_{ij}) \). Let \( \beta = 1 - 1/\alpha \) and

\[
h_j(\nu) = r^2(\nu, T_{oj}) / r^2(\nu, T_{ij} \nu) = 1/r^2(T_{oj} \nu, \nu) = 1/r^2(T_{oj} \nu, T_{jo}(T_{oj} \nu))
\]

\[
= \sum_k \nu_k \gamma_k^\beta + \gamma_j^\beta
\]

\( r^2 \) is balanced iff \( h \) satisfies

\[
h_j(\nu) h_i(T_{oj} \nu) = h_i(\nu) h_j(T_{oj} \nu)
\]

which is equivalent to

\[
h_j(\nu) = h_i(\nu)
\]

(it is easy to see that \( h_i(T_{oj} \nu) = h_j(T_{oj} \nu) \)) that is

\[
\gamma_i^\beta = \gamma_j^\beta
\]

which is equivalent to \( \beta = 0 \) that is \( \alpha = 1 \).

Equation (14.8) gives the proportional fair allocation

\[
\psi_i(\nu) = \frac{1}{\nu(\mathbb{D}) \gamma_i}
\]

which is in the form

\[
\psi_i(\nu) = \frac{\Psi(\nu - e_i)}{\Psi(\nu)}
\]

where \( \Psi(\nu) \) is given by (14.17). Therefore, the service rates (14.16) are balanced by (14.17). \( \blacksquare \)
Remark 33 In the particular case of a single linear constraint, the allocation (14.16) corresponds to the allocation called balanced fairness in [23]. (An allocation is said balanced-fairness if it is balanced and belongs to the boundary of the capacity set. Such allocation is unique [98, Lemma 3.1], [69, Proposition 1.4.2].) Hence in the present particular case, proportional fairness and balanced-fairness coincide.

Proposition 62 For the service rates (14.16),

$$\Psi (0) = e^{\rho (D)} \left( 1 - \sum_{i=1}^{N} \rho_i \gamma_i \right)$$

(14.20)

and

$$E [\nu_i] = \rho_i \gamma_i \left( 1 - \sum_{j=1}^{N} \rho_j \gamma_j \right)^{-1}$$

The user delay is given by

$$T_j = E_2 [T_h] = \frac{1}{\sum_{i=1}^{N} \lambda_i} \frac{\sum_{i=1}^{N} \rho_i \gamma_i}{1 - \sum_{i=1}^{N} \rho_i \gamma_i}$$

(14.21)

Proof. We calculate $\Psi (0)$ in order to satisfy the normalization condition

$$\sum_{\nu} \Pi (\nu) = 1$$

We have

$$\sum_{\nu} \Pi (\nu) = e^{-\rho (D)} \sum_{\nu} \psi (\nu) \prod_{i=1}^{N} \rho_i^{\nu_i} = \Psi (0) e^{-\rho (D)} \sum_{\nu} \nu (D)! \prod_{i=1}^{N} (\rho_i \gamma_i)^{\nu_i} \nu_i!$$

$$= \Psi (0) e^{-\rho (D)} \sum_{n=0}^{\infty} \sum_{\nu: \nu (D)=n} n! \prod_{i=1}^{N} (\rho_i \gamma_i)^{\nu_i} \nu_i!$$

$$= \Psi (0) e^{-\rho (D)} \sum_{n=0}^{\infty} \left( \sum_{i=1}^{N} \rho_i \gamma_i \right)^n = \Psi (0) e^{-\rho (D)} \left( 1 - \sum_{i=1}^{N} \rho_i \gamma_i \right)^{-1}$$

which proves (14.20).
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We calculate

\[ E[\nu_i] = \sum_{\nu} \nu_i \Pi(\nu) = \Psi(0) e^{-\rho(D)} \sum_{\nu} \nu_i \nu(\nu) \prod_{j=1}^{N} \frac{(\rho_j \gamma_j)^{\nu_j}}{\nu_j!} \]

\[ = \rho_i \gamma_i \Psi(0) e^{-\rho(D)} \sum_{n=0}^{\infty} \sum_{\nu(\nu(\nu))=n} (n+1)! \prod_{j=1}^{N} \frac{\rho_j \gamma_j)^{\nu_j}}{\nu_j!} \]

\[ = \rho_i \gamma_i \Psi(0) e^{-\rho(D)} \sum_{n=0}^{\infty} (n+1) \left( \sum_{j=1}^{N} \rho_j \gamma_j \right)^n \]

\[ = \rho_i \gamma_i \Psi(0) e^{-\rho(D)} \left( 1 - \sum_{j=1}^{N} \rho_j \gamma_j \right)^{-(n+1)} = \rho_i \gamma_i \left( 1 - \sum_{j=1}^{N} \rho_j \gamma_j \right)^{-1} \]

\[ \]

**Fairness among the service classes.** For a given \( \nu \), the capacity constraint (14.10) has a similar form as (14.5) where \( \gamma(i) \) are replaced by \( \gamma_i \nu_i \). In this context, the allocation (14.6) takes the following form

\[ \psi_i(\nu) = \frac{(\nu_i \gamma_i)^{-1/\alpha} 1{\nu_i \neq 0}}{\sum_{j=1}^{N} (\nu_i \gamma_i)^{1-1/\alpha}} \]

(Note that Proposition 60 assumes that the \( \gamma(i) \) are positive, whereas now \( \gamma(i) = \gamma_i \nu_i = 0 \) when \( \nu_i = 0 \). We consider the results of Proposition 60 with some modifications: the equality in the constraint (14.5) is replaced by inequality \( \leq \); and we multiply the expressions of the fair allocations by the indicator function \( 1{\gamma(i) \neq 0} \). This justifies the term \( 1{\nu_i \neq 0} \) in the above display.)

**Proposition 63** The service rates (14.12) where \( \psi_i(\nu) \) are given by (14.22) are balanced iff \( \alpha = 1 \) which corresponds to the proportional fair allocation. This allocation writes

\[ \psi_i(\nu) = \frac{1{\nu_i \neq 0}}{N \nu_i \gamma_i} \]

and is balanced by

\[ \Psi(\nu) = \Psi(0) N^{\nu(D)} \prod_{i=1}^{N} \nu_i^{\nu_i^{\nu_i}} \]

where \( \nu(D) \) designates the total number of users in progress.

**Proof.** Let’s decompose the service rates (14.12) as follows

\[ r(\nu, T_{ij} \nu) = r^1(\nu, T_{ij} \nu) r^2(\nu, T_{ij} \nu) \]
where
\[ r^1(\nu, T_{oi\nu}) = 1, \quad r^1(\nu, T_{io\nu}) = (\nu_i \gamma_i)^{-1/\alpha} 1\{\nu_i \neq 0\} \] (14.25)

and
\[ r^2(\nu, T_{oi\nu}) = 1, \quad r^2(\nu, T_{io\nu}) = \left( \sum_{j=1}^{N} (\nu_j \gamma_j)^{1-1/\alpha} \right)^{-1} \] (14.26)

The service rates \( r^1(\nu, T_{ij\nu}) \) are balanced. Then \( r^2(\nu, T_{ij\nu}) \) are balanced iff so are \( r^2(\nu, T_{ij\nu}) \). Let \( \beta = 1 - 1/\alpha \) and
\[
h_j(\nu) = r^2(\nu, T_{oj\nu}) / r^2(T_{oj\nu}, \nu) = 1/r^2(T_{oj\nu}, \nu) = 1/r^2(T_{oj\nu}, T_{jo} (T_{oj\nu}))
\]
\[ = \sum_{k \neq j} (\nu_k \gamma_k)^{\beta} + ((\nu_j + 1) \gamma_j)^{\beta} \]

\( r^2 \) is balanced iff \( h \) satisfies
\[ h_j(\nu) h_i(T_{oj\nu}) = h_i(\nu) h_j(T_{oi\nu}) \]

which is equivalent to
\[ h_j(\nu) = h_i(\nu) \]

(it is easy to see that \( h_i(T_{oj\nu}) = h_j(T_{oi\nu}) \)) that is
\[ ((\nu_j + 1) \gamma_j)^{\beta} = ((\nu_i + 1) \gamma_i)^{\beta} \]

which is equivalent to \( \beta = 0 \) that is \( \alpha = 1 \).

Equation (14.8) gives the proportional fair allocation
\[ \psi_i(\nu) = \frac{1\{\nu_i \neq 0\}}{N \nu_i \gamma_i} \]

which is in the form
\[ \psi_i(\nu) = \frac{\Psi(\nu - e_i)}{\Psi(\nu)} \]

where \( \Psi(\nu) \) is given by (14.24). Therefore, the service rates (14.23) are balanced by (14.24).

**Proposition 64** For the service rates (14.16),
\[ \Psi(0) = e^{\rho(3)} \prod_{i=1}^{N} (1 - N \rho_i \gamma_i) \] (14.27)

and
\[ E[\nu_i] = N \rho_i \gamma_i (1 - N \rho_i \gamma_i)^{-1} \]

The user delay is given by
\[ T^c = E[T^c] = \frac{1}{\sum_{i=1}^{N} \lambda_i} \sum_{i=1}^{N} \frac{N \rho_i \gamma_i}{1 - N \rho_i \gamma_i} \] (14.28)
Proof. We calculate $\Psi (0)$ in order to satisfy the normalization condition
\[ \sum_{\nu} \Pi (\nu) = 1 \]

We have
\[ \sum_{\nu} \Pi (\nu) = e^{-\rho(D)} \sum_{\nu} \Psi (\nu) \prod_{i=1}^{N} \rho_i^{\nu_i} = \Psi (0) e^{-\rho(D)} \sum_{\nu} N^{\nu(D)} \prod_{i=1}^{N} (\rho_i \gamma_i)^{\nu_i} \]
\[ = \Psi (0) e^{-\rho(D)} \prod_{i=1}^{N} (N \rho_i \gamma_i)^{\nu_i} \]
\[ = \Psi (0) e^{-\rho(D)} \prod_{i=1}^{N} \left( \sum_{n=0}^{\infty} (N \rho_i \gamma_i)^n \right) = \Psi (0) e^{-\rho(D)} \prod_{i=1}^{N} (1 - N \rho_i \gamma_i)^{-1} \]
which proves (14.20).

We calculate
\[ E [\nu_i] = \sum_{\nu} \nu_i \Pi (\nu) = \Psi (0) e^{-\rho(D)} \sum_{\nu} \nu_i \prod_{j=1}^{N} (N \rho_j \gamma_j)^{\nu_j} \]
\[ = \Psi (0) e^{-\rho(D)} \left( \sum_{n=0}^{\infty} n (N \rho_i \gamma_i)^n \right) \prod_{j \neq i} \left( \sum_{n=0}^{\infty} (N \rho_j \gamma_j)^n \right) \]
\[ = \Psi (0) e^{-\rho(D)} N \rho_i \gamma_i (1 - N \rho_i \gamma_i)^{-2} \prod_{j \neq i} (1 - N \rho_j \gamma_j)^{-1} \]

Static capacity allocation. [76, § 4.4] studied allocations assigning a fixed fraction of the available capacity to each service class (i.e. $\nu_i \Psi_i (\nu)$ is independent of $\nu$). The author obtained the optimal allocation which minimizes the user delay. The minimal user delay is given by [76, Equation (4.22)]
\[ T^k = \frac{1}{\sum_{i=1}^{N} \lambda_i} \left( \frac{\sum_{i=1}^{N} \sqrt{\rho_i \gamma_i}}{1 - \sum_{i=1}^{N} \rho_i \gamma_i} \right)^2 \]
\[
(14.29)
\]

Comparison. The following lemma is useful for comparing the user delays of the above allocations.

Lemma 33 For each $\alpha_1, \ldots, \alpha_N \in [0, 1/N)$,
\[ \sum_{i=1}^{N} \frac{\alpha_i}{1 - N \alpha_i} \geq \frac{\sum_{i=1}^{N} \alpha_i}{1 - \sum_{i=1}^{N} \alpha_i} \]
Proof. We have
\[
\sum_{i=1}^{N} \frac{\alpha_i}{1 - N \alpha_i} = \sum_{i=1}^{N} \left( \frac{1}{1 - N \alpha_i} - \frac{1}{N} \right) = -1 + \frac{1}{N} \sum_{i=1}^{N} \frac{1}{1 - N \alpha_i}
\]
The second term of the right-hand side is the arithmetic mean of the \(\frac{1}{1 - N \alpha_i}\), which is larger than their harmonic mean, that is
\[
\frac{1}{N} \sum_{i=1}^{N} \frac{1}{1 - N \alpha_i} \geq \frac{N}{\sum_{i=1}^{N} (1 - N \alpha_i)} = \frac{1}{1 - \sum_{i=1}^{N} \alpha_i}
\]
Then
\[
\sum_{i=1}^{N} \frac{\alpha_i}{1 - N \alpha_i} \geq -1 + \frac{1}{1 - \sum_{i=1}^{N} \alpha_i} = \frac{\sum_{i=1}^{N} \alpha_i}{1 - \sum_{i=1}^{N} \alpha_i}
\]
From Lemma 33 we deduce that
\[
T^j = \frac{1}{\sum_{i=1}^{N} \lambda_i} \frac{\sum_{i=1}^{N} \rho_i \gamma_i}{1 - \sum_{i=1}^{N} \rho_i \gamma_i} \leq \frac{1}{\sum_{i=1}^{N} \lambda_i} \frac{\sum_{i=1}^{N} \rho_i \gamma_i}{1 - N \rho_i \gamma_i} = \frac{1}{N} T^c
\]
Since the allocation (14.23) satisfies the property \(\nu_i \psi_i (\nu)\) is independent of \(\nu\), we deduce that
\[
T^j \leq T^c
\]
Moreover we see from the Equations (14.21) and (14.29) that
\[
T^j \leq T^k
\]
Suppose moreover that \(\lambda_i = \lambda, \gamma_i = \gamma, \mu_i = \mu\), then
\[
T^k = \frac{1}{N \lambda} \frac{(N \sqrt{\rho})^2}{1 - N \rho \gamma} = \frac{N^2 \rho \gamma}{N \lambda (1 - N \rho \gamma)} = N T^j
\]
Then we deduce that the allocation assuring proportional fairness among the users gives a delay smaller than the delays of the other two allocations (proportional fairness among the classes, and static allocation). The reduction factor is of order \(\frac{1}{N}\).

An interesting optimization problem arises: among the allocations defined by the functions \(\psi_i (\nu)\) satisfying (14.10), which one minimizes the delay. Equation (14.13), shows that the optimal allocation should minimize \(E[\nu (D)]\). If we consider only the balanced allocations, then we deduce from [98, Lemma 3.1], [69, Proposition 1.4.2] that the optimal allocation is the so-called balanced fairness (which coincide in our case with the allocation (14.16) which realizes the proportional fairness among the users).
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