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## Présentation Générale

Dans cette thèse, nous menons à l'aide de la méthode des équations intégrales des analyses de sensitivité de solutions ou de spectres de l'équation de conductivité par rapport aux variations géométriques ou de paramètres de l'équation. En particulier, nous considérons le problème de conductivité dans des milieux à forts contrastes, le problème de perturbation du bord d'une inclusion de conductivité, le problème de valeurs propres du Laplacien dans des domaines perturbés et le problème d'ouverture de gap dans le spectre des cristaux photoniques.

Dans la première partie de cette thèse (les trois premiers chapitres), nous obtenons rigoureusement des développements asymptotiques complets des solutions de l'équation de conductivité par rapport à la conductivité de l'inclusion et sa forme. Nos calculs sont basés sur des analyses fines d'opérateurs intégraux singuliers. Les formules démontrées dans cette partie donnent une méthode alternative à celle proposée par Greengard et Lee pour le problème de conductivité à fort contraste, et généralisent celles obtenues par Rundell pour le problème de dérivation de la solution par rapport à la forme de l'inclusion et par Vogelius et ses collaborateurs pour le problème de couche mince de conductivité finie. Notre intérêt pour de telles formules asymptotiques d'ordre élevé est dû au fait qu'elles fournissent des outils très puissants pour la résolution des problèmes d'optimisation.

La seconde partie de cette thèse est consacrée à des problèmes spectraux. Dans le quatrième chapitre, nous étendons les travaux d'Ozawa, de RauchTaylor et de Besson sur les comportements asymptotiques des valeurs propres du Laplacien dans un domaine perturbé. Nous proposons une méthode qui permet d'écrire en toute dimension d'espace des développements asymptotiques complets et de traiter le cas des valeurs propres multiples. Nous prouvons que les problèmes spectraux pour le Laplacien dans des domaines perturbés sont équivalents à des systèmes d'équations intégrales posées sur le bord de la perturbation. Ainsi, la recherche des valeurs propres se transforme en la recherche des valeurs caractéristiques d'une fonction méromorphe à valeur d'opérateurs intégraux. En s'appuyant sur les résultats de Gohberg et Sigal, nous calculons explicitement des asymptotiques complètes des valeurs propres. Nous considérons également le cas où l'inclusion est proche du bord ainsi que le cas où elle est de conductivité finie. Lorsque la valeur propre non perturbée est multiple, nous constatons que les valeurs propres perturbées sont les zéros d'un polynôme à coefficients analytiques de degré égal à la multiplicité de la valeur propre non
perturbée. Ceci permet ensuite de calculer explicitement leurs asymptotiques complètes.

Le dernier travail effectué est consacré à l'étude des cristaux photoniques. Ces cristaux sont des structures périodiques composées de matériaux diélectriques conçues afin de présenter des propriétés intéressantes, telles que des gaps dans leurs spectres, pour la propagation des ondes électromagnétiques classiques. Le phénomène de bandes interdites de photons peut être réalisé dans des matériaux à forts contrastes structurés périodiquement. Avec un choix adéquat de la structure du cristal photonique, de la dimension de la cellule fondamentale et des matériaux diélectriques composant le cristal, la propagation des ondes électromagnétiques dans certaines bandes de fréquence peuvent être bannies du cristal.

Les résultats des trois premiers chapitres et la technique développée dans le quatrième chapitre nous permettent de fournir une analyse fine de la sensitivité du gap ouvert dans les cristaux photoniques par rapport à la géométrie de l'inclusion et le contraste de conductivité.

Les cinq chapitres de ce document sont autonomes et peuvent être lus indépendemment. Les résultats obtenus dans cette thèse font l'objet de cinq pré-publications $[8,9,10,11,13]$.

## Introduction

This thesis is concerned with the rigorous use of layer potential techniques for sensitivity analysis. Here is an outline of its contents. In Chap. 1 we provide a complete asymptotic expansion of the solution of the conductivity problem in high contrast materials in terms of the conductivity ratio. We prove error estimates for the approximation. Our method can potentially simplify calculations for problems involving highly conducting inclusions.

In Chap. 2 we derive high-order terms in the asymptotic expansions of the boundary perturbations of steady-state voltage potentials resulting from small perturbations of the shape of a conductivity inclusion with $\mathcal{C}^{2}$-boundary. The asymptotic expansion in this chapter is valid for $\mathcal{C}^{1}$-perturbations and inclusions with extreme conductivities. It extends those already derived for small volume conductivity inclusions and is expected to lead to very effective algorithms, aimed at determining certain properties of the shape of a conductivity inclusion based on boundary measurements.

The aim of Chap. 3 is to advance the development of asymptotic formulae for steady state voltage potentials associated with thin conductivity inclusions. These formulae recover highly conducting inclusions and those with interfacial resistance.

In Chap. 4 we provide a rigorous derivation of complete asymptotic expansions for eigenvalues of the Laplacian in domains with small inclusions. The inclusions, somewhat apart from or nearly touching the boundary, are of arbitrary conductivity contrast vis-à-vis the background domain, with the limiting perfectly conducting inclusion. By integral equations, we reduce this problem to the study of the characteristic values of integral operators in the complex plane. Powerful techniques from the theory of meromorphic operator-valued functions and careful asymptotic analysis of integral kernels are combined for deriving complete asymptotic expansions for eigenvalues.

In Chap. 5 we investigate the band-gap structure of the frequency spectrum for electromagnetic waves in a high-contrast, two-component periodic medium. We consider two-dimensional photonic crystals consisting of a background medium which is perforated by an array of holes periodic along each of the two orthogonal coordinate axes. We perform a high-order sensitivity analysis with respect to the index ratio and small perturbations in the geometry of the holes. Our method, which is parallel to the one developed in Chap. 4, gives a new tool for the optimal design problem in photonic crystals.

Our general approach in this thesis can be extended to other equations such as the anisotropic conductivity problem, Stokes, the Maxwell and the Lamé systems.

The five chapters of this manuscript are self-contained and can be read independently. Results from this thesis will appear in $[8,9,10,11,13]$.

## Chapter 1

## High Contrast Materials

### 1.1 Introduction

An interesting problem arising in the study of photonic band gap structures concerns the calculation of electrostatic properties of systems made by high contrast materials. See Chap. 5. By high contrast, we mean that the electrical conductivity ratio is high. When the material contrast is high, standard numerical procedures can become ill-conditioned. We refer to Tausch, White, and Wang [89, 90] and Greengard and Lee [45] for effective algorithms for this class of problems. The Tausch-White-Wang approach is based on a perturbation theory while the method of Greengard and Lee is a modification of the classical integral equation.

In this chapter, we derive a complete asymptotic expansion of the solution of the conductivity problem in terms of the conductivity ratio by a boundary integral perturbation method. We provide error estimates for the approximation. Therefore, our method can be viewed as a different computational approach which can potentially simplify calculations for problems involving highly conducting inclusions.

Consider a homogeneous conducting object occupying a bounded domain $\Omega \subset \mathbb{R}^{2}$, with a connected Lipschitz boundary $\partial \Omega$. We assume, for the sake of simplicity, that its conductivity is equal to 1 . Let $D$ with Lipschitz boundary be a conductivity inclusion inside $\Omega$ of conductivity equal to some positive constant $k \neq 1$. Let $u_{k}$ be the solution of

$$
\left\{\begin{array}{l}
\nabla \cdot\left(1+(k-1) \chi_{D}\right) \nabla u_{k}=0 \quad \text { in } \Omega,  \tag{1.1.1}\\
\left.\frac{\partial u_{k}}{\partial \nu}\right|_{\partial \Omega}=g \in L_{0}^{2}(\partial \Omega), \\
\int_{\partial \Omega} u_{k}=0,
\end{array}\right.
$$

where $\chi_{D}$ is the indicator function of $D$. We allow $k$ to be 0 or $+\infty$. If $k=0$,
the inclusion $D$ is insulated, and the equation in (1.1.1) is replaced with

$$
\left\{\begin{array}{l}
\Delta u_{0}=0 \quad \text { in } \Omega \backslash \bar{D} \\
\left.\frac{\partial u_{0}}{\partial \nu}\right|_{\partial D}=0 \\
\left.\frac{\partial u_{0}}{\partial \nu}\right|_{\partial \Omega}=g \\
\int_{\partial \Omega} u_{0}=0
\end{array}\right.
$$

and if $k=\infty$, then $D$ is a perfect conductor and the equation in (1.1.1) is replaced with

$$
\left\{\begin{array}{l}
\Delta u_{\infty}=0 \quad \text { in } \Omega \backslash \bar{D}  \tag{1.1.2}\\
\nabla u_{\infty}=0 \quad \text { in } D \\
\left.\frac{\partial u_{\infty}}{\partial \nu}\right|_{\partial \Omega}=g \\
\int_{\partial \Omega} u_{\infty}=0
\end{array}\right.
$$

It was proved in $[41,54]$ that $u_{k}$ converges in $W^{1,2}(\Omega \backslash \bar{D})$ to $u_{0}$ or $u_{\infty}$ as $k \rightarrow$ 0 or $k \rightarrow \infty$. Here the space $W^{1,2}(\Omega \backslash \bar{D})$ is the set of functions $f \in L^{2}(\Omega \backslash \bar{D})$ such that $\nabla f \in L^{2}(\Omega \backslash \bar{D})$. The main result of this chapter is a rigorous derivation, based on layer potential techniques, of a complete asymptotic expansion of $\left.u_{k}\right|_{\partial \Omega}$ as $k \rightarrow+\infty$ or 0 . In fact we will derive an asymptotic formula of $\left.u_{k}\right|_{\partial \Omega}$ when $k \rightarrow k_{0}$.

This chapter is organized as follows. In the next section we give an explicit asymptotic formula of $u_{k}$ as $k \rightarrow \infty$ or 0 when $\Omega$ is a disk and $D$ is a concentric disk. In section 3 , we derive a complete asymptotic formula for $u_{k}-u_{k_{0}}$ on $\partial \Omega$ when $k \rightarrow k_{0}$. The formula is valid even when $k_{0}=0$ or $\infty$.

### 1.2 Explicit formula

In this section, $\Omega$ is assumed to be the unit disk centered at the origin, and $D$ to be the concentric disk centered at the origin with radius $\alpha$. Set

$$
g(1, \theta)=\sum_{n \in \mathbb{Z} \backslash\{0\}} g_{n} e^{i n \theta}
$$

Write

$$
u_{k}=\left\{\begin{array}{l}
a_{0}+b_{0} \ln (r)+\sum_{n \in \mathbb{Z} \backslash\{0\}}\left(a_{n} r^{|n|}+b_{n} r^{-|n|}\right) e^{i n \theta} \quad \text { in } \Omega \backslash \bar{D} \\
\sum_{n \in \mathbb{Z}} \frac{c_{n}}{\alpha^{|n|}} r^{|n|} e^{i n \theta} \quad \text { in } D
\end{array}\right.
$$

where the Fourier coefficients $a_{n}, b_{n}$ and $c_{n}$ are to be found.
Since $g \in L_{0}^{2}(\partial \Omega)$ and $\int_{\partial \Omega} u_{k}=0$, we have that $a_{0}=b_{0}=0$. Using the continuity of $u_{k}$ across the interface $\partial D$, we get $c_{0}=0$. Then, for $n \in \mathbb{Z} \backslash\{0\}$, we have

$$
\left\{\begin{array}{l}
|n| a_{n}-|n| b_{n}=g_{n} \\
a_{n} \alpha^{|n|}+b_{n} \alpha^{-|n|}-c_{n}=0 \\
a_{n} \alpha^{|n|}-b_{n} \alpha^{-|n|}-k c_{n}=0
\end{array}\right.
$$

which yields

$$
\begin{aligned}
a_{n} & =\frac{g_{n}}{|n|} \frac{(k+1) \alpha^{-|n|}}{(k+1) \alpha^{-|n|}+(k-1) \alpha^{|n|}} \\
b_{n} & =-\frac{g_{n}}{|n|} \frac{(k-1) \alpha^{|n|}}{(k+1) \alpha^{-|n|}+(k-1) \alpha^{|n|}} \\
c_{n} & =2 \frac{g_{n}}{|n|} \frac{1}{\alpha^{-|n|}(k+1)+\alpha^{|n|}(k-1)} .
\end{aligned}
$$

Therefore, we have

$$
\begin{aligned}
u_{k}(1, \theta) & =\sum_{n \in \mathbb{Z} \backslash\{0\}}\left(a_{n}+b_{n}\right) e^{i n \theta} \\
& =\sum_{n \in \mathbb{Z} \backslash\{0\}} \frac{g_{n}}{|n|} \frac{(k+1) \alpha^{-|n|}-(k-1) \alpha^{|n|}}{(k+1) \alpha^{-|n|}+(k-1) \alpha^{|n|}} e^{i n \theta}
\end{aligned}
$$

In similar fashion we get

$$
u_{\infty}(1, \theta)=\sum_{n \in \mathbb{Z} \backslash\{0\}} \frac{g_{n}}{|n|} \frac{\alpha^{-|n|}-\alpha^{|n|}}{\alpha^{|n|}+\alpha^{-|n|}} e^{i n \theta}
$$

Then the following asymptotic expansion holds as $k$ goes to $+\infty$ :

$$
u_{k}(1, \theta)=u_{\infty}(1, \theta)+\sum_{l=1}^{+\infty} \frac{1}{(k-1)^{l}} v_{\infty}^{(l)}(\theta)
$$

where

$$
\begin{equation*}
v_{\infty}^{(l)}(\theta)=2^{l+1}(-1)^{l+1} \sum_{n \in \mathbb{Z} \backslash\{0\}} \frac{\alpha^{-(l-1)|n|}}{\left(\alpha^{|n|}+\alpha^{-|n|}\right)^{l+1}} \frac{g_{n}}{|n|} e^{i n \theta} \tag{1.2.1}
\end{equation*}
$$

Similarly, we get the following asymptotic formula when $k \rightarrow 0$ :

$$
u_{k}(1, \theta)=u_{0}(1, \theta)+\sum_{l=1}^{+\infty} \frac{k^{l}}{(k-1)^{l}} v_{0}^{(l)}(\theta)
$$

where

$$
\begin{equation*}
v_{0}^{(l)}(\theta)=2^{l+1}(-1)^{l+1} \sum_{n \in \mathbb{Z} \backslash\{0\}} \frac{\alpha^{-(l-1)|n|}}{\left(\alpha^{|n|}-\alpha^{-|n|}\right)^{l+1}} \frac{g_{n}}{|n|} e^{i n \theta} \tag{1.2.2}
\end{equation*}
$$

### 1.3 The general case

### 1.3.1 Representation formula

Let $\Gamma(x)$ be the fundamental solution of the Laplacian $\Delta$ in $\mathbb{R}^{2}: \Gamma(x)=$ $1 /(2 \pi) \ln |x|$. The single and double layer potentials of the density function $\phi$ on $\partial D$ are defined by

$$
\begin{align*}
\mathcal{S}_{D} \phi(x) & :=\int_{\partial D} \Gamma(x-y) \phi(y) d \sigma(y), \quad x \in \mathbb{R}^{2},  \tag{1.3.1}\\
\mathcal{D}_{D} \phi(x) & :=\int_{\partial D} \frac{\partial}{\partial \nu(y)} \Gamma(x-y) \phi(y) d \sigma(y), \quad x \in \mathbb{R}^{2} \backslash \partial D . \tag{1.3.2}
\end{align*}
$$

For a function $u$ defined on $\mathbb{R}^{2} \backslash \partial D$, we denote

$$
\frac{\partial}{\partial \nu^{ \pm}} u(x):=\lim _{t \rightarrow 0^{+}}\langle\nabla u(x \pm t \nu(x)), \nu(x)\rangle, \quad x \in \partial D,
$$

if the limit exists.
The proof of the following trace formula can be found in [42]:

$$
\begin{align*}
\frac{\partial}{\partial \nu^{ \pm}} \mathcal{S}_{D} \phi(x) & =\left( \pm \frac{1}{2} I+\mathcal{K}_{D}^{*}\right) \phi(x),  \tag{1.3.3}\\
\left.\mathcal{D}_{D} \phi\right|_{ \pm} & =\left(\mp \frac{1}{2} I+\mathcal{K}_{D}\right) \phi(x), \tag{1.3.4}
\end{align*} \quad x \in \partial D,
$$

where

$$
\mathcal{K}_{D} \phi(x)=\frac{1}{2 \pi} \int_{\partial D} \frac{\langle y-x, \nu(y)\rangle}{|x-y|^{2}} \phi(y) d \sigma(y)
$$

and $\mathcal{K}_{D}^{*}$ is the $L^{2}$-adjoint of $\mathcal{K}_{D}$. Let $L_{0}^{2}(\partial D):=\left\{f \in L^{2}(\partial D): \int_{\partial D} f d \sigma=0\right\}$. The following results are of importance to us. For proofs see [42].

Lemma 1.3.1 The operator $\lambda I-\mathcal{K}_{D}^{*}$ is invertible on $L_{0}^{2}(\partial D)$ if $|\lambda| \geq \frac{1}{2}$, and for $\lambda \in\left(-\infty,-\frac{1}{2}\right] \cup\left(\frac{1}{2},+\infty\right), \lambda I-\mathcal{K}_{D}^{*}$ is invertible on $L^{2}(\partial D)$.

Denote by $\mathcal{S}_{\Omega}, \mathcal{D}_{\Omega}, \mathcal{K}_{\Omega}$, and $\mathcal{K}_{\Omega}^{*}$ the layer potentials on $\partial \Omega$. Define the functions $H_{k}(x)$, for $x \in \mathbb{R}^{2} \backslash \partial \Omega$, by

$$
\begin{equation*}
H_{k}(x):=\mathcal{D}_{\Omega}\left(\left.u_{k}\right|_{\partial \Omega}\right)(x)-\mathcal{S}_{\Omega} g(x) \tag{1.3.5}
\end{equation*}
$$

and introduce $N(\cdot, y)$ to be the Neumann function for $\Delta$ in $\Omega$ corresponding to a Dirac mass at $y$, that is, $N$ is the solution to

$$
\left\{\begin{array}{l}
\Delta_{x} N(x, y)=-\delta_{y} \quad \text { in } \Omega \\
\left.\frac{\partial N}{\partial \nu}\right|_{\partial \Omega}=-\frac{1}{|\partial \Omega|}, \\
\int_{\partial \Omega} N(x, y) d \sigma(x)=0 \quad \text { for } y \in \Omega
\end{array}\right.
$$

Define the background voltage potential, $U$, to be the unique solution to

$$
\left\{\begin{array}{l}
\Delta U=0 \quad \text { in } \Omega  \tag{1.3.6}\\
\left.\frac{\partial U}{\partial \nu}\right|_{\partial \Omega}=g, \int_{\partial \Omega} U=0
\end{array}\right.
$$

The following representation was proved in [4]:

$$
\begin{equation*}
u_{k}(x)=U(x)-\int_{\partial D} N(x, y)\left(\lambda I-\mathcal{K}_{D}^{*}\right)^{-1}\left(\left.\frac{\partial H_{k}}{\partial \nu}\right|_{\partial D}\right)(y) d \sigma(y), \quad x \in \partial \Omega \tag{1.3.7}
\end{equation*}
$$

where $\lambda=(k+1) /(2(k-1))$.
Lemma 1.3.2 Let $k_{0} \neq 1$ and $\lambda_{0}=\left(k_{0}+1\right) /\left(2\left(k_{0}-1\right)\right)$. Let $v_{k}=u_{k}-u_{k_{0}}$.
Then, for any $x \in \partial \Omega$, we have

$$
\begin{align*}
& v_{k}(x)+\int_{\partial D} N(x, y)\left(\lambda I-\mathcal{K}_{D}^{*}\right)^{-1}\left(\left.\frac{\partial}{\partial \nu} \mathcal{D}_{\Omega}\left(v_{k}\right)\right|_{\partial D}\right)(y) d \sigma(y) \\
& =\int_{\partial D} N(x, y)\left[-\left(\lambda I-\mathcal{K}_{D}^{*}\right)^{-1}+\left(\lambda_{0} I-\mathcal{K}_{D}^{*}\right)^{-1}\right]\left(\left.\frac{\partial H_{k_{0}}}{\partial \nu}\right|_{\partial D}\right)(y) d \sigma(y) \tag{1.3.8}
\end{align*}
$$

Proof. It follows from (1.3.7) that, for $x \in \partial \Omega$,

$$
\begin{aligned}
& u_{k}(x)-u_{k_{0}}(x)+\int_{\partial D} N(x, y)\left(\lambda I-\mathcal{K}_{D}^{*}\right)^{-1}\left(\left.\frac{\partial\left(H_{k}-H_{k_{0}}\right)}{\partial \nu}\right|_{\partial D}\right)(y) d \sigma(y) \\
& =\int_{\partial D} N(x, y)\left[-\left(\lambda I-\mathcal{K}_{D}^{*}\right)^{-1}+\left(\lambda_{0} I-\mathcal{K}_{D}^{*}\right)^{-1}\right]\left(\left.\frac{\partial H_{k_{0}}}{\partial \nu}\right|_{\partial D}\right)(y) d \sigma(y)
\end{aligned}
$$

Thanks to (1.3.5), we get

$$
H_{k}(x)-H_{k_{0}}(x)=\mathcal{D}_{\Omega}\left(\left.u_{k}\right|_{\partial \Omega}-\left.u_{k_{0}}\right|_{\partial \Omega}\right)(x), \quad x \in \Omega
$$

and hence the proof is complete.

### 1.3.2 Derivation of the asymptotic expansion

Now, we expand $\left(\lambda I-\mathcal{K}_{D}^{*}\right)^{-1}$ as $k$ goes to $k_{0}$ :

$$
\begin{equation*}
\left(\lambda I-\mathcal{K}_{D}^{*}\right)^{-1}=\sum_{n=0}^{\infty}(-1)^{n}\left(\lambda-\lambda_{0}\right)^{n}\left(\lambda_{0} I-\mathcal{K}_{D}^{*}\right)^{-n-1} \tag{1.3.9}
\end{equation*}
$$

Note that the series in the right-hand side of (1.3.9) converges absolutely as an operator on $L_{0}^{2}(\partial D)$ as long as $\lambda-\lambda_{0}$ is small enough. Thus (1.3.8) reads, for any $x \in \partial \Omega$,

$$
\begin{aligned}
& v_{k}(x)+\sum_{n=0}^{\infty}(-1)^{n}\left(\lambda-\lambda_{0}\right)^{n} \int_{\partial D} N(x, y)\left(\lambda_{0} I-\mathcal{K}_{D}^{*}\right)^{-n-1}\left(\left.\nabla \mathcal{D}_{\Omega}\left(v_{k}\right)\right|_{\partial D} \cdot \nu\right)(y) d \sigma(y) \\
& =\sum_{n=1}^{\infty}(-1)^{n+1}\left(\lambda-\lambda_{0}\right)^{n} \int_{\partial D} N(x, y)\left(\lambda_{0} I-\mathcal{K}_{D}^{*}\right)^{-n-1}\left(\left.\frac{\partial H_{k_{0}}}{\partial \nu}\right|_{\partial D}\right)(y) d \sigma(y),
\end{aligned}
$$

or equivalently,

$$
\begin{equation*}
\left(I+\sum_{n=0}^{\infty}\left(\lambda-\lambda_{0}\right)^{n} T_{n}\right)\left(v_{k}\right)=\sum_{n=1}^{\infty}\left(\lambda-\lambda_{0}\right)^{n} F_{n}, \tag{1.3.10}
\end{equation*}
$$

where
$T_{n}(v)(x)=(-1)^{n} \int_{\partial D} N(x, y)\left(\lambda_{0} I-\mathcal{K}_{D}^{*}\right)^{-n-1}\left(\left.\nabla \mathcal{D}_{\Omega}(v)\right|_{\partial D} \cdot \nu\right)(y) d \sigma(y), \quad x \in \partial \Omega$,
and

$$
F_{n}(x)=(-1)^{n+1} \int_{\partial D} N(x, y)\left(\lambda_{0} I-\mathcal{K}_{D}^{*}\right)^{-n-1}\left(\left.\frac{\partial H_{k_{0}}}{\partial \nu}\right|_{\partial D}\right)(y) d \sigma(y) .
$$

Note that, since $\partial D$ is away from $\partial \Omega$, we have

$$
\begin{align*}
\left\|T_{n} v\right\|_{W_{\frac{1}{2}}^{2}(\partial \Omega)} & \leq C\left\|\left(\lambda_{0} I-\mathcal{K}_{D}^{*}\right)^{-n-1}\left(\left.\nabla \mathcal{D}_{\Omega}(v)\right|_{\partial D} \cdot \nu\right)\right\|_{L^{2}(\partial D)} \\
& \leq C C_{0}^{n+1}\left\|\nabla \mathcal{D}_{\Omega}(v)\right\|_{L^{2}(\partial D)} \\
& \leq C_{1} C_{0}^{n+1}\|v\|_{L^{2}(\partial \Omega)} \tag{1.3.11}
\end{align*}
$$

where $C_{0}$ is the operator norm of $\left(\lambda_{0} I-\mathcal{K}_{D}^{*}\right)^{-1}$ on $L_{0}^{2}(\partial \Omega)$ and $C$ and $C_{1}$ are positive constants independent of $n$. Here $W_{\frac{1}{2}}^{2}(\partial \Omega)$ is the set of functions $f \in L^{2}(\partial \Omega)$ such that

$$
\int_{\partial \Omega} \int_{\partial \Omega} \frac{|f(x)-f(y)|^{2}}{|x-y|^{2}} d \sigma(x) d \sigma(y)<+\infty .
$$

Likewise, we have

$$
\left\|F_{n}\right\|_{W_{\frac{1}{2}}^{2}(\partial \Omega)} \leq C C_{0}^{n+1}\left\|\frac{\partial H_{k_{0}}}{\partial \nu}\right\|_{L^{2}(\partial D)}
$$

Note that

$$
\left\|\frac{\partial H_{k_{0}}}{\partial \nu}\right\|_{L^{2}(\partial D)} \leq C\left(\left\|u_{k_{0}}\right\|_{L^{2}(\partial \Omega)}+\|g\|_{L^{2}(\partial \Omega)}\right) \leq C^{\prime}\|g\|_{L^{2}(\partial \Omega)}
$$

for some $C^{\prime}$, and hence we get

$$
\begin{equation*}
\left\|F_{n}\right\|_{W_{\frac{1}{2}}^{2}(\partial \Omega)} \leq C C_{0}^{n+1}\|g\|_{L^{2}(\partial \Omega)} \tag{1.3.12}
\end{equation*}
$$

for some constant $C$ independent of $n$. If $\partial \Omega$ is $\mathcal{C}^{1, \beta}, \beta>0$, then we get in the same way

$$
\begin{equation*}
\left\|T_{n} v\right\|_{\mathcal{C}^{1}(\partial \Omega)} \leq C C_{0}^{n+1}\|v\|_{L^{2}(\partial \Omega)} \tag{1.3.13}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|F_{n}\right\|_{\mathcal{C}^{1}(\partial \Omega)} \leq C C_{0}^{n+1}\|g\|_{L^{2}(\partial \Omega)} \tag{1.3.14}
\end{equation*}
$$

We need the following lemma. See Chap. 2 for a proof.

Lemma 1.3.3 If $\partial \Omega$ is Lipchitz, then the operator $I+T_{0}$ is invertible on $L_{0}^{2}(\partial \Omega)$. If $\partial \Omega$ is $\mathcal{C}^{1, \beta}$ for some $\beta>0$, then it is invertible on $\mathcal{C}_{0}^{1}(\partial \Omega)$, where $\mathcal{C}_{0}^{1}(\partial \Omega)$ denotes the collection of $f \in \mathcal{C}^{1}(\partial \Omega)$ with $\int_{\partial \Omega} f=0$.

We seek a solution $v_{k}$ to (1.3.10) in the form

$$
v_{k}(x)=\sum_{n=0}^{\infty}\left(\lambda-\lambda_{0}\right)^{n} v_{k_{0}}^{(n)}(x)
$$

Substituting the above expansion of $v_{k}$ into (1.3.10), we obtain
$\sum_{n=0}^{\infty}\left(\lambda-\lambda_{0}\right)^{n} v_{k_{0}}^{(n)}(x)+\sum_{n=0}^{\infty}\left(\lambda-\lambda_{0}\right)^{n}\left(\sum_{p=0}^{n} T_{p} v_{k_{0}}^{(n-p)}\right)(x)=\sum_{n=1}^{\infty}\left(\lambda-\lambda_{0}\right)^{n} F_{n}(x), \quad x \in \partial \Omega$.
By equating powers of $\lambda-\lambda_{0}$, we find that $v_{k_{0}}^{(0)}=0$ and, for any $n \geq 1$,

$$
\left(I+T_{0}\right) v_{k_{0}}^{(n)}+\sum_{p=1}^{n} T_{p} v_{k_{0}}^{(n-p)}=F_{n}
$$

Using Lemma 1.3.3, it follows that

$$
\begin{equation*}
v_{k_{0}}^{(n)}=\left(I+T_{0}\right)^{-1}\left(-\sum_{p=1}^{n} T_{p} v_{k_{0}}^{(n-p)}+F_{n}\right) \tag{1.3.16}
\end{equation*}
$$

Using (1.3.11) and (1.3.12), one can show inductively that

$$
\left\|v_{k_{0}}^{(n)}\right\|_{W_{\frac{1}{2}}^{2}(\partial \Omega)} \leq C_{2} C_{0}^{n+1} n\|g\|_{L^{2}(\partial \Omega)}, \quad n=1,2, \ldots
$$

for some constant $C_{2}$ independent of $n$. The same estimates with the $W_{\frac{1}{2}}^{2}$-norm replaced with the $\mathcal{C}^{1}(\partial \Omega)$-norm holds if $\partial \Omega$ is $\mathcal{C}^{1, \beta}$. Since

$$
\lambda-\lambda_{0}=\frac{k_{0}-k}{(k-1)\left(k_{0}-1\right)}
$$

we finally arrive at the following theorem.
Theorem 1.3.4 Let $C_{0}$ be the operator norm of $\left(\lambda_{0} I-\mathcal{K}_{D}^{*}\right)^{-1}$ on $L_{0}^{2}(\partial D)$. Let $0 \leq k_{0} \neq 1 \leq \infty$. The following asymptotic expansion holds uniformly and absolutely if $\left|k-k_{0}\right| \leq C<1 / 2 C_{0}$ on $\partial \Omega$ :

$$
\begin{equation*}
u_{k}(x)=u_{k_{0}}(x)+\sum_{n=1}^{\infty}\left[\frac{k_{0}-k}{(k-1)\left(k_{0}-1\right)}\right]^{n} v_{k_{0}}^{(n)}(x) \tag{1.3.17}
\end{equation*}
$$

where the functions $v_{k_{0}}^{(n)}$ are defined by the recursive formula (1.3.16). The convergence of the series is in $W_{\frac{1}{2}}^{2}(\partial \Omega)$ if $\partial \Omega$ is Lipschitz, and in $\mathcal{C}^{1}(\partial \Omega)$ if $\partial \Omega$ is $\mathcal{C}^{1, \beta}$.

In the most significant case, $k_{0}=0$ or $\infty$, the formula takes the following form:

$$
\begin{equation*}
u_{k}(x)=u_{0}(x)+\sum_{n=1}^{\infty} \frac{k^{n}}{(k-1)^{n}} v_{0}^{(n)}(x) \tag{1.3.18}
\end{equation*}
$$

and

$$
\begin{equation*}
u_{k}(x)=u_{\infty}(x)+\sum_{n=1}^{\infty} \frac{1}{(k-1)^{n}} v_{\infty}^{(n)}(x) \tag{1.3.19}
\end{equation*}
$$

Moreover, if we interchange the conductivities of $\Omega \backslash D$ and $D$, the boundary perturbations in the voltage potentials are given by $\sum_{n=1}^{\infty} \frac{1}{(k-1)^{n}} v_{0}^{(n)}$ if $k \rightarrow+\infty$ and by $\sum_{n=1}^{\infty} \frac{k^{n}}{(k-1)^{n}} v_{\infty}^{(n)}$ if $k \rightarrow 0$, where $v_{0}^{(n)}$ and $v_{\infty}^{(n)}$ are defined by (1.3.16). This is related to the Keller-Mendelson inversion theorem [57, 58].

Now, if we consider the case when $\Omega$ is the unit disk centered at the origin, and $D$ is the concentric disk centered at the origin with radius $\alpha$ then, using

$$
\mathcal{K}_{D}^{*} \phi(x)=\frac{1}{4 \pi \alpha} \int_{\partial D} \phi(y) d \sigma(y), \quad \mathcal{K}_{\Omega} \psi(x)=\frac{1}{4 \pi} \int_{\partial \Omega} \psi(y) d \sigma(y)
$$

and

$$
N(x, y)=-2 \Gamma(x-y) \text { modulo constants, } \forall x \in \partial \Omega, y \in \partial D
$$

we easily obtain from Theorem 1.3.4 the explicit formulae (1.2.1) and (1.2.2) for $v_{\infty}^{(n)}$ and $v_{0}^{(n)}, n \geq 1$.

The formula (1.3.17) holds for all $k_{0} \neq 1$. In low contrast case, i.e., $k_{0}=1$, we can get the asymptotic formula trivially. In fact, if $k_{0}=1$, then $H_{k_{0}}=U$, the background potential. Define

$$
\widetilde{T}_{n}(v)(x):=\int_{\partial D} N(x, y)\left(\mathcal{K}_{D}^{*}\right)^{n}\left(\left.\frac{\partial \mathcal{D}_{\Omega} v}{\partial \nu}\right|_{\partial D}\right)(y) d \sigma(y), \quad x \in \partial \Omega
$$

and

$$
\widetilde{F}_{n}(x):=-\int_{\partial D} N(x, y)\left(\mathcal{K}_{D}^{*}\right)^{n}\left(\left.\frac{\partial U}{\partial \nu}\right|_{\partial D}\right)(y) d \sigma(y), \quad x \in \partial \Omega
$$

and let the functions $\widetilde{v}^{(n)}$ on $\partial \Omega$, for $n \in \mathbb{N}$, be given by

$$
\widetilde{v}^{(0)}(x)=0, \widetilde{v}^{(n)}(x)=-\sum_{p=0}^{n-1} \widetilde{T}_{p} \widetilde{v}^{(n-p-1)}(x)+\widetilde{F}_{n-1}(x), \quad n \geq 1
$$

Then we easily get that

$$
u_{k}(x)=U(x)+\sum_{n=1}^{\infty} \frac{2^{n}(k-1)^{n}}{(k+1)^{n}} \widetilde{v}^{(n)}(x), \quad x \in \partial \Omega
$$

The above asymptotic expansion holds uniformly and absolutely on $\partial \Omega$ if $\mid k-$ $1 \mid \leq C<1 / 2 \times$ the operator norm of $\mathcal{K}_{D}^{*}$ on $L_{0}^{2}(\partial D)$. The convergence of the series is in $W_{\frac{1}{2}}^{2}(\partial \Omega)$ if $\partial \Omega$ is Lipschitz, and in $\mathcal{C}^{1}(\partial \Omega)$ if $\partial \Omega$ is $\mathcal{C}^{1, \beta}, \beta>0$.

## Chapter 2

## Small Perturbations of an Interface

### 2.1 Introduction

The main objective is to present a schematic way based on layer potential techniques to derive high-order terms in the asymptotic expansions of the boundary perturbations of steady-state voltage potentials resulting from small perturbations of the shape of a conductivity inclusion with $\mathcal{C}^{2}$-boundary.

More precisely, consider a homogeneous conducting object occupying a bounded domain $\Omega \subset \mathbb{R}^{2}$, with a connected $\mathcal{C}^{2}$-boundary $\partial \Omega$. We assume, for the sake of simplicity, that its conductivity is equal to 1 . Let $D$ with $\mathcal{C}^{2}$-boundary be a conductivity inclusion inside $\Omega$ of conductivity equal to some positive constant $k \neq 1$. We assume that $\operatorname{dist}(D, \partial \Omega) \geq C>0$. The voltage potential in the presence of the inclusion $D$ is denoted by $u$. It is the solution to

$$
\left\{\begin{array}{l}
\nabla \cdot\left(1+(k-1) \chi_{D}\right) \nabla u=0 \quad \text { in } \Omega  \tag{2.1.1}\\
\left.\frac{\partial u}{\partial \nu}\right|_{\partial \Omega}=g, \int_{\partial \Omega} u=0
\end{array}\right.
$$

where $\chi_{D}$ is the indicator function of $D$. Here $\nu$ denotes the unit outward normal to the domain $\Omega$ and $g$ represents the applied boundary current; it belongs to the set $L_{0}^{2}(\partial \Omega)=\left\{f \in L^{2}(\partial \Omega), \int_{\partial \Omega} f=0\right\}$.

Let $D_{\epsilon}$ be an $\epsilon$-perturbation of $D$, i.e., let $h \in \mathcal{C}^{1}(\partial D)$ and $\partial D_{\epsilon}$ be given by

$$
\partial D_{\epsilon}=\{\tilde{x}: \tilde{x}=x+\epsilon h(x) \nu(x), x \in \partial D\}
$$

Let $u_{\epsilon}$ be the solution to

$$
\left\{\begin{array}{l}
\nabla \cdot\left(1+(k-1) \chi_{D_{\epsilon}}\right) \nabla u_{\epsilon}=0 \quad \text { in } \Omega  \tag{2.1.2}\\
\left.\frac{\partial u_{\epsilon}}{\partial \nu}\right|_{\partial \Omega}=g, \int_{\partial \Omega} u_{\epsilon}=0
\end{array}\right.
$$

The main achievement of this chapter is a rigorous derivation, based on layer potential techniques, of high-order terms in the asymptotic expansion of $\left.\left(u_{\epsilon}-u\right)\right|_{\partial \Omega}$ as $\epsilon \rightarrow 0$.

The solution $u_{\epsilon}$ to (2.1.2) can be represented using integral operators (see formula (2.3.1)), and hence derivation of asymptotic formula for $u_{\epsilon}$ is reduced to that of the integral operator $\mathcal{K}_{D_{\epsilon}}^{*}$ defined by

$$
\mathcal{K}_{D_{\epsilon}}^{*} \tilde{\varphi}(\tilde{x})=\frac{1}{2 \pi} \text { p.v. } \int_{\partial D_{\epsilon}} \frac{\langle\tilde{x}-\tilde{y}, \tilde{\nu}(\tilde{x})\rangle}{|\tilde{x}-\tilde{y}|^{2}} \tilde{\varphi}(\tilde{y}) d \sigma_{\epsilon}(\tilde{y})
$$

where p.v. stands for the Cauchy principal value. The operator $\mathcal{K}_{D_{\epsilon}}^{*}$ is a singular integral operator and known to be bounded on $L^{2}\left(\partial D_{\epsilon}\right)$ [35, 27]. It was proved in [36] that $\mathcal{K}_{D_{\epsilon}}^{*}$ converges to the operator $\mathcal{K}_{D}^{*}$ on the non-perturbed domain $D$, defined for a density $\varphi \in L^{2}(\partial D)$, by

$$
\mathcal{K}_{D}^{*} \varphi(x)=\frac{1}{2 \pi} \int_{\partial D} \frac{\langle x-y, \nu(x)\rangle}{|x-y|^{2}} \varphi(y) d \sigma(y)
$$

In this chapter we will derive a complete asymptotic expansion of the singular integral operator $\mathcal{K}_{D_{\epsilon}}^{*}$ on $L^{2}\left(\partial D_{\epsilon}\right)$ in terms of $\epsilon$. This asymptotic expansion yields an expansion of $u_{\epsilon}-u$ which extends those already derived for small volume inclusions $[4,5,21,22,41,60,97]$. Our formula is of significant interest from an "imaging point of view". For instance, if one has a very detailed knowledge of the "boundary signatures" of conductivity inclusions, then it becomes possible to design very effective algorithms to identify certain properties of their shapes. Since it carries very precise information on the shape of the inclusion, it can be efficiently exploited for designing significantly better algorithms. In connection with this, we refer to [23, 50, 92].

### 2.2 High-order terms in the expansion of $\mathcal{K}_{D_{\epsilon}}^{*}$

Let $a, b \in \mathbb{R}$, with $a<b$, and let $X(t):[a, b] \rightarrow \mathbb{R}^{2}$ be the arclength parametrization of $\partial D$, namely, $X$ is a $\mathcal{C}^{2}$-function satisfying $\left|X^{\prime}(t)\right|=1$ for all $t \in[a, b]$ and

$$
\partial D:=\{x=X(t), t \in[a, b]\}
$$

Then the outward unit normal to $\partial D, \nu(x)$, is given by $\nu(x)=R_{-\frac{\pi}{2}} X^{\prime}(t)$, where $R_{-\frac{\pi}{2}}$ is the rotation by $-\pi / 2$, the tangential vector at $x, T(x)=X^{\prime}(t)$, and $X^{\prime}(t) \perp X^{\prime \prime}(t)$. Set the curvature $\tau(x)$ to be defined by

$$
X^{\prime \prime}(t)=\tau(x) \nu(x)
$$

We will sometimes use $h(t)$ for $h(X(t))$ and $h^{\prime}(t)$ for the tangential derivative of $h(x)$.

Then, $\tilde{X}(t)=X(t)+\epsilon h(t) \nu(x)=X(t)+\epsilon h(t) R_{-\frac{\pi}{2}} X^{\prime}(t)$ is a parametrization of $\partial D_{\epsilon}$. By $\tilde{\nu}(\tilde{x})$, we denote the outward unit normal to $\partial D_{\epsilon}$ at $\tilde{x}$. Then, we
have

$$
\begin{align*}
\tilde{\nu}(\tilde{x}) & =\frac{R_{-\frac{\pi}{2}} \tilde{X}^{\prime}(t)}{\left|\tilde{X}^{\prime}(t)\right|} \\
& =\frac{(1-\epsilon h(t) \tau(x)) \nu(x)-\epsilon h^{\prime}(t) X^{\prime}(t)}{\sqrt{\epsilon^{2} h^{\prime}(t)^{2}+(1-\epsilon h(t) \tau(x))^{2}}} \\
& =\frac{(1-\epsilon h(t) \tau(x)) \nu(x)-\epsilon h^{\prime}(t) T(x)}{\sqrt{\epsilon^{2} h^{\prime}(t)^{2}+(1-\epsilon h(t) \tau(x))^{2}}} \tag{2.2.1}
\end{align*}
$$

and hence $\tilde{\nu}(\tilde{x})$ can be expanded uniformly as

$$
\begin{equation*}
\tilde{\nu}(\tilde{x})=\sum_{n=0}^{\infty} \epsilon^{n} \nu^{(n)}(x), \quad x \in \partial D \tag{2.2.2}
\end{equation*}
$$

where the vector-valued functions $\nu^{(n)}$ are bounded. In particular, the first two terms are given by

$$
\nu^{(0)}(x)=\nu(x), \quad \nu^{(1)}(x)=-h^{\prime}(t) T(x)
$$

Likewise, we get a uniformly convergent expansion for the length element $d \sigma_{\epsilon}(\tilde{y})$ :

$$
\begin{equation*}
d \sigma_{\epsilon}(\tilde{y})=\left|\tilde{X}^{\prime}(s)\right| d s=\sqrt{(1-\epsilon \tau(s) h(s))^{2}+\epsilon^{2} h^{2}(s)} d s=\sum_{n=0}^{\infty} \epsilon^{n} \sigma^{(n)}(y) d \sigma(y) \tag{2.2.3}
\end{equation*}
$$

where $\sigma^{(n)}$ are bounded functions and

$$
\begin{equation*}
\sigma^{(0)}(y)=1, \quad \sigma^{(1)}(y)=-\tau(y) h(y) \tag{2.2.4}
\end{equation*}
$$

Set

$$
\begin{array}{ll}
x=X(t), & \tilde{x}=\tilde{X}(t)=x+\epsilon h(t) R_{-\frac{\pi}{2}} X^{\prime}(t) \\
y=X(s), & \tilde{y}=\tilde{X}(s)=y+\epsilon h(s) R_{-\frac{\pi}{2}} X^{\prime}(s)
\end{array}
$$

Since

$$
\begin{equation*}
\tilde{x}-\tilde{y}=x-y+\epsilon(h(t) \nu(x)-h(s) \nu(y)) \tag{2.2.5}
\end{equation*}
$$

we get

$$
|\tilde{x}-\tilde{y}|^{2}=|x-y|^{2}+2 \epsilon\langle x-y, h(t) \nu(x)-h(s) \nu(y)\rangle+\epsilon^{2}|h(t) \nu(x)-h(s) \nu(y)|^{2}
$$

and hence

$$
\begin{equation*}
\frac{1}{|\tilde{x}-\tilde{y}|^{2}}=\frac{1}{|x-y|^{2}} \frac{1}{1+2 \epsilon F(x, y)+\epsilon^{2} G(x, y)} \tag{2.2.6}
\end{equation*}
$$

where

$$
F(x, y)=\frac{\langle x-y, h(t) \nu(x)-h(s) \nu(y)\rangle}{|x-y|^{2}},
$$

and

$$
G(x, y)=\frac{|h(t) \nu(x)-h(s) \nu(y)|^{2}}{|x-y|^{2}} .
$$

One can easily see that

$$
|F(x, y)|+|G(x, y)|^{\frac{1}{2}} \leq C\|X\|_{\mathcal{C}^{2}}\|h\|_{\mathcal{C}^{1}} .
$$

It follows from (2.2.1), (2.2.3), (2.2.5), and (2.2.6) that

$$
\begin{aligned}
\frac{\langle\tilde{x}-\tilde{y}, \tilde{\nu}(\tilde{x})\rangle}{|\tilde{x}-\tilde{y}|^{2}} d \sigma_{\epsilon}(\tilde{y})= & \left(\frac{\langle x-y, \nu(x)\rangle}{|x-y|^{2}}+\epsilon\left[\frac{\langle h(t) \nu(x)-h(s) \nu(y), \nu(x)\rangle}{|x-y|^{2}}\right.\right. \\
& \left.-\frac{\left\langle x-y, \tau(x) h(t) \nu(x)+h^{\prime}(t) T(x)\right\rangle}{|x-y|^{2}}\right] \\
& \left.-\epsilon^{2} \frac{\left\langle h(t) \nu(x)-h(s) \nu(y), \tau(x) h(t) \nu(x)+h^{\prime}(t) T(x)\right\rangle}{|x-y|^{2}}\right) \\
& \times \frac{1}{1+2 \epsilon F(x, y)+\epsilon^{2} G(x, y)} \frac{\sqrt{(1-\epsilon \tau(y) h(s))^{2}+\epsilon^{2} h^{\prime 2}(s)}}{\sqrt{(1-\epsilon \tau(x) h(t))^{2}+\epsilon^{2} h^{\prime 2}(t)}} d \sigma(y) \\
:= & \left(K_{0}(x, y)+\epsilon K_{1}(x, y)+\epsilon^{2} K_{2}(x, y)\right) \\
& \times \frac{1}{1+2 \epsilon F(x, y)+\epsilon^{2} G(x, y)} \frac{\sqrt{(1-\epsilon \tau(y) h(s))^{2}+\epsilon^{2} h^{\prime 2}(s)}}{\sqrt{(1-\epsilon \tau(x) h(t))^{2}+\epsilon^{2} h^{\prime 2}(t)}} d \sigma(y) .
\end{aligned}
$$

Let

$$
\frac{1}{1+2 \epsilon F(x, y)+\epsilon^{2} G(x, y)} \frac{\sqrt{(1-\epsilon \tau(y) h(s))^{2}+\epsilon^{2} h^{\prime 2}(s)}}{\sqrt{(1-\epsilon \tau(x) h(t))^{2}+\epsilon^{2} h^{\prime 2}(t)}}=\sum_{n=0}^{\infty} \epsilon^{n} F_{n}(x, y),
$$

where the series converges absolutely and uniformly. In particular, we can easily see that

$$
F_{0}(x, y)=1, \quad F_{1}(x, y)=-2 F(x, y)+\tau(x) h(x)-\tau(y) h(y) .
$$

Then we now have

$$
\begin{aligned}
& \frac{\langle\tilde{x}-\tilde{y}, \tilde{\nu}(\tilde{x})\rangle}{|\tilde{x}-\tilde{y}|^{2}} d \sigma_{\epsilon}(\tilde{y})=\frac{\langle x-y, \nu(x)\rangle}{|x-y|^{2}} d \sigma(y)+\epsilon\left(K_{0}(x, y) F_{1}(x, y)+K_{1}(x, y)\right) d \sigma(y) \\
& \quad+\epsilon^{2} \sum_{n=0}^{\infty} \epsilon^{n}\left(F_{n+2}(x, y) K_{0}(x, y)+F_{n+1}(x, y) K_{1}(x, y)+F_{n}(x, y) K_{2}(x, y)\right) d \sigma(y) .
\end{aligned}
$$

Therefore, we obtain that

$$
\frac{\langle\tilde{x}-\tilde{y}, \tilde{\nu}(\tilde{x})\rangle}{|\tilde{x}-\tilde{y}|^{2}} d \sigma_{\epsilon}(\tilde{y})=\sum_{n=0}^{\infty} \epsilon^{n} \mathbb{k}_{n}(x, y) d \sigma(y),
$$

where

$$
\mathbb{k}_{0}(x, y)=\frac{\langle x-y, \nu(x)\rangle}{|x-y|^{2}}, \quad \mathbb{k}_{1}(x, y)=K_{0}(x, y) F_{1}(x, y)+K_{1}(x, y)
$$

and for any $n \geq 2$,

$$
\mathbb{k}_{n}(x, y)=F_{n}(x, y) K_{0}(x, y)+F_{n-1}(x, y) K_{1}(x, y)+F_{n-2}(x, y) K_{2}(x, y)
$$

Introduce a sequence of integral operators $\left(\mathcal{K}_{D}^{(n)}\right)_{n \in \mathbb{N}}$, defined for any $\phi \in$ $L^{2}(\partial D)$ by:

$$
\mathcal{K}_{D}^{(n)} \phi(x)=\int_{\partial D} \mathbb{k}_{n}(x, y) \phi(y) d \sigma(y) \quad \text { for } n \geq 0
$$

Note that $\mathcal{K}_{D}^{(0)}=\mathcal{K}_{D}^{*}$. Observe that the same operator with the kernel $\mathbb{k}_{n}(x, y)$ replaced with $K_{j}(x, y), j=0,1,2$, is bounded on $L^{2}(\partial D)$. In fact, it is an immediate consequence of the celebrated theorem of Coifman-McIntosh-Meyer [27]. Therefore each $\mathcal{K}_{D}^{(n)}$ is bounded on $L^{2}(\partial D)$.

Let $\Psi_{\epsilon}$ be the diffeomorphism from $\partial D$ onto $\partial D_{\epsilon}$ given by $\Psi_{\epsilon}(x)=x+$ $\epsilon h(t) \nu(x)$, where $x=X(t)$. The following theorem holds.

Theorem 2.2.1 Let $N \in \underset{\sim}{\mathbb{N}}$. There exists $C$ depending only on $N,\|X\|_{\mathcal{C}^{2}}$, and $\|h\|_{\mathcal{C}^{1}}$ such that for any $\tilde{\phi} \in L^{2}\left(\partial D_{\epsilon}\right)$,

$$
\left\|\left(\mathcal{K}_{D_{\epsilon}}^{*} \tilde{\phi}\right) \circ \Psi_{\epsilon}-\mathcal{K}_{D}^{*} \phi-\sum_{n=1}^{N} \epsilon^{n} \mathcal{K}_{D}^{(n)} \phi\right\|_{L^{2}(\partial D)} \leq C \epsilon^{N+1}\|\phi\|_{L^{2}(\partial D)}
$$

where $\phi:=\tilde{\phi} \circ \Psi_{\epsilon}$.

### 2.3 Derivation of the full asymptotic formula for the steady-state voltage potentials

In this section we derive high-order terms in the asymptotic expansion of ( $u_{\epsilon}-$ $u)\left.\right|_{\partial \Omega}$ as $\epsilon \rightarrow 0$.

Suppose that the conductivity of $D$ is $k$. Let $\lambda:=\frac{k+1}{2(k-1)}$. Define the background voltage potential, $U$, to be the unique solution to

$$
\left\{\begin{array}{l}
\Delta U=0 \quad \text { in } \Omega \\
\left.\frac{\partial U}{\partial \nu}\right|_{\partial \Omega}=g, \int_{\partial \Omega} U=0
\end{array}\right.
$$

Let $N(x, y)$ be the Neumann function for $\Delta$ in $\Omega$ corresponding to a Dirac mass at $y$, that is, $N$ is the solution to

$$
\left\{\begin{array}{l}
\Delta_{x} N(x, y)=-\delta_{y} \quad \text { in } \Omega \\
\left.\frac{\partial N}{\partial \nu}\right|_{\partial \Omega}=-\frac{1}{|\partial \Omega|} \\
\int_{\partial \Omega} N(x, y) d \sigma(x)=0 \quad \text { for } y \in \Omega
\end{array}\right.
$$

Let $\mathcal{N}_{D}$ be defined by

$$
\mathcal{N}_{D} \varphi(x):=\int_{\partial D} N(x, y) \varphi(y) d \sigma(y), \quad x \in \partial \Omega
$$

for $\varphi \in L_{0}^{2}(\partial D)$.
Let $u_{\epsilon}$ be the solution to (2.1.2). Then the following representation formula holds [4]:

$$
\begin{equation*}
u_{\epsilon}(x)=U(x)-\mathcal{N}_{D_{\epsilon}} \tilde{\phi}_{\epsilon}(x), \quad x \in \partial \Omega \tag{2.3.1}
\end{equation*}
$$

where $\tilde{\phi}_{\epsilon} \in L_{0}^{2}\left(\partial D_{\epsilon}\right)$ is given by

$$
\begin{equation*}
H_{\epsilon}(x):=\mathcal{D}_{\Omega}\left(\left.u_{\epsilon}\right|_{\partial \Omega}\right)(x)-\mathcal{S}_{\Omega} g(x), \quad x \in \Omega \tag{2.3.2}
\end{equation*}
$$

and

$$
\left(\lambda I-\mathcal{K}_{D_{\epsilon}}^{*}\right) \tilde{\phi}_{\epsilon}(x)=\frac{\partial H_{\epsilon}}{\partial \tilde{\nu}}(x), \quad x \in \partial D_{\epsilon}
$$

Here and throughout this chapter $\mathcal{S}_{\Omega}$ and $\mathcal{D}_{\Omega}$ denote the single and double layer potential on $\partial \Omega$ :

$$
\begin{aligned}
& \mathcal{D}_{\Omega} \varphi(x)=\frac{1}{2 \pi} \int_{\partial \Omega} \frac{\langle y-x, \nu(y)\rangle}{|x-y|^{2}} \varphi(y) d \sigma(y), \quad x \in \mathbb{R}^{2} \backslash \partial \Omega \\
& \mathcal{S}_{\Omega} \varphi(x)=\frac{1}{2 \pi} \int_{\partial \Omega} \log |x-y| \varphi(y) d \sigma(y), \quad x \in \mathbb{R}^{2}
\end{aligned}
$$

Likewise the solution $u$ to (2.1.1) has the representation

$$
u(x)=U(x)-\mathcal{N}_{D} \phi(x), \quad x \in \partial \Omega
$$

where $\phi \in L_{0}^{2}(\partial D)$ is given by

$$
\begin{equation*}
H(x):=\mathcal{D}_{\Omega}\left(\left.u\right|_{\partial \Omega}\right)(x)-\mathcal{S}_{\Omega} g(x), \quad x \in \Omega \tag{2.3.3}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(\lambda I-\mathcal{K}_{D}^{*}\right) \phi(x)=\frac{\partial H}{\partial \nu}(x), \quad x \in \partial D \tag{2.3.4}
\end{equation*}
$$

We then get

$$
\begin{equation*}
u_{\epsilon}(x)-u(x)=-\mathcal{N}_{D_{\epsilon}} \tilde{\phi}_{\epsilon}(x)+\mathcal{N}_{D} \phi(x), \quad x \in \partial \Omega \tag{2.3.5}
\end{equation*}
$$

We now investigate the asymptotic behavior of $\mathcal{N}_{D_{\epsilon}} \tilde{\phi}_{\epsilon}$ as $\epsilon \rightarrow 0$. After the change of variables $\tilde{y}=\Psi_{\epsilon}(y)$, we get from (2.2.3) and the Taylor expansion of $N(x, y)$ that
$\mathcal{N}_{D_{\epsilon}} \tilde{\phi}_{\epsilon}(x)=\int_{\partial D}\left(\sum_{n=0}^{\infty} \sum_{|\alpha|=n} \frac{\epsilon^{n}}{\alpha!}(h(y) \nu(y))^{\alpha} \partial_{y}^{\alpha} N(x, y)\right) \phi_{\epsilon}(y)\left(\sum_{n=0}^{\infty} \epsilon^{n} \sigma^{(n)}(y)\right) d \sigma(y)$,
where $\phi_{\epsilon}=\tilde{\phi}_{\epsilon} \circ \Psi_{\epsilon}$.

One can see from Theorem 2.2.1 that, for each integer $N, \phi_{\epsilon}$ satisfies

$$
\left(\lambda I-\mathcal{K}_{D}^{*}-\sum_{n=1}^{N} \epsilon^{n} \mathcal{K}_{D}^{(n)}\right) \phi_{\epsilon}+O\left(\epsilon^{N+1}\right)=\left(\nabla H_{\epsilon}\right)\left(\Psi_{\epsilon}\right) \cdot \tilde{\nu}\left(\Psi_{\epsilon}\right) \quad \text { on } \partial D .
$$

We obtain from (2.2.2) that

$$
\begin{align*}
\left(\nabla H_{\epsilon}\right)\left(\Psi_{\epsilon}\right)(y) \cdot \tilde{\nu}\left(\Psi_{\epsilon}\right)(y) & =\left(\sum_{n=0}^{\infty} \sum_{|\alpha|=n} \frac{\epsilon^{n}}{\alpha!}\left(\nabla \partial^{\alpha} H_{\epsilon}\right)(y)(h(y) \nu(y))^{\alpha}\right) \cdot\left(\sum_{n=0}^{\infty} \epsilon^{n} \nu^{(n)}(y)\right) \\
: & =\sum_{n=0}^{\infty} \epsilon^{n} G_{n}(y) \tag{2.3.6}
\end{align*}
$$

Note that

$$
\begin{equation*}
G_{0}(y)=\frac{\partial H_{\epsilon}}{\partial \nu}(y), \quad G_{1}(y)=h(y)\left\langle D^{2} H_{\epsilon}(y) \nu(y), \nu(y)\right\rangle-h^{\prime}(y)\left\langle\nabla H_{\epsilon}, T(y)\right\rangle, \tag{2.3.7}
\end{equation*}
$$

where $D^{2} H_{\epsilon}$ is the Hessian of $H_{\epsilon}$. Therefore, we obtain the following integral equation to solve:

$$
\begin{equation*}
\left(\lambda I-\mathcal{K}_{D}^{*}-\sum_{n=1}^{N} \epsilon^{n} \mathcal{K}_{D}^{(n)}\right) \phi_{\epsilon}+O\left(\epsilon^{N+1}\right)=\sum_{n=0}^{+\infty} \epsilon^{n} G_{n} \quad \text { on } \partial D \tag{2.3.8}
\end{equation*}
$$

The equation (2.3.8) can be solved recursively in the following way: Define

$$
\begin{equation*}
\phi^{(0)}=\left(\lambda I-\mathcal{K}_{D}^{*}\right)^{-1} G_{0}=\left(\lambda I-\mathcal{K}_{D}^{*}\right)^{-1}\left(\left.\frac{\partial H_{\epsilon}}{\partial \nu}\right|_{\partial D}\right) \tag{2.3.9}
\end{equation*}
$$

and for $1 \leq n \leq N$,

$$
\begin{equation*}
\phi^{(n)}=\left(\lambda I-\mathcal{K}_{D}^{*}\right)^{-1}\left(G_{n}+\sum_{p=0}^{n-1} \mathcal{K}_{D}^{(n-p)} \phi^{(p)}\right) \tag{2.3.10}
\end{equation*}
$$

We obtain the following lemma.
Lemma 2.3.1 Let $N \in \mathbb{N}$. There exists $C$ depending only on $N$, the $\mathcal{C}^{2}$-norm of $X$, and the $\mathcal{C}^{1}$-norm of $h$ such that

$$
\left\|\phi_{\epsilon}-\sum_{n=0}^{N} \epsilon^{n} \phi^{(n)}\right\|_{L^{2}(\partial D)} \leq C \epsilon^{N+1}
$$

where $\phi^{(n)}$ are defined by the recursive relation (2.3.10).
Define, for $n \in \mathbb{N}$ and for $x \in \partial \Omega$,

$$
\begin{equation*}
v_{n}(x):=\sum_{i+j+k=n} \int_{\partial D}\left(\sum_{|\alpha|=i} \frac{1}{\alpha!}(h(y) \nu(y))^{\alpha} \partial_{y}^{\alpha} N(x, y)\right) \sigma^{(j)}(y) \phi^{(k)}(y) d \sigma(y) \tag{2.3.11}
\end{equation*}
$$

It then follows from (2.3.7) and (2.3.11) that

$$
\mathcal{N}_{D_{\epsilon}} \tilde{\phi}_{\epsilon}(x)=\mathcal{N}_{D}\left(\lambda I-\mathcal{K}_{D}^{*}\right)^{-1}\left(\left.\frac{\partial H_{\epsilon}}{\partial \nu}\right|_{\partial D}\right)+\sum_{n=1}^{N} \epsilon^{n} v_{n}(x)+O\left(\epsilon^{N+1}\right)
$$

Hence we get from (2.3.5) that
$u_{\epsilon}(x)-u(x)=-\mathcal{N}_{D}\left(\lambda I-\mathcal{K}_{D}^{*}\right)^{-1}\left(\left.\frac{\partial H_{\epsilon}}{\partial \nu}\right|_{\partial D}-\left.\frac{\partial H}{\partial \nu}\right|_{\partial D}\right)-\sum_{n=1}^{N} \epsilon^{n} v_{n}(x)+O\left(\epsilon^{N+1}\right), \quad x \in \partial \Omega$.
Observe from (2.3.2) and (2.3.3) that

$$
\begin{equation*}
H_{\epsilon}(x)-H(x)=\mathcal{D}_{\Omega}\left(\left.u_{\epsilon}\right|_{\partial \Omega}-\left.u\right|_{\partial \Omega}\right)(x), \quad x \in \Omega \tag{2.3.12}
\end{equation*}
$$

If we define the operator $\mathcal{E}$ on $L_{0}^{2}(\partial \Omega)$ by

$$
\mathcal{E}(v)(x):=\mathcal{N}_{D}\left(\lambda I-\mathcal{K}_{D}^{*}\right)^{-1}\left(\left.\frac{\partial}{\partial \nu}\left(\mathcal{D}_{\Omega} v\right)\right|_{\partial D}\right)(x), \quad x \in \partial \Omega
$$

then it follows that

$$
\begin{equation*}
(I+\mathcal{E})\left(u_{\epsilon}-u\right)(x)=-\sum_{n=1}^{N} \epsilon^{n} v_{n}(x)+O\left(\epsilon^{N+1}\right), \quad x \in \partial \Omega \tag{2.3.13}
\end{equation*}
$$

We need the following lemma.
Lemma 2.3.2 The operator $I+\mathcal{E}$ is invertible on $L_{0}^{2}(\partial \Omega)$.
Let us continue derivation of asymptotic expansion of $\left.\left(u_{\epsilon}-u\right)\right|_{\partial \Omega}$ leaving the proof of Lemma 2.3.2 at the end of this section.

We get from (2.3.13) that

$$
\begin{equation*}
u_{\epsilon}(x)-u(x)=-\sum_{n=1}^{N} \epsilon^{n}(I+\mathcal{E})^{-1}\left(v_{n}\right)(x)+O\left(\epsilon^{N+1}\right), \quad x \in \partial \Omega \tag{2.3.14}
\end{equation*}
$$

Observe that the function $v_{n}$ is still depending on $\epsilon$ since $G_{n}$ in (2.3.6) is defined by $H_{\epsilon}$ and hence $\phi^{(n)}$ depends on $\epsilon$. We can remove this dependence on $\epsilon$ from the asymptotic formula in an iterative way.

Observe from (2.3.14) that

$$
\left.\left(u_{\epsilon}-u\right)\right|_{\partial \Omega}=O(\epsilon)
$$

and hence, by (2.3.12),

$$
H_{\epsilon}(x)-H(x)=O(\epsilon)
$$

Thus if we define $G_{n}^{1}, n \in \mathbb{N}$, by (2.3.6) with $H_{\epsilon}$ replaced with $H$, and define $\phi_{1}^{(n)}$ and $v_{n}^{1}$ by (2.3.9), (2.3.10), and (2.3.11), then $v_{n}-v_{n}^{1}=O(\epsilon)$. Therefore we get

$$
\begin{equation*}
u_{\epsilon}(x)-u(x)=-\epsilon^{1}(I+\mathcal{E})^{-1}\left(v_{1}^{1}\right)(x)+O\left(\epsilon^{2}\right), \quad x \in \partial \Omega \tag{2.3.15}
\end{equation*}
$$

Repeat the same procedure with $H-\epsilon \mathcal{D}_{\Omega}(I+\mathcal{E})^{-1}\left(v_{n}^{1}\right)$ instead of $H$ to get $v_{n}^{2}$. Then $v_{n}-v_{n}^{2}=O\left(\epsilon^{2}\right)$ and hence

$$
u_{\epsilon}(x)-u(x)=-\sum_{n=1}^{2} \epsilon^{n}(I+\mathcal{E})^{-1}\left(v_{n}^{2}\right)(x)+O\left(\epsilon^{3}\right), \quad x \in \partial \Omega
$$

Repeating the same procedure until we get $v_{n}^{N}$, and we obtain the following theorem.

Theorem 2.3.3 Let $v_{n}^{N}, n=1, \ldots, N$, be the functions obtained by the above procedure. Then the following formula holds uniformly for $x \in \partial \Omega$ :

$$
u_{\epsilon}(x)-u(x)=-\sum_{n=1}^{N} \epsilon^{n}(I+\mathcal{E})^{-1}\left(v_{n}^{N}\right)(x)+O\left(\epsilon^{N+1}\right)
$$

The remainder $O\left(\epsilon^{N+1}\right)$ depends only on $N, \Omega$, the $\mathcal{C}^{2}$-norm of $X$, the $\mathcal{C}^{1}$-norm of $h$, and $\operatorname{dist}(D, \partial \Omega)$.

Let us compute the first order approximation of $\left.\left(u_{\epsilon}-u\right)\right|_{\partial \Omega}$ explicitly. Note that $\phi_{1}^{(0)}=\phi$ where $\phi$ is defined by (2.3.4), and

$$
\phi_{1}^{(1)}=\left(\lambda I-\mathcal{K}_{D}^{*}\right)^{-1}\left(h\left\langle\left(D^{2} H\right) \nu, \nu\right\rangle-h^{\prime}\langle\nabla H, T\rangle+\mathcal{K}_{D}^{(1)} \phi\right)
$$

Therefore, by (2.2.4) and (2.3.11), $v_{1}^{1}$ takes the form

$$
\begin{aligned}
v_{1}^{1}(x)= & \int_{\partial D} \nabla_{y} N(x, y) \cdot \nu(y) h(y) \phi(y) d \sigma(y) \\
& -\int_{\partial D} N(x, y) \tau(y) h(y) \phi(y) d \sigma(y)+\int_{\partial D} N(x, y) \phi_{1}^{(1)}(y) d \sigma(y)
\end{aligned}
$$

Using this formula and (2.3.15) we find the first-order term in the asymptotic expansion of $u_{\epsilon}-u$ on $\partial \Omega$.

The first term in the asymptotic expansions is exactly the domain derivative of the solution derived in [48, Theorem 1]. To see that, it suffices to prove that

$$
\begin{equation*}
(I+\mathcal{E}) w=-\frac{1}{k-1} v_{1}^{1} \quad \text { on } \partial \Omega \tag{2.3.16}
\end{equation*}
$$

where $w$ is the solution of

$$
\left\{\begin{array}{l}
\Delta w=0 \quad \text { in }(\Omega \backslash \bar{D}) \cup D \\
\left.w\right|_{+}-\left.w\right|_{-}=-\left.h \frac{\partial u}{\partial \nu}\right|_{-} \quad \text { on } \partial D \\
\left.\frac{\partial w}{\partial \nu}\right|_{+}-\left.k \frac{\partial w}{\partial \nu}\right|_{-}=-\frac{\partial}{\partial T}\left(h \frac{\partial u}{\partial T}\right) \quad \text { on } \partial D \\
\frac{\partial w}{\partial \nu}=0 \quad \text { on } \partial \Omega
\end{array}\right.
$$

It is easy to see that

$$
w=\mathcal{D}_{\Omega}\left(\left.w\right|_{\partial \Omega}\right)+\mathcal{D}_{D}\left(\left.h \frac{\partial u}{\partial \nu}\right|_{-}\right)+\mathcal{S}_{D} \theta, \quad x \in \Omega
$$

where the density $\theta$ on $\partial D$ is given by

$$
\theta=\left(\lambda I-\mathcal{K}_{D}^{*}\right)^{-1}\left[-\frac{1}{k-1}\left(\frac{\partial}{\partial T} h \frac{\partial u}{\partial T}\right)+\left.\frac{\partial}{\partial \nu}\left(\mathcal{D}_{\Omega} w\right)\right|_{\partial D}+\left.\frac{\partial}{\partial \nu}\left(\mathcal{D}_{D}\left(\left.h \frac{\partial u}{\partial \nu}\right|_{-}\right)\right)\right|_{\partial D}\right]
$$

Thus, for $x \in \partial \Omega$,

$$
\begin{aligned}
& w(x)+\mathcal{N}_{D}\left(\lambda I-\mathcal{K}_{D}^{*}\right)^{-1}\left(\left.\frac{\partial}{\partial \nu}\left(\mathcal{D}_{\Omega} w\right)\right|_{\partial D}\right)(x)=-\left.\int_{\partial D} \frac{\partial N}{\partial \nu(y)}(x, y) h(y) \frac{\partial u}{\partial \nu}\right|_{-}(y) d \sigma(y) \\
& +\frac{1}{k-1} \int_{\partial D} N(x, y)\left(\lambda I-\mathcal{K}_{D}^{*}\right)^{-1}\left(\frac{\partial}{\partial T} h \frac{\partial u}{\partial T}\right)(y) d \sigma(y) \\
& -\int_{\partial D} N(x, y)\left(\lambda I-\mathcal{K}_{D}^{*}\right)^{-1}\left(\left.\frac{\partial}{\partial \nu}\left(\mathcal{D}_{D}\left(\left.h \frac{\partial u}{\partial \nu}\right|_{-}\right)\right)\right|_{\partial D}\right) d \sigma(y)
\end{aligned}
$$

Since

$$
\left.\frac{\partial u}{\partial \nu}\right|_{-}=\frac{1}{k-1} \phi
$$

and

$$
\frac{\partial}{\partial T} h \frac{\partial u}{\partial T}=h\left(-\left\langle\left(D^{2} H\right) \nu, \nu\right\rangle-\tau \frac{\partial H}{\partial \nu}\right)+h^{\prime} \frac{\partial H}{\partial T}+\frac{\partial}{\partial T} h \frac{\partial}{\partial T} \mathcal{S}_{D} \phi
$$

where $\phi$ is defined by (2.3.4), then by using the expression of $\mathcal{K}_{D}^{(1)}$ it is not difficult to see that (2.3.16) holds.
Proof of Lemma 2.3.2. Since $\mathcal{E}$ is a compact operator, we can apply the Fredholm alternative.

Suppose that $(I+\mathcal{E}) v=0$. Then, first of all, $v$ is smooth on $\partial \Omega$. Since $\left(-\frac{1}{2} I+\mathcal{K}_{\Omega}\right) \mathcal{N}_{D}=\mathcal{S}_{D}$ on $L_{0}^{2}(\partial D)$ as was proved in [4,5], we get

$$
\left(-\frac{1}{2} I+\mathcal{K}_{\Omega}\right) v+\mathcal{S}_{D}\left(\lambda I-\mathcal{K}_{D}^{*}\right)^{-1}\left(\left.\frac{\partial}{\partial \nu}\left(\mathcal{D}_{\Omega} v\right)\right|_{\partial D}\right)=0 \quad \text { on } \partial \Omega
$$

Since

$$
\left.\left(\mathcal{D}_{\Omega} f\right)\right|_{-}(x)=\left(\frac{1}{2} I+\mathcal{K}_{\Omega}\right) f(x), \quad x \in \partial \Omega
$$

where the subscript - denotes the limit from the inside of $\Omega$ [96], we get

$$
v(x)=\left.\left(\mathcal{D}_{\Omega} v\right)\right|_{-}(x)+\mathcal{S}_{D}\left(\lambda I-\mathcal{K}_{D}^{*}\right)^{-1}\left(\left.\frac{\partial}{\partial \nu}\left(\mathcal{D}_{\Omega} v\right)\right|_{\partial D}\right)(x), \quad x \in \partial \Omega
$$

Thus $v$ can be extended to whole $\Omega$ to satisfy

$$
\begin{equation*}
v(x)=\left(\mathcal{D}_{\Omega} v\right)(x)+\mathcal{S}_{D}\left(\lambda I-\mathcal{K}_{D}^{*}\right)^{-1}\left(\left.\frac{\partial}{\partial \nu}\left(\mathcal{D}_{\Omega} v\right)\right|_{\partial D}\right)(x), \quad x \in \Omega \tag{2.3.17}
\end{equation*}
$$

Let the space $W^{1,2}(\Omega)$ be the set of functions $f \in L^{2}(\Omega)$ such that $\nabla f \in$ $L^{2}(\Omega)$. We now recall the following facts from [53, 55]: The $W^{1,2}$-solution $u$ to (2.1.1) has the representation

$$
\begin{equation*}
u(x)=H(x)+\mathcal{S}_{D} \phi(x), \quad x \in \Omega \tag{2.3.18}
\end{equation*}
$$

where the Harmonic function $H \in W^{1,2}(\Omega)$ and $\phi \in L_{0}^{2}(\partial D)$ is given by (2.3.3) and (2.3.4). Moreover the harmonic function $H$ and $\phi$ are unique.

Observe that $v$ given in (2.3.17) takes exactly the form in (2.3.18) with $H=\mathcal{D}_{\Omega} v$. By (2.3.3) and uniqueness of $H$, we have $\mathcal{S}_{\Omega}\left(\left.\frac{\partial v}{\partial \nu}\right|_{\partial \Omega}\right)=0$ in $\Omega$. It then follows that $\left.\frac{\partial v}{\partial \nu}\right|_{\partial \Omega}=0$ on $\partial \Omega$, and hence $v$ is constant in $\Omega$. Since $v \in L_{0}^{2}(\partial \Omega)$, we get $v=0$. So, $I+\mathcal{E}$ is injective, and hence invertible. This completes the proof.

## Chapter 3

## Thin Interfaces

### 3.1 Introduction

Let $a, b \in \mathbb{R}$, with $a<b, \beta>0$, and let $X(t):[a, b] \rightarrow \mathbb{R}^{2}$ be a $\mathcal{C}^{2, \beta}$-function satisfying $\left|X^{\prime}(t)\right|=1$ for all $t \in[a, b]$. We consider the bounded $\mathcal{C}^{2, \beta}$-domain $D$ in $\mathbb{R}^{2}$ parameterized by the function $X(t)$ :

$$
\partial D:=\{x=X(t), t \in[a, b]\} .
$$

Then the outward unit normal to $D, \nu(x)$, is given by $\nu(x)=R_{-\frac{\pi}{2}} X^{\prime}(t)$, where $R_{-\frac{\pi}{2}}$ is the rotation by $-\pi / 2$, the tangential vector at $x, T(x)=X^{\prime}(t)$, and $X^{\prime}(t) \perp X^{\prime \prime}(t)$. Set the curvature $\tau(t)$ to be defined by

$$
X^{\prime \prime}(t)=\tau(t) \nu(x)
$$

We assume that $\operatorname{dist}(D, \partial \Omega) \geq C>0$. We will sometimes use $h(t)$ for $h(X(t))$ and $h^{\prime}(t)$ for the tangential derivative of $h(x)$.

Let $D_{\epsilon}$ be an $\epsilon$-perturbation of $D$, i.e.,

$$
\partial D_{\epsilon}:=\left\{\tilde{x}=\tilde{X}(t)=X(t)+\epsilon h(t) \nu(x)=X(t)+\epsilon h(t) R_{-\frac{\pi}{2}} X^{\prime}(t)\right\}
$$

where the function $h \in \mathcal{C}^{2, \beta}(\partial D)$. We assume that $h(t)>C>0$ for all $t \in[a, b]$ and denote by $\tilde{\nu}(\tilde{x})$ the outward unit normal to $D_{\epsilon}$ at $\tilde{x}$.

Consider a homogeneous conducting object occupying a bounded domain $\Omega \subset \mathbb{R}^{2}$, with a connected $\mathcal{C}^{2, \beta}$-boundary $\partial \Omega$. We assume, for the sake of simplicity, that its conductivity is equal to 1 .

Let the conductivity of the thin layer $D_{\epsilon} \backslash \bar{D}$ inside $\Omega$ be equal to some positive constant $k \neq 1$. The voltage potential in the presence $D_{\epsilon} \backslash \bar{D}$ is denoted $u_{\epsilon}$. It is the solution to

$$
\left\{\begin{array}{l}
\nabla \cdot\left(1+(k-1) \chi_{D_{\epsilon} \backslash \bar{D}}\right) \nabla u_{\epsilon}=0 \quad \text { in } \Omega  \tag{3.1.1}\\
\left.\frac{\partial u_{\epsilon}}{\partial \nu}\right|_{\partial \Omega}=g, \int_{\partial \Omega} u_{\epsilon}=0
\end{array}\right.
$$

where $\chi_{D_{\epsilon} \backslash \bar{D}}$ is the indicator function of $D_{\epsilon} \backslash \bar{D}, \nu$ denotes the unit outward normal to the domain $\Omega$, and $g \in L_{0}^{2}(\partial \Omega)$ represents the applied boundary current. Here $L_{0}^{2}(\partial \Omega)=\left\{f \in L^{2}(\partial \Omega), \int_{\partial \Omega} f=0\right\}$.

Define the background voltage potential, $U$, to be the unique solution to

$$
\left\{\begin{array}{l}
\Delta U=0 \quad \text { in } \Omega  \tag{3.1.2}\\
\left.\frac{\partial U}{\partial \nu}\right|_{\partial \Omega}=g, \int_{\partial \Omega} U=0
\end{array}\right.
$$

The aim of this chapter is to derive an asymptotic expansion of $\left.\left(u_{\epsilon}-U\right)\right|_{\partial \Omega}$ as $\epsilon \rightarrow 0$. The derivation depends on the values of the conductivity. We consider separately the following three cases:

- case 1: $0<k \neq 1<+\infty$ is fixed and $\epsilon \rightarrow 0$;
- case 2: $k \rightarrow+\infty$ and $\epsilon \rightarrow 0$ such that $k \epsilon \rightarrow \alpha, 0<\alpha<+\infty$;
- case 3: $k \rightarrow 0$ and $\epsilon \rightarrow 0$ such that $k^{-1} \epsilon \rightarrow \delta, 0<\delta<+\infty$.

These cases cover highly conducting layer $(k \rightarrow \infty)$ and those with interfacial resistance $(k \rightarrow 0)$. The last two cases are degenerating cases as we will see later and it is not so clear what the limit of $u_{\epsilon}$ should be as $\epsilon \rightarrow 0$. On the other hand, in the first case it is quite obvious that the leading order term is the background voltage potential, $U$, which is the unique solution to

$$
\left\{\begin{array}{l}
\Delta U=0 \quad \text { in } \Omega \\
\left.\frac{\partial U}{\partial \nu}\right|_{\partial \Omega}=g, \int_{\partial \Omega} U=0
\end{array}\right.
$$

So in this case, we look for the first order term in the asymptotic expansion.
In order to have a rough idea about the problems we are interested in, let us consider the following transmission problem in the free space:

$$
\left\{\begin{array}{l}
\nabla \cdot\left(1+(k-1) \chi_{D_{\epsilon} \backslash \bar{D}}\right) \nabla u_{\epsilon}=0 \quad \text { in } \mathbb{R}^{2}  \tag{3.1.3}\\
u_{\epsilon}(x)-x=O\left(|x|^{-1}\right) \quad \text { as }|x| \rightarrow \infty
\end{array}\right.
$$

where $D$ is a disk of radius $r$ centered at 0 and $D_{\epsilon}$ is the concentric disk with radius $r+\epsilon$. By tedious computations we can see that there are constants $a, b, d, C(k, \epsilon)$ such that the solution $u_{\epsilon}$ to (3.1.3) takes the form

$$
u_{\epsilon}(x)= \begin{cases}a x, & x \in D \\ b x+d \frac{x}{|x|^{2}}, & x \in D_{\epsilon} \backslash \bar{D} \\ x+C(k, \epsilon) \frac{x}{|x|^{2}}, & x \in \mathbb{R}^{2} \backslash \overline{D_{\epsilon}}\end{cases}
$$

We will not write down $a, b, d$ explicitly. However, $C(k, \epsilon)$ is given by

$$
C(k, \epsilon)=(r+\epsilon)^{2}\left[\frac{2(k+1)(r+\epsilon)^{2}+2(k-1) r^{2}}{(k+1)^{2}(r+\epsilon)^{2}-(k-1)^{2} r^{2}}-1\right]
$$

If $k \rightarrow+\infty$ and $\epsilon \rightarrow 0$, and $k \epsilon \rightarrow \alpha$, then

$$
\begin{equation*}
C(k, \epsilon) \rightarrow-\frac{\alpha r^{2}}{2 r+\alpha} \tag{3.1.4}
\end{equation*}
$$

If $k \rightarrow 0$ and $\epsilon \rightarrow 0$, and $k^{-1} \epsilon \rightarrow \delta$, then

$$
\begin{equation*}
C(k, \epsilon) \rightarrow \frac{\delta r^{2}}{2 r+\delta} \tag{3.1.5}
\end{equation*}
$$

Let $u$ be the solution to the following problem:

$$
\left\{\begin{array}{l}
\nabla \cdot\left(1+(\gamma-1) \chi_{D}\right) \nabla u=0 \quad \text { in } \mathbb{R}^{2}  \tag{3.1.6}\\
u(x)-x=O\left(|x|^{-1}\right) \quad \text { as }|x| \rightarrow \infty
\end{array}\right.
$$

Then $u$ in $\mathbb{R}^{2} \backslash \bar{D}$ is given by

$$
u(x)=x-\frac{(\gamma-1) r^{2}}{\gamma+1} \frac{x}{|x|^{2}}, \quad x \in \mathbb{R}^{2} \backslash \bar{D}
$$

Thus (3.1.4) shows that in the second case, $u_{\epsilon}(x)$ converges to the solution to (3.1.6) with $\gamma=(r+\alpha) / r$, for $x \in \mathbb{R}^{2} \backslash \bar{D}$. Observe that if $\alpha=0$, i.e., $\epsilon$ goes to 0 faster than $k$ goes to $\infty$, then then limiting solution is $x$ which is the solution without inclusions. If $\alpha=\infty$, the limiting solution is the one with the perfectly conducting inclusion. In the third case, (3.1.5) shows that $u_{\epsilon}$ converges to the solution to (3.1.6) with the conductivity $\gamma=r /(r+\delta)$.

The leading-order term in the boundary perturbations of the voltage potential due to a thin interface with non extreme conductivity was derived in [19, 18]. The behavior of the voltage potentials in the presence of thin interfaces of either high or low conductivity was investigated in [76, 80]. Various aspects related to the effective conductivity of composite materials with thin interfaces of either low or high conductivity were studied in $[93,25,30,62,63,67,84]$.

To the best of our knowledge, this is the first work to rigorously derive asymptotic expansions of $\left.\left(u_{\epsilon}-U\right)\right|_{\partial \Omega}$ as $\epsilon \rightarrow 0$ using a general unified layer potential technique. Our procedure can in principle be continued and all the terms in the expansion of $\left.\left(u_{\epsilon}-U\right)\right|_{\partial \Omega}$ can be obtained in the same fashion.

### 3.2 Derivation of asymptotic formulae for the steady-state voltage potentials

### 3.2.1 Representation formula

Here we review some basic facts on the layer potentials. Let $\Gamma(x)$ be the fundamental solution of the Laplacian $\Delta$ in the two-dimensional case:

$$
\Gamma(x)=\frac{1}{2 \pi} \ln |x|
$$

The single and double layer potentials of the density function $\phi$ on $\partial D$ are defined by

$$
\begin{aligned}
\mathcal{S}_{D} \phi(x) & :=\int_{\partial D} \Gamma(x-y) \phi(y) d \sigma(y), \quad x \in \mathbb{R}^{2}, \\
\mathcal{D}_{D} \phi(x) & :=\int_{\partial D} \frac{\partial}{\partial \nu(y)} \Gamma(x-y) \phi(y) d \sigma(y), \quad x \in \mathbb{R}^{2} \backslash \partial D .
\end{aligned}
$$

For a function $u$ defined on $\mathbb{R}^{2} \backslash \partial D$, we denote

$$
\frac{\partial}{\partial \nu^{ \pm}} u(x):=\lim _{t \rightarrow 0^{+}}\langle\nabla u(x \pm t \nu(x)), \nu(x)\rangle, \quad x \in \partial D
$$

if the limit exists.
The proof of the following trace formula can be found in [42]:

$$
\begin{align*}
\frac{\partial}{\partial \nu^{ \pm}} \mathcal{S}_{D} \phi(x) & =\left( \pm \frac{1}{2} I+\mathcal{K}_{D}^{*}\right) \phi(x),  \tag{3.2.1}\\
\left.\mathcal{D}_{D} \phi(x)\right|_{ \pm} & =\left(\mp \frac{1}{2} I+\mathcal{K}_{D}\right) \phi(x), \tag{3.2.2}
\end{align*} \quad x \in \partial D,
$$

where

$$
\mathcal{K}_{D} \phi(x)=\frac{1}{2 \pi} \int_{\partial D} \frac{\langle y-x, \nu(y)\rangle}{|x-y|^{2}} \phi(y) d \sigma(y)
$$

and $\mathcal{K}_{D}^{*}$ is the $L^{2}$-adjoint of $\mathcal{K}_{D}$. Let $L_{0}^{2}(\partial D):=\left\{f \in L^{2}(\partial D): \int_{\partial D} f d \sigma=0\right\}$. The following results are of importance to us. For proofs see [42].

Lemma 3.2.1 The operator $\lambda I-\mathcal{K}_{D}^{*}$ is invertible on $L_{0}^{2}(\partial D)$ if $|\lambda| \geq \frac{1}{2}$, and for $\lambda \in\left(-\infty,-\frac{1}{2}\right] \cup\left(\frac{1}{2},+\infty\right), \lambda I-\mathcal{K}_{D}^{*}$ is invertible on $L^{2}(\partial D)$.

Let $\lambda=(k+1) /(2(k-1))$. Denote by $\mathcal{S}_{D_{\epsilon}}, \mathcal{D}_{D_{\epsilon}}, \mathcal{K}_{D_{\epsilon}}$, and $\mathcal{K}_{D_{\epsilon}}^{*}$ the layer potentials on $\partial D_{\epsilon}$. The following lemma can be proved in the exactly same manner as the representation formula in [53].

Lemma 3.2.2 The solution $u_{\epsilon}$ of the problem (3.1.1) can be represented as follows:

$$
\begin{equation*}
u_{\epsilon}(x)=H_{\epsilon}(x)+\mathcal{S}_{D_{\epsilon}} \tilde{\phi}_{\epsilon}(x)+\mathcal{S}_{D} \psi_{\epsilon}(x), \quad x \in \Omega \tag{3.2.3}
\end{equation*}
$$

where the harmonic part $H_{\epsilon}$ of $u_{\epsilon}$ is given by $H_{\epsilon}=-\mathcal{S}_{\Omega}(g)(x)+\mathcal{D}_{\Omega}\left(\left.u_{\epsilon}\right|_{\partial \Omega}\right)(x)$, $x \in \Omega$, and the pair $\left(\tilde{\phi}_{\epsilon}, \psi_{\epsilon}\right) \in L^{2}\left(\partial D_{\epsilon}\right) \times L^{2}(\partial D)$ is the unique solution of the following system of integral equations:

$$
\begin{cases}\left(\lambda I-\mathcal{K}_{D_{\epsilon}}^{*}\right) \tilde{\phi}_{\epsilon}(\tilde{x})-\frac{\partial \mathcal{S}_{D} \psi_{\epsilon}}{\partial \tilde{\nu}}(\tilde{x})=\frac{\partial H_{\epsilon}}{\partial \tilde{\nu}}(\tilde{x}), & \tilde{x} \in \partial D_{\epsilon}  \tag{3.2.4}\\ \left(\lambda I+\mathcal{K}_{D}^{*}\right) \psi_{\epsilon}(x)+\frac{\partial \mathcal{S}_{D_{\epsilon}} \tilde{\phi}_{\epsilon}}{\partial \nu}(x)=-\frac{\partial H_{\epsilon}}{\partial \nu}(x), \quad x \in \partial D\end{cases}
$$

### 3.2.2 Asymptotic expansions of layer potentials

It is proved in Chap. 2 that

$$
\begin{equation*}
\tilde{\nu}(\tilde{x})=\nu(x)-\epsilon h^{\prime}(t) T(x)+O\left(\epsilon^{2}\right), \quad \text { uniformly } x \in \partial D \tag{3.2.5}
\end{equation*}
$$

Moreover, the following uniformly convergent expansion for the length element $d \sigma_{\epsilon}(\tilde{y})$ can be obtained easily:

$$
\begin{equation*}
d \sigma_{\epsilon}(\tilde{y})=\left(1-\epsilon \tau(y) h(y)+O\left(\epsilon^{2}\right)\right) d \sigma(y) \tag{3.2.6}
\end{equation*}
$$

Let $\Psi_{\epsilon}$ be the diffeomorphism from $\partial D$ onto $\partial D_{\epsilon}$ given by $\Psi_{\epsilon}(x)=x+$ $\epsilon h(t) \nu(x)$, where $x=X(t)$. We begin by recalling the following asymptotic formula for $\mathcal{K}_{D_{\epsilon}}^{*}$.

Lemma 3.2.3 Let $N \in \mathbb{N}$. There exists $C$ depending only on $N$, the $\mathcal{C}^{2}$-norm of $\partial D$ and the $\mathcal{C}^{1}$-norm of $h$ such that for any $\tilde{\phi} \in L^{2}\left(\partial D_{\epsilon}\right)$,

$$
\left\|\left(\mathcal{K}_{D_{\epsilon}}^{*} \tilde{\phi}\right) \circ \Psi_{\epsilon}-\mathcal{K}_{D}^{*} \phi-\sum_{n=0}^{N-1} \epsilon^{n+1} \mathcal{K}_{D}^{(n+1)} \phi\right\|_{L^{2}(\partial D)} \leq C \epsilon^{N+1}\|\phi\|_{L^{2}(\partial D)}
$$

where $\phi:=\tilde{\phi} \circ \Psi_{\epsilon}$. The operators $\mathcal{K}_{D}^{(n+1)}$ are compact on $L^{2}(\partial D)$ and can be explicitly computed.

In particular, $\mathcal{K}_{D}^{(1)}$ is given by

$$
\begin{aligned}
& \mathcal{K}_{D}^{(1)} \phi(x) \\
& =-\mathcal{K}_{D}^{*}(\tau h \phi)(x)-\frac{1}{\pi} \int_{\partial D} \frac{\langle x-y, \nu(x)\rangle\langle x-y, h(t) \nu(x)-h(s) \nu(y)\rangle}{|x-y|^{4}} \phi(y) d \sigma(y) \\
& +\frac{1}{2 \pi} \int_{\partial D} \frac{\langle h(t) \nu(x)-h(s) \nu(y), \nu(x)\rangle}{|x-y|^{2}} \phi(y) d \sigma(y)-\frac{h^{\prime}(t)}{2 \pi} \int_{\partial D} \frac{\langle x-y, T(x)\rangle}{|x-y|^{2}} \phi(y) d \sigma(y) .
\end{aligned}
$$

If $\phi \in \mathcal{C}^{1, \beta}(\partial D)$, then we get

$$
\begin{align*}
& \mathcal{K}_{D}^{(1)} \phi(x)=-\mathcal{K}_{D}^{*}(\tau h \phi)(x) \\
& +\frac{h(x)}{2 \pi}\left[\int_{\partial D} \frac{1}{|x-y|^{2}} \phi(y) d \sigma(y)-2 \int_{\partial D} \frac{\langle x-y, \nu(x)\rangle^{2}}{|x-y|^{4}} \phi(y) d \sigma(y)\right] \\
& -\frac{1}{2 \pi}\left[\int_{\partial D} \frac{\langle\nu(x), \nu(y)\rangle}{|x-y|^{2}} h(y) \phi(y) d \sigma(y)-2 \int_{\partial D} \frac{\langle x-y, \nu(x)\rangle\langle x-y, \nu(y)\rangle}{|x-y|^{4}} h(y) \phi(y) d \sigma(y)\right] \\
& -\frac{h^{\prime}(t)}{2 \pi} \int_{\partial D} \frac{\langle x-y, T(x)\rangle}{|x-y|^{2}} \phi(y) d \sigma(y) \\
& =-\mathcal{K}_{D}^{*}(\tau h \phi)(x)+h(t)\left\langle D^{2}\left(\mathcal{S}_{D} \phi\right)(x) \nu(x), \nu(x)\right\rangle+\frac{\partial\left(\mathcal{D}_{D}(h \phi)\right)}{\partial \nu}(x)-h^{\prime}(t) \frac{\partial\left(\mathcal{S}_{D} \phi\right)}{\partial T}(x) . \tag{3.2.7}
\end{align*}
$$

Let $\psi \in \mathcal{C}^{1, \beta}(\partial D)$. Let us now derive an asymptotic expansion of $\frac{\partial\left(\mathcal{S}_{D} \psi\right)}{\partial \tilde{\nu}}(\tilde{x})$ for $\tilde{x} \in \partial D_{\epsilon}$. Since $\partial D$ is $\mathcal{C}^{2, \beta}, \mathcal{S}_{D} \psi$ is $\mathcal{C}^{2, \beta}\left(\mathbb{R}^{2} \backslash D\right)$. Thus, it follows from (3.2.5) and Taylor expansion that

$$
\begin{aligned}
\frac{\partial\left(\mathcal{S}_{D} \psi\right)}{\partial \tilde{\nu}}(\tilde{x})= & \tilde{\nu}(\tilde{x}) \cdot \nabla \mathcal{S}_{D} \psi(\tilde{x}) \\
= & \left(\nu(x)-\epsilon h^{\prime}(t) T(x)+O\left(\epsilon^{2}\right)\right) \\
& \cdot\left(\left.\nabla \mathcal{S}_{D} \psi\right|_{+}(x)+\epsilon h(t) \sum_{j=1}^{2} \partial_{j}\left(\nabla \mathcal{S}_{D} \psi(x)\right) \nu_{j}(x)+O\left(\epsilon^{1+\beta}\right)\right) \\
= & \left.\frac{\partial\left(\mathcal{S}_{D} \psi\right)}{\partial \nu}\right|_{+}(x)+\epsilon\left[-h^{\prime}(t) \frac{\partial\left(\mathcal{S}_{D} \psi\right)}{\partial T}(x)+h(t)\left\langle D^{2}\left(\mathcal{S}_{D} \psi\right)(x) \nu(x), \nu(x)\right\rangle\right] \\
& +O\left(\epsilon^{1+\beta}\right), \quad x \in \partial D,
\end{aligned}
$$

where $D^{2}\left(\mathcal{S}_{D} \psi\right)$ denotes the Hessian of $\mathcal{S}_{D} \psi$ and $O\left(\epsilon^{1+\beta}\right)$ term is bounded by $C \epsilon^{1+\beta}\|\psi\|_{\mathcal{C}^{1, \beta}(\partial D)}$. Hence we get

$$
\frac{\partial\left(\mathcal{S}_{D} \psi\right)}{\partial \tilde{\nu}}(\tilde{x})=\left(\frac{1}{2} I+\mathcal{K}_{D}^{*}\right) \psi(x)+\epsilon \mathcal{R}_{D} \psi(x)+O\left(\epsilon^{1+\beta}\right)
$$

where

$$
\begin{equation*}
\mathcal{R}_{D} \psi(x)=-h^{\prime}(t) \frac{\partial\left(\mathcal{S}_{D} \psi\right)}{\partial T}(x)+h(t)\left\langle D^{2}\left(\mathcal{S}_{D} \psi\right)(x) \nu(x), \nu(x)\right\rangle \tag{3.2.8}
\end{equation*}
$$

It is easy to see that

$$
\left\|\mathcal{R}_{D} \psi\right\|_{\mathcal{C}^{1}(\partial D)} \leq C\|\psi\|_{\mathcal{C}^{1}(\partial D)}
$$

We now expand $\frac{\partial \mathcal{S}_{D_{\epsilon}} \tilde{\phi}}{\partial \nu}(x)$ for $x \in \partial D$ when $\tilde{\phi} \in \mathcal{C}^{1, \beta}\left(\partial D_{\epsilon}\right)$. Let $f$ be a $\mathcal{C}^{1, \beta}$ function on $\partial D$ and let $u$ be the solution to $\Delta u=0$ in $D$ and $u=f$ on $\partial D$.

Then, we get

$$
\begin{aligned}
\int_{\partial D} \frac{\partial\left(\mathcal{S}_{D_{\epsilon}} \tilde{\phi}\right)}{\partial \nu}(x) f(x) d \sigma(x) & =\int_{\partial D} \mathcal{S}_{D_{\epsilon}} \tilde{\phi}(x) \frac{\partial u}{\partial \nu}(x) d \sigma(x) \\
& =\int_{\partial D_{\epsilon}} \tilde{\phi}(\tilde{x}) \mathcal{S}_{D}\left(\frac{\partial u}{\partial \nu}\right)(\tilde{x}) d \sigma_{\epsilon}(\tilde{x})
\end{aligned}
$$

Let $\phi:=\tilde{\phi} \circ \Psi_{\epsilon}$. Then we get from (3.2.6) that

$$
\begin{aligned}
& \int_{\partial D} \frac{\partial\left(\mathcal{S}_{D_{\epsilon}} \tilde{\phi}\right)}{\partial \nu}(x) f(x) d \sigma(x) \\
& =\int_{\partial D} \phi(x)\left[\mathcal{S}_{D}\left(\frac{\partial u}{\partial \nu}\right)(x)+\left.\epsilon h(x) \frac{\partial}{\partial \nu} \mathcal{S}_{D}\left(\frac{\partial u}{\partial \nu}\right)\right|_{+}(x)+O\left(\epsilon^{1+\beta}\right)\right] \\
& \quad \times\left(1-\epsilon \tau(x) h(x)+O\left(\epsilon^{2}\right)\right) d \sigma(x) \\
& =\int_{\partial D}\left(\mathcal{S}_{D} \phi\right) \frac{\partial u}{\partial \nu} d \sigma+\epsilon \int_{\partial D}\left[-\mathcal{S}_{D}(\tau h \phi)+\left(\frac{1}{2}+\mathcal{K}_{D}\right)(h \phi)\right] \frac{\partial u}{\partial \nu} d \sigma+O\left(\epsilon^{1+\beta}\right) \\
& =\left.\int_{\partial D} \frac{\partial\left(\mathcal{S}_{D} \phi\right)}{\partial \nu}\right|_{-} f d \sigma+\epsilon \int_{\partial D}\left[-\left.\frac{\partial\left(\mathcal{S}_{D}(\tau h \phi)\right)}{\partial \nu}\right|_{-}+\frac{\partial\left(\mathcal{D}_{D}(h \phi)\right)}{\partial \nu}\right] f d \sigma+O\left(\epsilon^{1+\beta}\right)
\end{aligned}
$$

Thus we get the following expansion:

$$
\frac{\partial\left(\mathcal{S}_{D_{\epsilon}} \tilde{\phi}\right)}{\partial \nu}(x)=\left(-\frac{1}{2} I+\mathcal{K}_{D}^{*}\right) \phi(x)+\epsilon \mathcal{L}_{D} \phi(x)+O\left(\epsilon^{1+\beta}\right)
$$

where

$$
\begin{equation*}
\mathcal{L}_{D} \phi=\left(\frac{1}{2} I-\mathcal{K}_{D}^{*}\right)(\tau h \phi)+\frac{\partial\left(\mathcal{D}_{D}(h \phi)\right)}{\partial \nu} \quad \text { on } \partial D \tag{3.2.9}
\end{equation*}
$$

### 3.2.3 Asymptotic expansions of solutions

We now return to the system of integral equations (3.2.4) and derive asymptotic expansions of $\left.\left(u_{\epsilon}-U\right)\right|_{\partial \Omega}$ as $\epsilon \rightarrow 0$, considering separately three cases. To illustrate our method, we restrict for simplicity ourselves to the derivations of the leading-order terms in our asymptotic expansions.

Recall from [4] that

$$
\left\|\partial^{i} H_{\epsilon}\right\|_{\mathcal{C}^{l}\left(\Omega^{\prime}\right)} \leq C, \quad i \in \mathbb{N}^{2}, l \in \mathbb{N}
$$

for any $\Omega^{\prime} \subset \subset \Omega$, where $C$ depends only on $\operatorname{dist}\left(\Omega^{\prime}, \partial \Omega\right), \Omega, g, i$, and $l$. Then the Taylor expansion of $\partial H_{\epsilon} / \partial \tilde{\nu}(\tilde{x})$ writes:

$$
\begin{equation*}
\frac{\partial H_{\epsilon}}{\partial \tilde{\nu}}(\tilde{x})=\frac{\partial H_{\epsilon}}{\partial \nu}(x)+\epsilon\left(-h^{\prime}(t) \frac{\partial H_{\epsilon}}{\partial T}(x)+h(t)\left\langle D^{2} H_{\epsilon}(x) \nu(x), \nu(x)\right\rangle\right)+O\left(\epsilon^{2}\right) \tag{3.2.10}
\end{equation*}
$$

for $\tilde{x}=\Psi_{\epsilon}(x), x \in \partial D$.

Using Lemma 3.2.3 and (3.2.10), it follows from (3.2.4) that, for $x \in \partial D$,

$$
\left\{\begin{array}{l}
\left(\lambda I-\mathcal{K}_{D}^{*}\right) \phi_{\epsilon}(x)-\left(\frac{1}{2} I+\mathcal{K}_{D}^{*}\right) \psi_{\epsilon}(x)-\epsilon\left[\mathcal{K}_{D}^{(1)} \phi_{\epsilon}+\mathcal{R}_{D} \psi_{\epsilon}(x)\right]+O\left(\epsilon^{1+\beta}\right)  \tag{3.2.11}\\
\quad=\frac{\partial H_{\epsilon}}{\partial \nu}(x)+\epsilon\left(-h^{\prime}(t) \frac{\partial H_{\epsilon}}{\partial T}(x)+h(t)\left\langle D^{2} H_{\epsilon}(x) \nu(x), \nu(x)\right\rangle\right)+O\left(\epsilon^{2}\right) \\
\left(\lambda I+\mathcal{K}_{D}^{*}\right) \psi_{\epsilon}(x)+\left(-\frac{1}{2} I+\mathcal{K}_{D}^{*}\right) \phi_{\epsilon}(x)+\epsilon \mathcal{L}_{D} \phi_{\epsilon}(x)+O\left(\epsilon^{1+\beta}\right)=-\frac{\partial H_{\epsilon}}{\partial \nu}(x)
\end{array}\right.
$$

where $\phi_{\epsilon}=\tilde{\phi}_{\epsilon} \circ \Psi_{\epsilon}$. Observe that

$$
\operatorname{det}\left(\begin{array}{cc}
\lambda I-\mathcal{K}_{D}^{*} & -\left(\frac{1}{2} I+\mathcal{K}_{D}^{*}\right) \\
-\frac{1}{2} I+\mathcal{K}_{D}^{*} & \lambda I+\mathcal{K}_{D}^{*}
\end{array}\right)=\lambda^{2}-\frac{1}{4}
$$

which shows that the system of equations (3.2.11) degenerates if $k \rightarrow+\infty$ or 0 . This causes the most serious difficulty in deriving asymptotic expansions of $u_{\epsilon}$ in extreme conductivity cases.

Since

$$
\ln |x-\tilde{y}|=\ln |x-y|-\epsilon h(y) \frac{\langle x-y, \nu(y)\rangle}{|x-y|^{2}}+O\left(\epsilon^{2}\right)
$$

for $\tilde{y}=y+\epsilon h(y) \nu(y) \in \partial D_{\epsilon}$, we get from (3.2.3) that, for any $x \in \partial \Omega$,

$$
\begin{align*}
u_{\epsilon}(x) & =H_{\epsilon}(x)+\mathcal{S}_{D_{\epsilon}} \tilde{\phi}_{\epsilon}(x)+\mathcal{S}_{D} \psi_{\epsilon}(x) \\
& =H_{\epsilon}(x)+\mathcal{S}_{D}\left(\phi_{\epsilon}+\psi_{\epsilon}\right)(x)+\epsilon\left[\mathcal{D}_{D}\left(h \phi_{\epsilon}\right)(x)-\mathcal{S}_{D}\left(\tau h \phi_{\epsilon}\right)(x)\right]+O\left(\epsilon^{2}\right) . \tag{3.2.12}
\end{align*}
$$

Notice that, by adding the two equations in (3.2.11), we get

$$
\begin{align*}
& \frac{1}{k-1}\left(\phi_{\epsilon}+\psi_{\epsilon}\right)+\epsilon\left(\mathcal{L}_{D} \phi_{\epsilon}-\mathcal{K}_{D}^{(1)} \phi_{\epsilon}-\mathcal{R}_{D} \psi_{\epsilon}\right)+O\left(\epsilon^{1+\beta}\right) \\
& \quad=\epsilon\left[-h^{\prime}(t) \frac{\partial H_{\epsilon}}{\partial T}(x)+h(t)\left\langle\partial^{2} H_{\epsilon}(x) \nu(x), \nu(x)\right\rangle\right]+O\left(\epsilon^{2}\right), \quad x \in \partial D . \tag{3.2.13}
\end{align*}
$$

### 3.2.4 Case 1: $k$ fixed and $\epsilon \rightarrow 0$

Let $U$ be the background solution defined by (3.1.2). Recall that

$$
\left\|U-H_{\epsilon}\right\|_{\mathcal{C}^{l}\left(\Omega^{\prime}\right)} \leq C \epsilon,
$$

for any $\Omega^{\prime} \subset \subset \Omega$, where $C$ depends only on $\operatorname{dist}\left(\Omega^{\prime}, \partial \Omega\right), g, \Omega$, and $l$. See [5].
Define

$$
\left\{\begin{array}{l}
\phi^{(0)}+\psi^{(0)}=0 \quad \text { on } \partial D, \\
\phi^{(0)}=\left(1-\frac{1}{k}\right) \frac{\partial U}{\partial \nu} \quad \text { on } \partial D .
\end{array}\right.
$$

Then we can easily see that

$$
\phi_{\epsilon}=\phi^{(0)}+O(\epsilon), \quad \text { and } \quad \psi_{\epsilon}=\psi^{(0)}+O(\epsilon)
$$

According to (3.2.13), we then define $\phi^{(1)}+\psi^{(1)}$ by

$$
\frac{1}{k-1}\left(\phi^{(1)}+\psi^{(1)}\right)+\left(\left(\mathcal{L}_{D}-\mathcal{K}_{D}^{(1)}\right) \phi^{(0)}-\mathcal{R}_{D} \psi^{(0)}\right)=-h^{\prime} \frac{\partial U}{\partial T}+h\left\langle D^{2} U \nu, \nu\right\rangle
$$

on $\partial D$. Then one can see that

$$
\phi_{\epsilon}+\psi_{\epsilon}=\epsilon\left(\phi^{(1)}+\psi^{(1)}\right)+O\left(\epsilon^{1+\beta}\right)
$$

By (3.2.7), (3.2.8), and (3.2.9), we have

$$
\begin{equation*}
\left(\mathcal{L}_{D}-\mathcal{K}_{D}^{(1)}+\mathcal{R}_{D}\right) \phi=\frac{1}{2} \tau h \phi \tag{3.2.14}
\end{equation*}
$$

and hence

$$
\left(\mathcal{L}_{D}-\mathcal{K}_{D}^{(1)}\right) \phi^{(0)}-\mathcal{R}_{D} \psi^{(0)}=\left(\mathcal{L}_{D}-\mathcal{K}_{D}^{(1)}+\mathcal{R}_{D}\right) \phi^{(0)}=\frac{1}{2} \tau h \phi^{(0)}
$$

Since

$$
\left\langle D^{2} U \nu, \nu\right\rangle=\frac{\partial^{2} U}{\partial \nu^{2}}=-\frac{\partial^{2} U}{\partial T^{2}}-\tau \frac{\partial U}{\partial \nu}
$$

we get

$$
\frac{1}{k-1}\left(\phi^{(1)}+\psi^{(1)}\right)=-\frac{\partial}{\partial T}\left(h \frac{\partial U}{\partial T}\right)-\frac{3 k-1}{2 k} \tau h \frac{\partial U}{\partial \nu} \quad \text { on } \partial D
$$

Since $H_{\epsilon}(x)=-\mathcal{S}_{\Omega}(g)(x)+\mathcal{D}_{\Omega}\left(\left.u_{\epsilon}\right|_{\partial \Omega}\right)(x)$ and $U(x)=-\mathcal{S}_{\Omega}(g)(x)+\mathcal{D}_{\Omega}\left(\left.U\right|_{\partial \Omega}\right)(x)$ for $x \in \Omega$, it follows from (3.2.2) that

$$
U(x)-H_{\epsilon}(x)=\left(\frac{1}{2} I-\mathcal{K}_{\Omega}\right)\left(u_{\epsilon}-U\right)(x), \quad x \in \partial \Omega
$$

It then follows from (3.2.12) that for $x \in \partial \Omega$

$$
\left(\frac{1}{2} I-\mathcal{K}_{\Omega}\right)\left(u_{\epsilon}-U\right)(x)=\epsilon\left(\mathcal{S}_{D}\left(\phi^{(1)}+\psi^{(1)}\right)+\mathcal{D}_{D}\left(h \phi^{(0)}\right)-\mathcal{S}_{D}\left(\tau h \phi^{(0)}\right)\right)+O\left(\epsilon^{1+\beta}\right)
$$

Let $N(\cdot, y)$ be the Neumann function for $\Delta$ in $\Omega$ corresponding to a Dirac mass at $y$, that is, $N$ is the solution to

$$
\left\{\begin{array}{l}
\Delta_{x} N(x, y)=-\delta_{y} \quad \text { in } \Omega \\
\left.\frac{\partial N}{\partial \nu}\right|_{\partial \Omega}=-\frac{1}{|\partial \Omega|} \\
\int_{\partial \Omega} N(x, y) d \sigma(x)=0 \quad \text { for } y \in \Omega
\end{array}\right.
$$

Define, for $\phi \in L^{2}(\partial D)$,

$$
\begin{equation*}
\mathcal{N}_{D} \phi(x):=\int_{\partial D} N(x, y) \phi(y) d \sigma(y) \tag{3.2.15}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathcal{G}_{D} \phi(x):=\int_{\partial D} \frac{\partial N(x, y)}{\partial \nu(y)} \phi(y) d \sigma(y) \tag{3.2.16}
\end{equation*}
$$

According to [4],

$$
\begin{equation*}
\left(\frac{1}{2} I-\mathcal{K}_{\Omega}\right)(N(\cdot, y))(x)=-\Gamma(x-y) \quad \text { modulo constants, } \quad x \in \partial \Omega \tag{3.2.17}
\end{equation*}
$$

and hence we get
$\left(\frac{1}{2} I-\mathcal{K}_{\Omega}\right)\left(\mathcal{N}_{D} \phi\right)(x)=-\mathcal{S}_{D} \phi(x), \quad\left(\frac{1}{2} I-\mathcal{K}_{\Omega}\right)\left(\mathcal{G}_{D} \phi\right)(x)=-\mathcal{D}_{D} \phi(x), \quad x \in \partial \Omega$.
Since $\int_{\partial \Omega}\left(u_{\epsilon}-U\right) d \sigma=0$, we obtain
$u_{\epsilon}(x)=U(x)-\epsilon\left[\mathcal{N}_{D}\left(\phi^{(1)}+\psi^{(1)}-\tau h \phi^{(0)}\right)(x)+\mathcal{G}_{D}\left(h \phi^{(0)}\right)(x)\right]+O\left(\epsilon^{1+\beta}\right), \quad x \in \partial \Omega$.
In conclusion, we obtained the following theorem.
Theorem 3.2.4 The following asymptotic formula holds as $\epsilon \rightarrow 0$ :

$$
\begin{equation*}
u_{\epsilon}(x)=U(x)-\epsilon\left[-\mathcal{N}_{D}(\psi)(x)+\mathcal{G}_{D}(\phi)(x)\right]+O\left(\epsilon^{1+\beta}\right), \quad x \in \partial \Omega \tag{3.2.18}
\end{equation*}
$$

where

$$
\begin{aligned}
\phi & =\left(1-\frac{1}{k}\right) h \frac{\partial U}{\partial \nu} \\
\psi & =(k-1)\left(\frac{\partial}{\partial T}\left(h \frac{\partial U}{\partial T}\right)+\frac{3 k+1}{2 k} \tau h \frac{\partial U}{\partial \nu}\right)
\end{aligned}
$$

A few words are in order regarding the function $w:=-\mathcal{N}_{D}(\psi)+\mathcal{G}_{D}(\phi)$. Since $\Delta_{x} N(x, y)=-\delta_{y}, N(x, y)=-\Gamma(x-y)+$ smooth function and hence $\mathcal{N}_{D}$ and $\mathcal{G}_{D}$ obey similar jump formulae as (3.2.1) and (3.2.2). Therefore, $w$ is the solution of

$$
\begin{cases}\Delta w=0 & \text { in } D \cup(\Omega \backslash \bar{D}) \\ \left.w\right|_{+}-\left.w\right|_{-}=\phi & \text { on } \partial D \\ \left.\frac{\partial w}{\partial \nu}\right|_{+}-\left.\frac{\partial w}{\partial \nu}\right|_{-}=\psi & \text { on } \partial D \\ \frac{\partial w}{\partial \nu}=0 & \text { on } \partial D\end{cases}
$$

### 3.2.5 Case 2: $\epsilon \rightarrow 0$ and $k \epsilon \rightarrow \alpha$ with $0<\alpha<+\infty$

Expanding

$$
\left\{\begin{array}{l}
\phi_{\epsilon}=\phi_{\infty}^{(0)}+\epsilon \phi_{\infty}^{(1)}+\epsilon^{2} \phi_{\infty}^{(2)}+\ldots \\
\psi_{\epsilon}=\psi_{\infty}^{(0)}+\epsilon \psi_{\infty}^{(1)}+\epsilon^{2} \psi_{\infty}^{(2)}+\ldots
\end{array}\right.
$$

formula (3.2.13) yields

$$
\begin{align*}
\left(\phi_{\infty}^{(0)}+\psi_{\infty}^{(0)}\right)(x) & +\alpha\left(\left(\mathcal{L}_{D}-\mathcal{K}_{D}^{(1)}\right) \phi_{\infty}^{(0)}(x)-\mathcal{R}_{D} \psi_{\infty}^{(0)}(x)\right) \\
& =\alpha\left(-h^{\prime}(t) \frac{\partial H_{\infty}}{\partial T}(x)+h(t) \frac{\partial^{2} H_{\infty}}{\partial \nu^{2}}(x)\right) \tag{3.2.19}
\end{align*}
$$

where $H_{\infty}=-\mathcal{S}_{\Omega} g+\mathcal{D}_{\Omega} u_{\infty}$, and $u_{\infty}$ is the (formal) limit of $\left.u_{\epsilon}\right|_{\partial \Omega}$.
From the first equation in (3.2.11), we obtain after sending $\epsilon \rightarrow 0$ and $k \epsilon \rightarrow \alpha$ that

$$
\begin{equation*}
\frac{1}{2}\left(\phi_{\infty}^{(0)}-\psi_{\infty}^{(0)}\right)(x)-\mathcal{K}_{D}^{*}\left(\phi_{\infty}^{(0)}+\psi_{\infty}^{(0)}\right)(x)=\frac{\partial H_{\infty}}{\partial \nu}(x), \quad x \in \partial D \tag{3.2.20}
\end{equation*}
$$

Using (3.2.14), it follows from (3.2.19) and (3.2.20) that

$$
\begin{align*}
& \left(\left(1+\frac{\alpha \tau h}{4}\right) I+\frac{\alpha \tau h}{2} \mathcal{K}_{D}^{*}-\alpha \mathcal{R}_{D}\right)\left(\phi_{\infty}^{(0)}+\psi_{\infty}^{(0)}\right)(x) \\
& =\alpha\left[-h^{\prime}(t) \frac{\partial H_{\infty}}{\partial T}(x)+h(t)\left(\frac{\partial^{2} H_{\infty}}{\partial \nu^{2}}-\frac{\tau}{2} \frac{\partial H_{\infty}}{\partial \nu}\right)(x)\right], \quad x \in \partial D \tag{3.2.21}
\end{align*}
$$

It is easy to see that for $\alpha$ small enough $\left(1+\frac{\alpha \tau h}{4}\right) I+\frac{\alpha \tau h}{2} \mathcal{K}_{D}^{(1)}-\alpha \mathcal{R}_{D}$ is invertible and therefore,

$$
\begin{equation*}
u_{\epsilon}(x)=H_{\infty}(x)+\mathcal{S}_{D}\left(\phi_{\infty}^{(0)}+\psi_{\infty}^{(0)}\right)(x)+O(\epsilon), \quad x \in \Omega \tag{3.2.22}
\end{equation*}
$$

where

$$
\begin{aligned}
& \phi_{\infty}^{(0)}+ \psi_{\infty}^{(0)}=\left(\left(1+\frac{\alpha \tau h}{4}\right) I+\frac{\alpha \tau h}{2} \mathcal{K}_{D}^{*}-\alpha \mathcal{R}_{D}\right)^{-1}\left(-h^{\prime}(t) \frac{\partial H_{\infty}}{\partial T}\right. \\
&\left.+h(t)\left(\frac{\partial^{2} H_{\infty}}{\partial \nu^{2}}-\frac{\tau}{2} \frac{\partial H_{\infty}}{\partial \nu}\right)\right):=\mathcal{L}_{\infty}\left(u_{\infty}\right)
\end{aligned}
$$

Formula (3.2.22) shows that

$$
\left(\frac{1}{2} I-\mathcal{K}_{\Omega}\right) u_{\infty}=-\mathcal{S}_{\Omega}(g)+\mathcal{S}_{D} \mathcal{L}_{\infty}\left(u_{\infty}\right) \quad \text { on } \partial \Omega
$$

By (3.2.17),

$$
\left(\frac{1}{2}-\mathcal{K}_{\Omega}\right)\left(\left(I+\mathcal{N}_{D} \mathcal{L}_{\infty}\right)\left(u_{\infty}\right)-\left.U\right|_{\partial \Omega}\right)=O(\epsilon)
$$

where $\mathcal{N}_{D}$ is defined by (3.2.15), and thus, since $\frac{1}{2} I-\mathcal{K}_{\Omega}: L_{0}^{2}(\partial D) \longrightarrow L_{0}^{2}(\partial D)$ is invertible we deduce that

$$
\left(I+\mathcal{N}_{D} \mathcal{L}_{\infty}\right)\left(u_{\infty}\right)=\left.U\right|_{\partial \Omega}+O(\epsilon)
$$

Since $I+\mathcal{N}_{D}$ is invertible on $L_{0}^{2}(\partial \Omega)$, it is easy to prove that for $\alpha$ small enough $I+\mathcal{N}_{D} \mathcal{L}_{\infty}$ is invertible and obtain the following formula.
Theorem 3.2.5 The following asymptotic formula holds as $\epsilon \rightarrow 0$, and $k \epsilon \rightarrow \alpha$ :

$$
u_{\epsilon}(x)=\left(I+\mathcal{N}_{D} \mathcal{L}_{\infty}\right)^{-1}\left(\left.U\right|_{\partial \Omega}\right)(x)+O(\epsilon), \quad x \in \partial \Omega
$$

### 3.2.6 Case 3: $\epsilon \rightarrow 0$ and $k^{-1} \epsilon \rightarrow \delta$ with $0<\delta<+\infty$

We begin by rewriting the system of equations (3.2.11) as follows:

$$
\left\{\begin{array}{l}
\frac{k}{k-1} \phi_{\epsilon}(x)-\left(\frac{1}{2} I+\mathcal{K}_{D}^{*}\right)\left(\phi_{\epsilon}+\psi_{\epsilon}\right)(x)+\epsilon\left[-\mathcal{K}_{D}^{(1)} \phi_{\epsilon}-\mathcal{R}_{D} \psi_{\epsilon}\right](x)+O\left(\epsilon^{1+\beta}\right)=\frac{\partial H_{\epsilon}}{\partial \nu}(x)  \tag{3.2.23}\\
\quad+\epsilon\left(-h^{\prime}(t) \frac{\partial H_{\epsilon}}{\partial T}(x)+h(t)\left\langle\partial^{2} H_{\epsilon}(x) \nu(x), \nu(x)\right\rangle\right)+O\left(\epsilon^{2}\right), \quad x \in \partial D \\
\frac{k}{k-1} \psi_{\epsilon}(x)+\left(-\frac{1}{2} I+\mathcal{K}_{D}^{*}\right)\left(\phi_{\epsilon}+\psi_{\epsilon}\right)(x)+\epsilon \mathcal{L}_{D} \phi_{\epsilon}(x)+O\left(\epsilon^{1+\beta}\right)=-\frac{\partial H_{\epsilon}}{\partial \nu}(x), \quad x \in \partial D
\end{array}\right.
$$

If we substitute the expansions

$$
\left\{\begin{array}{l}
H_{\epsilon}=H_{0}^{(0)}+\epsilon H_{0}^{(1)}+\epsilon^{2} H_{0}^{(2)}+\ldots \\
\phi_{\epsilon}=\frac{1}{\epsilon} \phi_{0}^{(-1)}+\phi_{0}^{(0)}+\epsilon \phi_{0}^{(1)}+\epsilon^{2} \phi_{0}^{(2)}+\ldots \\
\psi_{\epsilon}=\frac{1}{\epsilon} \psi_{0}^{(-1)}+\psi_{0}^{(0)}+\epsilon \psi_{0}^{(1)}+\epsilon^{2} \psi_{0}^{(2)}+\ldots
\end{array}\right.
$$

into (3.2.23) we formally get

$$
\left(\frac{1}{\delta}+\left(\frac{1}{2} I+\mathcal{K}_{D}^{*}\right)\left(\frac{1}{2} \tau h\right)+\left(\mathcal{K}_{D}^{(1)}-\mathcal{R}_{D}\right)\right) \phi_{0}^{(-1)}=-\frac{\partial H_{0}^{(0)}}{\partial \nu} \quad \text { on } \partial D
$$

and

$$
\psi_{0}^{(-1)}=-\phi_{0}^{(-1)} \quad \text { on } \partial D
$$

Moreover,

$$
\phi_{0}^{(0)}+\psi_{0}^{(0)}=\frac{1}{2} \tau h \phi^{(-1)} \quad \text { on } \partial D
$$

and

$$
H_{0}^{(0)}=-\mathcal{S}_{\Omega} g+\mathcal{D}_{\Omega}\left(u_{0}^{(0)}\right) \quad \text { in } \Omega
$$

where $u_{0}^{(0)}$ is the limit of $\left.u_{\epsilon}\right|_{\partial \Omega}$.
It is easy to see that for $\delta$ small enough the above equations for $\phi_{0}^{(-1)}$ and $\psi_{0}^{(-1)}$ can be solved.

Following the same arguments as in Theorem 3.2.5, we define

$$
\begin{aligned}
\mathcal{L}_{0}\left(u_{0}^{(0)}\right)(x) & :=-\left[\frac{1}{2 \pi} \int_{\partial D} h(s) \frac{\langle x-y, \nu(y)\rangle}{|x-y|^{2}} \phi_{0}^{(-1)}(y) d \sigma(y)\right. \\
& \left.+\frac{1}{2 \pi} \int_{\partial D} \ln |x-y| \phi_{0}^{(-1)}(y) \tau(s) h(s) d \sigma(y)\right], \quad x \in \partial \Omega
\end{aligned}
$$

where

$$
\phi_{0}^{(-1)}=-\left(\frac{1}{\delta}+\left(\frac{1}{2} I+\mathcal{K}_{D}^{*}\right)\left(\frac{1}{2} \tau h\right)+\left(\mathcal{K}_{D}^{(1)}-\mathcal{R}_{D}\right)\right)^{-1}\left(\frac{\partial H_{0}^{(0)}}{\partial \nu}\right)
$$

it follows that

$$
\left(\frac{1}{2} I-\mathcal{K}_{\Omega}\right) u_{0}^{(0)}=-\mathcal{S}_{\Omega}(g)+\mathcal{L}_{0}\left(u_{0}^{(0)}\right) \quad \text { on } \partial \Omega
$$

and therefore,

$$
u_{0}^{(0)}=\left(I+\left(\frac{1}{2} I-\mathcal{K}_{\Omega}\right)^{-1} \mathcal{L}_{0}\right)^{-1}\left(\left.U\right|_{\partial \Omega}\right) \quad \text { on } \partial \Omega
$$

Theorem 3.2.6 The following asymptotic formula holds as $\epsilon \rightarrow 0$, and $k^{-1} \epsilon \rightarrow$ $\delta$ and $\delta$ is small enough:

$$
u_{\epsilon}(x)=\left(I+\left(\frac{1}{2} I-\mathcal{K}_{\Omega}\right)^{-1} \mathcal{L}_{0}\right)^{-1}\left(\left.U\right|_{\partial \Omega}\right)+O(\epsilon), \quad x \in \partial \Omega
$$

## Chapter 4

## Eigenvalues of the Laplacian in Domains with Small Inclusions

### 4.1 Introduction

Let $\Omega$ be a bounded domain in $\mathbb{R}^{d}, d \geq 2$, with a connected Lipschitz boundary $\partial \Omega$. Let $\nu$ denote the unit outward normal to $\partial \Omega$. Suppose that $\Omega$ contains a small inclusion $D$, of the form $D=z+\epsilon B$, where $B$ is a bounded Lipschitz domain in $\mathbb{R}^{d}$ containing the origin. We also assume that the "background" is homogeneous with conductivity 1. The inclusions, somewhat apart from or nearly touching the boundary, are of arbitrary conductivity contrast vis-à-vis the background domain, with the limiting perfectly conducting case.

Our goal is to find complete asymptotic expansions for the eigenvalues of such a domain which had not been established before this work, with the intention of using the expansions as an aid in identifying the inclusions. That is, we would like to find a method for determining the locations and/or shape of small inclusions by taking eigenvalue measurements.

Rauch and Taylor [77] have shown that the spectrum of a bounded domain does not change after imposing Dirichlet conditions on compact subset of capacity zero. After that, many people have studied the asymptotic expansion of the eigenvalues for the case of small holes with the Dirichlet or the Neumann boundary condition. In particular, Ozawa provided in a series of papers [75]-[70] leading-order terms in eigenvalue expansions, see also [98] and [64]. Besson [20] has proved the existence of a complete expansion of the eigenvalue perturbation in the two-dimensional case. Courtois [28] has established a perturbation theory for the Dirichlet spectrum in a compactly perturbed domain in terms of the capacity of the compact perturbation. We shall also mention, in connection with eigenvalue changes under variation of domains, the works by Kato [52],

Sanchez Hubert and Sanchez Palencia [81], Ward and Keller [98], Gadyl'shin and Il'in [43], Daners [31], McGillivray [65], and Noll [69].

In this chapter we provide a rigorous derivation of complete asymptotic expansions for eigenvalues of the Laplacian in domains with small inclusions. The inclusions are of arbitrary shape and of arbitrary conductivity contrast. A key difference in our work is the approach we develop: a boundary integral approach with rigorous justification based on the generalized Rouché's theorem. By using layer potential techniques we show that the square roots of the eigenvalues are the characteristic values of meromorphic operator-valued functions that are of Fredholm type with index 0 . We then proceed from the generalized Rouché's theorem to construct their complete asymptotic expressions. To the best of our knowledge, the idea of reducing the eigenvalue problem to the study of characteristic values of some integral operators has been introduced by Russian authors; see [83] and the references listed there. See also $[16,3]$.

In this chapter we confine our attention to the eigenvalues of the Neumann boundary value problem in the bounded domain $\Omega$. The eigenvalue problem with the Dirichlet boundary condition is of equal interest. The asymptotic results for the eigenvalues in such case can be obtained with only minor modifications of the techniques presented here, while the rigorous derivations of similar asymptotic formulae for the full Maxwell's equations or for the equations of linear elasticity require further work.

### 4.2 Notation and Preliminaries

### 4.2.1 The generalized Rouché's theorem

In this work the approach we develop is a boundary integral technique with rigorous justification based on the generalized Rouché's theorem. For readers' convenience we recall this theorem due to Ghoberg and Sigal in [44]. We begin by collecting some notations.

Let $\mathcal{H}$ and $\mathcal{H}^{\prime}$ be two Banach spaces, and let $\mathcal{L}\left(\mathcal{H}, \mathcal{H}^{\prime}\right)$ be the algebra of all bounded vector-valued functions acting from $\mathcal{H}$ into $\mathcal{H}^{\prime}$.

Let $\omega_{0}$ be a fixed complex value in $\mathbb{C}$. We denote by $\mathcal{A}(\omega)$ an operator-valued function acting from $V_{\delta}\left(\omega_{0}\right)$ into $\mathcal{L}\left(\mathcal{H}, \mathcal{H}^{\prime}\right)$, where $V_{\delta}\left(\omega_{0}\right)$ is a disc of center $\omega_{0}$ and radius $\delta>0$.
$\omega_{0}$ is called a characteristic value of $\mathcal{A}(\omega)$ if
(i) $\mathcal{A}(\omega)$ is holomorphic in some neighborhood of $\omega_{0}$, except possibly at this point itself;
(ii) there exists a vector-valued function $\phi(\omega): V_{\delta}\left(\omega_{0}\right) \rightarrow \mathcal{H}$ holomorphic at $\omega_{0}$ and that verifies $\phi\left(\omega_{0}\right) \neq 0$, such that $\mathcal{A}(\omega) \phi(\omega)$ is a holomorphic at $\omega_{0}$ and vanishes at this point. $\phi(\omega)$ is called a root function of $\mathcal{A}(\omega)$ associated with $\omega_{0}$, and the vector $\phi_{0}=\phi\left(\omega_{0}\right)$ is called an eigenvector. The closure of the linear set of eigenvectors corresponding to $\omega_{0}$ is denoted by $\operatorname{Ker} \mathcal{A}\left(\omega_{0}\right)$.

Suppose that $\omega_{0}$ is a characteristic value of the function $\mathcal{A}(\omega)$ and $\phi(\omega)$ is a root function satisfying (ii). Then there exists a number $m(\phi) \geq 1$ and a vector-valued function $\psi(\omega): V_{\delta}\left(\omega_{0}\right) \rightarrow \mathcal{H}$ holomorphic such that

$$
\mathcal{A}(\omega) \phi(\omega)=\left(\omega-\omega_{0}\right)^{m(\phi)} \psi(\omega), \quad \psi\left(\omega_{0}\right) \neq 0 .
$$

The number $m(\phi)$ is called the multiplicity of the root function $\phi(\omega)$. Let $\phi_{0}$ be an eigenvector corresponding to $\omega_{0}$ and let

$$
\mathcal{R}\left(\phi_{0}\right)=\left\{m(\phi) ; \phi(\omega) \text { is a root function such } \phi\left(\omega_{0}\right)=\phi_{0}\right\} .
$$

Then by rank of $\phi_{0}$ we mean $\operatorname{rank}\left(\phi_{0}\right)=\max \mathcal{R}\left(\phi_{0}\right)$.
Suppose that $n=\operatorname{dim} \operatorname{Ker} \mathcal{A}\left(\omega_{0}\right)<+\infty$ and that the ranks of all vectors in $\operatorname{Ker} \mathcal{A}\left(\omega_{0}\right)$ are finite. A system of eigenvectors $\phi_{0}^{j}, j=1, \ldots, n$, is called a canonical system of eigenvectors of $\mathcal{A}(\omega)$ associated to $\omega_{0}$ if the ranks possess the following property: $\operatorname{rank}\left(\phi_{0}^{j}\right)$ is the maximum of the ranks of all eigenvectors in some direct complement in $\operatorname{dim} \operatorname{Ker} \mathcal{A}\left(\omega_{0}\right)$ of the linear span of the vectors $\phi_{0}^{1}, \ldots, \phi_{0}^{j-1}$. Let $r_{j}=\operatorname{rank}\left(\phi_{0}^{j}\right)$. We call

$$
N\left(\mathcal{A}\left(\omega_{0}\right)\right)=\sum_{j=1}^{n} r_{j}
$$

the null multiplicity of the characteristic value $\omega_{0}$ of $\mathcal{A}(\omega)$. If $\omega_{0}$ is not a characteristic value of $\mathcal{A}(\omega)$, we put $N\left(\mathcal{A}\left(\omega_{0}\right)\right)=0$.

Suppose that $\mathcal{A}^{-1}(\omega)$ exists and is holomorphic in some neighborhood of $\omega_{0}$, except possibly at this point itself. Then the number

$$
M\left(\mathcal{A}\left(\omega_{0}\right)\right)=N\left(\mathcal{A}\left(\omega_{0}\right)\right)-N\left(\mathcal{A}^{-1}\left(\omega_{0}\right)\right)
$$

is called the multiplicity of the characteristic value $\omega_{0}$ of $\mathcal{A}(\omega)$. Suppose that $\omega_{1}$ is a pole of the operator-valued function. The Laurent expansion of $\mathcal{A}(\omega)$ in $\omega_{1}$ is given by

$$
\mathcal{A}(\omega)=\sum_{j \geq-s}\left(\omega-\omega_{1}\right)^{j} A_{j} .
$$

If in the last expression the operators $A_{-j}, j=1, \ldots, s$, are finite-dimensional, then $\mathcal{A}(\omega)$ is called finitely meromorphic at $\omega_{1}$.

The operator-valued function $\mathcal{A}(\omega)$ is said to be of Fredholm type at the point $\omega_{1}$ if the operator $A_{0}$ in the last expansion is a Fredholm operator. If $\mathcal{A}(\omega)$ is holomorphic at the point $\omega_{0}$ and the operator $\mathcal{A}\left(\omega_{0}\right)$ is invertible, then $\omega_{0}$ is called a regular point of $\mathcal{A}(\omega)$.

The point $\omega_{0}$ is called a normal point of $\mathcal{A}(\omega)$ if there exists a constant $0<\delta_{0}$ such that $\mathcal{A}(\omega)$ is finitely meromorphic and of Fredholm type at $\omega_{0}$ and all the points of a disc of center $\omega_{0}$ and radius $\delta_{0}>0$ except $\omega_{0}$ are regular for $\mathcal{A}(\omega)$.

Lemma 4.2.1 Every normal point $\omega_{0}$ of $\mathcal{A}(\omega)$ is a normal point of $\mathcal{A}^{-1}(\omega)$. If, in addition, $\omega_{0}$ is a pole of either $\mathcal{A}(\omega)$ or $\mathcal{A}^{-1}(\omega)$, then it is a characteristic value of finite multiplicity of the other.

Let $\partial V$ be the contour bounding the domain $V$. An operator-valued function $\mathcal{A}(\omega)$ which is finitely meromorphic and of Fredholm type in $V$ and continuous at $\partial V$ is called normal with respect to $\partial V$ if the operator $\mathcal{A}(\omega)$ is invertible in $\bar{V}$, except for a finite number of points of $V$ which are normal points of $\mathcal{A}(\omega)$. Now, if $\mathcal{A}(\omega)$ is normal with respect to the contour $\partial V$ and $\omega_{i}, i=1, \ldots, \sigma$, are all its characteristic values and poles lying in $V$, we put

$$
\mathcal{M}(\mathcal{A}(\omega) ; \partial V)=\sum_{i=1}^{\sigma} M\left(\mathcal{A}\left(\omega_{i}\right)\right)
$$

Theorem 4.2.2 Suppose that the operator-valued $\mathcal{A}(\omega)$ is normal with respect to $\partial V$; then we have

$$
\mathcal{M}(\mathcal{A}(\omega) ; \partial V)=\frac{1}{2 i \pi} \operatorname{tr} \int_{\partial V} \mathcal{A}^{-1}(\omega) \frac{d}{d \omega} \mathcal{A}(\omega) d \omega
$$

By 'tr' we mean the trace of operator which is the sum of all its nonzero characteristic values, see [44, p. 609] for an exact statement. We mention the following property of the trace:

$$
\begin{equation*}
\operatorname{tr} \int_{\partial V} \mathcal{A}(\omega) \mathcal{B}(\omega) d \omega=\operatorname{tr} \int_{\partial V} \mathcal{B}(\omega) \mathcal{A}(\omega) d \omega \tag{4.2.1}
\end{equation*}
$$

where $\mathcal{A}(\omega)$ and $\mathcal{B}(\omega)$ are operator-valued functions which are finitely meromorphic in the neighborhood $V$ of $\omega_{0}$, which contains no poles of $\mathcal{A}(\omega)$ and $\mathcal{B}(\omega)$ other than $\omega_{0}$.

The operator generalization of the Rouché theorem is stated below.
Theorem 4.2.3 Let $\mathcal{A}(\omega)$ be an operator-valued function which is normal with respect to $\partial V$. If an operator-valued function $S(\omega)$ which is finitely meromorphic in $V$ and continuous at $\partial V$ satisfies the condition

$$
\left|\mathcal{A}^{-1}(\omega) S(\omega)\right|_{\mathcal{L}(\mathcal{H}, \mathcal{H})}<1, \quad \omega \in \partial V
$$

then $\mathcal{A}(\omega)+S(\omega)$ is also normal with respect to $\partial V$, and

$$
\mathcal{M}(\mathcal{A}(\omega) ; \partial V)=\mathcal{M}(\mathcal{A}(\omega)+S(\omega) ; \partial V)
$$

The generalization of the Steinberg theorem is given by the following.

Theorem 4.2.4 Suppose that $\mathcal{A}(\omega)$ is an operator-valued function which is finitely meromorphic and of Fredholm type in the domain $V$. If the operator $\mathcal{A}(\omega)$ is invertible at one point of $V$, then $\mathcal{A}(\omega)$ has a bounded inverse for all $\omega \in V$, except possibly for certain isolated points.

Finally, the following result due to Ghoberg and Sigal in [44] is central.

Theorem 4.2.5 Suppose that $\mathcal{A}(\omega)$ is an operator-valued function which is normal with respect to $\partial V$. Let $f(\omega)$ be a scalar function which is analytic in $V$ and continuous in $\bar{V}$. Then

$$
\frac{1}{2 i \pi} \operatorname{tr} \int_{\partial V} f(\omega) \mathcal{A}^{-1}(\omega) \frac{d}{d \omega} \mathcal{A}(\omega) d \omega=\sum_{j=1}^{\sigma} M\left(\mathcal{A}\left(\omega_{j}\right)\right) f\left(\omega_{j}\right)
$$

where $\omega_{j}, j=1, \ldots, \sigma$, are all the points in $V$ which are either poles or characteristic values of $\mathcal{A}(\omega)$.

### 4.2.2 Layer potentials for the Helmholtz equation

We will develop a boundary integral formulation for solving the eigenvalue problem. The integral equations applying to this problem will be obtained from a study of the layer potentials for the Helmholtz equation.

For $\omega>0$, a fundamental solution $\Gamma_{\omega}(x)$ to the Helmholtz operator $\Delta+\omega^{2}$ in $\mathbb{R}^{d}, d=2,3$, is given by

$$
\Gamma_{\omega}(x)= \begin{cases}-\frac{i}{4} H_{0}^{(1)}(\omega|x|), & d=2 \\ -\frac{e^{i \omega|x|}}{4 \pi|x|}, & d=3\end{cases}
$$

for $x \neq 0$, where $H_{0}^{(1)}$ is the Hankel function of the first kind of order 0.
For a bounded Lipschitz domain $D$ in $\mathbb{R}^{d}$ and $\omega>0$ let $\mathcal{S}_{D}^{\omega}$ and $\mathcal{D}_{D}^{\omega}$ be the single and double layer potentials defined by $\Gamma_{\omega}$, that is,

$$
\begin{aligned}
& \mathcal{S}_{D}^{\omega} \varphi(x)=\int_{\partial D} \Gamma_{\omega}(x-y) \varphi(y) d \sigma(y), \quad x \in \mathbb{R}^{d} \\
& \mathcal{D}_{D}^{\omega} \varphi(x)=\int_{\partial D} \frac{\partial \Gamma_{\omega}(x-y)}{\partial \nu(y)} \varphi(y) d \sigma(y), \quad x \in \mathbb{R}^{d} \backslash \partial D
\end{aligned}
$$

for $\varphi \in L^{2}(\partial D)$.
The following formulae give the jump relations obeyed by the double layer potential and by the normal derivative of the single layer potential on general Lipschitz domains:

$$
\begin{gather*}
\left.\frac{\partial\left(\mathcal{S}_{D}^{\omega} \varphi\right)}{\partial \nu}\right|_{ \pm}(x)=\left( \pm \frac{1}{2} I+\left(\mathcal{K}_{D}^{\omega}\right)^{*}\right) \varphi(x) \quad \text { a.e. } x \in \partial D  \tag{4.2.2}\\
\left.\left(\mathcal{D}_{D}^{\omega} \varphi\right)\right|_{ \pm}(x)=\left(\mp \frac{1}{2} I+\mathcal{K}_{D}^{\omega}\right) \varphi(x) \quad \text { a.e. } x \in \partial D \tag{4.2.3}
\end{gather*}
$$

for $\varphi \in L^{2}(\partial D)$, where $\mathcal{K}_{D}^{\omega}$ is the operator defined by

$$
\mathcal{K}_{D}^{\omega} \varphi(x)=\text { p.v. } \int_{\partial D} \frac{\partial \Gamma_{\omega}(x-y)}{\partial \nu(y)} \varphi(y) d \sigma(y)
$$

and $\left(\mathcal{K}_{D}^{\omega}\right)^{*}$ is the $L^{2}$-adjoint of $\mathcal{K}_{D}^{\omega}$, that is,

$$
\left(\mathcal{K}_{D}^{\omega}\right)^{*} \varphi(x)=\text { p.v. } \int_{\partial D} \frac{\partial \Gamma_{\omega}(x-y)}{\partial \nu(x)} \varphi(y) d \sigma(y)
$$

Here p.v. stands for the Cauchy principal value. The singular integral operators $\mathcal{K}_{D}^{\omega}$ and $\left(\mathcal{K}_{D}^{\omega}\right)^{*}$ are known to be bounded on $L^{2}(\partial D)$.

Let $0<\mu_{1} \leq \mu_{2} \leq \ldots$ be the eigenvalues of $-\Delta$ in $\Omega$ with the Neumann condition on $\partial \Omega$. Let $u_{j}$ denote the normalized eigenfunction associated with $\mu_{j}$, that is, it satisfies $\left\|u_{j}\right\|_{L^{2}(\Omega)}=1$. It is well known that $\left\{\sqrt{\mu_{j}}\right\}_{j \geq 1}$ are exactly the real characteristic values of the operator-valued function $\omega \mapsto(1 / 2) I-\mathcal{K}_{\Omega}^{\omega}$. See [91].

Let $\omega \notin\left\{\sqrt{\mu_{j}}\right\}_{j \geq 1}$. Introduce $N_{\Omega}^{\omega}(x, z)$ to be the Neumann function for $\Delta+\omega^{2}$ in $\Omega$ corresponding to a Dirac mass at $z$. That is, $N_{\Omega}^{\omega}$ is the unique solution to

$$
\begin{cases}\left(\Delta_{x}+\omega^{2}\right) N_{\Omega}^{\omega}(x, z)=-\delta_{z} & \text { in } \Omega \\ \left.\frac{\partial N_{\Omega}^{\omega}}{\partial \nu}\right|_{\partial \Omega}=0 & \text { on } \partial \Omega\end{cases}
$$

The following identity from [5] relates the fundamental solution $\Gamma_{\omega}$ to the Neumann function $N_{\Omega}^{\omega}$ :

$$
\begin{equation*}
-\left(\frac{1}{2} I-\mathcal{K}_{\Omega}^{\omega}\right)^{-1}\left(\Gamma_{\omega}(\cdot-z)\right)(x)=N_{\Omega}^{\omega}(x, z), \quad x \in \partial \Omega, z \in \Omega \tag{4.2.4}
\end{equation*}
$$

The spectral decomposition,

$$
\begin{equation*}
N_{\Omega}^{\omega}(x, z)=\sum_{j=1}^{+\infty} \frac{u_{j}(x) \bar{u}_{j}(z)}{\omega^{2}-\mu_{j}} \tag{4.2.5}
\end{equation*}
$$

will be of use to us. We refer the reader to [78, p. 246] for its proof.
Finally, we shall recall the concept of capacity. Suppose $d=2$ and let $\left(\varphi_{e}, a\right) \in L^{2}(\partial D) \times \mathbb{R}$ denote the unique solution of the system

$$
\left\{\begin{array}{l}
\frac{1}{2 \pi} \int_{\partial D} \ln |x-y| \varphi_{e}(y) d \sigma(y)+a=0, \quad \text { on } \partial D  \tag{4.2.6}\\
\int_{\partial D} \varphi_{e}(y) d \sigma(y)=1
\end{array}\right.
$$

The logarithmic capacity of $\partial D$ is defined by

$$
\operatorname{cap}(\partial D)=e^{2 \pi a}
$$

where $a$ is given by (4.2.6).
If $d=3$, there exists a unique $\varphi_{e} \in L^{2}(\partial D)$ such that

$$
\left\{\begin{array}{l}
\int_{\partial D} \frac{\varphi_{e}(y)}{|x-y|} d \sigma(y)=\text { constant }, \quad \text { on } \partial D  \tag{4.2.7}\\
\int_{\partial D} \varphi_{e}(y) d \sigma(y)=1
\end{array}\right.
$$

The capacity of $\partial D$ in three dimensions is defined to be

$$
\begin{equation*}
\frac{1}{\operatorname{cap}(\partial D)}=-\frac{1}{4 \pi} \int_{\partial D} \frac{1}{|x-y|} \varphi_{e}(y) d \sigma(y) \tag{4.2.8}
\end{equation*}
$$

### 4.3 Eigenvalue perturbations caused by small perfectly conducting inclusions

Suppose that the inclusion $D$ is perfectly conducting. Let $0<\mu_{1}^{\epsilon} \leq \mu_{2}^{\epsilon} \leq \ldots$ be the eigenvalues of $-\Delta$ in $\Omega_{\epsilon}:=\Omega \backslash \bar{D}$ with the the Neumann condition on $\partial \Omega$ and the Dirichlet condition on $\partial D$. We arrange them repeatedly according to their multiplicity.

Fix $j$ and suppose that the eigenvalue $\mu_{j}$ is simple. Note that this assumption is not essential in what follows, though its genericity is confirmed in [1, 94]. It is made for ease of exposition. Then there exists a simple eigenvalue $\mu_{j}^{\epsilon}$ near $\mu_{j}$ associated to the normalized eigenfunction $u_{j}^{\epsilon}$, that is, $u_{j}^{\epsilon}$ satisfies the following problem:

$$
\begin{cases}\Delta u_{j}^{\epsilon}+\mu_{j}^{\epsilon} u_{j}^{\epsilon}=0 & \text { in } \Omega_{\epsilon}  \tag{4.3.1}\\ \frac{\partial u_{j}^{\epsilon}}{\partial \nu}=0 & \text { on } \partial \Omega \\ u_{j}^{\epsilon}=0 & \text { on } \partial D\end{cases}
$$

From [6], we know that the solution $u_{j}^{\epsilon}$ of (4.3.1) can be represented as

$$
u_{j}^{\epsilon}(x)=\mathcal{D}_{\Omega}^{\sqrt{\mu_{j}^{\epsilon}}}\left(\left.u_{j}^{\epsilon}\right|_{\partial \Omega}\right)(x)+\mathcal{S}_{D}^{\sqrt{\mu_{j}^{\epsilon}}}(\phi)(x), \quad x \in \Omega_{\epsilon}
$$

where $\psi:=\left.u_{j}^{\epsilon}\right|_{\partial \Omega} \in L^{2}(\partial \Omega)$ and $\phi \in L^{2}(\partial D)$ satisfy the following system of integral equations:

$$
\begin{cases}\left(\frac{1}{2} I-\mathcal{K}_{\Omega}^{\sqrt{\mu_{j}^{\epsilon}}}\right)(\psi)(x)-\mathcal{S}_{D}^{\sqrt{\mu_{j}^{\epsilon}}}(\phi)(x)=0, & x \in \partial \Omega  \tag{4.3.2}\\ \mathcal{D}_{\Omega}^{\sqrt{\mu_{j}^{\epsilon}}}(\psi)(x)+\mathcal{S}_{D}^{\sqrt{\mu_{j}^{\epsilon}}}(\phi)(x)=0, & x \in \partial D\end{cases}
$$

Our strategy for deriving complete asymptotic expansions of the perturbations in the eigenvalues relies on expanding the operator-valued function

$$
\omega \mapsto\left(\begin{array}{cc}
\left(\frac{1}{2} I-\mathcal{K}_{\Omega}^{\omega}\right) & -\mathcal{S}_{D}^{\omega} \\
\mathcal{D}_{\Omega}^{\omega} & \mathcal{S}_{D}^{\omega}
\end{array}\right)
$$

in terms of $\epsilon$ and then, on calculating the asymptotic expressions of its characteristic values with the help of the generalized Rouché's theorem.

### 4.3.1 Inclusions far away from the boundary

We assume that the inclusion $D$ is separated from the boundary. More precisely, we assume that there exists a constant $c_{0}>0$ such that $\operatorname{dist}(z, \partial \Omega) \geq 2 c_{0}>0$, that $\epsilon$, the order of magnitude of the diameter of the inclusion, is sufficiently small, that the distance of the inclusion to $\mathbb{R}^{d} \backslash \bar{\Omega}$ is larger than $c_{0}$.

We need the following lemma.
Lemma 4.3.1 Let $\psi \in L^{2}(\partial \Omega)$ and let $\varphi \in L^{2}(\partial D)$. Define $\tilde{\varphi}(x)=\epsilon \varphi(\epsilon x+z)$, $x \in \partial B$. Then, for $x \in \partial B$, we have

$$
\begin{aligned}
& \mathcal{S}_{D}^{\omega}(\varphi)(\epsilon x+z) \\
& =\frac{1}{2 \pi} \sum_{n=0}^{+\infty}(-1)^{n} \frac{(\omega \epsilon)^{2 n}}{2^{2 n}(n!)^{2}} \int_{\partial B}|x-y|^{2 n}\left(\ln (\omega \epsilon|x-y|)+\ln \gamma-\sum_{j=1}^{n} \frac{1}{j}\right) \tilde{\varphi}(y) d \sigma(y)
\end{aligned}
$$

for $d=2$, where $2 \gamma=e^{\tilde{\gamma}-i \pi / 2}$ and $\tilde{\gamma}$ is Euler's constant, while for $d=3$,

$$
\mathcal{S}_{D}^{\omega}(\varphi)(\epsilon x+z)=-\frac{1}{4 \pi} \sum_{n=0}^{+\infty} \frac{1}{n!}(i \omega \epsilon)^{n} \int_{\partial B}|x-y|^{n-1} \tilde{\varphi}(y) d \sigma(y)
$$

On the other hand, we have

$$
\mathcal{D}_{\Omega}^{\omega}(\psi)(\epsilon x+z)=\sum_{n=0}^{+\infty} \epsilon^{n} \sum_{|\alpha|=n} \frac{1}{\alpha!} \partial^{\alpha} \mathcal{D}_{\Omega}^{\omega}(\psi)(z) x^{\alpha}, \quad x \in \partial B, d=2,3
$$

and for $d=2,3$,

$$
\mathcal{S}_{D}^{\omega}(\varphi)(x)=\sum_{n=0}^{+\infty}(-1)^{n} \epsilon^{n+d-2} \sum_{|\alpha|=n} \frac{1}{\alpha!} \partial^{\alpha} \Gamma_{\omega}(x-z)\left(\int_{\partial B} y^{\alpha} \tilde{\varphi}(y) d \sigma(y)\right), \quad x \in \partial \Omega
$$

Proof. For any $\tilde{x}, \tilde{y} \in \partial D$, we have

$$
\mathcal{S}_{D}^{\omega}(\varphi)(\tilde{x})=\int_{\partial D} \Gamma_{\omega}(\tilde{x}-\tilde{y}) \varphi(\tilde{y}) d \sigma(\tilde{y})
$$

By the change of variables $\tilde{x}=\epsilon x+z$ and $\tilde{y}=\epsilon y+z$, we obtain that

$$
\begin{aligned}
\mathcal{S}_{D}^{\omega}(\varphi)(\tilde{x}) & =\epsilon^{d-1} \int_{\partial B} \Gamma_{\omega}(\epsilon(x-y)) \varphi(\epsilon y+z) d \sigma(y) \\
& =\epsilon^{d-2} \int_{\partial B} \Gamma_{\omega}(\epsilon(x-y)) \tilde{\varphi}(y) d \sigma(y)
\end{aligned}
$$

The first two formulae immediately follow from the following Taylor expansion of $\Gamma_{\omega}(\epsilon x)$ as $\epsilon \rightarrow 0$ :
$\Gamma_{\omega}(\epsilon x)= \begin{cases}\frac{1}{2 \pi} \sum_{n=0}^{+\infty}(-1)^{n} \frac{(\omega \epsilon)^{2 n}}{2^{2 n}(n!)^{2}}|x|^{2 n}\left(\ln (\omega \epsilon|x|)+\ln \gamma-\sum_{j=1}^{n} \frac{1}{j}\right), & d=2, \\ -\frac{1}{4 \pi \epsilon} \sum_{n=0}^{+\infty} \frac{1}{n!}(i \omega \epsilon)^{n}|x|^{n-1}, & d=3 .\end{cases}$

Since $\left(\Delta+\omega^{2}\right) \mathcal{D}_{\Omega}^{\omega}(\psi)=0$ in $\Omega, \mathcal{D}_{\Omega}^{\omega}(\psi)$ is a smooth function in $\Omega$ and its Taylor expansion at $z$ yields

$$
\mathcal{D}_{\Omega}^{\omega}(\psi)(\epsilon x+z)=\sum_{n=0}^{+\infty} \epsilon^{n} \sum_{|\alpha|=n} \frac{1}{\alpha!} \partial^{\alpha} \mathcal{D}_{\Omega}^{\omega}(\psi)(z) x^{\alpha}
$$

Finally, for any $x \in \partial \Omega$, it is easy to see that

$$
\begin{aligned}
\mathcal{S}_{D}^{\omega}(\varphi)(x) & =\int_{\partial D} \Gamma_{\omega}(x-\tilde{y}) \varphi(\tilde{y}) d \sigma(\tilde{y}) \\
& =\epsilon^{d-2} \int_{\partial B} \Gamma_{\omega}(x-z-\epsilon y) \tilde{\varphi}(y) d \sigma(y) \\
& =\epsilon^{d-2} \int_{\partial B} \sum_{n=0}^{+\infty}(-1)^{n} \epsilon^{n} \sum_{|\alpha|=n} \frac{1}{\alpha!} \partial^{\alpha} \Gamma_{\omega}(x-z) y^{\alpha} \tilde{\varphi}(y) d \sigma(y) \\
& =\sum_{n=0}^{+\infty}(-1)^{n} \epsilon^{n+d-2} \sum_{|\alpha|=n} \frac{1}{\alpha!} \partial^{\alpha} \Gamma_{\omega}(x-z) \int_{\partial B} y^{\alpha} \tilde{\varphi}(y) d \sigma(y)
\end{aligned}
$$

which completes the proof of the lemma.
Suppose $d=2$. By Lemma 4.3.1, we have from (4.3.2) that

$$
\left\{\begin{array}{l}
\left(\frac{1}{2} I-\mathcal{K}_{\Omega}^{\omega}\right)(\psi)(x)-  \tag{4.3.3}\\
\sum_{n=0}^{+\infty}(-1)^{n} \epsilon^{n} \times \sum_{|\alpha|=n} \frac{1}{\alpha!} \partial^{\alpha} \Gamma_{\omega}(x-z)\left(\int_{\partial B} y^{\alpha} \tilde{\phi}(y) d \sigma(y)\right)=0, \quad x \in \partial \Omega \\
\sum_{n=0}^{+\infty} \epsilon^{n} \sum_{|\alpha|=n} \frac{1}{\alpha!} \partial^{\alpha} \mathcal{D}_{\Omega}^{\omega}(\psi)(z) x^{\alpha}+\frac{1}{2 \pi} \sum_{n=0}^{+\infty}(-1)^{n} \frac{(\omega \epsilon)^{2 n}}{2^{2 n}(n!)^{2}} \\
\quad \times \int_{\partial B}|x-y|^{2 n}\left(\ln (\omega \epsilon|x-y|)+\ln \gamma-\sum_{j=1}^{n} \frac{1}{j}\right) \tilde{\phi}(y) d \sigma(y)=0, \quad x \in \partial B
\end{array}\right.
$$

where $\omega=\sqrt{\mu_{j}^{\epsilon}}, \psi:=\left.u_{j}^{\epsilon}\right|_{\partial \Omega}$, and $\tilde{\phi}(x):=\epsilon \phi(\epsilon x+z), x \in \partial B$.
If $d=3$, then

$$
\left\{\begin{array}{l}
\left(\frac{1}{2} I-\mathcal{K}_{\Omega}^{\omega}\right)(\psi)(x)  \tag{4.3.4}\\
\quad-\sum_{n=0}^{+\infty}(-1)^{n} \epsilon^{n+1} \sum_{|\alpha|=n} \frac{1}{\alpha!} \partial^{\alpha} \Gamma_{\omega}(x-z)\left(\int_{\partial B} y^{\alpha} \tilde{\phi}(y) d \sigma(y)\right)=0, \quad x \in \partial \Omega \\
\sum_{n=0}^{+\infty} \epsilon^{n} \sum_{|\alpha|=n} \frac{1}{\alpha!} \partial^{\alpha} \mathcal{D}_{\Omega}^{\omega}(\psi)(z) x^{\alpha} \\
\quad-\frac{1}{4 \pi} \sum_{n=0}^{+\infty} \frac{1}{n!}(i \omega \epsilon)^{n} \int_{\partial B}|x-y|^{n-1} \tilde{\phi}(y) d \sigma(y)=0, \quad x \in \partial B
\end{array}\right.
$$

The systems of integral equations (4.3.3) and (4.3.4) may alternatively be written in the form

$$
\mathcal{A}_{\epsilon}^{d}(\omega)\binom{\psi}{\tilde{\phi}}=0
$$

where

$$
\begin{equation*}
\mathcal{A}_{\epsilon}^{3}(\omega)=\sum_{n=0}^{+\infty}(\omega \epsilon)^{n} \mathcal{A}_{n}^{3}(\omega) \tag{4.3.5}
\end{equation*}
$$

with

$$
\mathcal{A}_{0}^{3}(\omega):=\left(\begin{array}{cc}
\frac{1}{2} I-\mathcal{K}_{\Omega}^{\omega} & 0 \\
\mathcal{D}_{\Omega}^{\omega}(\cdot)(z) & -\frac{1}{4 \pi} \int_{\partial B}|x-y|^{-1} \cdot d \sigma(y)
\end{array}\right)
$$

and for $n \geq 1$,

$$
\mathcal{A}_{n}^{3}(\omega):=\left(\begin{array}{cc}
0 & \frac{1}{\omega} A_{n-1} \\
B_{n} & -\frac{1}{4 \pi} \frac{i^{n}}{n!} \int_{\partial B}|x-y|^{n-1} \cdot d \sigma(y)
\end{array}\right)
$$

where

$$
\begin{aligned}
& A_{n}:=\frac{(-1)^{n+1}}{\omega^{n}} \sum_{|\alpha|=n} \frac{1}{\alpha!} \partial^{\alpha} \Gamma_{\omega}(x-z)\left(\int_{\partial B} y^{\alpha} \cdot d \sigma(y)\right) \\
& B_{n}:=\frac{1}{\omega^{n}} \sum_{|\alpha|=n} \frac{1}{\alpha!} \partial^{\alpha} \mathcal{D}_{\Omega}^{\omega}(\cdot)(z) x^{\alpha} .
\end{aligned}
$$

In the two-dimensional case,

$$
\mathcal{A}_{\epsilon}^{2}(\omega)=\sum_{n=0}^{+\infty}(\omega \epsilon)^{n}\left(\mathcal{A}_{n}^{2}(\omega)+\ln (\omega \epsilon) \mathcal{B}_{n}^{2}(\omega)\right)
$$

with

$$
\left.\begin{array}{l}
\mathcal{A}_{0}^{2}(\omega):=\left(\begin{array}{ll}
\frac{1}{2} I-\mathcal{K}_{\Omega}^{\omega} & -\Gamma_{\omega}(x-z)\left(\int_{\partial B} \cdot d \sigma(y)\right) \\
\mathcal{D}_{\Omega}^{\omega}(\cdot)(z) & \frac{1}{2 \pi} \int_{\partial B}(\ln |x-y|+\ln \gamma) \cdot d \sigma(y)
\end{array}\right), \\
\mathcal{B}_{0}^{2}(\omega)
\end{array}\right)=\left(\begin{array}{ll}
0 & 0 \\
0 & \frac{1}{2 \pi} \int_{\partial B} \cdot d \sigma(y)
\end{array}\right), ~ \$
$$

and, for $n \geq 1$,

$$
\mathcal{A}_{2 n}^{2}(\omega):=\left(\begin{array}{cc}
0 & A_{2 n} \\
B_{2 n} & C_{2 n}
\end{array}\right), \quad \mathcal{A}_{2 n-1}^{2}(\omega):=\left(\begin{array}{cc}
0 & A_{2 n-1} \\
B_{2 n-1} & 0
\end{array}\right)
$$

and

$$
\mathcal{B}_{2 n}^{2}(\omega):=\left(\begin{array}{cc}
0 & 0 \\
0 & \frac{1}{2 \pi} \frac{(-1)^{n}}{2^{2 n}(n!)^{2}} \int_{\partial B}|x-y|^{2 n} \cdot d \sigma(y)
\end{array}\right), \quad \mathcal{B}_{2 n-1}^{2}(\omega):=0
$$

where $A_{n}$ and $B_{n}$ are as above and

$$
C_{2 n}:=\frac{1}{2 \pi} \frac{(-1)^{n}}{2^{2 n}(n!)^{2}} \int_{\partial B}|x-y|^{2 n}\left(\ln |x-y|+\ln \gamma-\sum_{j=1}^{n} \frac{1}{j}\right) \cdot d \sigma(y)
$$

It is therefore obvious that the pair of functions $(\psi, \tilde{\phi})$ is then a characteristic function of the integral operator-valued function $\mathcal{A}_{\epsilon}^{d}, d=2,3$, associated with the characteristic value $\sqrt{\mu_{j}^{\epsilon}}$. We give a rigorous study of the integral operatorvalued function $\omega \mapsto \mathcal{A}_{\epsilon}^{d}(\omega)$, when $\omega$ is in a small complex neighborhood of $\sqrt{\mu_{j}}$. We proceed from the generalized Rouché's theorem to construct the complete asymptotic expansions for $\mu_{j}^{\epsilon}$.

At this stage, we emphasize the fact the asymptotic parameter is in fact $\omega \epsilon$ and not $\epsilon$ which shows that the asymptotic expansions of $\mu_{j}^{\epsilon}-\mu_{j}$ we are going to derive are not only valid for fixed $j$ when $\epsilon$ goes to zero but also uniformly for the set of first $j$ eigenvalues such that $\sqrt{\mu_{j}} \epsilon$ remain small.

In order to simplify notation we introduce the single layer potential associated with the Laplacian:

$$
\mathcal{S}_{B}^{0} \phi(x)= \begin{cases}\frac{1}{2 \pi} \int_{\partial B} \ln |x-y| \phi(y) d \sigma(y) & \text { if } d=2 \\ -\frac{1}{4 \pi} \int_{\partial B} \frac{1}{|x-y|} \phi(y) d \sigma(y) & \text { if } d=3\end{cases}
$$

It is easy to see that $\left\{\sqrt{\mu_{j}^{\epsilon}}\right\}_{j \geq 1}$ are exactly the real characteristic values of the operator-valued function $\mathcal{A}_{\epsilon}^{d}$, for $0 \leq \epsilon \leq \epsilon_{0}, \epsilon_{0}>0$. Conversely, if $\omega$ is a real characteristic value of the operator-valued function $\mathcal{A}_{\epsilon}^{d}$ then $\omega^{2}$ is an eigenvalue of (4.3.1).

The next three lemmas can be proved by slightly modifying the arguments given in [17].

Lemma 4.3.2 The operator-valued function $\mathcal{A}_{\epsilon}^{d}(\omega)$ is Fredholm analytic with index 0 in $\mathbb{C} \backslash i \mathbb{R}^{-}$and $\left(\mathcal{A}_{\epsilon}^{d}\right)^{-1}(\omega)$ is a meromorphic function. If $\omega$ is a real characteristic value of the operator-valued function $\mathcal{A}_{\epsilon}^{d}$ (or equivalently, a real pole of $\left.\left(\mathcal{A}_{\epsilon}^{d}\right)^{-1}(\omega)\right)$ then there exists $j$ such that $\omega=\sqrt{\mu_{j}^{\epsilon}}$.

Lemma 4.3.3 Any $\sqrt{\mu_{j}}$ is a simple pole of the operator-valued function $\left(\mathcal{A}_{0}^{d}\right)^{-1}(\omega)$.
Lemma 4.3.4 Let $\omega_{0}=\sqrt{\mu_{j}}$ and suppose that $\mu_{j}$ is simple. Then there exists a positive constant $\delta_{0}$ such that for $|\delta|<\delta_{0}$, the operator-valued function $\omega \mapsto$ $\mathcal{A}_{\epsilon}^{d}(\omega)$ has exactly one characteristic value in $\overline{V_{\delta_{0}}}\left(\omega_{0}\right)$, where $V_{\delta_{0}}\left(\omega_{0}\right)$ is a disc
of center $\omega_{0}$ and radius $\delta_{0}>0$. This characteristic value is analytic with respect to $\epsilon$ in $]-\epsilon_{0}, \epsilon_{0}[$. Moreover, the following assertions hold:

$$
\left\{\begin{array}{l}
\mathcal{M}\left(\mathcal{A}_{\epsilon}^{d}(\omega) ; \partial V_{\delta_{0}}\right)=1 \\
\left(\mathcal{A}_{\epsilon}^{d}\right)^{-1}(\omega)=\left(\omega-\omega_{0}\right)^{-1} \mathcal{L}_{\epsilon}^{d}+\mathcal{R}_{\epsilon}^{d}(\omega) \\
\mathcal{L}_{\epsilon}^{d}: \operatorname{Ker}\left(\left(\mathcal{A}_{\epsilon}^{d}\left(\omega_{\epsilon}\right)\right)^{*}\right) \rightarrow \operatorname{Ker}\left(\mathcal{A}_{\epsilon}^{d}\left(\omega_{\epsilon}\right)\right)
\end{array}\right.
$$

where $\mathcal{R}_{\epsilon}^{d}(\omega)$ is a holomorphic function with respect to $\left.(\epsilon, \omega) \in\right]-\epsilon_{0}, \epsilon_{0}\left[\times V_{\delta_{0}}\left(\omega_{0}\right)\right.$ and $\mathcal{L}_{\epsilon}^{d}$ is a finite-dimensional operator.

Based on the generalized Rouché's theorem we are now ready to derive complete asymptotic formulae for the characteristic values of $\omega \mapsto \mathcal{A}_{\epsilon}^{d}(\omega)$. Applying Theorem 4.2.5, we get the following lemma.

Lemma 4.3.5 Let $\omega_{0}=\sqrt{\mu_{j}}$ and suppose that $\mu_{j}$ is simple. Then $\omega_{\epsilon}=\sqrt{\mu_{j}^{\epsilon}}$ is given by

$$
\omega_{\epsilon}-\omega_{0}=\frac{1}{2 i \pi} \operatorname{tr} \int_{\partial V_{\delta_{0}}}\left(\omega-\omega_{0}\right)\left(\mathcal{A}_{\epsilon}^{d}\right)^{-1}(\omega) \frac{d}{d \omega} \mathcal{A}_{\epsilon}^{d}(\omega) d \omega
$$

Following once again [17], we obtain the following complete asymptotic expansion for the eigenvalue perturbations in the three-dimensional case.

Theorem 4.3.6 Suppose $d=3$. Then the following asymptotic expansion holds:

$$
\begin{equation*}
\omega_{\epsilon}-\omega_{0}=\frac{1}{2 i \pi} \sum_{p=1}^{+\infty} \frac{1}{p} \sum_{n=p}^{+\infty} \epsilon^{n} \operatorname{tr} \int_{\partial V_{\delta_{0}}}\left(\mathcal{A}_{0}^{3}\right)^{-p}(\omega) B_{n, p}^{3}(\omega) d \omega \tag{4.3.6}
\end{equation*}
$$

where

$$
B_{n, p}^{3}(\omega)=(-1)^{p} \sum_{\substack{n_{1}+\ldots+n_{p}=n \\ n_{i} \geq 1}} \mathcal{A}_{n_{1}}^{3}(\omega) \ldots \mathcal{A}_{n_{p}}^{3}(\omega) \omega^{n}
$$

Proof. If $\epsilon$ is small enough, then the following Neumann series converges uniformly with respect to $\omega$ in $\partial V_{\delta_{0}}$ :

$$
\left(\mathcal{A}_{\epsilon}^{3}\right)^{-1}(\omega)=\sum_{p=0}^{\infty}\left(\mathcal{A}_{0}^{3}\right)^{-1}(\omega)\left[\left(\mathcal{A}_{0}^{3}(\omega)-\mathcal{A}_{\epsilon}^{3}(\omega)\right)\left(\mathcal{A}_{0}^{3}\right)^{-1}(\omega)\right]^{p}
$$

and hence we may deduce, using the property (4.2.1) of the trace, that
$\omega_{\epsilon}-\omega_{0}=\frac{1}{2 i \pi} \sum_{p=0}^{\infty} \operatorname{tr} \int_{\partial V_{\delta_{0}}}\left(\omega-\omega_{0}\right)\left(\mathcal{A}_{0}^{3}\right)^{-p-1}(\omega)\left(\mathcal{A}_{0}^{3}(\omega)-\mathcal{A}_{\epsilon}^{3}(\omega)\right)^{p} \frac{d}{d \omega} \mathcal{A}_{\epsilon}^{3}(\omega) d \omega$.

Since

$$
\begin{aligned}
& \left(\mathcal{A}_{0}^{3}(\omega)-\mathcal{A}_{\epsilon}^{3}(\omega)\right)^{p} \frac{d}{d \omega} \mathcal{A}_{\epsilon}^{3}(\omega)= \\
& \quad\left(\mathcal{A}_{0}^{3}(\omega)-\mathcal{A}_{\epsilon}^{3}(\omega)\right)^{p} \frac{d}{d \omega} \mathcal{A}_{0}^{3}(\omega)-\frac{1}{p+1} \frac{d}{d \omega}\left[\left(\mathcal{A}_{0}^{3}(\omega)-\mathcal{A}_{\epsilon}^{3}(\omega)\right)^{p+1}\right]
\end{aligned}
$$

we have

$$
\begin{gathered}
\omega_{\epsilon}-\omega_{0}=\frac{1}{2 i \pi} \sum_{p=0}^{\infty} \operatorname{tr} \int_{\partial V_{\delta_{0}}}\left(\omega-\omega_{0}\right)\left(\mathcal{A}_{0}^{3}\right)^{-p-1}(\omega)\left(\mathcal{A}_{0}^{3}(\omega)-\mathcal{A}_{\epsilon}^{3}(\omega)\right)^{p} \frac{d}{d \omega} \mathcal{A}_{0}^{3}(\omega) d \omega \\
\quad-\frac{1}{2 i \pi} \sum_{p=1}^{\infty} \operatorname{tr} \int_{\partial V_{\delta_{0}}}\left(\omega-\omega_{0}\right)\left(\mathcal{A}_{0}^{3}\right)^{-p}(\omega) \frac{1}{p} \frac{d}{d \omega}\left[\left(\mathcal{A}_{0}^{3}(\omega)-\mathcal{A}_{\epsilon}^{3}(\omega)\right)^{p}\right] d \omega
\end{gathered}
$$

Because of Lemma 4.3.3, $\omega_{0}$ is a simple pole of $\left(\mathcal{A}_{0}^{3}\right)^{-1}(\omega)$ and $\mathcal{A}_{0}^{3}(\omega)$ is analytic, and hence we get

$$
\int_{\partial V_{\delta_{0}}}\left(\omega-\omega_{0}\right)\left(\mathcal{A}_{0}^{3}\right)^{-1}(\omega) \frac{d}{d \omega} \mathcal{A}_{0}^{3}(\omega) d \omega=0
$$

Therefore, it follows that

$$
\omega_{\epsilon}-\omega_{0}=-\frac{1}{2 i \pi} \sum_{p=1}^{\infty} \operatorname{tr} \int_{\partial V_{\delta_{0}}}\left(\omega-\omega_{0}\right) \frac{d}{d \omega}\left(\frac{1}{p}\left(\mathcal{A}_{0}^{3}\right)^{-p}(\omega)\left(\mathcal{A}_{0}^{3}(\omega)-\mathcal{A}_{\epsilon}^{3}(\omega)\right)^{p}\right) d \omega
$$

Now, a simple integration by parts yields

$$
\omega_{\epsilon}-\omega_{0}=\frac{1}{2 i \pi} \sum_{p=1}^{\infty} \frac{1}{p} \operatorname{tr} \int_{\partial V_{\delta_{0}}}\left(\left(\mathcal{A}_{0}^{3}\right)^{-1}(\omega)\right)^{p}\left(\mathcal{A}_{0}^{3}(\omega)-\mathcal{A}_{\epsilon}^{3}(\omega)\right)^{p} d \omega
$$

Notice from (4.3.5) that

$$
\left(\mathcal{A}_{0}^{3}(\omega)-\mathcal{A}_{\epsilon}^{3}(\omega)\right)^{p}=(-1)^{p} \sum_{n=p}^{\infty} \epsilon^{n} \sum_{\substack{n_{1}+\ldots+n_{p}=n \\ n_{i} \geq 1}} \mathcal{A}_{n_{1}}^{3}(\omega) \ldots \mathcal{A}_{n_{p}}^{3}(\omega) \omega^{n}
$$

Therefore, upon inserting this into the latter formula we arrive at the desired asymptotic expansion.

The following theorem can be proved in the same way as Theorem 4.3.6.
Theorem 4.3.7 Suppose $d=2$. Then the following asymptotic expansion holds:

$$
\omega_{\epsilon}-\omega_{0}=\frac{1}{2 i \pi} \sum_{p=1}^{+\infty} \frac{1}{p} \sum_{n=p}^{+\infty} \epsilon^{n} \operatorname{tr} \int_{\partial V_{\delta_{0}}}\left(\mathcal{A}_{0}^{2}(\omega)+\ln (\omega \epsilon) \mathcal{B}_{0}^{2}(\omega)\right)^{-p} B_{n, p}^{2}(\omega) d \omega
$$

where
$B_{n, p}^{2}(\omega)=(-1)^{p} \sum_{\substack{n_{1}+\ldots+n_{p}=n \\ n_{i} \geq 1}}\left(\mathcal{A}_{n_{1}}^{2}(\omega)+\ln (\omega \epsilon) \mathcal{B}_{2 n_{1}}^{2}(\omega)\right) \ldots\left(\mathcal{A}_{n_{p}}^{2}(\omega)+\ln (\omega \epsilon) \mathcal{B}_{2 n_{p}}^{2}(\omega)\right) \omega^{n}$.

As a simplest case, let us now find the leading-order term in the asymptotic expansion of $\mu_{j}^{\epsilon}-\mu_{j}$ as $\epsilon \rightarrow 0$.

Suppose $d=3$. Recall from (4.3.6) that

$$
\omega_{\epsilon}-\omega_{0}=-\frac{\epsilon}{2 \pi i} \operatorname{tr} \int_{\partial V_{\delta_{0}}}\left(\mathcal{A}_{0}^{3}\right)^{-1}(\omega) \mathcal{A}_{1}^{3}(\omega) \omega d \omega
$$

Let the space $W_{1}^{2}(\partial B)$ be the set of functions $f \in L^{2}(\partial B)$ such that $\partial f / \partial T \in$ $L^{2}(\partial B)$, where $\partial / \partial T$ denotes the tangential derivative on $\partial B$. It is proved in [96] that $\mathcal{S}_{B}^{0}: L^{2}(\partial B) \rightarrow W_{1}^{2}(\partial B)$ is invertible. Therefore, we have

$$
\left(\mathcal{S}_{B}^{0}\right)^{-1}(1)=\operatorname{cap}(\partial B) \varphi_{e}
$$

where $\operatorname{cap}(\partial B)$ and $\varphi_{e}$ defined in (4.2.7) and (4.2.8). It is now easy to see that

$$
\left(\mathcal{A}_{0}^{3}\right)^{-1}(\omega)=\left(\begin{array}{cc}
\left(\frac{1}{2} I-\mathcal{K}_{\Omega}^{\omega}\right)^{-1} & 0 \\
-C \mathcal{D}_{\Omega}^{\omega}\left(\frac{1}{2} I-\mathcal{K}_{\Omega}^{\omega}\right)^{-1}(\cdot)(z) \varphi_{e} & \left(\mathcal{S}_{B}^{0}\right)^{-1}
\end{array}\right)
$$

where $C:=\operatorname{cap}(\partial B)$. It then follows from (4.2.4) that

$$
\begin{aligned}
& \left(\mathcal{A}_{0}^{3}\right)^{-1}(\omega) \mathcal{A}_{1}^{3}(\omega) \\
& =\left(\begin{array}{cc}
\frac{1}{\omega} N_{\Omega}^{\omega}(x, z) \int_{\partial B} \cdot d \sigma(y) \\
\left(\mathcal{S}_{B}^{0}\right)^{-1}\left(\nabla \mathcal{D}_{\Omega}^{\omega}(\cdot)(z) \cdot x\right) & -C \mathcal{D}_{\Omega}^{\omega}\left(N_{\Omega}^{\omega}(\cdot, z)\right)(z) \varphi_{e} \int_{\partial B} \cdot d \sigma(y)-\frac{i \omega}{4 \pi} C \varphi_{e} \int_{\partial B} \cdot d \sigma(y)
\end{array}\right)
\end{aligned}
$$

Since $\int_{\partial B} \varphi_{e} d \sigma=1$, we now have

$$
\frac{1}{2 \pi i} \operatorname{tr} \int_{\partial V_{\delta_{0}}}\left(\mathcal{A}_{0}^{3}\right)^{-1}(\omega) \mathcal{A}_{1}^{3}(\omega) \omega d \omega=-\frac{C}{2 \pi i} \int_{\partial V_{\delta_{0}}} \mathcal{D}_{\Omega}^{\omega}\left(N_{\Omega}^{\omega}(\cdot, z)\right)(z) d \omega
$$

Since $-\Delta u_{j}=\mu_{j} u_{j}$ in $\Omega$ and $\frac{\partial u_{j}}{\partial \nu}=0$ on $\partial \Omega$, we have

$$
\mathcal{D}_{\Omega}^{\omega}\left(u_{j}\right)(z)=u_{j}(z)+\left(\mu_{j}-\omega^{2}\right) \int_{\Omega} \Gamma_{\omega}(z-y) u_{j}(y) d y
$$

Since $\Gamma_{\omega}$ is analytic in $\omega \in V_{\delta_{0}}\left(\sqrt{\mu_{j}}\right)$ and $-\sqrt{\mu_{l}} \notin V_{\delta_{0}}\left(\sqrt{\mu_{j}}\right), \forall l \neq j$, if $\delta_{0}$ is sufficiently small, the spectral decomposition (4.2.5) and the residue theorem yield that

$$
\frac{1}{2 \pi i} \int_{\partial V_{\delta_{0}}} \mathcal{D}_{\Omega}^{\omega}\left(N_{\Omega}^{\omega}(\cdot, z)\right)(z) d \omega=\frac{1}{2 \pi i}\left|u_{j}(z)\right|^{2} \int_{\partial V_{\delta_{0}}} \frac{1}{\omega^{2}-\mu_{j}} d \omega=\frac{1}{2 \sqrt{\mu_{j}}}\left|u_{j}(z)\right|^{2}
$$

We thus get

$$
\frac{1}{2 i \pi} \operatorname{tr} \int_{\partial V_{\delta_{0}}}\left(\mathcal{A}_{0}^{3}\right)^{-1}(\omega) \mathcal{A}_{1}^{3}(\omega) \omega d \omega=-\frac{1}{2 \sqrt{\mu_{j}}}\left|u_{j}(z)\right|^{2} \operatorname{cap}(\partial B)
$$

which yields the following corollary.

Corollary 4.3.8 Suppose $d=3$. Then the following asymptotic expansion holds:

$$
\begin{equation*}
\mu_{j}^{\epsilon}-\mu_{j}=\epsilon c a p(\partial B)\left|u_{j}(z)\right|^{2}+O\left(\epsilon^{2}\right) \tag{4.3.7}
\end{equation*}
$$

In particular, if $B$ is the unit ball, then $\operatorname{cap}(\partial B)=-4 \pi$ and (4.3.7) yields the formula obtained by Ozawa in [71]. It should be mentioned that Ozawa also obtained the $\epsilon^{2}$ term of the asymptotic expansions of $\mu_{j}^{\epsilon}-\mu_{j}$ when the inclusion is a sphere in [73]. The second order term when the inclusion is of general shape can be explicitly computed using (4.3.6).

Let us now consider the two dimensional case. Recall that

$$
\mathcal{A}_{0}^{2}(\omega)+\ln (\omega \epsilon) \mathcal{B}_{0}^{2}(\omega)=\left(\begin{array}{cc}
\frac{1}{2} I-\mathcal{K}_{\Omega}^{\omega} & -\Gamma_{\omega}(x-z)\left(\int_{\partial B} \cdot d \sigma(y)\right) \\
\mathcal{D}_{\Omega}^{\omega}(\cdot)(z) & \mathcal{S}_{B}^{0}+\frac{1}{2 \pi} \int_{\partial B}(\ln (\gamma \omega \epsilon)) \cdot d \sigma(y)
\end{array}\right)
$$

Let $a$ and $\varphi_{e}$ be as defined by (2.8), and let $W_{0}$ be the collection of all functions $\psi \in W_{1}^{2}(\partial B)$ such that $\int_{\partial B} \varphi_{e} \psi d \sigma=0$. Then it is proved in [96] that $\mathcal{S}_{B}^{0}$ : $L_{0}^{2}(\partial B) \rightarrow W_{0}$ is invertible. Let $\left(\mathcal{S}_{B}^{0}\right)^{-1}$ denote its inverse. Then one can easily see that

$$
\left(\mathcal{A}_{0}^{2}(\omega)+\ln (\omega \epsilon) \mathcal{B}_{0}^{2}(\omega)\right)^{-1}\binom{f}{g}=\binom{\left(\frac{1}{2} I-\mathcal{K}_{\Omega}^{\omega}\right)^{-1}(f)-C(f, g) N_{\Omega}^{\omega}(x, z)}{C(f, g) \varphi_{e}+\left(\mathcal{S}_{B}^{0}\right)^{-1}(g-\bar{g})}
$$

where $\bar{g}=\int_{\partial B} g \varphi_{e} d \sigma$ and the constant $C(f, g)$ is defined to be

$$
C(f, g)=\frac{\bar{g}-\mathcal{D}_{\Omega}^{\omega}\left(\frac{1}{2} I-\mathcal{K}_{\Omega}^{\omega}\right)^{-1}(f)(z)}{\frac{\ln \gamma \omega \epsilon}{2 \pi}-\mathcal{D}_{\Omega}^{\omega}\left(N_{\Omega}^{\omega}(\cdot, z)\right)(z)-a}
$$

Now, in exactly the same manner as in Corollary 4.3.8, we obtain from Theorem 4.3.7 that the leading-order term in the asymptotic expansion of $\mu_{j}^{\epsilon}-\mu_{j}$ in two dimensions is as follows.

Corollary 4.3.9 Suppose $d=2$. Then the following asymptotic expansion holds:

$$
\begin{equation*}
\mu_{j}^{\epsilon}-\mu_{j}=\frac{2 \pi}{\ln \left(\frac{\epsilon \sqrt{\mu_{j}}}{c a p(\partial B)}\right)}\left|u_{j}(z)\right|^{2}+o\left(\frac{1}{\ln (\epsilon)}\right) \tag{4.3.8}
\end{equation*}
$$

In particular, since the logarithmic capacity of the unit disk $\operatorname{cap}(\partial B)=1$, (4.3.8) yields the formula derived by Ozawa in [72]. See also Besson [20].

### 4.3.2 Inclusions nearly touching the boundary

In this section we study the eigenvalue problem in the presence of a diametrically small perfectly conducting inclusion that is nearly touching the boundary. Consider a small perfectly conducting inclusion $D$ inside $\Omega$ that is nearly touching
the boundary $\partial \Omega$. We assume that $\partial \Omega$ is of class $\mathcal{C}^{2}$ and $D=\epsilon B+z$, where $z \in \Omega$ is such that $\operatorname{dist}(z, \partial \Omega)=\delta \epsilon$. Here $B$ is a bounded domain in $\mathbb{R}^{2}$ containing the origin with a connected $\mathcal{C}^{2}$-boundary and the constant $\delta>\max _{x \in \partial B}|x|$. We show that the leading-order term in the asymptotic expansion of the eigenvalue perturbations is the same as in Corollary 4.3.9.

The following lemma from [2] is of use to us.
Lemma 4.3.10 Suppose that $\partial \Omega$ is of class $\mathcal{C}^{2}$ and let $\psi \in \mathcal{C}^{0}(\partial \Omega)$. Let $z_{0}$ be the normal projection of $z$ onto $\partial \Omega$. Then, for any $x \in \partial B$,

$$
\int_{\partial \Omega} \frac{\epsilon}{\left|y-z_{0}-\epsilon\left(x-\delta \nu\left(z_{0}\right)\right)\right|^{2}} \psi(y) d \sigma(y) \rightarrow \frac{\pi}{\left(\delta \nu\left(z_{0}\right)-x\right) \cdot \nu\left(z_{0}\right)} \psi\left(z_{0}\right)
$$

Using Lemma 4.3.10 we prove the following.
Lemma 4.3.11 Suppose that $\partial \Omega$ is of class $\mathcal{C}^{2}$ and let $\psi \in \mathcal{C}^{0}(\partial \Omega)$. Let $z_{0}$ be the normal projection of $z$ onto $\partial \Omega$. For any $x \in \partial B$, we have

$$
\mathcal{D}_{\Omega}^{\omega}(\psi)(\epsilon x+z)=\left(\frac{1}{2} I+\mathcal{K}_{\Omega}^{\omega}\right)(\psi)\left(z_{0}\right)+o(1) \quad \text { as } \epsilon \rightarrow 0
$$

where the remainder $o(1)$ is uniform in $x \in \partial B$.

Proof. Let $\nu\left(z_{0}\right)$ denote the outward unit normal to $\partial \Omega$ at $z_{0}$. Since $z=$ $z_{0}+z-z_{0}=z_{0}-\delta \epsilon \nu\left(z_{0}\right)$, for any $x \in \partial B$, we have

$$
\epsilon x+z=\epsilon x+z_{0}-\delta \epsilon \nu\left(z_{0}\right)=z_{0}+\epsilon\left(x-\delta \nu\left(z_{0}\right)\right)
$$

Hence, we obtain

$$
\begin{aligned}
& \mathcal{D}_{\Omega}^{\omega}(\psi)\left(z_{0}+\epsilon\left(x-\delta \nu\left(z_{0}\right)\right)\right) \\
& =-\frac{i \omega}{4} \int_{\partial \Omega}\left(H_{0}^{(1)^{\prime}}\left(\omega\left|y-z_{0}-\epsilon\left(x-\delta \nu\left(z_{0}\right)\right)\right|\right)\left|y-z_{0}-\epsilon\left(x-\delta \nu\left(z_{0}\right)\right)\right|\right) \\
& \quad \times \frac{\left\langle y-z_{0}, \nu(y)\right\rangle-\epsilon\left\langle x-\delta \nu\left(z_{0}\right), \nu(y)\right\rangle}{\left|y-z_{0}-\epsilon\left(x-\delta \nu\left(z_{0}\right)\right)\right|^{2}} \psi(y) d \sigma(y)
\end{aligned}
$$

Since
$-\frac{i \omega}{4}{H_{0}^{(1)^{\prime}}\left(\omega\left|t-z_{0}\right|\right)\left|t-z_{0}\right|=\frac{1}{2 \pi}-\frac{\omega^{2}}{4 \pi}\left|t-z_{0}\right|^{2} \ln \left|t-z_{0}\right|-\frac{\omega^{2}}{4 \pi}\left|t-z_{0}\right|^{2}\left(\ln (\omega \gamma)-\frac{1}{2}\right)+\ldots,, ~, \ldots, ~}_{2}$
as $t \rightarrow z_{0}$, we see that

$$
\begin{aligned}
& H_{0}^{(1)^{\prime}}\left(\omega\left|z_{0}-y+\epsilon\left(x-\delta \nu\left(z_{0}\right)\right)\right|\right)\left|y-z_{0}-\epsilon\left(x-\delta \nu\left(z_{0}\right)\right)\right| \\
& =H_{0}^{(1)^{\prime}}\left(\omega\left|y-z_{0}\right|\right)\left|y-z_{0}\right|+O(\epsilon)
\end{aligned}
$$

as $\epsilon$ tends to 0 .

Now, since $\partial \Omega$ is of class $\mathcal{C}^{2}$, we have (see [2])

$$
\frac{|\langle y-z, \nu(y)\rangle|}{|y-z|^{2}}=O(1)
$$

and hence

$$
\left|\frac{\left\langle y-z_{0}, \nu(y)\right\rangle-\epsilon\left\langle x-\delta \nu\left(z_{0}\right), \nu(y)\right\rangle}{\left|y-z_{0}-\epsilon\left(x-\delta \nu\left(z_{0}\right)\right)\right|^{2}}\right|=O(1)
$$

which gives

$$
\begin{aligned}
- & \frac{i \omega}{4} \int_{\partial \Omega}\left(H_{0}^{(1)^{\prime}}\left(\omega\left|y-z_{0}-\epsilon\left(x-\delta \nu\left(z_{0}\right)\right)\right|\right)\left|y-z_{0}-\epsilon\left(x-\delta \nu\left(z_{0}\right)\right)\right|\right) \\
& \times \frac{\left\langle y-z_{0}, \nu(y)\right\rangle-\epsilon\left\langle x-\delta \nu\left(z_{0}\right), \nu(y)\right\rangle}{\left|y-z_{0}-\epsilon\left(x-\delta \nu\left(z_{0}\right)\right)\right|^{2}} \psi(y) d \sigma(y) \\
= & -\frac{i \omega}{4} \int_{\partial \Omega}{H_{0}^{(1)^{\prime}}\left(\omega\left|y-z_{0}\right|\right)\left|y-z_{0}\right| \frac{\left\langle y-z_{0}, \nu(y)\right\rangle-\epsilon\left\langle x-\delta \nu\left(z_{0}\right), \nu(y)\right\rangle}{\left|y-z_{0}-\epsilon\left(x-\delta \nu\left(z_{0}\right)\right)\right|^{2}} \psi(y) d \sigma(y)+O(\epsilon),}^{:=} \quad I(\epsilon, x)+O(\epsilon) \quad \text { as } \epsilon \rightarrow 0 .
\end{aligned}
$$

Since

$$
\left|y-z_{0}-\epsilon\left(x-\delta \nu\left(z_{0}\right)\right)\right|^{2}=\left|y-z_{0}\right|^{2}+\epsilon^{2}\left|x-\delta \nu\left(z_{0}\right)\right|^{2}-2 \epsilon\left\langle y-z_{0}, x-\delta \nu\left(z_{0}\right)\right\rangle
$$

it follows that

$$
\begin{aligned}
I(\epsilon, x)-\mathcal{K}_{\Omega}^{\omega} \psi\left(z_{0}\right)= & \int_{\partial \Omega} \frac{\epsilon}{\left|y-z_{0}-\epsilon\left(x-\delta \nu\left(z_{0}\right)\right)\right|^{2}} \Psi_{1}(y) d \sigma(y) \\
& +\epsilon\left|x-\delta \nu\left(z_{0}\right)\right|^{2} \int_{\partial \Omega} \frac{\epsilon}{\left|y-z_{0}-\epsilon\left(x-\delta \nu\left(z_{0}\right)\right)\right|^{2}} \Psi_{2}(y) d \sigma(y)
\end{aligned}
$$

where

$$
\begin{aligned}
\Psi_{1}(y)= & \frac{-i \omega}{4} H_{0}^{(1)^{\prime}}\left(\omega\left|y-z_{0}\right|\right)\left|y-z_{0}\right|\left[2\left\langle y-z_{0}, x-\delta \nu\left(z_{0}\right)\right\rangle \frac{\left\langle y-z_{0}, \nu(y)\right\rangle}{\left|y-z_{0}\right|^{2}}\right. \\
& \left.\left.-\left\langle x-\delta \nu\left(z_{0}\right), \nu(y)\right)\right\rangle\right] \psi(y)
\end{aligned}
$$

and

$$
\Psi_{2}(y)=\frac{i \omega}{4} H_{0}^{(1)^{\prime}}\left(\omega\left|y-z_{0}\right|\right)\left|y-z_{0}\right| \frac{\left\langle y-z_{0}, \nu(y)\right\rangle}{\left|y-z_{0}\right|^{2}} \psi(y)
$$

By using the fact that $-\frac{i \omega}{4} H_{0}^{(1)^{\prime}}\left(\omega\left|y-z_{0}\right|\right)\left|y-z_{0}\right| \rightarrow \frac{1}{2 \pi}$ as $\left|y-z_{0}\right| \rightarrow 0$, we deduce the following identities:

$$
\Psi_{1}\left(z_{0}\right)=-\frac{1}{2 \pi}\left\langle x-\delta \nu\left(z_{0}\right), \nu\left(z_{0}\right)\right\rangle \psi\left(z_{0}\right), \quad \Psi_{2}\left(z_{0}\right)=-\frac{1}{4 \pi} \tau\left(z_{0}\right) \psi\left(z_{0}\right)
$$

where $\tau\left(z_{0}\right)$ is the curvature at $z_{0} \in \partial \Omega$. Applying Lemma 4.3 .10 we conclude that

$$
I(\epsilon, x)=\left(\frac{1}{2} I+\mathcal{K}_{\Omega}^{\omega}\right) \psi\left(z_{0}\right)+o(1) \quad \text { as } \epsilon \rightarrow 0
$$

which completes the proof of the lemma.
Let $x, y \in \partial B$. Writing $\left(z_{0}+\epsilon\left(x-\delta \nu\left(z_{0}\right)\right)-\left(z_{0}+\epsilon\left(y-\delta \nu\left(z_{0}\right)\right)=\epsilon(x-y)\right.\right.$, the following asymptotic formula holds:

$$
\begin{aligned}
\mathcal{S}_{D}^{\omega}(\varphi)\left(z_{0}+\epsilon\left(x-\delta \nu\left(z_{0}\right)\right)=\right. & \frac{1}{2 \pi} \ln (\gamma \epsilon \omega) \int_{\partial B} \tilde{\varphi}(y) d \sigma(y)+\frac{1}{2 \pi} \int_{\partial B} \ln |x-y| \tilde{\varphi}(y) d \sigma(y) \\
& +O\left((\epsilon \omega)^{2} \ln (\epsilon \omega)\right)
\end{aligned}
$$

where $\tilde{\varphi}(x)=\epsilon \varphi(\epsilon x+z), x \in \partial B$.
Let $x \in \partial \Omega$. We have

$$
\begin{aligned}
\mathcal{S}_{D}^{\omega}(\varphi)(x) & =-\frac{i}{4} \int_{\partial D} H_{0}^{(1)}(\omega|x-y|) \varphi(y) d \sigma(y) \\
& =-\frac{i}{4} \int_{\partial B} H_{0}^{(1)}\left(\omega\left|x-z_{0}-\epsilon\left(y-\delta \nu\left(z_{0}\right)\right)\right|\right) \tilde{\varphi}(y) d \sigma(y)
\end{aligned}
$$

We conclude, after lengthy but simple calculation, that in the case of a perfectly conducting inclusion nearly touching the boundary, the leading-order term in the asymptotic expansions of characteristic values of the operator-valued function

$$
\omega \mapsto\left(\begin{array}{cc}
\left(\frac{1}{2} I-\mathcal{K}_{\Omega}^{\omega}\right) & -\mathcal{S}_{D}^{\omega} \\
\mathcal{D}_{\Omega}^{\omega} & \mathcal{S}_{D}^{\omega}
\end{array}\right)
$$

is exactly the one given in the previous section. Thus, the following asymptotic expansion holds.

Theorem 4.3.12 Suppose that $\partial B$ and $\partial \Omega$ are of class $\mathcal{C}^{2}$ and $D=\epsilon B+z$, where $z \in \Omega$ is such that $\operatorname{dist}(z, \partial \Omega)=\delta \epsilon$. Let $z_{0}$ be the normal projection of $z$ onto $\partial \Omega$. Then

$$
\mu_{j}^{\epsilon}-\mu_{j}=\frac{2 \pi}{\ln \left(\frac{\epsilon \sqrt{\mu_{j}}}{\operatorname{cap(\partial B)}}\right)}\left|u_{j}\left(z_{0}\right)\right|^{2}+o\left(\frac{1}{\ln (\epsilon)}\right) .
$$

### 4.4 Asymptotic formula of the eigenvalues in the presence of a conductivity inclusion

In this section we provide a rigorous derivation of a full asymptotic formula for perturbations in the eigenvalues caused by the presence of a conductivity inclusion of small diameter with conductivity different from the one of the background.

Suppose that $D \subset \subset \Omega$ is of conductivity equal to some positive constant $k \neq 1$. Let $0<\mu_{1}^{\epsilon} \leq \mu_{2}^{\epsilon} \leq \ldots$ be the eigenvalues of $-\nabla \cdot(1+(k-1) \chi(D)) \nabla$ in $\Omega$, where $\chi(D)$ denotes the indicator function of $D$, with the the Neumann condition on $\partial \Omega$. We arrange them repeatedly according to their multiplicity.

Fix $j$ and suppose that the unperturbed eigenvalue $\mu_{j}$ is simple. Then there exists a simple eigenvalue $\mu_{j}^{\epsilon}$, near $\mu_{j}$, associated to the normalized eigenfunction $u_{j}^{\epsilon}$, that is, $u_{j}^{\epsilon}$ satisfies the following problem:

$$
\begin{cases}\Delta u+\omega^{2} u=0 & \text { in } \Omega \backslash \bar{D}  \tag{4.4.1}\\ \Delta u+\frac{\omega^{2}}{k} u=0 & \text { in } D \\ \left.u\right|_{+}-\left.u\right|_{-}=0 & \text { on } \partial D \\ \left.\frac{\partial u}{\partial \nu}\right|_{+}-\left.k \frac{\partial u}{\partial \nu}\right|_{-}=0 & \text { on } \partial D \\ \frac{\partial u}{\partial \nu}=0 & \text { on } \partial \Omega\end{cases}
$$

with $\omega=\sqrt{\mu_{j}^{\epsilon}}$.
From once again [6], we know that the solution of (4.4.1) can be represented as

$$
u(x)= \begin{cases}\mathcal{D}_{\Omega}^{\omega}\left(\left.u\right|_{\partial \Omega}\right)(x)+\mathcal{S}_{\Omega}^{\omega}(\phi)(x) & \text { in } \Omega \backslash \bar{D} \\ \mathcal{S}_{D}^{\frac{\omega}{\sqrt{k}}}(\theta)(x) & \text { in } D\end{cases}
$$

where the triplet of densities $\left(\psi:=\left.u\right|_{\partial \Omega}, \phi, \theta\right) \in L^{2}(\partial \Omega) \times L^{2}(\partial D) \times L^{2}(\partial D)$ satisfies the following system of integral equations:

$$
\begin{cases}\left(\frac{1}{2} I-\mathcal{K}_{\Omega}^{\omega}\right)(\psi)(x)-\mathcal{S}_{D}^{\omega}(\phi)(x)=0, & x \in \partial \Omega  \tag{4.4.2}\\ \mathcal{D}_{\Omega}^{\omega}(\psi)(x)+\mathcal{S}_{D}^{\omega}(\phi)(x)-\mathcal{S}_{D}^{\frac{\omega}{\sqrt{k}}}(\theta)(x)=0, & x \in \partial D \\ \epsilon\left[\left.\frac{\partial}{\partial \nu}\left(\mathcal{D}_{\Omega}^{\omega}(\psi)(x)+\mathcal{S}_{D}^{\omega}(\phi)(x)\right)\right|_{+}-\left.k \frac{\partial}{\partial \nu}\left(\mathcal{S}_{D}^{\frac{\omega}{\sqrt{k}}}(\theta)(x)\right)\right|_{-}\right]=0, & x \in \partial D\end{cases}
$$

for $\omega=\sqrt{\mu_{j}^{\epsilon}}$.
As before, by using the jump formula (4.2.2), we reduce the problem to the calculation of the asymptotic expressions of the characteristic values of the operator-valued function $\mathcal{A}_{\epsilon}^{d}(\omega)$ given by

$$
\omega \mapsto \mathcal{A}_{\epsilon}^{d}(\omega):=\left(\begin{array}{ccc}
\frac{1}{2} I-\mathcal{K}_{\Omega}^{\omega} & -\mathcal{S}_{D}^{\omega} & 0 \\
\mathcal{D}_{\Omega}^{\omega} & \mathcal{S}_{D}^{\omega} & -\mathcal{S}_{D}^{\frac{\omega}{\sqrt{k}}} \\
\epsilon \frac{\partial}{\partial \nu} \mathcal{D}_{\Omega}^{\omega} & \epsilon\left(\frac{1}{2} I+\left(\mathcal{K}_{D}^{\omega}\right)^{*}\right) & -\epsilon k\left(-\frac{1}{2} I+\left(\mathcal{K}_{D}^{\frac{\omega}{\sqrt{k}}}\right)^{*}\right)
\end{array}\right)
$$

We shall expand the operator-valued function $\mathcal{A}_{\epsilon}^{d}(\omega)$ in terms of $\epsilon$. With Lemma 4.3 .1 on hand, we only need to write the expansion of $\partial \mathcal{D}_{\Omega}^{\omega} / \partial \nu$ and $\left(\mathcal{K}_{D}^{\omega}\right)^{*}$. On one hand, we have, for $\psi \in L^{2}(\partial \Omega)$,

$$
\frac{\partial}{\partial \nu} \mathcal{D}_{\Omega}^{\omega}(\psi)(\epsilon x+z)=\sum_{n=1}^{+\infty} \epsilon^{n} \sum_{|\alpha|=n} \frac{1}{\alpha!} \partial^{\alpha} \mathcal{D}_{\Omega}^{\omega}(\psi)(z) \frac{\partial x^{\alpha}}{\partial \nu}, \quad x \in \partial B, \quad d=2,3
$$

On the other hand, using the Taylor expansion, we get

$$
\frac{\partial}{\partial \nu(x)} \Gamma_{\omega}(\epsilon(x-y))=\left\{\begin{array}{l}
\frac{\langle x-y, \nu(x)\rangle}{2 \pi \epsilon|x-y|^{2}}\left[1+\sum_{n=1}^{+\infty}(-1)^{n} \frac{(\omega \epsilon)^{2 n}}{2^{2 n} n!(n-1)!}|x-y|^{2 n}\right. \\
\left.\times\left(\ln (\omega \epsilon|x-y|)+\ln \gamma+\frac{1}{2 n}-\sum_{j=1}^{n} \frac{1}{j}\right)\right], \quad d=2 \\
-\frac{\langle x-y, \nu(x)\rangle}{4 \pi \epsilon|x-y|^{2}}\left[-\frac{1}{\epsilon|x-y|}\right. \\
\left.\quad+\sum_{n=0}^{+\infty}\left(\frac{1}{n!}-\frac{1}{(n+1)!}\right)(i \omega)^{n+1} \epsilon^{n}|x-y|^{n}\right], \quad d=3
\end{array}\right.
$$

we obtain the following expansion.
Lemma 4.4.1 Let $\varphi \in L^{2}(\partial D)$. Define $\tilde{\varphi}(x)=\epsilon \varphi(\epsilon x+z), x \in \partial B$. Then, for $x \in \partial B$, we have

$$
\begin{aligned}
& \epsilon\left(\mathcal{K}_{D}^{\omega}\right)^{*}(\varphi)(\epsilon x+z)=\mathcal{K}_{B}^{*}(\tilde{\varphi})(x)+\sum_{n=1}^{+\infty}(-1)^{n} \frac{(\omega \epsilon)^{2 n}}{2^{2 n+1} \pi n!(n-1)!} \\
& \quad \times \int_{\partial B}\langle x-y, \nu(x)\rangle|x-y|^{2(n-1)}\left(\ln (\omega \epsilon|x-y|)+\ln \gamma+\frac{1}{2 n}-\sum_{j=1}^{n} \frac{1}{j}\right) \tilde{\varphi}(y) d \sigma(y)
\end{aligned}
$$

for $d=2$, while for $d=3$,

$$
\begin{aligned}
& \epsilon\left(\mathcal{K}_{D}^{\omega}\right)^{*}(\varphi)(\epsilon x+z)=\mathcal{K}_{B}^{*}(\tilde{\varphi})(x) \\
& \quad-\frac{1}{4 \pi} \sum_{n=1}^{+\infty}\left(\frac{1}{n!}-\frac{1}{(n+1)!}\right)(i \omega \epsilon)^{n+1} \int_{\partial B}\langle x-y, \nu(x)\rangle|x-y|^{n-2} \tilde{\varphi}(y) d \sigma(y)
\end{aligned}
$$

where

$$
\mathcal{K}_{B}^{*}(\tilde{\varphi})(x):=\frac{1}{2(d-1) \pi} \text { p.v. } \int_{\partial B} \frac{\langle x-y, \nu(x)\rangle}{|x-y|^{d}} \tilde{\varphi}(y) d \sigma(y) .
$$

As before, define $\tilde{\phi}(x)=\epsilon \phi(\epsilon x+z)$ and $\tilde{\theta}(x)=\epsilon \theta(\epsilon x+z), x \in \partial B$. By Lemma 4.3.1 and Lemma 4.4.1, (4.4.2) now takes the form

$$
\mathcal{A}_{\epsilon}^{d}(\omega)\left(\begin{array}{c}
\psi \\
\tilde{\phi} \\
\tilde{\theta}
\end{array}\right)=0,
$$

where

$$
\mathcal{A}_{\epsilon}^{3}(\omega)=\sum_{n=0}^{+\infty}(\omega \epsilon)^{n} \mathcal{A}_{n}^{3}(\omega)
$$

with

$$
\mathcal{A}_{0}^{3}(\omega):=\left(\begin{array}{ccc}
\frac{1}{2} I-\mathcal{K}_{\Omega}^{\omega} & 0 & 0 \\
\mathcal{D}_{\Omega}^{\omega}(\cdot)(z) & \mathcal{S}_{B}^{(0)} & -\mathcal{S}_{B}^{(0)} \\
0 & \frac{1}{2} I+\mathcal{K}_{B}^{*} & -k\left(-\frac{1}{2} I+\mathcal{K}_{B}^{*}\right)
\end{array}\right)
$$

and, for $n \geq 1$, writing $\mathcal{A}_{n}^{3}(\omega)=\left(\left(\mathcal{A}_{n}^{3}(\omega)\right)_{l l^{\prime}}\right)_{l, l^{\prime}=1,2,3}$, we have

$$
\begin{gathered}
\left(\mathcal{A}_{n}^{3}(\omega)\right)_{11}=\left(\mathcal{A}_{n}^{3}(\omega)\right)_{13}=0 \\
\left(\mathcal{A}_{n}^{3}(\omega)\right)_{12}=(-1)^{n} \omega^{-n} \sum_{|\alpha|=n-1} \frac{1}{\alpha!} \partial^{\alpha} \Gamma_{\omega}(x-z)\left(\int_{\partial B} y^{\alpha} \cdot d \sigma(y)\right) \\
\left(\mathcal{A}_{n}^{3}(\omega)\right)_{22}=-\frac{1}{4 \pi} \frac{1}{n!} i^{n} \int_{\partial B}|x-y|^{n-1} \cdot d \sigma(y) \\
\left(\mathcal{A}_{n}^{3}(\omega)\right)_{23}=\frac{1}{4 \pi} \frac{1}{n!}\left(\frac{i}{\sqrt{k}}\right)^{n} \int_{\partial B}|x-y|^{n-1} \cdot d \sigma(y) \\
\left(\mathcal{A}_{n}^{3}(\omega)\right)_{21}=\frac{1}{\omega^{n}} \sum_{|\alpha|=n} \frac{1}{\alpha!} \partial^{\alpha} \mathcal{D}_{\Omega}^{\omega}(\cdot)(z) x^{\alpha} \\
\left(\mathcal{A}_{n}^{3}(\omega)\right)_{31}=\frac{1}{\omega^{n}} \sum_{|\alpha|=n-1} \frac{1}{\alpha!} \partial^{\alpha} \mathcal{D}_{\Omega}^{\omega}(\cdot)(z) \frac{\partial x^{\alpha}}{\partial \nu}
\end{gathered}
$$

$\left(\mathcal{A}_{1}^{3}(\omega)\right)_{32}=\left(\mathcal{A}_{1}^{3}(\omega)\right)_{33}=0$, and

$$
\begin{aligned}
& \left(\mathcal{A}_{n}^{3}(\omega)\right)_{32}=-\frac{1}{4 \pi}\left(\frac{1}{(n-1)!}-\frac{1}{n!}\right)(i)^{n} \int_{\partial B}\langle x-y, \nu(x)\rangle|x-y|^{n-3} \cdot d \sigma(y) \\
& \left(\mathcal{A}_{n}^{3}(\omega)\right)_{33}=\frac{k}{4 \pi}\left(\frac{1}{(n-1)!}-\frac{1}{n!}\right)\left(\frac{i}{\sqrt{k}}\right)^{n} \int_{\partial B}\langle x-y, \nu(x)\rangle|x-y|^{n-3} \cdot d \sigma(y)
\end{aligned}
$$

for $n \geq 2$. Similarly, one can compute $\mathcal{A}_{\epsilon}^{2}(\omega)$.
It has been shown in [6] that

$$
\left(\begin{array}{cc}
\mathcal{S}_{B}^{(0)} & -\mathcal{S}_{B}^{(0)} \\
\frac{1}{2} I+\mathcal{K}_{B}^{*} & -k\left(-\frac{1}{2} I+\mathcal{K}_{B}^{*}\right)
\end{array}\right)
$$

is invertible. In fact, the inverse is given by

$$
\frac{1}{k-1}\left(\begin{array}{ll}
k\left(\lambda I-\mathcal{K}_{B}^{*}\right)^{-1}\left(\frac{1}{2} I-\mathcal{K}_{B}^{*}\right)\left(\mathcal{S}_{B}^{(0)}\right)^{-1} & \left(\lambda I-\mathcal{K}_{B}^{*}\right)^{-1} \\
-\left(\lambda I-\mathcal{K}_{B}^{*}\right)^{-1}\left(\frac{1}{2} I+\mathcal{K}_{B}^{*}\right)\left(\mathcal{S}_{B}^{(0)}\right)^{-1} & \left(\lambda I-\mathcal{K}_{B}^{*}\right)^{-1}
\end{array}\right)
$$

where $\lambda:=\frac{k+1}{2(k-1)}$. Therefore the invertibility of $\mathcal{A}_{0}^{3}(\omega)$ holds for any $\omega \notin$ $\left\{\sqrt{\mu_{j}}\right\}_{j \geq 1}$.

The asymptotic expansion can now be constructed in the exactly same manner as in Theorem 4.3.6 and the formula is exactly same as (4.3.6). Analogously, the two-dimensional case can be treated without any new difficulty.

In the same way as in Section 3, we can recover the following result from [15, 14] giving the leading-order term in the asymptotic expansion of the eigenvalue perturbations.

Corollary 4.4.2 Suppose $\mu_{j}$ is a simple eigenvalue associated with the orthonormal eigenfunction $u_{j}$. The following asymptotic expansion holds:

$$
\mu_{j}^{\epsilon}-\mu_{j}=\epsilon^{d} \nabla u_{j}(z) \cdot M \nabla u_{j}(z)+o\left(\epsilon^{d}\right)
$$

where

$$
M=\int_{\partial B}\left(\frac{k+1}{2(k-1)} I-\mathcal{K}_{B}^{*}\right)^{-1}(\nu) y d \sigma(y)
$$

is the so-called polarization tensor associated with the domain $B$ and the conductivity k. See [5].

We conclude this chapter by making a remark. If we consider the eigenvalue problem in the presence of a diametrically small conductivity inclusion that is nearly touching the boundary then following the arguments given in subsection 4.3.2, we can easily show that the leading-order term in the asymptotic expansion of the eigenvalue perturbations is the same as in Corollary 4.4.2. We leave the details to the reader.

## Chapter 5

## Sensitivity Analysis of Spectral Properties of High Contrast Band-Gap Materials

### 5.1 Introduction

Photonic crystals are structures constructed of high-contrast materials arranged in a periodic array. They have attracted enormous interest in the last decade because of their unique optical properties. Such structures have been found to exhibit interesting spectral properties with respect to classical electromagnetic wave propagation, including the appearance of band gaps [99, 51, 79]. Although significant progress has been made, the rigorous analysis of the contrast and geometry dependence of the band-gap of the frequency spectrum for electromagnetic waves in photonic crystals remains problematic. It appears that there are only a few results on the existence of spectral gaps for this type of structures, and these are essentially based on one-dimensional calculations and separation of variables. See [37, 38, 39, 59].

An important example of photonic crystals consists of a background medium which is perforated by an array of arbitrary-shaped holes periodic along each of the two orthogonal coordinate axes in plane. The background medium is of higher index. In this chapter we adopt this specific model to demonstrate our technique and results. We give a full understanding of the relationship between variations in the index ratio or in the geometry of the holes and variations in the band-gap structure of the photonic crystal. We provide such a high-order sensitivity analysis using a boundary integral approach with rigorous justification based on the generalized Rouché's theorem.

Carrying out a band structure calculation for a given photonic crystal in-
volves a family of eigenvalue problems, as the quasi-momentum is varied over the first Brillouin zone. We show that these eigenvalues are the characteristic values of meromorphic operator-valued functions that are of Fredholm type with index zero. We then proceed from the generalized Rouché's theorem to construct their complete asymptotic expressions as the index ratio goes to infinity. We also provide their complete expansions in terms of the infinitesimal changes in the geometry of the holes. We mention, in connection with our approach, the analysis provided by Friedlander in [40] of the Dirichlet-to-Neumann operators in high contrast periodic media.

A range of numerical methods have been developed for band structure calculations in photonic crystals. The most popular ones are based on truncated plane wave decompositions of the electromagnetic fields [49]. These approaches are very natural and commonly used. However, their convergence is slow because of the discontinuity of the underlying medium [87]. Finite element methods, which are suited to handle heterogeneous media, have been successfully introduced for two and three-dimensional photonic crystals [29, 33, 34]. Another approach to the computation of the bandgap structure is based on a combination of boundary element methods and Muller's method [88] for finding complex roots of scalar equations [24, 30]. Our results in this chapter can be used to design a new tool based on a boundary integral perturbation theory for the optimal design problem in photonic crystals.

In this chapter we confine our attention to the two-dimensional case. The asymptotic results for the band-gap structure in three-dimensions can be obtained with only minor modifications of the techniques presented here, while the rigorous derivations of similar asymptotic formulae for the full Maxwell's equations or for the equations of linear elasticity require further work.

### 5.2 Notation and Preliminaries

### 5.2.1 The generalized Rouché's theorem

Everything in this section was explained in detail in Chap. 4. Therefore we only recall the following definitions and state the generalized Rouché's theorem.

Let $X$ and $Y$ be two Banach spaces and $\mathcal{L}(X, Y)$ be the space of bounded linear operators acting from $X$ to $Y$. We denote by $0_{X}$ (respectively, $0_{Y}$ ) the null element of $X$ (respectively, $Y$ ). Let $\mathcal{A}: \mathbb{C} \rightarrow \mathcal{L}(X, Y)$ be an operator-valued function. The complex number $\omega_{0}$ is a characteristic value of $\mathcal{A}$ if and only if the function $\mathcal{A}(\omega)$ is holomorphic in a punctured neighborhood of $\omega_{0}$; there exists a function $x: \mathbb{C} \rightarrow X$ such that $x\left(\omega_{0}\right) \neq 0_{X}, \omega \mapsto x(\omega)$, and $\omega \mapsto \mathcal{A}(\omega) x(\omega)$ are holomorphic in $\omega=\omega_{0}$, and $\mathcal{A}\left(\omega_{0}\right) x\left(\omega_{0}\right)=0_{Y}$. The function $\omega \mapsto x(\omega)$ is a root function associated with $\omega_{0}$. We call $N\left(\mathcal{A}\left(\omega_{0}\right)\right)$ the null multiplicity of the characteristic value $\omega_{0}$ of $\mathcal{A}(\omega)$. If $\omega_{0}$ is not a characteristic value of $\mathcal{A}(\omega)$, we put $N\left(\mathcal{A}\left(\omega_{0}\right)\right)=0$.

Suppose that $\mathcal{A}^{-1}(\omega)$ exists and is holomorphic in some neighborhood of $\omega_{0}$,
except possibly at this point itself. Then the number

$$
M\left(\mathcal{A}\left(\omega_{0}\right)\right)=N\left(\mathcal{A}\left(\omega_{0}\right)\right)-N\left(\mathcal{A}^{-1}\left(\omega_{0}\right)\right)
$$

is called the multiplicity of the characteristic value $\omega_{0}$ of $\mathcal{A}(\omega)$.
If $\mathcal{A}(\omega)$ is holomorphic at the point $\omega_{0}$ and the operator $\mathcal{A}\left(\omega_{0}\right)$ is invertible, then $\omega_{0}$ is called a regular point of $\mathcal{A}(\omega)$.

The point $\omega_{0}$ is called a normal point of $\mathcal{A}(\omega)$ if there exists a constant $0<\delta_{0}$ such that $\mathcal{A}(\omega)$ is finitely meromorphic and of Fredholm type at $\omega_{0}$ and all the points of a disc of center $\omega_{0}$ and radius $\delta_{0}>0$ except $\omega_{0}$ are regular for $\mathcal{A}(\omega)$.

Let $\partial V$ be the contour bounding the domain $V$. An operator-valued function $\mathcal{A}(\omega)$ which is finitely meromorphic and of Fredholm type in $V$ and continuous at $\partial V$ is called normal with respect to $\partial V$ if the operator $\mathcal{A}(\omega)$ is invertible in $\bar{V}$, except for a finite number of points of $V$ which are normal points of $\mathcal{A}(\omega)$.

Finally, the generalized Rouché's theorem due to Ghoberg and Sigal [44] reads as follows.

Theorem 5.2.1 Let $\omega_{0}$ be a normal point of $\mathcal{A}(\omega)$ and let $V\left(\omega_{0}\right)$ be a neighborhood of $\omega_{0}$ such that $\mathcal{A}(\omega)$ is normal with respect to $\partial V\left(\omega_{0}\right)$. Let $f(\omega)$ be a scalar function which is analytic in $V\left(\omega_{0}\right)$ and continuous in $\bar{V}\left(\omega_{0}\right)$. Then

$$
\frac{1}{2 i \pi} \operatorname{tr} \int_{\partial V\left(\omega_{0}\right)} f(\omega) \mathcal{A}^{-1}(\omega) \frac{d}{d \omega} \mathcal{A}(\omega) d \omega=\sum_{j=1}^{\sigma} M\left(\mathcal{A}\left(\omega_{j}\right)\right) f\left(\omega_{j}\right)
$$

where $\omega_{j}, j=1, \ldots, \sigma$, are all the points in $V\left(\omega_{0}\right)$ which are either poles or characteristic values of $\mathcal{A}(\omega)$. Here, by tr we mean the trace of operator which is the sum of all its nonzero characteristic values.

### 5.2.2 Layer potentials for the Helmholtz equation

In this section we collect some notation and well-known results regarding quasiperiodic layer potentials for the Helmholtz equation. We refer to [32, 61, 66, 68, 95] for the details.

In this chapter, the quasi-momentum variable in the Brillouin zone $B=$ $\left[0,2 \pi\left[{ }^{2}\right.\right.$ will be denoted by $\alpha$. We introduce the two-dimensional quasi-periodic Green's function $G_{\omega}^{\alpha}$, which satisfies

$$
\left(\Delta+\omega^{2}\right) G_{\omega}^{\alpha}(x, y)=\sum_{n \in \mathbb{Z}^{2}} \delta(x-y-n) e^{i n \cdot \alpha}
$$

A function $u$ is said to be quasi-periodic or $\alpha$-quasi-periodic if $e^{-i \alpha \cdot x} u$ is periodic. If $\omega \neq|2 \pi n+\alpha|, \forall n \in \mathbb{Z}^{2}$, then by using the Poisson summation formula:

$$
\sum_{n \in \mathbb{Z}^{2}} e^{i(2 \pi n+\alpha) \cdot x}=\sum_{n \in \mathbb{Z}^{2}} \delta(x-n) e^{i \alpha \cdot x}
$$

the quasi-periodic Green's function $G_{\omega}^{\alpha}$ can be represented as a sum of augmented plane wave over the reciprocal lattice:

$$
G_{\omega}^{\alpha}(x, y)=\sum_{n \in \mathbb{Z}^{2}} \frac{e^{i(2 \pi n+\alpha) \cdot(x-y)}}{\omega^{2}-|2 \pi n+\alpha|^{2}} .
$$

Moreover, it can also be shown that

$$
\begin{equation*}
G_{\omega}^{\alpha}(x, y)=-\frac{i}{4} \sum_{n \in \mathbb{Z}^{2}} H_{0}^{(1)}(\omega|x-n-y|) e^{i n \cdot \alpha}, \tag{5.2.1}
\end{equation*}
$$

where $H_{0}^{(1)}$ is the Hankel function of the first kind of order 0. The series in (5.2.1) converges uniformly for $x, y$ in compact sets of $\mathbb{R}^{2}$ and $\omega \neq|2 \pi n+\alpha|$ for all $n \in \mathbb{Z}^{2}$. From (5.2.1) and the well-known fact that $H_{0}^{(1)}(z)=(2 i / \pi) \ln z+O(1)$ as $z \rightarrow 0$, it follows that $G_{\omega}^{\alpha}(x, y)-(1 / 2 \pi) \ln |x-y|$ is smooth $\forall x, y$.

In all the sequel, we assume that $\omega \neq|2 \pi n+\alpha|$ for all $n \in \mathbb{Z}^{2}$. Let $D$ be a bounded domain in $\mathbb{R}^{2}$, with a connected Lipschitz boundary $\partial D$. Let $\nu$ denote the unit outward normal to $\partial D$. For $\omega>0$ let $\mathcal{S}_{D}^{\alpha, \omega}$ and $\mathcal{D}_{D}^{\alpha, \omega}$ be the quasi-periodic single and double layer potentials associated with $G_{\omega}^{\alpha}$, that is, for a given density $\varphi \in L^{2}(\partial D)$,

$$
\begin{array}{ll}
\mathcal{S}_{D}^{\alpha, \omega} \varphi(x)=\int_{\partial D} G_{\omega}^{\alpha}(x, y) \varphi(y) d \sigma(y), & x \in \mathbb{R}^{2}, \\
\mathcal{D}_{D}^{\alpha, \omega} \varphi(x)=\int_{\partial D} \frac{\partial G_{\omega}^{\alpha}(x, y)}{\partial \nu_{y}} \varphi(y) d \sigma(y), & x \in \mathbb{R}^{2} \backslash \partial D .
\end{array}
$$

Then, $\mathcal{S}_{D}^{\alpha, \omega} \varphi$ and $\mathcal{D}_{D}^{\alpha, \omega} \varphi$ satisfy $\left(\Delta+\omega^{2}\right) \mathcal{S}_{D}^{\alpha, \omega} \varphi=\left(\Delta+\omega^{2}\right) \mathcal{D}_{D}^{\alpha, \omega} \varphi=0$ in $D$ and $Y \backslash \bar{D}$ where $Y$ is the periodic cell $\left[0,1\left[^{2}\right.\right.$, and they are $\alpha$-quasi-periodic.

The next formulae give the jump relations obeyed by the double layer potential and by the normal derivative of the single layer potential on general Lipschitz domains:

$$
\begin{align*}
\left.\frac{\partial\left(\mathcal{S}_{D}^{\alpha, \omega} \varphi\right)}{\partial \nu}\right|_{ \pm}(x) & =\left( \pm \frac{1}{2} I+\left(\mathcal{K}_{D}^{\alpha, \omega}\right)^{*}\right) \varphi(x) \quad \text { a.e. } x \in \partial D  \tag{5.2.2}\\
\left.\left(\mathcal{D}_{D}^{\alpha, \omega} \varphi\right)\right|_{ \pm}(x) & =\left(\mp \frac{1}{2} I+\mathcal{K}_{D}^{\alpha, \omega}\right) \varphi(x) \quad \text { a.e. } x \in \partial D \tag{5.2.3}
\end{align*}
$$

for $\varphi \in L^{2}(\partial D)$, where $\mathcal{K}_{D}^{\alpha, \omega}$ is the operator on $L^{2}(\partial D)$ defined by

$$
\mathcal{K}_{D}^{\alpha, \omega} \varphi(x)=\text { p.v. } \int_{\partial D} \frac{\partial G_{\omega}^{\alpha}(x, y)}{\partial \nu_{y}} \varphi(y) d \sigma(y),
$$

and $\left(\mathcal{K}_{D}^{\alpha, \omega}\right)^{*}$ is given by

$$
\left(\mathcal{K}_{D}^{\alpha, \omega}\right)^{*} \varphi(x)=\text { p.v. } \int_{\partial D} \frac{\partial G_{\omega}^{\alpha}(x, y)}{\partial \nu_{x}} \varphi(y) d \sigma(y) .
$$

Here p.v. stands for the Cauchy principal value. The singular integral operators $\mathcal{K}_{D}^{\alpha, \omega}$ and $\left(\mathcal{K}_{D}^{\alpha, \omega}\right)^{*}$ are bounded on $L^{2}(\partial D)$ as an immediate consequence of the celebrated theorem of Coifman-McIntosh-Meyer [27].

Let the space $W_{1}^{2}(\partial D)$ be the set of functions $f \in L^{2}(\partial D)$ such that $\partial f / \partial T \in$ $L^{2}(\partial D)$, where $\partial / \partial T$ denotes the tangential derivative on $\partial D$. The following lemma is of use to us.
Lemma 5.2.2 Suppose that $\alpha \neq 0$ and $\omega^{2}$ is neither an eigenvalue of $-\Delta$ in $D$ with the Dirichlet boundary condition on $\partial D$ nor in $Y \backslash \bar{D}$ with the Dirichlet boundary condition on $\partial D$ and the quasi-periodic condition on $\partial Y$. Then $\mathcal{S}_{D}^{\alpha, \omega}$ : $L^{2}(\partial D) \rightarrow W_{1}^{2}(\partial D)$ is invertible.

Proof. Suppose that $\phi \in L^{2}(\partial D)$ satisfies $\mathcal{S}_{D}^{\alpha, \omega} \phi=0$ on $\partial D$. Then $u=\mathcal{S}_{D}^{\alpha, \omega} \phi$ satisfies $\left(\Delta+\omega^{2}\right) u=0$ in $D$ and in $Y \backslash \bar{D}$. Therefore, since $\omega^{2}$ is neither an eigenvalue of $-\Delta$ in $D$ with the Dirichlet boundary condition nor in $Y \backslash \bar{D}$ with the Dirichlet boundary condition on $\partial D$ and the quasi-periodic condition on $\partial Y$, it follows that $u=0$ in $Y$ and thus, $\phi=\partial u /\left.\partial \nu\right|_{+}-\partial u /\left.\partial \nu\right|_{-}=0$, as desired.

Define

$$
G_{0}^{\alpha}(x, y)=-\sum_{n \in \mathbb{Z}^{2}} \frac{e^{i(2 \pi n+\alpha) \cdot(x-y)}}{|2 \pi n+\alpha|^{2}} \quad \text { for } \alpha \neq 0
$$

and

$$
G_{0}^{0}(x, y)=-\sum_{n \in \mathbb{Z}^{2} \backslash\{0\}} \frac{e^{i 2 \pi n \cdot(x-y)}}{4 \pi^{2}|n|^{2}}
$$

Note that $G_{0}^{\alpha}(x, y), \alpha \neq 0$, is a fundamental solution of the quasi-periodic Laplacian in $Y$, while $G_{0}^{0}(x, y)$ satisfies $\Delta_{x} G_{0}^{0}(x, y)=\delta_{y}-1$ in $Y$ with periodic Dirichlet boundary conditions on $\partial Y$. See [12, 7]. The following lemma is easy to prove.
Lemma 5.2.3 As $\omega \rightarrow 0$,

$$
G_{\omega}^{\alpha}(x, y)=G_{0}^{\alpha}(x, y)-\sum_{l=1}^{+\infty} \underbrace{\omega^{2 l} \sum_{n \in \mathbb{Z}^{2}} \frac{e^{i(2 \pi n+\alpha) \cdot(x-y)}}{|2 \pi n+\alpha|^{2(l+1)}}}_{:=-G_{l}^{\alpha}(x, y)}
$$

for $\alpha \neq 0$, while for $\alpha=0$,

$$
G_{\omega}^{0}(x, y)=\frac{1}{\omega^{2}}+G_{0}^{0}(x, y)-\sum_{l=1}^{+\infty} \underbrace{\omega^{2 l} \sum_{n \in \mathbb{Z}^{2} \backslash\{0\}} \frac{e^{i 2 \pi n \cdot(x-y)}}{\left(4 \pi^{2}\right)^{l+1}|n|^{2(l+1)}}}_{:=-G_{l}^{0}(x, y)}
$$

Denote by $\mathcal{S}_{D, l}^{\alpha},\left(\mathcal{K}_{D, l}^{\alpha}\right)^{*}$, for $l \geq 0$, and $\alpha \in\left[0,2 \pi\left[{ }^{2}\right.\right.$, the layer potentials associated with the kernel $G_{l}^{\alpha}(x, y)$ so that

$$
\begin{equation*}
\mathcal{S}_{D}^{\alpha, \omega}=\sum_{l=0}^{\infty} \mathcal{S}_{D, l}^{\alpha} \quad \text { and } \quad\left(\mathcal{K}_{D}^{\alpha, \omega}\right)^{*}=\sum_{l=0}^{\infty}\left(\mathcal{K}_{D, l}^{\alpha}\right)^{*} \tag{5.2.4}
\end{equation*}
$$

Let $L_{0}^{2}(\partial D)$ be the space of $L^{2}$-functions on $\partial D$ with zero mean-value.
Lemma 5.2.4 If $\alpha \neq 0$, then the operator $\frac{1}{2} I+\left(\mathcal{K}_{D, 0}^{\alpha}\right)^{*}: L^{2}(\partial D) \rightarrow L^{2}(\partial D)$ is invertible. If $\alpha=0$, then $\frac{1}{2} I+\left(\mathcal{K}_{D, 0}^{0}\right)^{*}: L_{0}^{2}(\partial D) \rightarrow L_{0}^{2}(\partial D)$ is invertible.

Before proving Lemma 5.2.4, let us make a note of the following simple fact: If $u$ and $v$ are $\alpha$-quasi-periodic, then

$$
\begin{equation*}
\int_{\partial Y} \frac{\partial u}{\partial \nu} \bar{v} d \sigma=0 \tag{5.2.5}
\end{equation*}
$$

To prove this, it is enough to see that

$$
\int_{\partial Y} \frac{\partial u}{\partial \nu} \bar{v}=\int_{\partial Y}\left[\frac{\partial\left(u e^{-i \alpha \cdot x}\right)}{\partial \nu}-i \alpha \cdot \nu u e^{-i \alpha \cdot x}\right] \overline{e^{-i \alpha \cdot x} v}
$$

Proof of Lemma 5.2.4. Suppose that $\alpha \neq 0$ and let $\phi \in L^{2}(\partial D)$ satisfy $\left(\frac{1}{2} I+\right.$ $\left.\left(\mathcal{K}_{D}^{\alpha, 0}\right)^{*}\right) \phi=0$ on $\partial D$. Then $u=\mathcal{S}_{D}^{\alpha, 0} \phi$ satisfies $\Delta u=0$ in $Y \backslash \bar{D}$ with $\partial u /\left.\partial \nu\right|_{+}=$ $\left(\frac{1}{2} I+\left(\mathcal{K}_{D}^{\alpha, 0}\right)^{*}\right) \phi=0$ on $\partial D$, and $u$ is $\alpha$-quasi-periodic. Therefore, it follows from (5.2.5) that

$$
\int_{Y \backslash D}|\nabla u|^{2}=\int_{\partial Y} \frac{\partial u}{\partial \nu} \bar{u}-\left.\int_{\partial D} \frac{\partial u}{\partial \nu}\right|_{+} \bar{u}=0 .
$$

Thus, $u$ is constant in $Y \backslash \bar{D}$. Since $u$ is $\alpha$-quasi-periodic and $\alpha \neq 0$, we get $u=0$ in $Y \backslash \bar{D}$, and hence in $D$. Thus, we get $\phi=\partial u /\left.\partial \nu\right|_{+}-\partial u /\left.\partial \nu\right|_{-}=0$. By the same argument, one can show that $\frac{1}{2} I+\left(\mathcal{K}_{D}^{0,0}\right)^{*}: L_{0}^{2}(\partial D) \rightarrow L_{0}^{2}(\partial D)$ is invertible.

### 5.2.3 Problem formulation

The photonic crystal we consider in this chapter consists of a homogeneous background medium of constant index $k$ which is perforated by an array of arbitrary-shaped holes periodic along each of the two orthogonal coordinate axes in $\mathbb{R}^{2}$. These holes are assumed to be of index 1 . We assume that the structure has unit periodicity and define the periodic domain $Y=\mathbb{R}^{2} / \mathbb{Z}^{2}$, which can be identified with the unit square $[0,1]^{2}$.

Suppose $\alpha \neq 0$. We seek eigenfunctions $u$ of

$$
\left\{\begin{array}{l}
\nabla \cdot\left(1+(k-1) \chi_{Y \backslash \bar{D}}\right) \nabla u+\omega^{2} u=0 \quad \text { in } Y  \tag{5.2.6}\\
e^{-i \alpha \cdot x} u \text { is periodic }
\end{array}\right.
$$

where $\chi_{Y \backslash \bar{D}}$ is the indicator function of $Y \backslash \bar{D}$. The problem (5.2.6) can be rewritten as

$$
\begin{cases}k \Delta u+\omega^{2} u=0 & \text { in } Y \backslash \bar{D}  \tag{5.2.7}\\ \Delta u+\omega^{2} u=0 & \text { in } D \\ \left.u\right|_{+}=\left.u\right|_{-} & \text {on } \partial D \\ \left.k \frac{\partial u}{\partial \nu}\right|_{+}=\left.\frac{\partial u}{\partial \nu}\right|_{-} & \text {on } \partial D \\ e^{-i \alpha \cdot x} u \text { is periodic. } & \end{cases}
$$

For each quasi-momentum variable $\alpha$ and $k$, let $\sigma_{\alpha}(D, k)$ be the (discrete) spectrum of (5.2.6). Then the spectral band of the photonic crystal is given by

$$
\bigcup_{\alpha \in[0,2 \pi]^{2}} \sigma_{\alpha}(D, k) .
$$

We shall investigate the behavior of $\sigma_{\alpha}(D, k)$ when $k \rightarrow \infty$ in Section 5.3 and that under perturbation of $D$ in Section 5.4.

Suppose that $\omega^{2}$ is not an eigenvalue of $-\Delta$ in $Y \backslash \bar{D}$ with the Dirichlet boundary condition on $\partial D$ and the quasi-periodic condition on $\partial Y$ and $\omega^{2} / k$ is not an eigenvalue of $-\Delta$ in $D$ with the Dirichlet boundary condition. Following the same argument as in [4], one can show that the solution $u$ to (5.2.6) can be represented as

$$
u(x)= \begin{cases}\mathcal{S}_{D}^{\alpha, \omega} \phi(x), & x \in D \\ H(x)+\mathcal{S}_{D}^{\alpha, \frac{\omega}{\sqrt{k}}} \psi(x), & x \in Y \backslash \bar{D}\end{cases}
$$

for some potentials $\phi$ and $\psi$ in $L^{2}(\partial D)$, where the function $H$ is given by

$$
H(x)=-\mathcal{S}_{Y}^{\alpha, \frac{\omega}{\sqrt{k}}}\left(\left.\frac{\partial u}{\partial \nu}\right|_{\partial Y}\right)+\mathcal{D}_{Y}^{\alpha, \frac{\omega}{\sqrt{k}}}\left(\left.u\right|_{\partial Y}\right), \quad x \in Y
$$

But by (5.2.5) we have $H \equiv 0$, and hence

$$
u(x)= \begin{cases}\mathcal{S}_{D}^{\alpha, \omega} \phi(x), & x \in D  \tag{5.2.8}\\ \mathcal{S}_{D}^{\alpha, \frac{\omega}{\sqrt{k}}} \psi(x) . & x \in Y \backslash \bar{D}\end{cases}
$$

See Appendix A for a proof of (5.2.8).
In view of the the transmission conditions in (5.2.7), the pair $(\phi, \psi) \in$ $L^{2}(\partial D) \times L^{2}(\partial D)$ satisfies the following system of integral equations:

$$
\begin{cases}\mathcal{S}_{D}^{\alpha, \omega} \phi-\mathcal{S}_{D}^{\alpha, \frac{\omega}{\sqrt{k}}} \psi=0 & \text { on } \partial D  \tag{5.2.9}\\ \left(-\frac{1}{2} I+\left(\mathcal{K}_{D}^{\alpha, \omega}\right)^{*}\right) \phi-k\left(\frac{1}{2} I+\left(\mathcal{K}_{D}^{\left.\left.\alpha, \frac{\omega}{\sqrt{k}}\right)^{*}\right) \psi=0}\right.\right. & \text { on } \partial D\end{cases}
$$

The converse is also true. If $(\phi, \psi) \in L^{2}(\partial D) \times L^{2}(\partial D)$ is a non-zero solution of (5.2.9) then $u$ given by (5.2.8) is an eigenfunction of (5.2.6) associated to the eigenvalue $\omega^{2}$.

Let $\mathcal{A}_{k}^{\alpha}(\omega)$ be the operator-valued function defined by

$$
\mathcal{A}_{k}^{\alpha}(\omega):=\left(\begin{array}{cc}
\mathcal{S}_{D}^{\alpha, \omega} & -\mathcal{S}_{D}^{\alpha, \frac{\omega}{\sqrt{k}}}  \tag{5.2.10}\\
\frac{1}{k}\left(\frac{1}{2} I-\left(\mathcal{K}_{D}^{\alpha, \omega}\right)^{*}\right) & \frac{1}{2} I+\left(\mathcal{K}_{D}^{\alpha, \frac{\omega}{\sqrt{k}}}\right)^{*}
\end{array}\right)
$$

Then, $\omega^{2}$ is an eigenvalue corresponding to $u$ with given quasi-momentum $\alpha$ if and only if $\omega$ is a characteristic value of $\mathcal{A}_{k}^{\alpha}$.

For $\alpha=0, \mathcal{A}_{k}^{0}$ given by (5.2.10) with $\alpha=0$ acts on $L_{0}^{2}(\partial D) \times L_{0}^{2}(\partial D) \rightarrow$ $L_{0}^{2}(\partial D) \times L_{0}^{2}(\partial D)$. Conversely, if $\omega$ is a characteristic value of $\mathcal{A}_{k}^{0}$, then $\omega^{2}$ is an eigenvalue of (5.2.6).

Consequently, we have now a new way of looking at the spectrum of (5.2.6) by examining the characteristic values of $\mathcal{A}_{k}^{\alpha}$. Expanding this operator-valued function in terms of $k$ and small perturbations of the shape of $D$, we calculate asymptotic expressions of its characteristic values with the help of the generalized Rouché's theorem.

Lemma 5.2.5 The operator-valued function $\mathcal{A}_{k}^{\alpha}$ is Fredholm analytic with index 0 in $\mathbb{C} \backslash i \mathbb{R}_{-}$. Moreover, $\omega \mapsto\left(\mathcal{A}_{k}^{\alpha}\right)^{-1}(\omega)$ is meromorphic function and its poles are on the real axis.

Proof. To see that the operator-valued function $\mathcal{A}_{k}^{\alpha}$ is Fredholm analytic with index 0 in $\mathbb{C} \backslash i \mathbb{R}_{-}$, it suffices to write
$\mathcal{A}_{k}^{\alpha}(\omega)=\left(\begin{array}{cc}\mathcal{S}_{D}^{\alpha, 0} & -\mathcal{S}_{D}^{\alpha, 0} \\ \frac{1}{2 k} I & \frac{1}{2} I\end{array}\right)+\left(\begin{array}{cc}\mathcal{S}_{D}^{\alpha, \omega}-\mathcal{S}_{D}^{\alpha, 0} & -\mathcal{S}_{D}^{\alpha, \frac{\omega}{\sqrt{k}}}+\mathcal{S}_{D}^{\alpha, 0} \\ \frac{1}{k}\left(\mathcal{K}_{D}^{\alpha, \omega}\right)^{*} & \left(\mathcal{K}_{D}^{\alpha, \omega}\right)^{*}\end{array}\right):=\mathcal{A}^{\alpha}+\mathcal{B}^{\alpha}(\omega)$.
Since $\mathcal{A}^{\alpha}$ is invertible and $\mathcal{B}^{\alpha}$ is compact and analytic in $\omega$, it follows that $\mathcal{A}_{k}^{\alpha}$ is Fredholm analytic with index 0 . By the generalization of the Steinberg theorem given in [10, Theorem 2.4], the invertibility of $\mathcal{A}_{k}^{\alpha}(\omega)$ at $\omega=0$ shows that $\omega \mapsto\left(\mathcal{A}_{k}^{\alpha}\right)^{-1}(\omega)$ is meromorphic function. See [91]. Let $\omega_{0}$ be a pole of $\left(\mathcal{A}_{k}^{\alpha}\right)^{-1}(\omega)$. Then $\omega_{0}$ is a characteristic value of $\mathcal{A}_{k}^{\alpha}$. Set $(\phi, \psi)$ to be a root function associated with $\omega_{0}$. Define

$$
u= \begin{cases}\mathcal{S}_{D}^{\alpha, \omega_{0}} \phi(x), & x \in D \\ \mathcal{S}_{D}^{\alpha,, \frac{\omega_{0}}{\sqrt{k}}} \psi(x), & x \in Y \backslash \bar{D}\end{cases}
$$

Then, integrating by parts, we obtain that

$$
\int_{Y}\left(1+(k-1) \chi_{Y \backslash D}\right)|\nabla u|^{2}-\omega_{0}^{2} \int_{Y}|u|^{2}=0
$$

which shows that $\omega_{0}$ is real.

### 5.3 Sensitivity analysis with respect to the index ratio

The following lemma, which is an immediate consequence of (5.2.4), gives a complete asymptotic expansion of $\mathcal{A}_{k}^{\alpha}$ as $k \rightarrow+\infty$.

Lemma 5.3.1 Let
$\mathcal{A}_{0}^{\alpha}(\omega)=\left(\begin{array}{cc}\mathcal{S}_{D}^{\alpha, \omega} & -\mathcal{S}_{D, 0}^{\alpha} \\ 0 & \frac{1}{2} I+\left(\mathcal{K}_{D, 0}^{\alpha}\right)^{*}\end{array}\right), \quad \mathcal{A}_{1}^{\alpha}(\omega)=\left(\begin{array}{cc}0 & -\mathcal{S}_{D, 1}^{\alpha} \\ \left(\frac{1}{2} I-\left(\mathcal{K}_{D}^{\alpha, \omega}\right)^{*}\right) & \left(\mathcal{K}_{D, 1}^{\alpha}\right)^{*}\end{array}\right)$,
and, for $l \geq 2$,

$$
\mathcal{A}_{l}^{\alpha}(\omega)=\left(\begin{array}{cc}
0 & -\mathcal{S}_{D, l}^{\alpha} \\
0 & \left(\mathcal{K}_{D, l}^{\alpha}\right)^{*}
\end{array}\right)
$$

If $\alpha \neq 0$, then we have

$$
\begin{equation*}
\mathcal{A}_{k}^{\alpha}(\omega)=\mathcal{A}_{0}^{\alpha}(\omega)+\sum_{l=1}^{+\infty} \frac{1}{k^{l}} \mathcal{A}_{l}^{\alpha}(\omega) \tag{5.3.1}
\end{equation*}
$$

If $\alpha=0$ then

$$
\mathcal{A}_{k}^{0}(\omega)=\frac{k}{\omega^{2}}\left(\begin{array}{cc}
0 & -\int_{\partial D}  \tag{5.3.2}\\
0 & 0
\end{array}\right)+\mathcal{A}_{0}^{0}(\omega)+\sum_{l=1}^{+\infty} \frac{1}{k^{l}} \mathcal{A}_{l}^{0}(\omega)
$$

We now have the following lemma for the characteristic values of $\mathcal{A}_{0}^{\alpha}$.
Lemma 5.3.2 Suppose $\alpha \neq 0 . \omega_{0}^{\alpha} \in \mathbb{R}$ is a characteristic value of $\mathcal{A}_{0}^{\alpha}$ if and only if $\left(\omega_{0}^{\alpha}\right)^{2}$ is either an eigenvalue of $-\Delta$ in $D$ with the Dirichlet boundary condition or an eigenvalue of $-\Delta$ in $Y \backslash \bar{D}$ with the Dirichlet boundary condition on $\partial D$ and the quasi-periodic condition on $\partial Y$

Proof. Suppose that $\omega=\omega_{0}^{\alpha} \in \mathbb{R}$ is a characteristic value of $\mathcal{A}_{0}^{\alpha}$. Then there is $(\phi, \psi) \neq 0$ such that

$$
\left\{\begin{array}{l}
\mathcal{S}_{D}^{\alpha, \omega} \phi-\mathcal{S}_{D, 0}^{\alpha} \psi=0  \tag{5.3.3}\\
\left(\frac{1}{2} I+\left(\mathcal{K}_{D, 0}^{\alpha}\right)^{*}\right) \psi=0
\end{array} \quad \text { on } \partial D\right.
$$

It then follows from Lemma 5.2 .4 that $\psi=0$ and hence $\mathcal{S}_{D}^{\alpha, \omega} \phi=0$ on $\partial D$. Since $\phi \neq 0, \mathcal{S}_{D}^{\alpha, \omega} \phi \neq 0$ either in $D$ or in $Y \backslash \bar{D}$ and hence $\left(\omega_{0}^{\alpha}\right)^{2}$ is either an eigenvalue of $-\Delta$ in $D$ with the Dirichlet boundary condition or an eigenvalue of $-\Delta$ in $Y \backslash \bar{D}$ with the Dirichlet boundary condition on $\partial D$ and the quasi-periodic condition on $\partial Y$, and its eigenfunction is given by $\mathcal{S}_{D}^{\alpha, \omega} \phi$.

Conversely if $\left(\omega_{0}^{\alpha}\right)^{2}$ is an eigenvalue of $-\Delta$ in $D$ with the Dirichlet boundary condition, then by the Green's representation, we have

$$
u(x)=-\mathcal{S}_{D}^{\alpha, \omega}\left(\left.\frac{\partial u}{\partial \nu}\right|_{\partial D}\right), \quad x \in D .
$$

Thus (5.3.3) holds with $(\phi, \psi)=\left(\left.\frac{\partial u}{\partial \nu}\right|_{\partial D}, 0\right)$. The other case can be treated similarly using (5.2.5). This completes the proof.

At this moment let us invoke the result of Hempel and Lienau [47] (see also [40, 46, 82]). Hempel and Lienau showed, by a completely different argument which involves the convergence of quadratic forms, that the spectrum of (5.2.6) is accumulating near the spectrum of $-\Delta$ in $D$ with the Dirichlet boundary condition on $\partial D$ as $k \rightarrow \infty$. According to this result, the eigenvalue of the exterior problem is not realized as a limit of eigenvalues of the problem (5.2.6). In fact, the limit of the corresponding eigenfunctions is given by

$$
u(x)= \begin{cases}\mathcal{S}_{D}^{\alpha, \omega} \phi, & x \in D \\ \mathcal{S}_{D, 0}^{\alpha} \psi=0, & x \in Y \backslash \bar{D}\end{cases}
$$

where $(\phi, \psi)$ is defined by (5.3.3). If $\left(\omega_{0}^{\alpha}\right)^{2}$ is an eigenvalue for the exterior problem and not for the interior problem, then $\mathcal{S}_{D}^{\alpha, \omega} \phi=0$ in $D$ and hence $u=0$ in $Y$.

Let $\omega_{0}^{2}$ (with $\omega_{0}>0$ ) be a simple eigenvalue of $-\Delta$ in $D$ with the Dirichlet boundary condition. There exists a unique eigenvalue $\left(\omega_{k}^{\alpha}\right)^{2}$ (with $\omega_{k}^{\alpha}>0$ ) of (5.2.6) lying in a small complex neighborhood $V$ of $\omega_{0}[47,46] . \omega_{0}$ and $\omega_{k}^{\alpha}$ are simple poles of $\left(\mathcal{A}_{0}^{\alpha}\right)^{-1}$ and $\left(\mathcal{A}_{k}^{\alpha}\right)^{-1}$, respectively.

Combining the generalized Rouché's theorem together with Lemma 5.3.1 we are now able to derive complete asymptotic formulae for the characteristic values of $\omega \mapsto \mathcal{A}_{k}^{\alpha}(\omega)$. Applying Theorem 4.2 .5 yields that

$$
\omega_{k}^{\alpha}-\omega_{0}=\frac{1}{2 i \pi} \operatorname{tr} \int_{\partial V}\left(\omega-\omega_{0}\right)\left(\mathcal{A}_{k}^{\alpha}\right)^{-1}(\omega) \frac{d}{d \omega} \mathcal{A}_{k}^{\alpha}(\omega) d \omega
$$

Suppose that the quasi-momentum $\alpha \neq 0$. Analogously to [10, Theorem 3.6], we obtain the following complete asymptotic expansion for the eigenvalue perturbations $\omega_{k}^{\alpha}-\omega_{0}$.

Theorem 5.3.3 Suppose $\alpha \neq 0$. Then the following asymptotic expansion holds:

$$
\omega_{k}^{\alpha}-\omega_{0}=\frac{1}{2 i \pi} \sum_{p=1}^{+\infty} \frac{1}{p} \sum_{n=p}^{+\infty} \frac{1}{k^{n}} \operatorname{tr} \int_{\partial V}\left(\mathcal{A}_{0}^{\alpha}\right)^{-p}(\omega) B_{n, p}^{\alpha}(\omega) d \omega
$$

where

$$
\begin{equation*}
B_{n, p}^{\alpha}(\omega)=(-1)^{p} \sum_{\substack{n_{1}+\ldots+n_{p}=n \\ n_{i} \geq 1}} \mathcal{A}_{n_{1}}^{\alpha}(\omega) \ldots \mathcal{A}_{n_{p}}^{\alpha}(\omega) \tag{5.3.4}
\end{equation*}
$$

and

$$
\left(\mathcal{A}_{0}^{\alpha}\right)^{-1}(\omega)=\left(\begin{array}{cc}
\left(\mathcal{S}_{D}^{\alpha, \omega}\right)^{-1} & \left(\mathcal{S}_{D}^{\alpha, \omega}\right)^{-1} \mathcal{S}_{D, 0}^{\alpha}\left(\frac{1}{2} I+\left(\mathcal{K}_{D, 0}^{\alpha}\right)^{*}\right)^{-1}  \tag{5.3.5}\\
0 & \left(\frac{1}{2} I+\left(\mathcal{K}_{D, 0}^{\alpha}\right)^{*}\right)^{-1}
\end{array}\right)
$$

Let us compute the leading order term in the expansion of $\omega_{k}^{\alpha}-\omega_{0}$. Let $u_{0}$ be the (normalized) eigenvector associated to the simple eigenvalue $\omega_{0}$ and let
$\varphi:=\left.\frac{\partial u_{0}}{\partial \nu}\right|_{-}$. Since $\omega_{0}$ is the only simple zero in $V$ of the mapping $\omega \mapsto \mathcal{S}_{D}^{\alpha, \omega}$, we can write

$$
\left(\mathcal{S}_{D}^{\alpha, \omega}\right)^{-1}=\frac{1}{\omega-\omega_{0}} T+\mathcal{Q}_{D}^{\alpha, \omega}
$$

where $T$ is defined by $T f=(\varphi, f) \varphi$, the operator-valued function $\mathcal{Q}_{D}^{\alpha, \omega}$ is holomorphic in $\omega$ in $V$, and $(\cdot, \cdot)$ is the $L^{2}$-inner product. Moreover, since $u_{0}(x)=-\mathcal{S}_{D}^{\alpha, \omega}(\varphi)(x)$ for $x \in D$, we get

$$
\left(\frac{1}{2} I-\left(\mathcal{K}_{D}^{\alpha, \omega_{0}}\right)^{*}\right)(\varphi)=\varphi
$$

It then follows from the Residue theorem that

$$
\frac{1}{2 i \pi} \operatorname{tr} \int_{\partial V}\left(\mathcal{A}_{0}^{\alpha}\right)^{-1}(\omega) \mathcal{A}_{1}^{\alpha}(\omega) d \omega=\operatorname{tr}\left[T \mathcal{S}_{D, 0}^{\alpha}\left(\frac{1}{2} I+\left(\mathcal{K}_{D, 0}^{\alpha}\right)^{*}\right)^{-1}\left(\frac{1}{2} I-\left(\mathcal{K}_{D}^{\alpha, \omega}\right)^{*}\right)\right]
$$

Let

$$
v_{0}(x):=\mathcal{S}_{D, 0}^{\alpha}\left(\frac{1}{2} I+\left(\mathcal{K}_{D, 0}^{\alpha}\right)^{*}\right)^{-1}(\varphi)(x), \quad x \in Y \backslash \bar{D}
$$

Then $v_{0}$ is the unique $\alpha$-quasi-periodic solution to

$$
\begin{cases}\Delta v_{0}=0 & \text { in } Y \backslash \bar{D} \\ \left.\frac{\partial v_{0}}{\partial \nu}\right|_{+}=\left.\frac{\partial u_{0}}{\partial \nu}\right|_{-} & \text {on } \partial D\end{cases}
$$

and

$$
\frac{1}{2 i \pi} \operatorname{tr} \int_{\partial V}\left(\mathcal{A}_{0}^{\alpha}\right)^{-1}(\omega) \mathcal{A}_{1}^{\alpha}(\omega) d \omega=\left(\varphi, v_{0}\right)=\int_{Y \backslash \bar{D}}\left|\nabla v_{0}\right|^{2}
$$

So we have the following corollary.

## Corollary 5.3.4

$$
\omega_{k}^{\alpha}-\omega_{0}=-\frac{1}{k} \int_{Y \backslash \bar{D}}\left|\nabla v_{0}\right|^{2}+O\left(k^{-2}\right) \quad \text { as } k \rightarrow \infty
$$

Turning now to the periodic case $(\alpha=0)$, we first establish a lemma on the characteristic value of $\mathcal{A}_{0}^{0}$. For doing so, we need the following notation. Let $W_{0}^{1,2}(D)$ be the set of functions $f \in L^{2}(D)$ such that $\nabla f \in L^{2}(D)$ and $f=0$ on $\partial D$ and let $1_{Y}$ denote the constant function 1 on $Y$. Let the operator $\widetilde{\Delta}$ be acting on $\operatorname{span}\left\{1_{Y}, W_{0}^{1,2}(D)\right\}$, with

$$
\widetilde{\Delta} u:=\left\{\begin{array}{l}
-\Delta\left(\left.u\right|_{D}\right) \quad \text { in } D \\
\frac{1}{|Y \backslash \bar{D}|} \int_{\partial D} \frac{\partial}{\partial \nu}\left(\left.u\right|_{D}\right) \quad \text { in } Y \backslash \bar{D}
\end{array}\right.
$$

See [47].

Lemma 5.3.5 $\omega_{0}^{2}$ (with $\left.\omega_{0}>0\right)$ is an eigenvalue of $\widetilde{\Delta}$ if and only if $\omega_{0}$ is a characteristic value of the operator-valued function $\mathcal{A}_{0}^{0}$ acting on $L_{0}^{2}(\partial D) \times$ $L_{0}^{2}(\partial D) \rightarrow L_{0}^{2}(\partial D) \times L_{0}^{2}(\partial D)$.

Analogously to Theorem 5.3.3, the asymptotic formula for $\alpha=0$ follows from a direct application of Theorem 4.2.5.

Theorem 5.3.6 Suppose $\alpha=0$. Let $\omega_{0}^{2}$ (with $\omega_{0}>0$ ) be a simple eigenvalue of $\widetilde{\Delta}$. There exists a unique eigenvalue $\left(\omega_{k}^{\alpha}\right)^{2}\left(\right.$ with $\left.\omega_{k}^{\alpha}>0\right)$ of (5.2.6) lying in a small complex neighborhood of $\omega_{0}^{2}$ and the following asymptotic expansion holds:

$$
\omega_{k}^{\alpha}-\omega_{0}=\frac{1}{2 i \pi} \sum_{p=1}^{+\infty} \frac{1}{p} \sum_{n=p}^{+\infty} \frac{1}{k^{n}} \operatorname{tr} \int_{\partial V}\left(\mathcal{A}_{0}^{0}\right)^{-p}(\omega) B_{n, p}^{\alpha}(\omega) d \omega
$$

where $V$ is a small complex neighborhood of $\omega_{0}$ and $B_{n, p}^{\alpha}(\omega)$ and $\left(\mathcal{A}_{0}^{0}\right)^{-1}(\omega)$ are given by (5.3.4) and (5.3.5) with $\alpha=0$.

### 5.4 Sensitivity analysis with respect to small perturbations in the geometry of the holes

Suppose that $D$ is of class $\mathcal{C}^{2}$. Let $D_{\epsilon}$ be an $\epsilon$-perturbation of $D$, i.e., let $h \in \mathcal{C}^{1}(\partial D)$ and $\partial D_{\epsilon}$ be given by

$$
\partial D_{\epsilon}=\{\tilde{x}: \tilde{x}=x+\epsilon h(x) \nu(x), x \in \partial D\} .
$$

Define the operator-valued function $\mathcal{A}_{\epsilon}^{\alpha}$ by

$$
\mathcal{A}_{\epsilon}^{\alpha}: \omega \mapsto\left(\begin{array}{cc}
\mathcal{S}_{D_{\epsilon}}^{\alpha, \omega} & -\mathcal{S}_{D_{\epsilon}}^{\alpha, \frac{\omega}{\sqrt{k}}} \\
\frac{1}{k}\left(\frac{1}{2} I-\left(\mathcal{K}_{D_{\epsilon}}^{\alpha, \omega}\right)^{*}\right) & \frac{1}{2} I+\left(\mathcal{K}_{D_{\epsilon}}^{\alpha, \frac{\omega}{\sqrt{k}}}\right)^{*}
\end{array}\right)
$$

Write

$$
\frac{\partial G_{\omega}^{\alpha}}{\partial \nu_{x}}(x, y)=\frac{1}{2 \pi} \frac{\left\langle x-y, \nu_{x}\right\rangle}{|x-y|^{2}}+R_{\omega}^{\alpha}(x, y)
$$

where $R_{\omega}^{\alpha}(x, y)$ is smooth $\forall x, y$. Following Chap. 2, we have a uniformly convergent expansion for the length element $d \sigma_{\epsilon}(\tilde{y})$ on $\partial D_{\epsilon}$ :

$$
d \sigma_{\epsilon}(\tilde{y})=\sum_{n=0}^{\infty} \epsilon^{n} \sigma^{(n)}(y) d \sigma(y)
$$

where $\sigma^{(n)}$ are bounded functions, and easily prove that the following lemma holds.

Lemma 5.4.1 Let $\Psi_{\epsilon}$ be the diffeomorphism from $\partial D$ onto $\partial D_{\epsilon}$ given by $\Psi_{\epsilon}(x)=$ $x+\epsilon h(x) \nu(x)$. Let $N \in \mathbb{N}$. There exists $C$ depending only on $N, \mathcal{C}^{2}$-norm of $D$, and $\|h\|_{\mathcal{C}^{1}(\partial D)}$ such that for any $\tilde{\varphi} \in L^{2}\left(\partial D_{\epsilon}\right)$,

$$
\left\|\mathcal{S}_{D_{\epsilon}}^{\alpha, \omega} \tilde{\varphi} \circ \Psi_{\epsilon}-\mathcal{S}_{D}^{\alpha, \omega} \varphi-\sum_{n=1}^{N} \epsilon^{n} \mathcal{S}_{D, \alpha, \omega}^{(n)} \varphi\right\|_{L^{2}(\partial D)} \leq C \epsilon^{N+1}\|\varphi\|_{L^{2}(\partial D)},
$$

and

$$
\left\|\left(\left(\mathcal{K}_{D_{\epsilon}}^{\alpha, \omega}\right)^{*} \tilde{\varphi}\right) \circ \Psi_{\epsilon}-\left(\mathcal{K}_{D}^{\alpha, \omega}\right)^{*} \varphi-\sum_{n=1}^{N} \epsilon^{n} \mathcal{K}_{D, \alpha, \omega}^{(n)} \varphi\right\|_{L^{2}(\partial D)} \leq C \epsilon^{N+1}\|\varphi\|_{L^{2}(\partial D)},
$$

where $\varphi:=\tilde{\varphi} \circ \Psi_{\epsilon}$. Here
$\mathcal{S}_{D, \alpha, \omega}^{(n)} \varphi(x)=\sum_{l=0}^{n} \sum_{|\beta|=l} \frac{1}{\beta!} \int_{\partial D} \partial^{\beta} G_{\omega}^{\alpha}(x, y)(h(x) \nu(x)-h(y) \nu(y))^{l} \sigma^{(n-l)}(y) \varphi(y) d \sigma(y)$,
and

$$
\begin{aligned}
\mathcal{K}_{D, \alpha, \omega}^{(n)} \varphi(x) & =\mathcal{K}_{D}^{(n)} \varphi(x) \\
& +\sum_{l=0}^{n} \sum_{|\beta|=l} \frac{1}{\beta!} \int_{\partial D} \partial^{\beta} R_{\omega}^{\alpha}(x, y)(h(x) \nu(x)-h(y) \nu(y))^{l} \sigma^{(n-l)}(y) \varphi(y) d \sigma(y),
\end{aligned}
$$

and the bounded operators $\mathcal{K}_{D}^{(n)}$ are defined in Theorem 2.2.1.
The sensitivity analysis with respect to small perturbations in the geometry of the holes consists of expanding, based on Lemma 5.4.1, $\mathcal{A}_{\epsilon}^{\alpha}$ in terms of $\epsilon$ to calculate asymptotic expressions of its characteristic values. This can be done in exactly the same manner as in Theorem 5.3.3.

## Appendix A

## On the representation formula (5.2.8)

In this appendix, we present a proof of the following theorem which played a crucial role in analysis of Chap. 5.

Theorem A.0.2 Suppose that $\omega^{2}$ is not an eigenvalue for $-\Delta$ in $Y \backslash \bar{D}$ with Dirichlet boundary condition on $\partial D$ and quasi-periodic boundary condition on $\partial Y$ and $\frac{\omega^{2}}{k}$ is not an eigenvalue for $-\Delta$ in $D$ with Dirichlet boundary condition on $\partial D$. Then, for any eigenfunction $u$ of (5.2.6), there exists one and only one pair $(\phi, \psi) \in L^{2}(\partial D) \times L^{2}(\partial D)$ such that $u$ has the representation (5.2.8). Moreover, $(\phi, \psi)$ is solution to the integral equation (5.2.9). The mapping $u \longmapsto$ $(\phi, \psi)$ from solutions of (5.2.6) to solutions to the system of integral equations (5.2.9) is one-to-one.

We first prove the following lemma.
Lemma A.0.3 Suppose that $u$ is an eigenvalue of (5.2.6), then $u \perp \operatorname{Ker}\left(\mathcal{S}_{D}^{\alpha, \omega}\right)$.
Proof. To prove this lemma, we observe that, since $\left(\Delta+\omega^{2}\right) u=0$ in $D$,

$$
u(x)=\mathcal{D}_{D}^{\alpha, \omega}\left(\left.u\right|_{\partial D}\right)(x)-\mathcal{S}_{D}^{\alpha, \omega}\left(\left.\frac{\partial u}{\partial \nu}\right|_{-}\right)(x), \quad x \in D
$$

and consequently,

$$
\left.\frac{1}{2} u\right|_{\partial D}=\mathcal{K}_{D}^{\alpha, \omega}\left(\left.u\right|_{\partial D}\right)-\mathcal{S}_{D}^{\alpha, \omega}\left(\left.\frac{\partial u}{\partial \nu}\right|_{-}\right)
$$

Let $\phi \in \operatorname{Ker}\left(\mathcal{S}_{D}^{\alpha, \omega}\right)$. Because of the assumption on $\omega^{2}$, we deduce immediately that $\mathcal{S}_{D}^{\alpha, \omega} \phi=0$ in $Y \backslash D$, and hence

$$
\left\{\begin{array}{l}
\mathcal{S}_{D}^{\alpha, \omega} \phi=0  \tag{A.0.1}\\
\frac{1}{2} \phi+\left(\mathcal{K}_{D}^{\alpha, \omega}\right)^{*} \phi=0 \quad \text { on } D .
\end{array}\right.
$$

Then, we have

$$
\begin{aligned}
\frac{1}{2}\left(\left.u\right|_{\partial D}, \phi\right) & =\left(\mathcal{K}_{D}^{\alpha, \omega}\left(\left.u\right|_{\partial D}\right), \phi\right)-\left(\mathcal{S}_{D}^{\alpha, \omega}\left(\left.\frac{\partial u}{\partial \nu}\right|_{-}\right), \phi\right) \\
& =\left(\left.u\right|_{\partial D},\left(\mathcal{K}_{D}^{\alpha, \omega}\right)^{*} \phi\right)-\left(\left.\frac{\partial u}{\partial \nu}\right|_{-}, \mathcal{S}_{D}^{\alpha, \omega} \phi\right) \\
& =-\frac{1}{2}\left(\left.u\right|_{\partial D}, \phi\right)-0
\end{aligned}
$$

which proves the lemma.
Proof of Theorem A.0.2. We first note that the problem of finding $(\phi, \psi)$ is equivalent to solving the two equations:

$$
\begin{cases}\mathcal{S}_{D}^{\alpha, \omega} \phi=\left.u\right|_{\partial D} & \text { on } \partial D  \tag{A.0.2}\\ \left(-\frac{1}{2} I+\left(\mathcal{K}_{D}^{\alpha, \omega}\right)^{*}\right) \phi=\left.\frac{\partial u}{\partial \nu}\right|_{-} & \text {on } \partial D\end{cases}
$$

and

$$
\begin{cases}\mathcal{S}_{D}^{\alpha, \frac{\omega}{\sqrt{k}}} \psi=\left.u\right|_{\partial D} & \text { on } \partial D  \tag{A.0.3}\\ \left(\frac{1}{2} I+\left(\mathcal{K}_{D}^{\left.\left.\alpha, \frac{\omega}{\sqrt{k}}\right)^{*}\right) \psi=\left.\frac{\partial u}{\partial \nu}\right|_{+}}\right.\right. & \text {on } \partial D\end{cases}
$$

Here we only consider the problem of finding $\phi$ solution to (A.0.2); the problem of finding $\psi$ can be solved in the same way.

Since $\mathcal{S}_{D}^{\alpha, \omega}$ is self-adjoint and closed as an operator on $L^{2}(\partial D)$, it follows from Lemma A.0.3 that there exists $\phi_{0} \in L^{2}(\partial D)$ such that

$$
\mathcal{S}_{D}^{\alpha, \omega}\left(\phi_{0}+\phi\right)=\left.u\right|_{\partial D} \quad \text { on } \partial D, \quad \forall \phi \in \operatorname{Ker}\left(\mathcal{S}_{D}^{\alpha, \omega}\right)
$$

Thus to show existence of a solution to (A.0.2), it suffices to prove that there exists $\phi \in \operatorname{Ker}\left(\mathcal{S}_{D}^{\alpha, \omega}\right)$ such that the second equation in (A.0.2) is satisfied by $\phi_{0}+\phi$. Thanks to the second equation in (A.0.1), this equation becomes

$$
\begin{equation*}
\phi=\left.\frac{\partial\left(\mathcal{S}_{D}^{\alpha, \omega} \phi_{0}-u\right)}{\partial \nu}\right|_{-} \tag{A.0.4}
\end{equation*}
$$

and then, we only need to show that

$$
\left.\frac{\partial\left(\mathcal{S}_{D}^{\alpha, \omega} \phi_{0}-u\right)}{\partial \nu}\right|_{-} \in \operatorname{Ker}\left(\mathcal{S}_{D}^{\alpha, \omega}\right)
$$

which is an immediate consequence of the fact that $\mathcal{S}_{D}^{\alpha, \omega} \phi_{0}-u$ is a solution to $\Delta+\omega^{2}$ in $D$ with the zero Dirichlet boundary condition. We have then proved the existence of a solution to (A.0.2).

Suppose now that we have two solutions $\phi_{1}$ and $\phi_{2}$ to (A.0.2), then, because of the assumption on $\omega^{2}$, we have $\mathcal{S}_{D}^{\alpha, \omega}\left(\phi_{1}-\phi_{2}\right)=0$ in $Y \backslash \bar{D}$, and hence

$$
\left(\frac{1}{2} I+\left(\mathcal{K}_{D}^{\alpha, \omega}\right)^{*}\right)\left(\phi_{1}-\phi_{2}\right)=0 \quad \text { on } \partial D
$$

By the second equation in (A.0.2), we have $\phi_{1}=\phi_{2}$.
So far, we have shown that there are unique $\phi$ and $\psi$ satisfying (A.0.2) and (A.0.3), respectively. The jump conditions satisfied by $u$ immediately show that $(\phi, \psi)$ satisfy the system of integral equations (5.2.9).

Conversely, suppose that $(\phi, \psi)$ is a non-zero solution to the system of integral equations (5.2.9), then defining $u$ by (5.2.8), we only need to show that $u$ is not trivial to conclude that $u$ is an eigenfuction of (5.2.6). Suppose that $u=0$ in $Y$. Then $\mathcal{S}_{D}^{\alpha, \omega} \phi=0$ in $D$, and by the assumption on $\omega^{2}$, we deduce that $\mathcal{S}_{D}^{\alpha, \omega} \phi=0$ in $Y \backslash \bar{D}$. Finally, from the jump of the normal derivative of $\mathcal{S}_{D}^{\alpha, \omega} \phi$ on $\partial D$, we deduce that $\phi=0$. The assumption on $\omega^{2} / k$ leads to $\psi=0$. This is in contradiction with the fact that $(\phi, \psi) \neq(0,0)$. This completes the proof.
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