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Prof. Johan Åqvist Examinateur

Prof. Georgios Archontis Membre invité
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Abstract

Tetracyclines (Tc) are a family of important antibiotics, which bind specifically to

the ribosome and several proteins. The most important mechanism of resistance to

tetracycline is regulated by its binding as a Tc:Mg2+ complex to the Tet Repressor

protein (TetR). It is thus of interest to increase our understanding of both Tc:TetR

and Tc:ribosome binding. Crystal structures of several tetracyclines in complexes

with proteins and ribosome have provided essential information. A complementary

approach is to develop computer simulation models, which can be used to investigate

the structure, dynamics, and thermodynamics of Tc:protein or Tc:ribosome com-

plexes. Despite its importance, tetracycline has rarely been subjected to computer

modeling, partly because of the need to first develop a molecular mechanics model

for Tc.

Here, we developed such a model, so as to be compatible with the CHARMM27

force field for proteins and nucleic acids, for 12 important tetracycline analogs, in-

cluding plain tetracycline. Intermolecular force field parameters were derived from

a standard supermolecule approach. The model reproduces the ab initio geometry

and flexibility of each Tc. As tests, we did simulations of a Tc crystal, of Tc:Mg2+

and Tc:Ca2+ complexes in aqueous solution, and of a solvated complex between

Tc:Mg2+ and the TetR. The model compares well with a wide body of experimen-

tal data.

We first used our model to study Tc:TetR recognition which is a complex

problem. We used free energy simulations to investigate the electrostatic interactions

between protein and ligand and the possible role of induced fit in Tc binding. We

found that tetracycline prefers an extended, zwitterionic state both in solution and

in complex with the protein. Tc is thus preorganized for binding.

In the absence of Tc, TetR is tightly bound to its operator DNA; upon bind-

ing of Tc it dissociates from the DNA, allowing expression of the repressed genes.
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Its tight control by Tc makes TetR broadly useful in genetic engineering. The Tc

binding site is over 20 Å from the DNA, so the binding signal must propagate a

long distance. We use molecular dynamics simulations and continuum electrostatic

calculations to elucidate the allosteric mechanism. When [Tc:Mg]+ binds, the Mg2+

ion makes interactions with helix 8 of one TetR monomer and helix 6 of the other

monomer, and helix 6 is pulled in towards the central core of the structure. Hy-

drophobic interactions with helix 6 then pull helix 4 in a pendulum motion, with

a maximal displacement at its N-terminus: the DNA interface. The N-terminal

residue of helix 4, Lys48, is highly conserved in DNA-binding regulatory proteins

of the TetR class and makes the largest contribution of any amino acid to the

TetR:DNA binding free energy. Thus, the conformational changes lead to a drastic

reduction in the TetR:DNA binding affinity, allowing TetR to detach itself from the

DNA.

We next used the model to study Tc binding to the ribosome and to elongation

factor Tu (Ef-Tu). Crystal structures of Tc bound to the Thermus thermophilus 30S

subunit show the same primary Tc binding site (called TET1), with the strongest Tc

electron density, close to the A-site, consistent with an inhibitory role. A secondary

Tc-binding site, called TET5 was also observed in two structures. We have done

molecular dynamics (MD) simulations of 30S ribosomal subunits to characterize

Tc binding and help resolve the ambiguity regarding the number and strength of

Tc binding sites. We have presented evidence for predominant binding to TET1,

showing that other reported binding sites are weaker and not highly occupied at

physiological Tc concentrations.

Recently, the crystal structure of a complex between elongation factor Tu

(Ef-Tu) and Tc was solved, raising the question whether Tc’s binding to Ef-Tu has

a role in its inhibition of protein synthesis. We show that the direct contribution of

Ef-Tu to the free energy of Tc binding to the Ef-Tu:GDP:Mg complex is negligible;
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rather, the binding can be solely attributed to Tc interactions with the Mg ion

and the GDP phosphate groups. We also show that Ef-Tu does not exhibit any

binding preference for Tc over the non-antibiotic, 4-dedimethyl-Tc, and Ef-Tu does

not bind the Tc analogue tigecycline, which is a potent antibiotic. Overall, our

results support the idea that Ef-Tu is not the primary target of tetracycline.

The articles presented below include both computational and experimental

results. All the experimental work was done by Winfried Hinrichs and his collabora-

tors. All the computational work was done by myself. The insights obtained in this

work and the modeling techniques employed should be of interest for engineering

improved Tc antibiotics and improved TetR proteins for gene regulation.
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Chapter 1

Introduction to tetracycline and

its function

1.1 Biochemical background

... those sciences are vain and full of errors which are not born from

experiment, the mother of certainty ...

Leonardo da Vinci, 1452-1519

1.1.1 Discovery and development of tetracyclines

Chlortetracycline and oxytetracycline, were the first members of the tetracycline

group, discovered at the end of 1940s as natural products of Streptomyces aureofa-

ciens and S. rimosus, respectively. Other tetracyclines were identified later, either

as naturally occurring molecules (e.g. tetracycline) or as semisynthetic products

(e.g., doxycycline, minocycline). The most recently discovered tetracyclines are the

semisynthetic group, known as glycylcyclines. One of the glycylcyclines, tigecycline

7



8 1.1. Biochemical background

(Tygacyl), was selected for further development and was approved in the USA as a

drug in 2005 [31].

1.1.2 Structure of tetracycline (Tc) and its relation to func-

tion

Tetracycline molecules comprise a linear fused tetracyclic nucleus (designated as

rings A, B, C and D) to which a variety of functional groups are attached. The

tetracycline scaffold is shown in Figure 1.1. The simplest tetracycline which displays

antibacterial activity is 6-deoxy-6-demethyl-Tc, which is regarded as a minimum

pharmacophore.

O5 O1

O8

O4 H

C15 C17C13

C14C12

C11
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C6
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Figure 1.1: The neutral tautomer, TcN . The molecule is divided into regions I, II,

III, to which specific acid/base behavior has been assigned (see text). The individual

rings of the main scaffold are A–D.

The tetracycline features which are important for antibiotic activity are well

established: maintenance of the linear, fused–ring conformation; a dimethylamino

group at position 4b and the ketol-enol system (positions 11, 12). Under physio-
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logical conditions, tetracycline binds its targets as a metal complex, by chelating

a metal ion. The most important chelation site corresponds to the β-diketone sys-

tem (positions 11 and 12). Thiatetracyclines, anhydrotetracycline and a number

of other tetracyclines, referred to collectively as atypical tetracyclines, exhibit a

different structure-activity relationship from the majority of tetracyclines. These

molecules directly perturb the bacterial cytoplasmic membrane, leading to a bacte-

ricidal response. This contrasts with the typical tetracyclines which inhibit protein

biosynthesis. These molecules are not the main interest of the current work since

they interact nonspecifically with eukaryotic as well as prokaryotic cell membranes.

21 crystal structures of close Tc analogs are available in the Cambridge Crys-

tallographic Data Bank (CCDB, 2006). These structures can be grouped into two

conformational families, called the extended and twisted conformations, respectively

(shown in Figure 1.2).

Figure 1.2: Upper panel: extended and twisted conformations of tetracycline; Bot-

tom panel: Ring A in the zwitterionic tautomer, TcZ : O2 is deprotonated and N1 is

protonated; The neutral tautomer, TcN : O2 is protonated and N1 is deprotonated.
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The protonation of Tc can vary through binding/release of a proton in the

region III and by proton exchange between O2 (neutral Tc) and N1 (zwitterionic

Tc). The experimental proton dissociation constants, or pKa’s, for Tc in aqueous

solution were reported as 3.3, 7.7, and 9.7 [30]. For a pH between 4.4 and 7.8, the

N1/O2 region is globally neutral, with a proton on either N1 or O2.

In the CCDB [6, 7] structures, the oxygen protonation states can be inferred

from the corresponding CO bond lengths, as summarized in Figure 1.3. We found

that O5 is always deprotonated, while O4 and O6 are protonated. For the O2/N1

region, we find a mixture of the neutral and zwitterionic tautomers in the CCDB.

From the observed bond lengths, we inferred that 13 structures are zwitterionic, and

all of these are in the extended conformation. Six structures are neutral, and all of

them are in the twisted conformation. The remaining two structures lack the atom

N1.
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Figure 1.3: Selected CO bond lengths in the experimental Tc structures. Triangles

– C13–O4 (X) and C15–O5 (Y) bond lengths for different experimental structures in

the CCDB; boxes – C13–O4 (X) and C17–O6 (Y); stars – C15–O5 (X) and C17–O6

(Y). The short C15–O5 length indicates a deprotonated O5.

All structures of tetracycline complexes available in the PDB contain only

tetracycline bound in the extended conformation. In the PDB, the limited exper-

imental resolution does not allow the protonation state to be inferred. Thus the

question of which Tc tautomer (neutral or zwitterionic) binds to TetR, Ef-Tu or the

ribosome cannot be directly resolved from the PDB structures. In order to answer

this question we need to know the free energy difference between the two tautomers

in solvent; see Chapter 3. The energies of the most stable structures are shown

in Table 2 for several Tc variants (see Chapter 2). It is known that substitutions
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at the 4-dimethylamino position, for example in 4-dedimethylamino-tetracycline,

invariably reduce antibacterial activity [12]. For all three Tc analogs that have a

4-dimethyl group, the most stable conformation in vacuum is neutral–twisted, while

in solution it is zwitterionic–extended. In solution, all neutral Tcs are in the twisted

conformation and all zwitterionic Tcs are in the extended one, consistent with the

structures found in the CCDB (see above).

1.1.3 Tetracycline uptake

To interact with their targets, tetracyclines need to traverse one or more mem-

brane systems depending on whether the susceptible organism is gram positive or

gram negative [12]. Tcs traverse the outer membrane of gram-negative bacteria

through the OmpF and OmpC porin chanels [23], as positively charged metal (prob-

ably magnesium) coordination complexes ([Tc:Mg]+). The [Tc:Mg]+ is attracted by

the Donnan potential across the outer membrane, leading to accumulation in the

periplasm, where tetracyclines probably dissociate from ions and become uncharged.

This weakly lipophilic molecule is then able to diffuse through lipid bilayers of the

inner (cytoplasmic) membrane and does not depend on protein channels. Simi-

larly, the electroneutral, lipophilic form of tetracycline is assumed to be the species

transferred across the cytoplasmic membrane of gram-positive bacteria. Uptake of

tetracyclines across the cytoplasmic membrane is energy-dependent and driven by

the δpH component of the proton motive force [23]. In the cytoplasm, Tc can be

converted to an ionic compound again since the internal pH and the Mg2+ concentra-

tion are higher than in the periplasm. In accord with this, the uphill accumulation

of tetracycline is only driven by pH and not by the transmembrane electrical poten-

tial and is strongly temperature-dependent and also influenced by pH and Mg2+

concentration in the extracellular medium. The active drug species which binds to

the ribosome is a metal-tetracycline complex (see Chapter 4), thus Mg ion is needed
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for the Tc proper function.

1.2 Mode of action

interaction between the ribosome and antibiotic

It was established that the tetracycline mode of action is associated with its inhibi-

tion of protein synthesis [12]. Thus tetracycline belongs to the class of bacteriostatic

antibiotics, which only inhibit growth and reproduction of bacteria without killing

them.

It was proposed that tetracyclines inhibit bacterial protein synthesis by pre-

venting the binding of aminoacyl-tRNA to the A-site of the bacterial ribosome [11].

Extensive biochemical and genetic studies have given results that are somewhat dif-

ficult to interpret. Photoaffinity labeling and chemical footprinting studies indicate

that protein S7 and several 16S rRNA bases (G693,A892,U1052,C1054,G1300, and

G1338) contribute to the binding pocket [18, 23]. Interestingly, in the available X-

ray structures of 30S ribosomal subunit in complex with tetracycline, tetracycline

does not interact with any proteins directly. It was pointed out [8, 23] that these

apparent sites for the drug in the ribosome may not reflect the actual binding sites,

because tetracycline photoproducts may react further with the ribosome.

Crystal structures of Tc bound to the Thermus thermophilus 30S subunit

were determined by two groups [9, 20]. Both groups found the same high affinity,

primary, site (called TET1), with the strongest Tc electron density. Additionally,

both groups reported a secondary Tc-binding site, called TET5. Apart from these

two Tc binding sites, one of the groups reported four other low–occupancy sites [20].

TET1 is close to A-site of the ribosome which is consistent with an inhibitory role;

the less occupied site is at the interface between three RNA domains in the body of

the subunit. In the primary site, Tc interacts exclusively with the 3’ major domain of
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16S RNA, right above the binding site for aa-tRNA. The binding pocket is formed be

an irregular minor grove of H34 and residues 964–967 of H31. Tc interacts primarily

with the exposed sugar-phosphate backbone of H34. A putative Mg2+ ion of the

Tc:Mg chelate coordinates the phosphate oxygens of C1054, G1197 and G1198. This

ion is present practically in the same position in the X-ray structure determined in

the absence of Tc (PDB refcode 2V46 [33]). There is no overall conformational

change in the 16S RNA upon Tc binding to the ribosome. The second binding site

is located in the body of the subunit near H44 and sandwiched between H27 and

H11. Again, all interactions are mediated by the rRNA; there are no interactions

between Tc’s in the primary or secondary sites and ribosomal proteins. No Mg2+

ion was observed, but this is not conclusive since electron density was weaker in this

region. One of the groups reported four additional Tc sites. Both groups discussed

that the primary binding site alone could explain Tc’s bacteriostatic effect alone.

Molecular dynamics simulations of the ribosome reveal a preferred tetra-

cycline binding site

Chapter 3 describes molecular dynamics (MD) simulations of the 30S ribosomal

subunits to characterize Tc binding and help resolve the ambiguity regarding the

number and strength of Tc binding sites. We compared the binding free energies

of Tc to TET1 and TET5; other secondary sites were not considered, because they

were unseen by one group and thus expected to have affinities lower than TET5.

The free energy calculations then showed that TET1 binding is indeed stronger than

TET5 binding, as suggested by the weaker TET5 electron density. With roughly-

physiological concentrations, [Ribosome]=[Tc]=1microM, TET5 is largely unoccu-

pied. This suggests that allosteric coupling between binding sites is not important

for the function of tetracycline.
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Tetracycline binding to EF-Tu

The bacteriostatic mode of action of tetracycline has been extensively studied over

the last 50 years and it is well established that tetracycline blocks protein biosyn-

thesis [11, 23]. As discussed above, the primary molecular target of tetracycline

binding is believed to be the ribosome. Recently, however, the possibility was raised

that elongation factor Tu (Ef-Tu) might be one of several tetracycline targets, since

tetracycline was reported to crystallize as a 1:1 complex with the trypsin-modified

form of E.coli Ef-Tu-Mg:GDP (tm-Ef-Tu-Mg:GDP) [17]. The structure of the com-

plex was recently published [15]. The results demonstrate that tetracycline not only

binds to tm-Ef-Tu-Mg:GDP, but does so by interacting with an important struc-

tural motif that is shared by all GTPases and many ATPases [15]. We address this

question in Chapter 3 by modern molecular dynamics and free energy simulation

methods. Our results show that the contribution of Ef-Tu to the binding free energy

of tetracycline to Ef-Tu:GDP:Mg complex is negligible, while the binding is solely

attributed by tetracycline interactions with the Mg ion and GDP phosphate groups.

Further free energy calculations showed that Ef-Tu does not discriminate binding of

tetracycline and of the non-antibiotic 4-dedimethyl-tetracycline, while the ribosome

and also Tet Repressor do show specifity for these compounds. Also, tigecycline

which is one of the most potent tetracycline antibiotics, does not bind to Ef-Tu.

Overall, our results suggest that Ef-Tu is not the primary target of tetracycline.

1.3 Resistance to tetracyclines

1.3.1 Ribosome protection

Ribosomal protection represents one of the important tactics for tetracycline resis-

tance in both gram-positive and gram-negative bacteria [13]. There are only two

ribosomal protection proteins (RPP), TetO and TetM, that have been studied in de-
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tail. Other members of the RPP class (TetS, TetT, TetQ, TetBP, TetW and OtrA)

are assumed to function through similar mechanisms [13].

TetO and TetM are soluble cytoplasmic proteins with 75% sequence similarity.

It is believed that RPPs have originated in the natural producer of tetracyclines

and then spread throughout the eubacteria via lateral gene transfer events [13].

The RPPs display sequence similarity to the ribosomal elongation factors EF-G and

EF-TU and are in the group of the translation factor superfamily of GTPases.

RPPs can dislodge tetracycline from the ribosome, and thus increase the

apparent dissociation constant. The process is strictly dependent on the presence

of GTP [10], although there is some discrepancy concerning the role of GTP, since

a nonhydrolyzable GTP analogue was active with TetO and partially active with

TetM. In accord with the ability of RPPs to remove tetracycline, it was shown that

tRNA binding to the A site, which is normally inhibited by tetracycline, is protected

in the presence of TetM [10]. Thus it seems that RPPs confer tetracycline resistance

by releasing tetracycline from the ribosome and thereby freeing the ribosome from

the inhibitory effects of the drug.

It was shown that the RPP binds to same binding site as elongation factor G

and suggested that a component of this common site is the L11 region on the 50S

subunit. Studies by cryo-EM showed that the overall shape of the Rib:TetO complex

is similar to the Rib:EF-G complex, in agreement with the sequence similarity noted

above [29]. A comparison of the EF-G and TetO ribosomal contacts indicates that

they differ primarily in the vicinity of the domain IV, where EF-G contacts H69

of the 23S rRNA and TetO interacts with H18/H34 of the 16S rRNA [29]. It was

postulated that differences in domain IV may serve to distinguish TetO and EF-G

with respect to their activities.

A detailed mechanism for TetO-mediated tetracycline resistance can thus be

proposed. In the presence of tetracyclines, the ribosome is blocked in the postranslo-
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cational state because subsequent A-site occupation is inhibited by tetracycline.

This blockage is due to direct steric clashes between tetracycline and the accom-

modating aa-tRNA; no gross conformational changes were observed in the crystal

structures of tetracycline bound to the 30S subunit[9, 20]. In the presence of TetO,

TetO would bind to the tetracycline-blocked ribosome, probably to form the ternary

complex from which tetracycline is released. It was shown by cryo-EM studies [29]

that when when TetO binds to the ribosome, it does not overlap with the primary

tetracycline binding site. This suggests that TetO triggers the release of tetracy-

cline through an allosteric mechanism [29]. The proposed conformational changes

resulting in tetracycline release probably involve H34, as cryo-EM reconstructions

show that domain IV of TetO contacts bases of H34, and H34 forms an integral part

of the primary site.

In the presence of tetracycline, the ribosome is blocked with an open A

site, which could provide a kinetic window for TetO to act, thus distinguishing

the tetracycln-blocked ribosome from a translating ribosome [13].

1.3.2 Pumping tetracyclines out of the cell

Antibiotic activity of the drug depends on its presence in the bacterium. Lowering

the amount of tetracyclines in the bacterium can effectively decrease suceptibility

of the cell. A reduced tetracycline concentration is achieved by pumping out of the

bacterial cell via special efflux proteins. The efflux proteins are the best studied Tet

proteins. The genes encoding efflux proteins are found in both gram-positive and

gram-negative species. Most of these efflux proteins confer resistance to tetracycline

but not to glycylcyclines and minocycline [12] (only in gram-positive bacteria).

Over a dozen classes of tetracycline resistance determinates, encoding drug-

specific efflux proteins, are known to date, and designated as TetA–E, G–L, P,

Z, and OtrB. TetA–E, G and H are found in gram-negative bacteria; TetK, L, P,
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and OtrB occur in gram-positive bacteria. Each efflux gene codes for a membrane

bound protein. The tetracycline resistance proteins share high sequence similarity,

40–80% amino acid identity [12]. The proteins in gram-negative species have 12–

14 predicted transmembrane alpha–helices and thus appear to reside in the lipid

bilayer. The efflux proteins exchange a proton for a tetracycline–cation complex

transferred out of the cell against a concentration gradient.

1.3.3 Efflux genes. Regulation of resistance gene expression

Efflux determinants in gram-negative bacteria share a common genetic organization,

which is different in gram–positive species: tetR, which encodes a tetracycline-

responsive repressor, is located next to tetA in a divergent orientation. In the

absence of tetracyclines, TetR is bound to two palindromic operator sites (tetO1,2),

thereby repressing the expression of tetR and tetA. Binding of [MgTc]+ to TetR

abolishes DNA binding to the operator sites and thus allows transcription of tetA

and tetR.
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Antiporter
TetA

tetAtetR

ribosome 
antibiotic action

Induced TetR

resistance

tetO2tetO1

membrane

cytoplasm

periplasm

tetracycline

Figure 1.4: Schematic description of tetracycline efflux resistance reproduced from

[22]. Tet repressor (green spheres) is bound as a homodimer to the operators tetO1

and tetO2 in the absence of tetracyclines. Tc (black triangles) diffuses into the

cell and binds to TetR:tetO to enforce conformational changes so that the induced

TetR releases the operators and transcription of genes tetR (coding TetR) and tetA

(coding the resistance protein TetA) can now proceed (wavy lines represent mRNA).

After translation, TetA binds into the membrane to export invading tetracyclines

out of the cell to prevent Tc attack on the ribosome.

High level expression of TetA is lethal for the bacterial cell because nonspecific
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cation transport causes the transmembrane potential to collapse. This demands a

well-defined repressed status of the tetA gene by strong binding of TetR to tetO, with

an association constant Ka 1011 M−1). Tc binding to the ribosome is five orders of

magnitude lower (Ka = 106 M−1), thus TetR is required to be a particularly sensitive

switch. Binding of [MgTc]+ to TetR (Ka = 109 M−1) reduces the affinity of TetR

for tetO by nine orders of magnitude [22]. This guarantees that the silent state

(TetR bound to tetO) and the active state (TetR bound to [MgTc]+) of tetO are

efficiently discriminated and subinhibitory Tc concentrations are sufficient to allow

transcription to proceed. This makes TetR a unique biological switch, which is

commonly used for the regulation of gene expression in transgenic organisms.

Structure of the Tet repressor

X-Ray structure analysis showed that the tetracycline repressor (TetR) occurs as a

homodimer (TetR)2 see Figure 5, and in the absence of [Mg:Tc]+ it binds via two

identical helix-turn-helix (HTH) motifs to two adjacent major grooves of the DNA.

The two monomers of TetR are identical, consisting of around 200 amino

acids, each folded into ten α-helices. In the final TetR complex, the two monomers

are related by a twofold symmetry [22]. The DNA binding domain (DBD) consists

of the N-terminal three-helix-bundles, which is linked to the regulatory core domain

by α-helix 4. The central part of the core domain consists of the four-helix-bundle

(antiparallel helices 8 and 10 which cross the related helices 8’ and 10’ of the other

monomer). It is possible to see that this four-helix-bundle is the most rigid part of

TetR when X-Ray structures of TetR in complex with DNA or Tc are superimposed.

There are two clearly-seen, tunnellike [Mg:Tc]+ binding cavities formed by helices

5, 6, 7, 8’ (a prime is used to designate the second TetR monomer) and 9’. In the

TetR:Tc complex, tetracyclines are completely buried inside their binding pockets

with distance to the DNA interface of over 20 Å.
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Tetracycline:Tet Repressor recognition

Crystal structures of TetR have provided essential information on interactions be-

tween tetracycline and TetR. Tetracycline makes important hydrogen bonds between

its ring A and His64, Asn82 and Gln116 of Tet repressor. These amino acids are

found in comparable positions in the crystal structures of apo-TetR, TetR bound to

the DNA, and in the induced form, TetR:Tc. Tetracycline also makes van der Waals

contacts with Val113’, Leu131’,Ile134’ Leu170’, Leu174’, Met177’ and Pro105. Tc-

chelated Mg2+ coordinates three water molecules, which mediate interactions with

Glu147’ and Thr103. Interactions with the Tc-chelated Mg2+ ion displace His100

and Thr103 of helix 6, which in turn shifts helix 6 and peels off of its C-terminal

turn to form a type II β–turn in the induced TetR:Tc structure.
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Figure 1.5: An overview of the TetR structure in its induced and non-induced

states. Two orthogonal views are shown. The TetR:DNA complex is red; the DNA

backbone is shown as a tube; bases are shown as sticks (light grey). Superimposed

(light blue) is the induced, TetR:Tc structure. Tc is shown with a ball-and-sticks

representation. The Mg2+ ion is a yellow sphere. Helices are labelled. Only one Tc

is shown (monomer 1). Lys48 is shown (ball-and-sticks) making hydrogen bonds to

the DNA. The helix 4 shift upon induction is highlighted by an arrow.

Many details of the Tc:TetR binding process are not evident from the avail-

able experimental data. In particular, tetracycline has two main conformations and

two main protonation states at neutral pH. When Tc binds to TetR its confor-

mation/protonation may change. Similarly, protein groups that interact with Tc

have several possible orientations and protonation states, which could change when
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Tc binds. The medium-resolution X-Ray structure does not reveal the protonation

states of Tc or the protein sidechains, nor the orientation of several key recogni-

tion residues. In particular, two orientations are possible for Asn82, Gln116 and

His64. To investigate the protonation patterns and conformational states in the

TetR:Tc complex, we have performed molecular dynamics free energy simulations,

which were subsequently confirmed by crystallographic calculations. We computed

the Tc binding free energy as a function of its protonation state and the protonation

and conformation state of the binding pocket. In order to validate the results, two

different free energy methods were employed, which use either an explicit treatment

of aqueous solvent or a less expensive, continuum dielectric treatment. We predict

the most stable form of the TetR:Tc complex and the the extent of the protein and

ligand preorganization. This work is described in Chapter 3.

Tet repressor induction by tetracycline

Binding of tetracyclines to TetR triggers a sequence of conformational changes,

which reduce the TetR binding affinity for the DNA by 6–10 orders of magnitude.

TetR then dissociates from tetO and expression of tetA and tetR can proceed.

The amino acids His64, Asn82 and Gln116 which make hydrogen bonds with the

tetracycline ring A are found practically in the same positions in the TetR:DNA

structure and in the induced TetR:Tc X–Ray structure, which suggests that they do

not transfer a binding signal directly, but rather provide binding specificity for Tc, as

well as rigidifying the induced structure. In the absence of Tc, the binding tunnel is

presumably filled with disordered waters, which are not seen in the electron density

maps. The small alpha helix 6 is two turns long, with residues conserved or type-

conserved among different classes of TetR. Upon Tc binding, helix six is displaced to

form direct and water-mediated interactions with the Mg2+ ion chelating Tc. The

C-terminal end of helix 6 unwinds and forms a type II beta-turn (residues 100–103).
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As a result, the loop connecting alpha 6 and 7 is shifted by 2.5 Å, so Arg 104 can

form a salt bridge with Asp178’, which closes the binding tunnel. The shift of helix

6 is accompanied by a pendulum motion of two other alpha helices, helices 4 and

4’. This displaces the DBDs, so that they no longer fit into adjacent major grooves

of the DNA. According to the model inferred from the above structural data, the

shifts near Tc:Mg ligand trigger the helix displacements in a manner that has not

yet been determined. In this model, the main role of Tc is to act as a Mg2+ carrier,

binding specifically to TetR, rigidifying the surrounding groups, and bringing Mg2+

into its proper position to trigger the allosteric motions.

The model discussed above is mainly based on crystal structures of the end-

point states, TetR in complex with DNA and induced TetR. Additional information

has been provided by biochemical and biophysical measurements. In Chapter 3,

we reexamine the allosteric mechanism of TetR induction using molecular dynamics

and continuum electrostatics calculations.



Chapter 2

Molecular mechanics models for

tetracycline analogs

In order to model Tc interactions with protein and RNA, we have first developed

a molecular mechanics force field model for 12 tetracyclines, including doxycy-

cline, anhydrotetracycline, minocycline and tigecycline, which is consistent with the

CHARMM27 force field for proteins and nucleic acids. We used structures from the

Cambridge Crystallographic Data Base to identify the conformations that are likely

to be present in solution and in biomolecular complexes. A conformational search

was also undertaken, where simulated annealing was used to generate structures

of tetracycline, anhydrotetracycline, doxycycline and tigecycline. Several resulting,

low-energy structures were optimized with an ab initio model. We found that Tc

and its analogs all adopt an extended conformation in the zwitterionic tautomer

and a twisted one in the neutral tautomer, and the zwitterionic-extended state is

the most stable in solution, consistent with experimental data. We considered a

zwitterionic tautomeric form of each Tc variant, in the extended conformation, with

and without bound Mg2+. Intermolecular parameters were derived from a super-

molecule ab initio approach; The final, rms deviation between the ab initio and force

25



26

field energies, averaged over all forms, was 0.35 kcal/mol. The model reproduces

the ab initio geometry and flexibility of each Tc. As tests, we did simulations of a

solvated complex between three Tcs and the Tet repressor protein (TetR).

Article 1: The Tetracycline:Mg2+ Complex: A Molecular Mechanics

Force Field. Alexey Aleksandrov and Thomas Simonson. J. Comput. Chem.,

27:1517-1533, 2006

Article 2: Molecular mechanics models for tetracycline analogs Alexey

Aleksandrov and Thomas Simonson. J. Comput. Chem., 2008, in press.
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Abstract: Tetracycline (Tc) is an important antibiotic, which binds specifically to the ribosome and several pro-

teins, in the form of a Tc–:Mg2þ complex. To model Tc:protein and Tc:RNA interactions, we have developed a

molecular mechanics force field model of Tc, which is consistent with the CHARMM force field for proteins and

nucleic acids. We used structures from the Cambridge Crystallographic Data Base to identify the main Tc conforma-

tions that are likely to be present in solution and in biomolecular complexes. A conformational search was also

done, using the MM3 force field to perform simulated annealing of Tc. Several resulting, low-energy structures were

optimized with an ab initio model and used in developing the new Tc force field. Atomic charges and Lennard-Jones

parameters were derived from a supermolecule ab initio approach. We considered the ab initio energies and geome-

tries of a probe water molecule interacting with Tc at 36 different positions. We considered both a neutral and a

zwitterionic Tc form, with and without bound Mg2þ. The final rms deviation between the ab initio and force field

energies, averaged over all forms, was just 0.35 kcal/mol. The model also reproduces the ab initio geometry and

flexibility of Tc. As further tests, we did simulations of a Tc crystal, of Tc:Mg2þ and Tc:Ca2þ complexes in aqueous

solution, and of a solvated complex between Tc:Mg2þ and the Tet repressor protein (TetR). With slight, ad hoc
adjustments, the model can reproduce the experimental, relative, Tc binding affinities of Mg2þ and Ca2þ. It performs

well for the structure and fluctuations of the Tc:Mg2þ:TetR complex. The model should therefore be suitable to

investigate the interactions of Tc with proteins and RNA. It provides a starting point to parameterize other com-

pounds in the large Tc family.

q 2006 Wiley Periodicals, Inc. J Comput Chem 27: 1517–1533, 2006
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Introduction

Tetracycline (Tc) is one of the most important antibiotics in

use today.1,2 Several thousand varieties have been used as

broad spectrum antibiotics for both humans and livestock. The

most common bacteriostatic action of Tc is by inactivation of

the bacterial ribosome, so that protein biosynthesis is inter-

rupted and the bacteria die. The most common mechanism of

resistance in gram-negative bacteria is associated with the

membrane protein TetA, which exports Tc out of the bacterial

cell before it can attack its target, the ribosome. The expression

of TetA is tightly regulated by the homodimeric Tet repressor

(TetR), which binds specifically to operator DNA, upstream of

the tetA gene. When Tc diffuses into the cell, it is negatively

charged, having released a proton, and chelated to form a

Tc–:Mg2þ complex. It is the Tc–:Mg2þ complex that binds to

TetR, inducing conformational changes that sharply reduce the

affinity of TetR for the DNA.3 TetR is then released from the

DNA and expression of TetA can proceed, conferring resist-

ance on the bacterial cells.

It is thus of interest to increase our understanding of both

Tc:TetR and Tc:ribosome binding. Crystal structures of TetR

and TetR:DNA complexes have provided essential information,3

and the structure of the entire ribosome was recently deter-

mined.4 A complementary approach is to develop computer sim-

ulation models, which can be used to investigate the structure,

dynamics, and thermodynamics of Tc:protein or Tc:ribosome

complexes. Despite its importance, TetR has rarely been sub-

jected to computer modeling,5,6 partly because of the need to

first develop a molecular mechanics model for Tc. Here, we

*Correspondence to: T. Simonson; e-mail: thomas.simonson@

polytechnique.fr
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report such a model, developed so as to be compatible with the

CHARMM22 force field for proteins and nucleic acids,7,8 and

with the TIP3P water model.9

Thirty structures of molecules of the Tc family are available in

the Cambridge Crystallographic Data Base (CCDB) and there are

six TetR:Tc complexes in the Protein Data Bank (PDB), involving

three different Tc variants. Tcs are fairly rigid, and they exist in

two main conformations: the so-called twisted and extended con-

formations, characterized by the orientation of the main rings, A–

D, of the four-ring Tc scaffold (Fig. 1). All the PDB complexes

involve the extended Tc conformation. Tc has several probable

protonation states at neutral pH, which must be taken into

account.10 Proton binding constants corresponding to different ti-

tratable groups of Tc were measured (Fig. 1), but the assignment

of these values to specific proton acceptors is still unclear. The

‘‘neutral’’ state, TcN, and the ‘‘zwitterionic’’ state, TcZ, are shown

in Figure 1. They differ by the transfer of a proton from the O2

hydroxyl to N1 of the nearby dimethylammonium group. Binding

constants between Tc and several divalent metal ions (Mg, Ca,

Ba, Mn, Fe, Co, Ni, Zn, Cd) are known, but the specific binding

sites are not all known (W. Hinrichs, unpublished results). Binding

constants of most of the corresponding (metal:Tc)þ complexes to

TetR are also known (W. Hinrichs, unpublished). From the PDB

structures, Mg2þ is known to bind to Tc between O5 and O6.

When it binds, the H6 proton is released, giving a Tc–:Mg2þ com-

plex. The question of which Tc protonation state, zwitterionic or

neutral, binds to TetR is still open.

Only limited computational work has been done on Tc, partly

due to the complexity of this molecule. Several studies explored

its conformation space.5,6 Clark and coworkers used quantum

mechanical, Density Functional Theory (DFT) to investigate the

conformations of neutral tetracycline (TcN) and anhydrotetracy-

cline (aTc) in aqueous solution. They found that the extended

TcN conformation is about 3 kcal/mol more stable than the

twisted one, and the energetic preference for the extended con-

formation is a solvent effect. For aTc, solvent contributions

make the neutral form (in its extended conformation) more

favorable than the zwitterionic aTc. For non-ionized aTc, the

twisted conformation is the most stable in water at 298 K. Thus,

aTc is predicted to adopt the twisted conformation in its neutral

form in solution, and the extended conformation in its zwitter-

ionic form.

Here, we report force field parameters for the most important

Tc protonation states at neutral pH: TcN, TcZ, TcN:Mg2þ, and
TcZ:Mg2þ. We only considered the extended conformation,

which is found in all six PDB structures. We used experimental

data from the CCDB to identify the main Tc conformations that

are likely to be present in solution and in biomolecular com-

plexes. A conformational search was also undertaken, using the

MM3 force field to perform molecular dynamics and simulated

annealing of Tc. Clustering of the resulting conformations led to

several low-energy structures that were further optimized with

an ab initio, quantum mechanical model. These structures were

used in developing the four CHARMM force field models. The

atomic charges and Lennard-Jones parameters were derived from

a supermolecule ab initio approach. We considered the ab initio
energies and geometries of a water molecule interacting with Tc

at 36 different positions. This supermolecule approach is known

to give a good balance between solute-water and water-water

interactions in the force field.7,8 Good agreement was obtained

between the ab initio and force field data (rms deviation for the

energies of 0.35 kcal/mol). The model also reproduces well the

ab initio geometry and flexibility of Tc, and the experimental

crystal structures. To test the parameters further, we performed

simulations of a TcZ crystal, of TcZ:Mg2þ and TcZ:Ca
2þ com-

Figure 1. (A) The neutral tautomer, TcN. The molecule is divided

into regions I–III, to which specific acid/base behavior has been

assigned (see text). The rings of the main scaffold are labeled A–D.

(B) Ring A in the zwitterionic tautomer, TcZ. O2 is deprotonated

and N1 is protonated. Two probe water positions are shown; for

each one a single distance and angle may be optimized.
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plexes in aqueous solution, and of solvated TcN:Mg2þ:TetR and

TcZ:Mg2þ:TetR complexes. With slight, ad hoc adjustments, the

model can be made to reproduce the experimental, relative, Tc

binding affinities of Mg2þ and Ca2þ. It performs well for the

structure and fluctuations of the Tc:Mg2þ:TetR complexes. The

model should therefore be suitable to investigate the interactions

of Tc with proteins and RNA, and particularly the Tc:TetR and

Tc:ribosome complexes. It provides a starting point to parame-

terize other compounds in the large Tc family.

In the following sections, we present our Computational

Methods, Results, and Conclusions.

Computational Methods

Experimental Tc Structures

We searched the 2005 release of the Cambridge Crystallographic

Data Bank (CCDB)11,12 and retrieved 21 crystal structures of

Tc, out of 30; the other nine were chemically too different from

the Tc variant of interest here (Fig. 1). We also retrieved six

crystal structures from the Protein Data Bank, corresponding to

complexes between a Tc and the Tet Repressor. Based on these

structures, we considered two main protonation states of Tc: a

‘‘neutral’’ state, TcN, and a ‘‘zwitterionic’’ state, TcZ, schema-

tized in Figure 1. The structures can also be grouped into two

conformational families, called the ‘‘extended’’ and ‘‘twisted’’

conformations, respectively.

Conformational Searching with Simulated Annealing

The MM3 force field13 and the TINKER program14 were used

to do molecular dynamics and simulated annealing of the Tc

molecule. The temperature was varied from 1200 to 0 K over a

period of 50 ns. Conformations were drawn from the trajectory

every 5 ps and quenched by energy minimization. Clustering

was performed with the CHARMM program,15 using the ART-2

algorithm.16 The distance between structures was measured by

the dihedral angles of the main Tc rings. With a 108 threshold,

we obtained about 50 clusters. The structures corresponding to

the cluster centers with the lowest energies were further opti-

mized quantum mechanically at the B3LYP/6-31G(d) level.

Optimization of the Intermolecular Force Field Parameters

We adopt a force field of the CHARMM22 form,7 which will

later be used to simulate complexes between Tc and proteins or

RNA in aqueous solution. The intermolecular energy terms are

Lennard-Jones and Coulomb terms. In accord with the develop-

ment of the CHARMM22 force field, we rely on supermolecule,

quantum mechanical calculations on complexes between Tc and

a single water molecule. The position of the water is varied

around the Tc, primarily at sites involving hydrogen-bonding

interactions with polar Tc atoms. The geometry of Tc was taken

from the conformational search, above. For the force field calcu-

lations, the water geometry was taken from the TIP3P model.9

Each supermolecule structure was optimized at the HF/6-

31G(d) level by varying the interaction distance and a single

angle (Fig. 1B), to find the local minimum for the water posi-

tion. From the resulting optimal structure, the interaction energy

was calculated. No correction for basis set superposition error

was made. The ab initio interaction energies were scaled by a

factor of 1.16. This factor leads to good agreement between the

HF/6-31G(d) Hamiltonian and the TIP3P model for the energy

of a water dimer.17 Applying the same factor to the Tc-water

energies should thus lead to a force field with a correct balance

between the Tc-water and water-water interactions. Also, the ab

initio interaction distances were reduced by 0.2 Å,7 as in previ-

ous CHARMM22 force field work. This is done partly to com-

pensate for overestimated interaction distances with the Hartree–

Fock model (due to neglected electron correlation) and partly to

compensate for the expected volume decrease in going from the

gas phase to an aqueous condensed phase.

The force field parameters were then adjusted to reproduce

these ‘‘corrected’’ ab initio interaction energies and water posi-

tions. Initial partial charges were obtained from related frag-

ments in the CHARMM22 force field, where available, and

otherwise from a Mulliken population analysis of the HF/6-

31G(d) wavefunction. Initial Lennard-Jones parameters were

taken from similar molecules for which CHARMM parameters

are known.

For the neutral form of Tc, we considered 26 water positions.

For 22 of them, we optimized the interaction distance and one

angle, corresponding to a rocking of the water around the water-

Tc axis. For eight positions, including four new ones, only the

interaction distance was optimized. The (corrected) ab initio data

were then fitted by varying manually the Tc charges and Len-

nard-Jones parameters. This involved reoptimizing the Tc-water

distance and angle after each parameter change.

The parameters optimized for the neutral form of Tc then

served as initial guesses for the zwitterionic form. For this form,

only eight water positions were considered, with two degrees of

freedom each. Indeed, the differences between the zwitterionic

and neutral Tc forms are fairly local, so we could concentrate

on one portion of the Tc molecule. The parameters were refined

by manual adjustment.

Figure 2. Thermodynamic cycle for Tc:cation binding. Vertical legs

represent cation binding/dissociation; horizontal legs represent the

alchemical transformation of Mg2þ into Ca2þ in solution (below) or

in the solvated cation:Tc complex (above).
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Ionized Tc with Bound Mg2+

Based on the available crystal structures, we assume Tc binds

Mg2þ in an ionized form, Tc–, with the O6 oxygen deproto-

nated. We consider the same two tautomeric forms as before,

which we continue to refer to as neutral and zwitterionic. To

obtain parameters for the two corresponding Tc–:Mg2þ com-

plexes, we take the neutral Tc parameters, above, as an initial

guess. For TcN:Mg2þ, we consider nine water positions with two

degrees of freedom each (distance and rocking angle). Because

the manual fitting procedure was slow, an automatic fitting pro-

cedure that varies parameters in a random fashion was imple-

mented and applied. At each step of the procedure, one atom

and one associated parameter (charge or van der Waals param-

eter) were chosen. A combined rms deviation of the interaction

energies, distances and angles was optimized by a linear search

with respect to this parameter. After 15,000 such steps, the pro-

cedure converged (the rms deviation over ten subsequent steps

did not change).

For TcZ:Mg2þ, we do not derive parameters specifically, but

make use of a fragment transfer approach, using the molecular

regions shown in Figure 5. For region II, we adopt the force

field parameters of TcN:Mg2þ; for region I, we adopt those of

TcZ. For parameters that involve both regions, such as dihedrals

straddling the I/II boundary, the parameters are identical in TcZ
and TcN:Mg2þ, so that there is no ambiguity.

Optimization of the Intramolecular Force Field Parameters

In a force field treatment, the intramolecular geometry is mainly

determined by the minimum energy values of the bond length

and bond angle terms, and by the phase and multiplicity of the

dihedrals. These parameters were optimized by fitting to the

structures from the conformation space search and ab initio opti-

mizations, in the case of TcN, and from the X-ray crystal struc-

ture TETCYH01 in the CCDB in the case of TcZ. At each pa-

rameter optimization step, the structure was minimized with the

force field model, using a Powell conjugate gradient algorithm,

stopping when the rms energy gradient reached 10�6 kcal/mol/Å.

The quality of the parameters was measured by the sum of the

rms deviations from the X-ray structure and the ab initio struc-

tures of both the neutral and zwitterionic forms. The most difficult

part was the adjustment of the dihedral force constants and

phases. Starting guesses were taken from either the CHARMM7

or the CHARMm Version 2218 force fields for related, small

molecule fragments. A few of the phases were then varied man-

ually in an ad hoc way, to minimize the total rms deviation. The

final changes in phases were less than 208. Similarly, some of the

dihedral force constants were increased, to force the structure into

the desired geometry.

The normal modes were then computed with the force field

and with the B3LYP/6-31G* Hamiltonian. The B3LYP frequen-

Table 1. Selected Bond Lengths (Å) in Tc Crystal Structures.

CCDB Structure C13-O4 C15-O5 C17-O6

AOTETC 1.350 1.272 1.337

BINNAN 1.348 1.253 1.329

CMTCYH10 1.350 1.257 1.330

DEMXTC10 1.347 1.270 1.333

DEMXTC20 1.347 1.270 1.333

DXTETC 1.360 1.275 1.330

DXXTEC 1.352 1.285 1.320

EPCTCY10 1.335 1.268 1.330

EPMXTC10 1.351 1.260 1.329

EPOXTC10 1.355 1.262 1.343

JAVCIS10 1.351 1.263 1.337

JUNLUZ1 1.334 1.272 1.321

OTETCB 1.347 1.298 1.356

OXTETD 1.374 1.286 1.334

OXTETH1 1.345 1.254 1.348

OXYTET 1.335 1.270 1.337

OXYTET01 1.361 1.269 1.340

TBDMXT01 1.354 1.279 1.342

TCYMBP10 1.358 1.271 1.342

TCYURT10 1.354 1.262 1.316

TETCYH01 1.342 1.283 1.339

The first column gives the structure name in the Cambridge Crystallo-

graphic Data Bank. Atom names are explained in Fig. 1.

Figure 3. Selected CO bond lengths in the experimental Tc struc-

tures. Triangles: C13-O4 (X) vs. C15-O5 (Y) bond lengths for dif-

ferent experimental structures in the CCDB; boxes: C13-O4 (X) vs.

C17-O6 (Y); stars: C15-O5 (X) vs. C17-O6 (Y). The short C15-O5

length indicates a deprotonated O5.
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cies were scaled by 0.96, since this factor has been found to

improve the agreement with experiment for organic molecules.19

Simulation of Tc Crystals

Crystal minimizations and molecular dynamics simulations were

performed with the CHARMM program.15 The starting structure

was TETCYH01, from the CCDB.20 This structure corresponds

to the P212121 space group; its asymmetric unit contains four

zwitterionic Tc molecules and 24 water molecules. The lattice

parameters were free to vary during both minimization and dy-

namics. Minimization was terminated when the rms energy gra-

dient reached 10�6 kcal/mol/Å. Truncation of the nonbonded

interactions was done using an atom-based shifting function for

the Coulomb term and an atom-based switching function for the

van der Waals term, with a minimum image convention and a

14 Å cutoff. Molecular dynamics were done for the same crys-

tal, with constant, room temperature and pressure, using the tem-

perature and pressure coupling scheme of Berendsen et al.21 as

implemented in CHARMM, in conjunction with the leapfrog in-

tegrator. A time step of 2 fs was used, with a temperature cou-

pling constant of 5.0 ps and a pressure coupling constant of 5.0 ps.

SHAKE was used to constrain the length of all covalent bonds

involving hydrogens.22 The trajectory lasted 0.5 ns.

Ca2+ Versus Mg2+ Binding to Tc: Free Energy Simulations

We used the thermodynamic cycle in Figure 2. We used the hori-

zontal legs, which correspond to alchemical molecular dynamics

free energy simulations (MDFE). The Mg2þ ion is reversibly trans-

formed into Ca2þ during a series of MD simulations; the corre-

sponding work is derived from a thermodynamic integration for-

mula, eq. (2).23 To simulate the two legs of the thermodynamic

cycle, we considered two systems: the Mg2þ/Ca2þ ion in the center

of a water sphere with a 24 Å radius, and the same sphere contain-

ing the ion bound to Tc. In each system, the energy function can

be expressed as a linear combination of Mg2þ and Ca2þ terms:

UðkÞ ¼ U0 þ ð1� kÞUðMg2þÞ þ kUðCa2þÞ (1)

where l is a coupling parameter and U0 represents interactions

between parts of the system other than the mutated ion. The free

energy derivative with respect to l has the form:

@G

@k
ðkÞ ¼ hUðCa2þÞ � UðMg2þÞik (2)

where the brackets indicate an average over an MD trajectory

with the energy function U(l).23 We gradually mutated Mg2þ

Table 2. Rms Deviations (Å) Between Experimental and Ab Initio Tc Structures.

N1 N2 N3 N4 Z1 Z2 Z3 Z4

N2 0.838

N3 0.804 0.071

N4 0.912 0.192 0.225

Z1 0.837 0.117 0.107 0.216

Z2 0.860 0.076 0.127 0.179 0.106

Z3 0.223 0.857 0.827 0.913 0.873 0.882

Z4 0.253 0.828 0.799 0.880 0.847 0.855 0.063

AOTETC 0.267 0.839 0.807 0.900 0.861 0.870 0.145 0.149

BINNAN 0.349 0.936 0.904 0.998 0.951 0.967 0.297 0.307

DHCTET10 0.286 0.864 0.843 0.924 0.876 0.881 0.260 0.280

EPCTCY10 0.354 0.990 0.957 1.045 0.996 1.015 0.302 0.324

OXYTET 0.225 0.946 0.912 1.024 0.929 0.962 0.422 0.457

TBDMXT01 0.178 0.824 0.795 0.906 0.816 0.841 0.372 0.388

ATETCY10 0.906 0.305 0.308 0.287 0.231 0.273 0.952 0.927

CMTCYH10 0.923 0.239 0.270 0.069 0.254 0.223 0.923 0.890

DXTETC1 0.863 0.245 0.263 0.118 0.228 0.221 0.875 0.845

DXTETC2 0.919 0.257 0.281 0.090 0.260 0.242 0.919 0.887

DXXTEC 0.923 0.247 0.276 0.081 0.273 0.236 0.914 0.881

EPOXT10 0.926 0.152 0.174 0.154 0.135 0.136 0.946 0.917

JAVCIS10 0.907 0.280 0.309 0.119 0.285 0.254 0.904 0.874

JUNLUZ1 0.894 0.234 0.241 0.198 0.161 0.199 0.929 0.903

JUNLUZ2 0.910 0.151 0.181 0.133 0.132 0.121 0.933 0.904

OXTETD 0.921 0.303 0.322 0.175 0.267 0.270 0.941 0.912

TCYMBP10 0.917 0.277 0.303 0.108 0.297 0.265 0.907 0.875

TCYURT10 0.990 0.380 0.413 0.272 0.451 0.393 0.946 0.909

TETCYH01 0.921 0.267 0.298 0.101 0.293 0.252 0.911 0.878

TETCYH10 0.924 0.265 0.297 0.096 0.292 0.250 0.914 0.881

WIBBOY 0.896 0.286 0.310 0.139 0.275 0.254 0.900 0.871

XAYCAB 0.953 0.282 0.317 0.129 0.327 0.278 0.935 0.901

Deviations are computed for the non-hydrogen atoms of the main Tc rings, A–D. Values lower than 0.2 Å are

in bold face. Experimental structures are from the Cambridge Crystallographic Data Bank (CCDB).
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into Ca2þ by changing l from 1 to 0. The successive values of

the coupling parameter were: 0.999, 0.99, 0.95, 0.9, 0.8, 0.6,

0.4, 0.2, 0.1, 0.05, 0.01, and 0.001. The free energy derivatives

were computed at each l value from a 100 ps MD simulation;

the last 80 ps were used for averaging. The total mutation run

thus corresponded to 1.2 ns. We performed two runs: forward

(from l ¼ 0 to 1) and backward (from l ¼ 1 to 0). The ion

position was harmonically restrained at the center of the water

sphere with a force constant of 2 kcal/mol/Å2. This restraint

does not affect the free energy, since its contribution cancels

between the two legs. We used the ‘‘Spherical Solvent Bound-

ary Potential’’, or SSBP solvent model, which treats the region

outside the 24 Å sphere as a uniform dielectric continuum

with a dielectric constant of 80,24 thus simulating a bulk solu-

tion. The position of the dielectric boundary between the inner

sphere and the outer continuum was determined ‘‘on the fly,’’

by the position of the outermost water molecule. A multipolar

expansion with 20 terms was used to approximate the reac-

tion field due to the surrounding continuum. Electrostatic

interactions between atoms within the sphere were computed

without any cutoff, using a multipole approximation for distant

groups.25

Protein Simulations

The crystal structure of the class D Tet Repressor dimer (TetR),

complexed with Tc, was taken from the Protein Data Bank

Figure 4. Probe water positions around TcN (above) and TcZ (below, closeup). Ab initio (white) and

force field (black) positions. Stereo views.
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(PDB), entry 2TRT.26 The simulations included protein residues

within a 24 Å sphere, centered on the Mg2þ ion of one of the

two Tc:Mg2þ complexes bound to the protein. Hydrogens were

constructed with ideal stereochemistry. In addition to crystal

waters, a 24 Å sphere of water was overlaid and waters that

overlapped protein, crystal waters, Tc, or Mg2þ were removed.

Protein atoms between 20 and 24 Å from the initial sphere’s

center were harmonically restrained to their experimental posi-

tions, while protein residues beyond 23.5 Å had their charges

switched off. Simulations of the protein system were performed

with the SSBP solvent model, which treats the region outside

the 24 Å sphere as a uniform dielectric continuum (see above),

with a dielectric constant of 80.24 This is reasonable, since most

of the outer region is water. Newtonian dynamics were used for

the innermost region, within 20 Å of the sphere’s center; Lange-

vin dynamics were used for the outer part of the sphere, referred

to as the buffer region. We used a 2 fs timestep and a bath tem-

perature of 292 K. The CHARMM22 force field was used for

the protein.7 The TIP3P model was used for water.9

Results

Protonation States and Conformations of Tc

Protonation States and Conformations in the
CCDB and the PDB

The protonation state of Tc can vary through binding/release of a

proton in the region of O4, O5, O6 (Fig. 1), and by proton

exchange between O2 (neutral Tc) and N1 (zwitterionic Tc). The

experimental proton dissociation constants, or pKa’s, for Tc hy-

drochloride in aqueous solution were reported as 3.3, 7.7, and

9.7.27 These values were assigned, respectively, to the regions II,

I, and III in Figure 1. The pKa values reported from an 1H NMR

study in 50/50% methanol:water were 4.4, 7.8, and 9.4, which

were assigned to the C3 hydroxyl proton, the dimethylammonium

proton, and the C17 hydroxyl proton, respectively.10 For a pH

between 4.4 and 7.8, the N1/O2 region is globally neutral, with a

proton on either N1 (zwitterionic Tc) or O2 (neutral Tc).

In the 21 CCDB structures, the protonation state can be

inferred from the OH bond lengths, summarized in Table 1 and

Figure 3. We find that O5 is always deprotonated, while O4 and

O6 are always protonated. None of these structures include a

metal cation bound in this region. We assume that when Mg2þ

binds between O5 and O6, as seen in the PDB structures, O6

will become deprotonated, and Tc will be negatively charged.

For the O2/N1 region, we find a mixture of the neutral and

zwitterionic tautomers in the CCDB. From the observed bond

lengths, we infer that 13 structures are zwitterionic, and all of

these are in the extended conformation. Six structures are neu-

tral, and all of them are in the twisted conformation. The re-

maining two structures lack N1.

In the experimental PDB structures, the limited experimental

resolution does not allow the protonation state to be inferred.

Only the extended Tc conformation is found. Although this cor-

relates with the zwitterionic form in the CCDB structures, we

cannot assume the same correlation holds in protein complexes.

Indeed, protein sidechains could stabilize the neutral form, even

when Tc is extended. The question of which Tc tautomer binds

to TetR remains open.

Simulated Annealing Conformational Search
and Ab Initio Optimizations

For both the neutral and zwitterionic forms of Tc, simulated

annealing with the MM3 force field was followed by conforma-

tional clustering. Using a 108 threshold distance (in dihedral

angle space) between cluster centers, we obtained about 50 clus-

ters each for TcN and TcZ. Four low energy TcN structures were

optimized quantum mechanically, at the B3LYP/6-31G(d) level;

i.e., the lowest twisted and the three lowest extended structures.

For TcZ, two extended and two twisted structures were opti-

mized quantum mechanically.

The quantum mechanical structures agree closely with the

CCDB structures, even though the CCDB structures have

slightly different ring substituents and different crystal environ-

ments. The rms deviations between experimental and quantum

mechanical structures are given in Table 2. The rms deviation

between each quantum mechanical structure and the nearest

Table 3. Interactions Between a Probe Water and Selected TcN Sites.

Probe Site

Ab Initio/Force Field Results

Energy

(kcal/mol)

Distance

(Å)

Angle

(8)

C6–H3 3.3/3.1 2.5/2.6 134/131

C22-H23 2.2/1.9 2.5/2.7 134/107

C7-H4 2.2/2.2 2.4/2.6 116/103

C12-H9 2.6/2.3 2.2/2.6 170/205

C22-H24 3.7/3.6 2.8/2.8 162/167

O3-H6 6.6/6.6 1.8/2.0 133/133

C10-H7 2.6/2.3 2.7/2.9 118/114

N2-H20 5.8/5.6 1.8/1.9 104/98

C11-H8 2.6/2.6 2.5/2.5 137/145

C20-H18 2.3/2.7 2.6/2.6 134/112

C5-H2 1.9/2.2 2.9/3.0 133/157

C20-H19 1.4/1.4 2.5/2.6 105/80

C19-H14 0.9/0.8 2.6/2.6 136/76

C4-N1 6.3/6.2 2.0/2.0 77/79

C6-H5 5.0/5.3 2.2/2.5 67/53

C1-O1 4.6/4.8 1.9/1.8 97/174

C13-O4 5.2/5.5 1.9/1.9 59/46

C18-O7 1.6/1.9 2.1/2.0 23/44

C17-O6 1.4/1.5 2.2/2.1 5/32

C21-N2A 1.6/1.4 2.4/2.2 120/123

C21-N2B 1.2/1.5 2.4/2.2 59/51

C21-O8 4.0/4.2 1.9/1.8 151/148

C15-O5 2.2/2.5 1.9/1.8 –

C1-O1 4.5/3.6 1.9/1.8 –

C4-H1 2.9/3.0 2.4/2.6 –

C19-H14 0.9/0.7 2.6/2.7 –

C3-O2 4.5/4.7 2.1/2.0 –

C13-O4 5.0/4.6 1.9/2.3 –

C17-O6 1.4/1.5 2.2/2.1 –

C19-N1 2.9/5.3 2.1/2.1 –
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CCDB structure varies between 0.08 Å (neutral, extended) and

0.18 Å (neutral, twisted). This good agreement shows that the

quantum mechanical structures are a valid starting point for mo-

lecular mechanics force field parameterization.

Force Field Determination

We limit ourselves to the extended Tc conformation, which is

the only one observed in protein complexes. Since the CCDB

extended conformations are all in the zwitterionic tautomeric

form, we might have limited ourselves to this tautomer. How-

ever, the mixture seen in the CCDB suggests that the energy dif-

ference between the neutral and zwitterionic forms is not very

large, and we must allow for the possibility that the protein

environment could shift the equilibrium in favor of an extended

neutral form. In the complexes with TetR, O2, and N1 are both

involved in hydrogen bonds with protein residues. Also, the

presence of a metal cation could change the balance between the

neutral and zwitterionic forms. In all, we consider four Tc states:

Figure 5. (A) Atomic charges in TcN. (B) Ring IV in TcN (left) and TcZ (right).
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neutral and zwitterionic, with and without bound Mg2þ. When

Mg2þ is bound, O6 is deprotonated. The four states are denoted:

TcN, TcZ, TcN:Mg2þ, and TcZ:Mg2þ.

Lennard-Jones Parameters and Atomic Partial
Charges: TcN and TcZ

For the neutral Tc form, the water positions employed are shown

in Figure 4. The ab initio optimal positions are compared to the

positions obtained at the end of the force field fitting. Table 3

summarizes the agreement for the interaction energies and geo-

metries. The ab initio data are ‘‘corrected’’ by energy scaling

and distance shifting, as described in Methods. The rms devia-

tion between the ab initio and force field data for interactions

with two degrees of freedom are 0.22 kcal/mol for the energies,

0.16 Å for the Tc-water distances, and 268 for the rocking angle.

The largest errors are 0.39 kcal/mol, 0.32 Å, and 778. The corre-

sponding force field parameters are listed in the Appendix (Ta-

ble A1). The charge distribution is represented in Figure 5A.

The initial guess was based on the CHARMM22 charges, in

cases where a very similar group existed, or the HF/6-31G(d)

Mulliken charges, in all other cases. The largest change between

the initial and final charges was 0.2e; the average unsigned

change was 0.12e.
In several cases, we optimized the supermolecular interaction

using just one degree of freedom (distance) for the water mole-

cule. Agreement with the quantum results was rather poor (Ta-

ble 3), whereas the same interaction gave good agreement when

two degrees of freedom were optimized (distance and rocking

angle; see Fig. 1B). In one case, for example, we obtained a mo-

lecular mechanics/ab initio difference of just 0.2 kcal/mol by

changing the rocking angle by only 28, whereas the nonopti-

mized angle gave an energy difference of 2.4 kcal/mol. Only the

results optimized with two degrees of freedom were used for pa-

rameter fitting.

Several chemical groups in Tc can be compared to groups

already present in the CHARMM22 force field. Thus, Tc con-

tains three methyl groups. CHARMM charges for methyl

groups in uncharged model compounds vary from �0.30e to

þ0.16e for the carbon and from 0.05e to 0.09e for the hydro-

gens. In the dimethylamine group in neutral Tc, the charges are

0.16e for the carbons and 0.02e for the hydrogens. For the

methyl attached to C8, the charges are �0.27e for the carbon

and 0.09e for the hydrogens, close to a typical CHARMM

methyl. For hydroxyl groups, CHARMM22 charges for the

oxygens are �0.54e in phenol and �0.66e in methanol, ethanol

and 2-propanol. In TcN, we have 5 hydroxyls, whose oxygen

charges vary from �0.475e to �0.530e, slightly less negative

than in the CHARMM22 force field. The CHARMM22

hydroxyl hydrogens have charges of 0.43e in methanol, etha-

nol, phenol, and 2-propanol. In TcN, the hydroxyl hydrogen

charges vary from 0.37e to 0.43e. Interestingly, the hydroxyls

in the CHARMM force field all have the same van der Waals

types. In our case, we changed the van der Waals types of

some hydroxyl hydrogens from the CHARMM22 values of e ¼
�0.046 kcal/mol and R/2 ¼ 0.224 Å to �0.050 kcal/mol and

0.76 Å (H6 and H13). The hydroxyl oxygen van der Waals

type was left the same as in CHARMM. Another small mole-

cule of interest is acetamide. In the CHARMM glutamine side-

chain, the hydrogens cis and trans to the oxygen have different

charges: 0.32e and 0.30e, respectively, while in the CHARMM

formamide, they have the same charge: 0.35e. In the Tc aceta-

mide group, we found that the best fit is obtained when the cis
hydrogen charge is 0.327e and the trans hydrogen charge is

0.317e. In general, the charges of the Tc acetamide group are

in good agreement with the CHARMM22 glutamine.

Finally, we consider the relation between phenol and the D

ring of TcN. The charges of C9 and C14 in Tc are equal to

�0.07e and �0.14e, respectively, compared to zero for the

corresponding atoms in CHARMM22 phenol. The H10 charge

is 0.37e, less than the CHARMM phenol hydrogen charge of

0.43e. In the CHARMM22 phenol, all the carbons (except the

one bonded to oxygen) have the same charge, and each car-

bon/hydrogen pair is neutral. In our study, we did not aim to

create neutral groups within the Tc molecule, and the D ring

carbon charges are all slightly different, ranging from �0.12e
for C11 (close to the CHARMM value of �0.115e) to

�0.165e for C12.

For the zwitterionic Tc form, the water positions are shown

in Figure 4. Table 4 summarizes the agreement for the interac-

tion energies and geometries. The rms deviation between the ab
initio and force field data are 0.23 kcal/mol for the energies,

0.16 Å for the Tc-water distances, and 78 for the rocking angle.

The largest errors are 0.31 kcal/mol, 0.34 Å, and 138. The corre-

sponding force field parameters are listed in the Appendix (Ta-

ble A2). The charge distribution is represented in Figure 5B. We

see that the transfer of a proton from O2 to N1 has made the N1

methyl groups more polar. The largest change between the TcN
charges and the final TcZ charges is 0.23e.

Intramolecular Parameters: TcN and TcZ

The intramolecular parameters are reported in Supplementary Ma-

terial, for both TcN and TcZ. The minimum energy bond lengths,

bond angles, and torsion angles were taken directly from the

Table 4. Interactions Between a Probe Water and Selected TcZ Sites.

Probe Site

Ab Initio/Force Field Results

Energy

(kcal/mol)

Energy

(kcal/mol)

Angle

(8)

C4-H1 4.7/4.5 2.2/2.5 154/145

N1-H11 7.3/7.0 3.0/3.0 166/163

C19-H14 5.7/5.5 2.2/2.3 136/137

C19-H15 6.2/5.9 2.1/2.2 124/121

C20-H18 2.0/2.2 2.3/2.4 131/131

C20-H19 5.5/5.5 2.2/2.3 50/149

C3-O2 5.3/5.5 1.8/1.9 55/65

C21-O8 9.2/9.4 1.8/1.7 �69/�56
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ab initio structures, optimized using the B3LYP/6-31G(d), hybrid,

Hartree–Fock/density functional theory. To derive the correspond-

ing force constants, the normal modes of vibration were computed

at the B3LYP/6-31G* level. Normal modes were also computed

with the force field model. Vibrational frequencies, rms atomic

fluctuations, and interatom pairwise correlations were derived. The

interatom pairwise correlation, for atoms i, j, is defined by hui �
uji, where ui represents the instantaneous displacement of atom i
from its mean position and the brackets represent a thermal aver-

age (an average over the normal mode spectrum, in this case).

Comparisons between the quantum mechanical and force field

results are given in Figures 6 and 7. Results are shown for both

TcN and TcZ. Agreement is generally quite good, especially for

the atoms of the main, four-ring Tc scaffold. The long-range

atomic pairwise correlations are also well reproduced, as are the

lowest vibrational frequencies. This shows that the overall plastic-

ity of Tc is reproduced, which is especially important for future

studies of protein binding.

The rms deviation between the ab initio minimized structure

and the force field minimized structure, after superposition of

Figure 6. Atomic rms fluctuations (Å) for TcN (above) and TcZ (below) from ab initio (solid line) and

force field (dashed line) models.
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the whole molecule, is 0.20/0.23 Å for the neutral/zwitterionic

forms of Tc, respectively. The rms deviation for individual

groups ranges from 0.13/0.14 Å for the D ring system (including

hydrogens) to 0.40/0.23 Å for the acetamide groups of TcN/TcZ.

To test the intramolecular energies further, we also computed

the energy variations when the TcN molecule is distorted along

the 10 lowest-frequency, ab initio normal modes. 150 structures

were produced (15 per normal mode); the corresponding ab ini-
tio energies were computed from the ab initio frequencies. The

B3LYP/6-31G* modes and frequencies were used (the frequen-

cies being scaled by 0.96; see Methods). The molecular mechan-

ics energies were computed for the same structures. The two sets

are in good agreement, as shown in Figure 8.

Tc� with Bound Mg2þ

The TcN:Mg2þ complex was modeled with four water molecules

coordinating Mg2þ, in addition to the water that is used to probe

Tc in the supermolecule calculations. The Tc oxygens O5 and

O6 also coordinate the cation, giving a standard, octahedral

coordination. Nine probe positions were considered, shown in

Figure 9. The ab initio and force field energies and geometries

Figure 7. Upper panel: Ab initio (grey) and force field (black) vibrational frequencies (cm�1). Lower

panel: Ab initio (solid line) and force field (dots) interatom correlations; arbitrary atom numbers.
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are given in Table 5. The atomic charges are shown in Figure

10. The rms deviations from the ab initio data are 0.65 kcal/mol

for the energies, 0.20 Å for the Tc-water distances, and 738 for

the angles. For two sites, the energy error is as large as 1 kcal/

mol. Thus, the interactions of a water with Tc-:Mg2þ cannot be

captured quite as accurately as the interactions with Tc alone.

The force field parameters are listed in the Appendix (Table

A3). Deprotonating O6 and introducing Mg2þ changes the Tc

charge distribution locally. O5, O6, and C16 are more negatively

charged, compared to TcN. The C16 charge has decreased from

0.09e in TcN to �0.50e in TcN:Mg2þ. C15 and C17 are more

positively charged in TcN:Mg2þ; the C17 charge has increased

by 0.46e. The charges of C1, O4, C12 and C13 are unchanged.

TcZ:Mg2þ was not modeled explicitly. Since the Mg2þ site is

distant from the O2-N1 region, we assume the TcZ:Mg2þ complex

can be modeled by combining the TcZ charges for region I and the

TcN:Mg2þ charges for region II (the regions are defined in Fig. 5).

Testing the Force Field

Tc Crystal Simulations

The CCDB crystal structures correspond to several Tc variants.

The most similar to the Tc of interest here (shown in Fig. 1), is

TETCYH01.20 This is an extended Tc in its zwitterionic form.

We therefore considered the TcZ molecule in the TETCYH01

crystal lattice. The unit cell contains four Tc molecules and 24

waters, allowing us to directly test the balance between Tc-water

and water-water interactions. There are no ions in the structure.

We performed both energy minimizations and MD simulations.

The only symmetry constraint was the orthogonal symmetry of

the P212121 crystal space group. The lattice parameters and the

internal organization of the unit cell were otherwise free to vary.

Figure 8. Ab initio and force field energies (kcal/mol) for 150 TcN
structures, corresponding to displacements along the 10 lowest ab initio
(B3LYP/6-31G*) normal modes. The dashed lines are 1 kcal/mol above

and below the diagonal.

Figure 9. Probe water positions around Tc:Mg2þ (stereo view). Ab initio (white) and force field

(black) positions. Tc atoms whose charges change upon Mg2þ binding are light-colored. Mg2þ is coor-

dinated by Tc O5 and O6 and by four waters.
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To compare the force field and the experimental structures, we

superimposed either an individual Tc molecule or the entire unit

cell on the experimental structure. By superimposing a single Tc

molecule, we measure the intramolecular deformations, which
are sensitive to the intramolecular Tc force field parameters. By

superimposing the whole unit cell, we measure intermolecular

rearrangements, which are sensitive to the Lennard-Jones param-

eters and the atomic charges. The rms deviations between the

force field data and the crystal data are given in Table 6. The

intramolecular rms deviations are between 0.17 Å and 0.27 Å,

demonstrating the quality of the geometrical force field parame-

ters. The rms deviation for the four Tc’s in the unit cell is 0.39

Å after energy minimization and 0.76 Å after 500 ps of molecu-

lar dynamics (rms averaged over the last 50 ps of dynamics).

Including the 24 waters and the four Tc’s, the rms deviation af-

ter MD is 2.7 Å. The MD lattice parameters are 12.00, 22.36,

and 9.86 Å, in good agreement with those in TETCYH01:

12.08, 21.58, 9.56 Å.

Figure 10. (A) Atomic charges of the Tc–:Mg2þ complex. O6 is

deprotonated. The first hydration sphere of the cation is explicitly

represented. (B) Atomic charges of TcN, for comparison.

Table 5. Interactions Between a Probe Water and Selected

TcZ
�:Mg2þ Sites.

Probe Site

Ab Initio/Force Field Results

Energy (kcal/mol) Distance (Å) Angle (8)

C15 1.4/1.5 2.7/2.6 156/173

C16 1.8/2.2 2.4/2.2 229/259

C14(B) 2.4/2.2 2.7/2.5 �142/�146

C14(F) 7.0/7.5 2.5/2.2 138/137

O5 3.6/2.8 2.1/2.2 101/118

O6 3.8/2.5 2.2/2.1 �117/�153

C17 1.2/1.5 2.7/2.4 173/�71

O4 3.4/4.4 1.9/1.9 140/�118

O7 2.2/2.2 2.1/2.0 64/�81

The C14 sites are in the front (F) and back (B) of the stereo Figure 5,

and above and below the plane of Fig. 1, respectively.

Table 6. Rms Deviations (Å) of Tc Structure in Different Environments.

Environment Moleculesa Minimized MD

Vacuum TcN 0.19 –

TcZ 0.17 –

Crystal TcZ 0.25 0.27

Four TcZ in unit cell 0.39 0.76

Tc and water in unit cell 2.87 2.71

TetR:TcN/TcZ:Mg2þ TcN/TcZ
a 0.24/0.26 0.27/0.28

TcN/TcZ
b – 0.53/0.68

Protein backbone – 0.68/0.81

Protein – 0.96/1.03

Deviations between the structure from the force field calculation and a

reference structure: the ab initio structure for the vacuum case; the TET-

CYH01 CCDB structure for the crystal case, and the PDB structure

2TRT for the TetR complex. For the TetR complex, the data correspond

to two of the five variants studied, which include either TcN or TcZ, and

to atoms in the inner 10 Å of the spherical simulation model. The results

are typical of all five model variants.
aAfter superimposing the Tc molecule on the crystal structure.
bAfter superimposing the protein backbone on the crystal structure.

Table 7. Free Energy Simulations Comparing Tc:Mg2þ and

Tc:Ca2þ Binding.

Medium

Direction of

Alchemical Mutation

Run DG Average DDG

Solution:Mg2þ Forward 51.00 51.42

Backward 49.83

Solution:Tc:Mg2þ Forward 50.41 50.76

Backward 51.10 0.34

Experimenta 0.16

Energies are in kcal/mol. DG corresponds to the alchemical mutation of

Mg2þ into Ca2þ ‘‘Forward’’ mutation runs transformMg2þ into Ca2þ; ‘‘back-
ward’’ runs transform Ca2þ into Mg2þ. A positive DDG corresponds to pref-

erential Mg2þ binding to Tc.
aWinfried Hinrichs, personal communication.
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Figure 11. (A) TcZ:TetR interactions in the best TcZ MD model. (B) TcN:TetR interactions in the best

TcN MD model.
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Ca2þ versus Mg2þ Binding: Free Energy Simulations

To compute the relative binding affinities of Ca2þ and Mg2þ for

Tc, we gradually mutated Mg2þ into Ca2þ, both in solution and

in complex with Tc (horizontal legs in Fig. 2). We used the

CHARMM22 force field parameters for Ca2þ and Mg2þ, the

TIP3P water model, and the Tc parameters derived here. The

CHARMM22 parameters reproduce the experimental solvation

free energies of both Ca2þ and Mg2þ.28,29

The experimental binding free energy difference between

Ca2þ and Mg2þ is only 0.2 kcal/mol, favoring Mg2þ. This

value results from a competition between several effects. Since

Ca2þ is larger than Mg2þ, it interacts more weakly with both

Tc and water. In addition, it polarizes Tc to a lesser extent

than Mg2þ does. A force field with fixed atomic charges, such

as the one developed here, cannot reproduce the polarization

effects without specific parameter adjustment. Thus, we used a

trial-and-error process to modify the Lennard-Jones interactions

between Tc and the two cations, and obtained the free energies

reported in Table 7. The final, computed, binding free energy

difference is 0.3 kcal/mol. The only parameter change that was

needed to obtain this fit was a decrease of the van der Waals

radius of the oxygens that bind to Mg2þ from 1.750 Å to

1.665 Å. The small magnitude of the parameter adjustment

that is needed provides evidence that the Tc force field is rea-

sonable.

Tc:Mg2þ:TetR Interactions: Molecular Dynamics Simulations

We also performed simulations of the Tc:TetR complex, using

five different model variants, for 5 ns each. We considered both

TcN and TcZ, along with two protonation states for His64 and

two starting orientations for Asn82. These two amino acids

interact directly with the Tc ligand, as schematized in Figure 11.

The protein was solvated by a 24 Å water sphere centered on

the Tc ligand, and more distant regions were modeled as a

dielectric continuum (see Methods).

We computed rms deviations from the crystal structure, after

energy minimization and after molecular dynamics, averaging

over the last 50 ps of 5 ns simulations (Table 6). We consider

here the best model variant with TcN and the best variant with

TcZ. By superimposing the Tc molecule on the crystal structure,

we obtain intramolecular Tc deformations of 0.27–0.28 Å, simi-

lar to the Tc crystal case above. Superimposing the protein

backbone on the crystal structure, we obtain Tc rms deviations

of 0.53/0.68 Å for TcN/TcZ, which correspond partly to an over-

all shift of the Tc molecule. The protein backbone rms devia-

tions are 0.68/0.81 Å for TcN/TcZ. The interactions between the

Tc molecule and the protein are well reproduced, indicating that

the Tc shift is accompanied by a corresponding shift of the pro-

tein environment. Indeed, the main Tc-protein interactions are

schematized in Figure 11; they involve His64, Asn82, Phe86,

Arg104, Val113, and Gln116. In the best model variant, eight

out of nine contacts with these groups are reproduced to within

less than 0.5 Å (usually less than 0.3 Å), after 5 ns of MD.

Thus, the MD model is similar to other good quality, current,

protein simulations.

Conclusions

Despite its importance, Tc has only recently been the object of

theoretical studies.5,6 In this work, we developed a molecular

mechanics force field for Tc that is compatible with the

CHARMM22 force field for proteins and nucleic acids. Our

method for developing the force field is consistent with the

CHARMM22 methodology, but presents also some specific

aspects. First, we did not simplify the parameterization by break-

ing Tc down into smaller fragments, which would then be para-

meterized separately. Rather, the whole Tc molecule was treated

together. This was due to the fused ring structure of Tc, which

makes it hard to split it into smaller pieces. Second, we consid-

ered a probe water molecule with two degrees of freedom,

instead of one in some of the CHARMM22 development.7,8 This

led to a good balance between the quality of interaction energies

and geometries. Third, we proceeded in two steps, parameteriz-

ing Tc alone and then introducing the Mg2þ cation. To obtain a

reasonable model using fixed atomic charges, we explicitly

included the first hydration sphere of the cation. Our model

makes no attempt to describe hydration/dehydration of the Mg2þ

cation.

To check the validity of the model, we performed molecular

dynamics simulations in several environments, including simula-

tions of Tc complexed with the TetR protein. Because protein

crystal structures do not ordinarily reveal the positions of hydro-

gen atoms, there are uncertainties about the Tc tautomeric form

and the orientation of nearby histidine and asparagine sidechains

that make direct interactions with Tc. Therefore, we considered

five different variants of the system. All five simulations led to

reasonable agreement with experiment for the structure of the

Tc:TetR complex. Overall, the force field model shows good

agreement with a wide range of experimental and ab initio data,

showing that it is suitable for the investigation of Tc:protein and

Tc:RNA complexes. It also provides a starting point to parame-

terize other compounds from the large and important Tc family.
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Appendix: Force Field Parameters

The CHARMM22 magnesium parameters are: Q ¼ þ2; e ¼
�0.0150 kcal/mol; R/2 ¼ 1.18500 Å. The other force field

parameters are listed in Tables A1–A3 and in Supplementary

Material.
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Table A1. Charges Q and van der Waals Parameters ", R for TcN.

N Atom Q " R/2

1 C1 0.450 �0.070 2.000

2 N1 �0.462 �0.200 1.850

3 O1 �0.412 �0.120 1.700

4 C2 �0.040 �0.040 1.960

5 N2 �0.660 �0.200 1.850

6 O2 �0.475 �0.152 1.770

7 C3 0.100 �0.040 1.960

8 O3 �0.530 �0.152 1.770

9 C4 �0.020 �0.080 2.060

10 O4 �0.490 �0.152 1.770

11 C5 �0.090 �0.080 2.060

12 O5 �0.480 �0.120 1.700

13 C6 �0.140 �0.080 2.060

14 O6 �0.485 �0.152 1.770

15 C7 �0.065 �0.080 2.060

16 O7 �0.520 �0.152 1.770

17 C8 0.100 �0.080 2.060

18 O8 �0.530 �0.120 1.700

19 C9 �0.007 �0.070 1.993

20 C10 �0.155 �0.070 1.993

21 C11 �0.120 �0.070 1.993

22 C12 �0.165 �0.070 1.993

23 C13 0.090 �0.070 1.993

24 C14 �0.140 �0.070 1.993

25 C15 0.390 �0.070 2.000

26 C16 0.090 �0.040 1.960

27 C17 0.065 �0.040 1.960

28 C18 0.090 �0.080 2.060

29 C19 0.159 �0.080 2.060

30 C20 0.159 �0.080 2.060

31 C21 0.540 �0.070 2.000

32 C22 �0.270 �0.080 2.060

33 H1 0.192 �0.042 1.330

34 H2 0.090 �0.042 1.330

35 H3 0.075 �0.042 1.330

36 H4 0.065 �0.042 1.330

37 H5 0.065 �0.042 1.330

38 H6 0.430 �0.050 0.760

39 H7 0.125 �0.030 1.278

40 H8 0.195 �0.030 1.278

41 H9 0.130 �0.030 1.278

42 H10 0.370 �0.046 0.225

43 H11 0.395 �0.046 0.225

44 H12 0.420 �0.046 0.225

45 H13 0.430 �0.050 0.760

46 H14 0.020 �0.039 1.210

47 H15 0.020 �0.039 1.210

48 H16 0.020 �0.039 1.210

49 H17 0.020 �0.039 1.210

50 H18 0.020 �0.039 1.210

51 H19 0.020 �0.039 1.210

52 H20 0.320 �0.046 0.225

53 H21 0.330 �0.046 0.225

54 H22 0.090 �0.042 1.330

55 H23 0.090 �0.042 1.330

56 H24 0.090 �0.042 1.330

Units of e, kcal/mol and Å.

Table A2. Charges Q and van der Waals Parameters ", R for TcZ.

N Atom Q " R/2

1 C1 0.450 �0.070 2.000

2 N1 �0.338 �0.200 1.850

3 O1 �0.412 �0.120 1.700

4 C2 �0.040 �0.040 1.960

5 N2 �0.660 �0.200 1.850

6 O2 �0.500 �0.179 1.850

7 C3 0.119 �0.040 1.960

8 O3 �0.530 �0.152 1.770

9 C4 �0.247 �0.080 2.060

10 O4 �0.490 �0.152 1.770

11 C5 �0.090 �0.080 2.060

12 O5 �0.480 �0.120 1.700

13 C6 �0.140 �0.080 2.060

14 O6 �0.485 �0.152 1.770

15 C7 �0.065 �0.080 2.060

16 O7 �0.520 �0.152 1.770

17 C8 0.100 �0.080 2.060

18 O8 �0.610 �0.120 1.700

19 C9 �0.007 �0.070 1.993

20 C10 �0.155 �0.070 1.993

21 C11 �0.120 �0.070 1.993

22 C12 �0.165 �0.070 1.993

23 C13 0.090 �0.070 1.993

24 C14 �0.140 �0.070 1.993

25 C15 0.390 �0.070 2.000

26 C16 0.090 �0.040 1.960

27 C17 0.065 �0.040 1.960

28 C18 0.090 �0.080 2.060

29 C19 0.118 �0.080 2.060

30 C20 0.118 �0.080 2.060

31 C21 0.520 �0.070 2.000

32 C22 �0.270 �0.080 2.060

33 H1 0.272 �0.042 1.330

34 H2 0.090 �0.042 1.330

35 H3 0.075 �0.042 1.330

36 H4 0.065 �0.042 1.330

37 H5 0.065 �0.042 1.330

38 H6 0.430 �0.050 0.760

39 H7 0.125 �0.030 1.278

40 H8 0.195 �0.030 1.278

41 H9 0.130 �0.030 1.278

42 H10 0.370 �0.046 0.225

43 H11 0.334 �0.046 0.225

44 H12 0.420 �0.046 0.225

45 H13 0.430 �0.050 0.760

46 H14 0.066 �0.023 0.990

47 H15 0.066 �0.023 0.990

48 H16 0.066 �0.023 0.990

49 H17 0.066 �0.023 0.990

50 H18 0.066 �0.023 0.990

51 H19 0.066 �0.023 0.990

52 H20 0.320 �0.046 0.225

53 H21 0.330 �0.046 0.225

54 H22 0.090 �0.042 1.330

55 H23 0.090 �0.042 1.330

56 H24 0.090 �0.042 1.330

Units of e, kcal/mol and Å.
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2 N1 �0.465 �0.200 1.850

3 O1 �0.515 �0.120 1.700
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10 O4 �0.493 �0.152 1.770

11 C5 �0.093 �0.080 2.060

12 O5 �0.795 �0.136 1.665

13 C6 �0.143 �0.080 2.060

14 O6 �0.837 �0.136 1.665

15 C7 �0.068 �0.080 2.060

16 O7 �0.523 �0.152 1.770

17 C8 0.097 �0.080 2.060

18 O8 �0.533 �0.120 1.700

19 C9 �0.010 �0.070 1.982

20 C10 �0.158 �0.070 1.982

21 C11 �0.123 �0.070 1.982

22 C12 �0.168 �0.070 1.982

23 C13 0.087 �0.070 1.982

24 C14 �0.001 �0.070 1.982

25 C15 0.655 �0.070 2.000

26 C16 �0.502 �0.040 1.960

27 C17 0.534 �0.040 1.960

28 C18 0.139 �0.080 2.060

29 C19 0.155 �0.080 2.060

30 C20 0.155 �0.080 2.060

31 C21 0.537 �0.070 2.000

32 C22 �0.273 �0.080 2.060

33 H1 0.189 �0.042 1.330

34 H2 0.087 �0.042 1.330

35 H3 0.072 �0.042 1.330

36 H4 0.062 �0.042 1.330

37 H5 0.062 �0.042 1.330

38 H6 0.427 �0.050 0.760

39 H7 0.122 �0.030 1.278

40 H8 0.192 �0.030 1.278

41 H9 0.127 �0.030 1.278

42 H10 0.367 �0.046 0.225

43 H11 0.392 �0.046 0.225

44 H13 0.427 �0.050 0.760

45 H14 0.017 �0.039 1.210

46 H15 0.017 �0.039 1.210

47 H16 0.017 �0.039 1.210

48 H17 0.017 �0.039 1.210

49 H18 0.017 �0.039 1.210

50 H19 0.017 �0.039 1.210

51 H20 0.317 �0.046 0.225

52 H21 0.327 �0.046 0.225

53 H22 0.087 �0.042 1.330

54 H23 0.087 �0.042 1.330

55 H24 0.087 �0.042 1.330

Units of e, kcal/mol and Å.
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Abstract

Tetracyclines (Tcs) are an important family of antibiotics that bind to the ribosome and

several proteins. To model Tc interactions with protein and RNA, we have developed

a molecular mechanics force field for 12 tetracyclines, consistent with the CHARMM

force field. We considered each Tc variant in its zwitterionic tautomer, with and with-

out a bound Mg2+. We used structures from the Cambridge Crystallographic Data

Base to identify the conformations likely to be present in solution and in biomolecular

complexes. A conformational search by simulated annealing was undertaken, using the

MM3 force field, for tetracycline, anhydrotetracycline, doxycycline and tigecycline. Re-

sulting, low-energy structures were optimized with an ab initio method. We found that

Tc and its analogs all adopt an extended conformation in the zwitterionic tautomer and

a twisted one in the neutral tautomer, and the zwitterionic-extended state is the most

stable in solution. Intermolecular force field parameters were derived from a standard

supermolecule: we considered the ab initio energies and geometries of a water molecule

interacting with each Tc analog at several different positions. The final, rms deviation

between the ab initio and force field energies, averaged over all forms, was 0.35 kcal/mol.

Intramolecular parameters were adopted from either the standard CHARMM force field,

the ab initio structure, or the earlier, plain Tc force field. The model reproduces the

ab initio geometry and flexibility of each Tc. As tests, we describe MD and free energy

simulations of a solvated complex between three Tcs and the Tet repressor protein.
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1 Introduction

Tetracycline (Tc) is one of the most important antibiotics in use today [13]. Several

thousand varieties have been synthesized; just a few can be used as broad spectrum

antibiotics for both humans and livestock. The most common bacteriostatic action of

Tc is to inactivate the bacterial ribosome, so that protein biosynthesis is interrupted and

the bacteria die. The most common mechanism of resistance in gram negative bacteria

is mediated by the membrane protein TetA, which exports Tc out of the bacterial cell

before it can attack its target, the ribosome. The expression of TetA is tightly regulated

by the homodimeric Tet repressor (TetR), which binds specifically to operator DNA,

upstream of the tetA gene. When Tc diffuses into the cell, it is negatively charged,

having released a proton, and chelated to form a Tc−:Mg2+ complex. It is the Tc−:Mg2+

complex that binds to TetR, inducing conformational changes that sharply reduce the

affinity of TetR for the DNA [34]. TetR is then released from the DNA and expression of

TetA can proceed, conferring resistance on the bacterial cells. Resistance can also arise

through mutations in the bacterial ribosome [33, 30].

It is thus of interest to increase our understanding of both Tc:TetR and Tc:ribosome

binding. Crystal structures of TetR and TetR:DNA complexes have provided essential

information [34], and structures of the 30S ribosome with and without Tc were recently

determined [9]. A complementary approach is to develop computer simulation mod-

els, which can be used to investigate the structure, dynamics, and thermodynamics of

Tc:protein or Tc:ribosome complexes. Recently, we have developed a molecular mechan-

ics model for Tc (“plain” tetracycline) [3] and used it to study Tc:TetR binding [2, 1],

as well as Tc:ribosome binding [4].

Tcs are fairly rigid, and they exist in two main conformations: the so-called twisted

and extended conformations, characterized by the orientation of the main rings, A–D, of

the four-ring Tc scaffold (Fig. 1). All the PDB complexes involve extended Tc. Tc also

has several probable protonational states at neutral pH. The “neutral” state, TcN , and

the “zwitterionic” state, TcZ , are shown in Fig. 1. They differ by the transfer of a proton

from the O2H2 hydroxyl to N1 of the nearby dimethyl-ammonium group. From the PDB

structures, Mg2+ is known to bind to Tc between O5 and O6. When it binds, the H6

proton is released, giving a Tc−:Mg2+ complex. We found that tetracycline prefers an

extended, zwitterionic state both in solution and in complex with the TetR protein [2],

the elongation factor EF-Tu (AA & TS, unpublished results) and the ribosome [4]. Tc
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is thus preorganized for binding.

Figure 1: Upper left: extended conformation of tetracycline; upper right: twisted con-

formation. Lower left: zwitterionic tautomer, TcZ ; O2 is deprotonated and N1 is proto-

nated. Lower right: neutral tautomer, TcN ; O2 is protonated and N1 is deprotonated.

Several studies have explored the Tc conformational space [29, 27]. Clark and cowork-

ers used quantum mechanical, Density Functional Theory (DFT) to investigate the con-

formations of neutral tetracycline (TcN ) and anhydrotetracycline (aTc) in aqueous solu-

tion. They found that the extended TcN conformation is about 3 kcal/mol more stable

than the twisted one, and the energetic preference for the extended conformation is a

solvent effect. For aTc, solvent contributions make the neutral form (in its extended con-

formation) more favorable than the zwitterionic aTc. For non-ionized aTc, the twisted

conformation is the most stable in water at 298 K. Thus, aTc is predicted to adopt the
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twisted conformation in its neutral form in solution, and the extended conformation in

its zwitterionic form.

Here, we perform a similar conformational analysis for anhydrotetracycline, doxy-

cycline, 4-dedimethylamino-tetracycline and tigecycline. The conformational searches

were done by molecular dynamics and simulated annealing, using the MM3 force field.

Clustering of the resulting conformations led to several low energy structures that were

further optimized with an ab initio, quantum mechanical model. We find that in solu-

tion, all four tetracyclines adopt the extended conformation and the three that have a

4-dimethylamino group are in the zwitterionic state (all but 4-ddma-Tc; see abbrevia-

tions in Fig. 2). In vacuum, the most stable conformation is twisted, and the tetracyclines

having a 4-dimethylamino group are in the neutral tautomer. Thus the presence of the

4-dimethylamino does not change the conformation of the Tcs in vacuum or aqueous

solvent, but it changes the protonation state of the 4-hydroxy group in solvent from

protonated in 4-ddma-Tc to deprotonated, as in doxycycline.
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Figure 2: Structures of the 12 tetracycline variants studied here.
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Next, we report a force field model for 12 Tcs (including plain Tc, whose force field was

described earlier [3]); see Fig. 2. The force field is developed so as to be compatible with

the CHARMM27 force field for proteins and nucleic acids [25, 26], and with the TIP3P

water model [20]. The 11 tetracycline analogs considered (in addition to plain Tc) are:

4-dedimethylamino-Tc, doxycycline (6-deoxy-5-hydroxy-Tc), 6-demethyl-Tc, 6-deoxy-6-

demethyl-Tc, 6-methylene-5-hydroxy-Tc, 7-chloro-Tc, 9-amino-6-deoxy-6-demethyl-Tc,

anhydrotetracycline, 2-nitrilo-Tc, minocycline and tigecycline. Chlorotetracycline and

oxytetracycline were the first members of the Tc group to be discovered, in the late 1940s.

Other tetracyclines were identified later, either as naturally occurring molecules, like

tetracycline, or as products of semisynthetic approaches, like doxycycline and minocy-

cline. Tigecycline belongs to the most recently discovered semisynthetic group, referred

to as glycylcyclines. Anhydrotetracycline belongs to the group of atypical tetracyclines,

which exhibit a different structure-activity relationship from the majority of tetracy-

clines. They appear to directly perturb the bacterial cytoplasmic membrane, leading to

a bactericidal response. 4-dedimethylamino-Tc is exceptional among all considered Tc

variants: it is ineffective against Gram-negative bacteria and is devoid of activity in vivo

against Gram-positive strains [16].

For each Tc variant, force field parameters were developed for the most important pro-

tonation and complexation states at neutral pH: TcZ (zwitterionic Tc) and the Tc−Z :Mg2+

complex. We only considered the extended conformation, which is found in all 13 PDB

structures involving Tcs. Structures were taken from the conformational analysis de-

scribed above. Atomic charges were derived from a supermolecule, ab initio approach;

Lennard-Jones parameters were adopted from the CHARMM27 force field [25, 26, 14].

Charges developed previously for plain Tc [3] were used as an initial guess for the other

Tc variants. We considered the ab initio energies and geometries of a water molecule

interacting with each Tc at a few, selected positions. This supermolecule approach is

known to give a good balance between solute–water and water–water interactions in the

force field [25, 26]. Good agreement was obtained between the ab initio and force field

data (rms deviation for the energies of 0.35 kcal/mol). The model also reproduces well

the ab initio geometry and flexibility of each Tc. With this model, we could reproduce

experimental binding free energy differences between tetracycline and several analogs

binding to the Tet repressor (see below) and to the ribosome [4]. The model should

thus be suitable to investigate the interactions of tetracycline analogs with proteins and

RNA, and particularly the Tc:TetR and Tc:ribosome complexes that are important for
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drug design.

In the following sections, we present our Computational Methods, Results, and Con-

clusions.

2 Computational Methods

2.1 Experimental tetracycline structures

We searched the 2006 release of the Cambridge Crystallographic Data Bank (CCDB) and

retrieved 21 crystal structures of tetracyclines (Tc). We also retrieved 6 crystal structures

from the Protein Data Bank, corresponding to complexes between a tetracycline and a

Tet repressor protein. Based on these structures, we considered two main protonation

states of Tc and its analogs: a “neutral” tautomer, TcN , and a “zwitterionic” tautomer,

TcZ , schematized in Fig. 1. The structures can also be grouped into two conformational

families, called the “extended” and “twisted” conformations, respectively (Fig. 1).

2.2 Conformational searching with simulated annealing

The MM3 force field [6] and the TINKER program [32] were used to do molecular dy-

namics and simulated annealing of (plain) tetracycline, doxycycline, anhydrotetracycline

and tigecycline molecules. The temperature was varied from 1200 to 0 K over a period of

50 ns. Conformations were drawn from the trajectory every 5 ps and quenched by energy

minimization. Clustering was performed with the CHARMM program [10], using the

ART-2 algorithm [12] and a 10◦ threshold for the distances between clusters, measured

in the torsion angle space corresponding to the nonhydrogen ring atoms. This led to

a total of 50 clusters. 10 structures were retained, corresponding to the cluster centers

with the lowest energies. These structures were further optimized quantum mechanically

at the B3LYP/6-31G(d) level.

2.3 Solution free energies: ab initio calculations

We used quantum mechanical density functional methods to compute the free energy

difference between TcN and TcZ in solution. We used the B3LYP hybrid functional

[7, 23] and the 6-31G* basis set [18]. Geometries were fully optimized with the Gaus-

sian03 program [15]. Single-point energy calculations on the optimized structures were
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performed using a dielectric continuum representation of aqueous solvent, through the

polarizable continuum model (PCM) [43], and using the MP2 method to account for

electron correlation [42].

2.4 Optimization of the intermolecular force field parameters

We adopt a force field of the CHARMM22 form [25], which will later be used to sim-

ulate complexes between Tc analogs and proteins or RNA in aqueous solution. The

intermolecular energy terms are Lennard-Jones and Coulomb terms. In accord with the

development of the CHARMM22 force field, we rely on supermolecule, quantum me-

chanical calculations on complexes between a Tc variant and a single water molecule.

The position of the water is varied around the Tc, primarily at sites involving hydrogen-

bonding interactions with polar Tc atoms. The geometry of the Tc variant was either

taken from the conformational search, above, or constructed from plain Tc and opti-

mized at the B3LYP/6-31G* level. For the force field calculations, the water geometry

was taken from the TIP3P model [20].

Each supermolecule structure was optimized at the HF/6-31G(d) level by varying

the interaction distance and a single angle, to find the local minimum for the water

position. From the resulting optimal structure, the interaction energy was calculated.

No correction for basis set superposition error was made. The ab initio interaction

energies were scaled by a factor of 1.16. This factor leads to good agreement between

the HF/6-31G(d) Hamiltonian and the TIP3P model for the energy of a water dimer

[24]. Applying the same factor to the Tc-water energies should thus lead to a force

field with a correct balance between the Tc-water and water-water interactions. Also, to

compensate for overestimated interaction distances with the Hartree-Fock model (due to

neglected electron correlation), the ab initio interaction distances were reduced by 0.2 Å

[25].

The force field parameters were then adjusted to reproduce these “corrected” ab initio

interaction energies and water positions. Initial partial charges were obtained from a

Mulliken population analysis of the HF/6-31G(d) wavefunction and were compared with

charges of similar molecules for which CHARMM parameters are known. Lennard-Jones

parameters were adapted from the CHARMM27 force field for similar chemical groups.

The parameters optimized for the zwitterionic form of Tc [3] served as an additional

guide for the Tc analogs. A few water positions were considered in regions of the Tc

variant that differ from plain Tc. Indeed, the differences between Tc and its analogs
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are fairly local, so we could usually concentrate on one portion of each Tc variant. For

tigecycline and anhydrotetracycline, the molecular differences are greater, so that more

water positions were considered: 12 and 17 positions, respectively. We optimized the

interaction distance and one angle, corresponding to a rocking of the water around the

water–Tc axis. The (corrected) ab initio data were then fitted by varying manually

the Tc charges. This involved reoptimizing the Tc-water distance and angle after each

parameter change.

2.5 Testing intramolecular force field parameters

In a force field treatment, the intramolecular geometry is mainly determined by the

minimum energy values of the bond length and bond angle terms, and by the phase and

multiplicity of the dihedrals. These parameters were optimized for plain Tc previously

[3]. The Tc analogs considered here can be obtained from plain Tc by fairly local

modifications; for example, we get 6-deoxy-6-demethyl-Tc by changing two hydroxyl and

methyl groups of Tc into two hydrogens. Since 6-hydrogens are analogous to hydrogens

at position 5 in Tc, parameters of 5-hydrogens in plain Tc can be transferred to the

new atoms. Thus, intramolecular parameters were adopted either from the standard

CHARMM force field for proteins and nucleic acids or from the plain Tc force field. As

a further test, ab initio normal modes were computed and compared to the molecular

mechanics modes. The B3LYP/6-31G(d) ab initio frequencies were scaled by 0.96, since

this factor has been found to give good results in other studies of organic molecules [31].

2.6 Protein simulations

MD simulations were performed for Tc and two variants bound to the class D Tet Re-

pressor (TetR). The crystal structure of TetR, complexed with two tetracyclines, was

taken from the PDB [19]. A Tc analog was superimposed on each Tc, based on carbon

atoms of the main ring system, and Tc was removed. The simulations included protein

residues within a 24 Å sphere, centered on the Mg2+ ion of one of the two Tc:Mg2+ com-

plexes bound to the protein. Hydrogens were constructed with ideal stereochemistry. In

addition to crystal waters, a 24 Å sphere of water was overlaid and waters that over-

lapped protein, crystal waters, Tc, or Mg2+ were removed. Protein atoms between 20

Å and 24 Å from the sphere’s center were harmonically restrained to their experimental

positions, while protein residues beyond 23.5 Å had their charges switched off. Simu-
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lations of the protein system were performed with the SSBP solvent model [8], which

treats the region outside the 24 Å sphere as a uniform dielectric continuum (see above),

with a dielectric constant of eighty. This is reasonable, since most of the outer region

is water. Newtonian dynamics were used for the innermost region, within 20 Å of the

sphere’s center; Langevin dynamics were used for the outer part of the sphere, referred

to as the buffer region. We used a two femtosecond timestep and a bath temperature of

292 K. The CHARMM22 forcefield was used for the protein [25]. The TIP3P model was

used for water [20].

2.7 Tc vs. dTc and 7ClTc binding to TetR: free energy simu-

lations

To compare TetR binding by Tc and an analog (dTc or 7ClTc), we use the MD free

energy, or MDFE method [11, 36]. It relies on the thermodynamic cycle in Figure 3.

TetR:Tc-:Mg2+ TetR:dTc-:Mg2+

Solution·Tc-:Mg2+ Solution·dTc-:Mg2+

Figure 3: Thermodynamic cycle for TetR:Tc binding. Vertical legs represent Tc and

dTc binding/dissociation; horizontal legs represent the alchemical transformation of Tc

into dTc in solution (below) or in the solvated TetR:Tc complex (above).

We perform MD simulations of the horizontal legs, which correspond to the reversible,

alchemical transformation of one ligand into the other, either in solution, or in complex
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with TetR. The corresponding work is derived from a thermodynamic integration for-

mula, below (Eq. 2) [35]. To simulate the two legs of the thermodynamic cycle, we

considered two systems: the Tc−:Mg2+ complex in the center of a water sphere with

a 24 Å radius, and the same sphere containing Tc−:Mg2+ bound to TetR(D). Protein

groups outside this sphere were deleted and replaced by dielectric continuum solvent (see

below). In each system, the energy function can be expressed as a linear combination of

Tc and dTc (or 7ClTc) terms:

U(λ) = U0 + (1− λ) U(Tc) + λ U(dTc)) (1)

where λ is a “coupling parameter” and U0 represents interactions between parts of the

system other than the ligand. The free energy derivative with respect to λ has the form:

∂G

∂λ
(λ) = 〈U(dTc)− U(Tc)〉λ (2)

where the brackets 〈〉λ indicate an average over an MD trajectory with the energy func-

tion U(λ) [35]. We gradually mutated Tc into dTc by changing λ from zero to one. The

successive values used were: 0.001, 0.01, 0.05, 0.1, 0.2, 0.4, 0.6, 0.8, 0.9, 0.95, 0.99, and

0.999. The free energy derivatives were computed at each λ value from a 100 ps MD

simulation; the last 80 ps were used for averaging. The total mutation run thus corre-

sponded to 1.2 ns. We performed two runs: forward (from λ = 0 to 1) and backward

(from λ = 1 to 0). The ion position was harmonically restrained at the center of the

water sphere with a force constant of 2 kcal/mol/Å2. This restraint does not affect the

free energy, since its contribution cancels between the two legs. We used the “Spherical

Solvent Boundary Potential”, or SSBP solvent model, which treats the region outside the

24 Å sphere as a uniform dielectric continuum with a dielectric constant of 80 [8], thus

neglecting distant protein groups and simulating a bulk solution. The position of the di-

electric boundary between the inner sphere and the outer continuum was determined “on

the fly”, by the position of the outermost water molecule. A multipolar expansion with

20 terms was used to approximate the reaction field due to the surrounding continuum.

Electrostatic interactions between atoms within the sphere were computed without any

cutoff, using a multipole approximation for distant groups [39].
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3 Results

3.1 Protonation states and conformations of tetracycline vari-

ants

3.1.1 Protonation states and conformations in the CCDB and the PDB

Based on the CCDB structures, we previously showed that in plain Tc, O5 is always

deprotonated, while O4 and O6 are always protonated [3]. None of the CCDB structures

include a metal cation bound in this region. We assume that when Mg2+ binds between

O5 and O6, as seen in the PDB structures, O6 will become deprotonated and Tc will be

negatively charged. For the O2/N1 region, we find a mixture of neutral and zwitterionic

tautomers in the CCDB. From the observed bond lengths, we can infer that 13 structures

are zwitterionic, and all of these are in the twisted conformation. Six structures are

neutral, and all of them are in the extended conformation.

In the experimental PDB structures, the limited experimental resolution does not

allow the protonation state to be inferred. Only the extended Tc conformation is found.

In our previous study [2] we showed by MD free energy methods that Tc bound to

TetR is in its zwitterionic state. In the ribosome [4] and elongation factor Tu (AA & TS,

unpublished results), tetracycline was also found in its zwitterionic form, suggesting that

only this, zwitterionic–extended form of tetracycline is relevant in biological complexes.

3.1.2 Simulated annealing conformational search and ab initio optimizations

In this study, the conformation search performed earlier for plain Tc was extended to

three Tc analogs in two tautomeric states: neutral and zwitterionic. Simulated annealing

with the MM3 force field was followed by conformational clustering. Using a 10◦ thresh-

old distance between cluster centers, computed from the dihedral angles of the main

rings, in combination with all possible orientation of hydroxyl hydrogens, we obtained

around 50 clusters. The ten lowest-energy structures in the twisted and extended con-

formation (each) were optimized quantum mechanically, at the B3LYP/6-31G(d) level.

It is known that substitutions at the 4-dimethylamino position invariably reduce

antibacterial activity [13], thus it is of general interest to investigate the structure of

this group in solvent. We find that the 4-dimethylamino moiety adopts preferentially

one of two conformations: one where it makes a hydrogen bond to oxygen O7, and one

where it makes a hydrogen bond to the hydroxyl group at position 3. The rms deviations
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(RMSD) between the lowest energy structures corresponding to the two orientations of

the 4-dimethylamino group and the experimental structures are summarized in Table

1. In the Tet Repressor, the ribosome, and Elongation Factor Tu, the 4-dimethylamino

group points towards the hydroxyl group at position 3, while in the TtgR protein, which

belongs to the TetR family [5], the 4-dimethylamino group interacts with oxygen O7.

Table 1: Rms deviations (Å) between experimental and ab initio Tc structures

structure TetRa TTGRb Ribosomec Ef-Tud

SO7
e 0.8 0.4 0.9/1.0 0.6

SO2
e 0.3 0.6 0.4/0.6 0.5

TetR – 0.7 0.4/0.5 0.5

TTGR 0.7 – 0.7/0.8 0.5

Ribosome1 0.4 0.7 –/0.4 0.6

Ribosome2 0.5 0.8 0.4/– 0.8

Ef-Tu 0.5 0.5 0.6/0.8 –

Deviations are computed for the non-hydrogen atoms of

Tc. The lowest values for each column are in bold face.
aPDB code 2TRT [19]. bPDB code 2UXO [5]. cPDB

code 1HNW [9] (there are two bound Tc molecules in

the structure). dPDB code 2HCJ [17]. eThe two low-

est energy structures of tetracycline in its zwitterionic-

extended conformation found in this work. In SO7, O7

makes a hydrogen bond with the 4-amino hydrogen. In

SO2, the 4-amino hydrogen interacts with the oxygen

O2.

The energies of the most stable structures are shown in Table 2. For all three Tc

analogs that have a 4-dimethyl group, the most stable conformation in vacuum is neutral–

twisted, while in solution it is zwitterionic–extended. In solution, all the neutral Tcs

are in the twisted conformation and all the zwitterionic Tcs are in the extended one,

consistent with the structures found in the CCDB (see above).
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Table 2: Results of the conformation analysis for tetracycline and its analogs

Solute Solvent Relative

Tc analog tautomer conformationa energyb contributionc energy

4-dedimethylamino-Tc neutral extended 0.0 0.0 0.0

twisted -0.2 2.3 2.1

plain Tc neutral extended -13.5 19.3 5.8

twisted -18.3 22.4 4.1

zwitterionic extended 0.0 0.0 0.0

twisted 0.4 2.1 2.5

anhydro-Tc neutral extended -11.3 18.3 6.9

twisted -18.4 19.6 1.2

zwitterionic extended 0.0 0.0 0.0

twisted -6.4 11.7 5.3

doxycycline neutral extended -11.0 18.7 7.7

twisted -21.6 25.2 3.6

zwitterionic extended 0.0 0.0 0.0

twisted -0.4 3.6 3.2

Energies (kcal/mol) are given for the lowest energy structures for each tautomer. aRefers

to the two main classes of Tc conformations. bCalculated by the MP2/6-31G* method in

vacuum. cContribution from dielectric continuum solvent.

For 4-dedimethylamino-Tc, the twisted conformation is the most favorable in vacuum,

while in solution, the extended conformation is more favorable. Thus, in solution, the

4-dimethyl amino group does not change the Tc conformation (extended) but it changes

the protonation state of O4 to deprotonated. This can have a dramatic affect on the

binding of Tc to TetR, since Tc makes important interactions with His64, Gln116 and

Asn82 of TetR via the O4 hydroxy group. Indeed, it was found experimentally that

4-ddma-Tc does not bind to TetR of class B [22]. It probably does not bind to TetRs

of other classes, since His64, Gln116 and Asn82 are strictly conserved among all TetR

classes [1].
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3.1.3 Protonation states of 9-amino-6-deoxy-6-demethyl-Tc

The experimental pKa’s of 2-aminophenol are 9.99 and 4.86 for the 1-hydroxyl and 2-

amino groups, respectively [37]. The pKa of the hydroxyl group is thus close to the

pKa of the hydroxyl group in phenol, 9.95 pH units. The low pKa of the amino group

of 2-aminophenol suggests that the 9-amino group in 9-amino-6-deoxy-6-demethyl-Tc is

deprotonated. In its complex with Mg2+, electrostatic interactions between the 9-amino

group and the Mg2+ ion can only decrease its pKa further.

3.1.4 Protonation states of minocycline

The experimental pKa’s of 4-dimethylaminophenol are 6.15 and 10.1 for the amino and

hydroxy groups, respectively [28]. The 4-dimethylamino substitute thus does not have

a strong influence on the pKa of the hydroxyl group, whose pKa in plain phenol is

9.95. The pKa of the amino group is slightly lower than the physiological pH. Thus, the

7-dimethylamino group in minocycline is probably in its neutral state.

3.1.5 Protonation states of tigecycline

Tigecycline can be obtained from minocycline by attaching a t-butylglycylamido group

at position 9. The carbonyl oxygen is deprotonated because of the lower pKa of the

acetamide oxygen [40]. The pKa of dimethylamine is 10.7 for the second hydrogen of

the amine nitrogen [40], suggesting that the long 9-substitute has a positive charge on

the nitrogen. The distance between the positively-charged amine group of tigecycline

and the Mg2+ ion is more than 8 Å when this compound is simulated in solvent (not

shown), suggesting that it has a small influence on Mg2+ binding. The unique feature

of glycylcyclines (including tigecycline) is their ability to overcome both the ribosomal

protection and the efflux resistance mechanisms associated with other tetracyclines [41].

This may be explained by the positive charge on the 9-(t-butylglycylamido) group of tige-

cycline, which could influence its export by the TetA protein, and also provide favorable

interactions with negatively-charged RNA in the ribosome.

We also performed a conformational analysis of tigecycline in its zwitterionic form. In

the corresponding MD simulation, tigecycline adopted both extended and twisted con-

formations. Its long, 9-tert-butyl-glycylamido tail adopted two distinct conformations,

cis and trans relative to the ring D, as shown in Fig. 4. Representative structures in the

cis and trans conformations were optimized quantum mechanically at the HF/6-31G(d)
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level. Table 3 summarizes the results. The free energy difference between the two con-

formations was within the ≈2 kcal/mol uncertainty of the method, suggesting that in

complexes with proteins and/or RNAs, tigecycline can adopt either conformation.

Table 3: Conformational analysis of tigecycline

tail Solute Solvent Relative

conformationa energyb contributionc energy

towards front 0.0 0.0 0.0

towards back 0.2 1.9 2.1

Energies (kcal/mol) are given for the lowest structures of each tau-

tomer. aRefers to the cis and trans positions of the 9-tert-butyl-

glycylamido sidechain relative to the front of the molecule (orien-

tation as for Tc in Figure 1). bCalculated by the B3LYP/6-31G*

method in vacuum. cDielectric continuum solvent contribution.
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Figure 4: Distribution of the 9-tert-butyl-glycylamido sidechain dihedral angle of tigecy-

cline computed from simulated annealing. The values sampled during the MD simulation

were binned in 5◦ intervals and the corresponding histogram was normalized. The plot

thus reveals the occupancy of the cis (towards the front of tigecycline) and trans (towards

the back) conformations.

3.1.6 Protonation states of 4-ddma-6-deoxy-6-demethyl-Tc and Mg2+ bind-

ing

An experimental pKa of 9.7 was reported for tetracycline hydrochloride [38] and assigned

to O4, O5, O6 and O7. We computed the pKa’s for proton binding to O4, O5, O6,

O7, and O2 in 4-ddma-6-deoxy-6-demethyl-Tc. The computed free energy differences

between protonation states allowed us to deduce the corresponding pKa’s. The results

are summarized in the Table 4
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Table 4: Analysis of protonation states of 4-dedimethylamino-6-deoxy-6-demethyl-Tc

Solute energyb Solvent Relative

Tca HF/6-31G* MP2/6-31G* MP2/6-31++G* contributionc energy pKa

O4 15.3 18.0 16.4 -5.5 10.9 17.6

O6 0.0 0.0 0.0 0.0 0.0 9.7

O7 22.7 25.5 20.6 -2.7 17.9 22.7

O2 1.7 4.7 2.2 -2.3 -0.1 9.6

aDeprotonation site. bIn vacuum. cContribution from dielectric continuum solvent.

The lowest pKa’s are 9.7 and 9.6, and correspond to O6 and O2. O6 is deprotonated

in the Tc−:Mg2+ complex. The pKa’s of O4 and O7 are 17.6 and 22.7, respectively. The

high pKa of O4, compared to O6, suggests that binding of a metal ion between O4 and

O5 is unlikely. Thus, free 4-ddma-6-deoxy-6-demethyl-Tc is expected to be neutral in

solution. The relatively low pKa of O2 suggests that Mg2+ could chelate between O2

and O8. To test this, we compared the two putative Mg2+ binding sites by ab initio

analysis. An Mg2+ ion with four waters was positioned to chelate 4dma-Tc between

O2 and O8, and the structure was optimized at the HF/6-31G(d) level. The energies

corresponding to the two Mg2+ binding sites are shown in Table 5. The energy difference

was 3.7 kcal/mol, which is within the uncertainty of the method, suggesting that metal

binding between O2 and O8 may be possible.

Table 5: Possible Mg2+ binding sites in 4-dedimethylamino-6-deoxy-6-demethyl-Tc

Mg2+ Solute energya Solvent Relative

site HF/6-31G* HF/6-31++G* MP/6-31G* contributionb energy

O5, O6 0.0 0.0 0.0 0.0 0.0

O2, O8 3.5 4.6 5.6 -1.9 3.7

Energies in kcal/mol. aIn vacuum. bDielectric continuum solvent contribution.
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3.2 Force field determination

We limit ourselves to the extended conformation of each Tc variant, since this is the

only conformation observed in crystal structures of protein and RNA complexes. In

the CCDB, extended conformations are all in the zwitterionic tautomer; the conforma-

tional analysis showed that the extended-zwitterionic state is predominant in solvent.

In our previous study [2], we showed that TetR strongly prefers the zwitterionic tau-

tomer of Tc. The same result was observed for the ribosome [4]. In all, we consider

11 Tc analogs (Fig. 2): 4-dedimethylamino-Tc, doxycycline (6-deoxy-5-hydroxy-Tc), 6-

demethyl-Tc, 6-deoxy-6-demethyl-Tc, 6-methylene-5-hydroxy-Tc, 7-chloro-Tc, 9-amino-

6-deoxy-6-demethyl-Tc, anhydro-Tc, 2-nitrilo-Tc, minocycline and tigecycline.

3.2.1 Atomic partial charges of Tc analogs in the absence of Mg2+

For each Tc:water complex, the ab initio optimized water position is compared to the

position obtained at the end of the force field fitting. Interaction energies are reported

in Fig. 5. More details are given in Supplementary Material. The ab initio data are

“corrected” by energy scaling and distance shifting, as described in Methods. The rms

deviation between the ab initio and force field data for interactions with two degrees of

freedom (Tc:water distance and water rocking angle) are 0.35 kcal/mol for the energies,

0.16 Å for the Tc–water distances, and 26◦ for the rocking angle. The largest errors

are 1.3 kcal/mol, 0.32 Å, and 77◦. The resulting force field parameters (charges and

Lennard-Jones parameters) are given in Supplementary Material. The initial guess for

the charges was based either on the tetracycline charges developed previously [3], or the

CHARMM27 charges in cases where a very similar group existed in the CHARMM27

force field, or the HF/6-31G(d) Mulliken charges in all other cases. The largest change

between the initial and final charges was 0.2e; the average change was 0.1e. Normally,

only a limited number of water molecules around sites of Tc variation were considered,

except for anhydrotetracycline, which has a different electronic structure of the main

ring atoms (see Fig. 2), and tigecycline, which has a large substituting group. For these

two Tc variants, 17 and 12 water molecules were considered, respectively.
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Figure 5: Comparison between ab initio and empirical interaction energies between the

Tc analogs and the probe water molecules.

For 4-dedimethylamino-tetracycline, we started from the charges of tetracycline in

its neutral state developed previously [3]. Two water molecules interacting with the C4

hydrogens were considered. Only the charges of carbon C4 and its bonded hydrogens

were varied during the optimization. In 7-chloro-tetracycline, the interaction between the

chloride and a water molecule was weak, just -0.3 kcal/mol (Supplementary Material).

Thus, the chloride is more hydrophobic than the hydrogen at this position in Tc, which

has an interaction energy with water of -2.6 kcal/mol [3]. Indeed, in the Tc complex with

TetR, the D ring is in a hydrophobic pocket [2], and 7-chloro-Tc has a higher association

constant with TetR than Tc; the binding free energy difference between the two is -0.7

kcal/mol [22].

In the CHARMM force field for small molecular compounds, the charge of hydroxyl

oxygens is -0.54e in phenol, -0.61e in acetic acid, and -0.66e in methanol, ethanol and 2-

propanol. In the Tc analogs, we have 6 hydroxyl groups; the charges of the oxygen varies
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from -0.475e to -0.595e; thus, it is usually less negative than in the CHARMM force field.

We see for example that removing the 6-methyl group increases the negative charge on

the 6-hydroxyl oxygen from -0.53e in tetracycline to -0.595e in 6-demethyl-tetracycline.

The same is true for the charge of the 5-hydroxyl oxygen in doxycycline and 6-methylene-

5-hydroxy-Tc, which is -0.573e (see Supplementary Material). Thus, the 6-methyl group

has a hydrophobic effect and can substantially change the interactions of Tc with its

targets. In the ribosome and EF-Tu, this group is solvent-exposed [9, 17] while in the

Tet Repressor, which is a part of the resistance mechanism, it is in a hydrophobic pocket

[2].

For 6-deoxy-6-demethyl-Tc, the charges of 6-demethyl-Tc were used as an initial

guess; only two waters were used. The charges of 6-deoxy-6-demethyl-Tc were used as

an initial guess for 9-amino-6-deoxy-6-demethyl-Tc, minocycline and tigecycline. The

charge of the 9-amino nitrogen of 9-amino-6-deoxy-6-demethyl-Tc is -0.798e. There are

no anilines in the standard CHARMM force field and the closest analog is cytosine,

which has a -0.75e charge on the amino nitrogen. The charge of the amino hydrogen cis

to oxygen O4 is 0.47e; it is 0.37e for the trans hydrogen. These values are fairly close

to cytosine’s hydrogen charges: 0.37e when cis to the hydroxyl group and 0.33e when

trans.

Doxycycline charges were used as a starting point to develop the 6-methylene-5-

hydroxy-Tc partial charges. One hydrogen was removed from the 6-methyl group and one

from the 6-carbon bonded to the C ring. The structure was optimized at the B3LYP/6-

31G* level. Four water molecules were considered around the 6-methylene group, rings

B and D. The interaction energies are listed in Supplementary Material. During charge

optimization, only the charges of the 6-methylene group and the main ring carbon, C8,

were varied. The deviation between the empirical and ab initio energy was maximal

for 6-methylene-5-hydroxy-Tc among all Tc analogs: 1.3 kcal/mol for a water molecule

interacting with the hydrogen of C5 in the main ring. Though the absolute difference

is large, the relative error is just 24%. For the original CHARMM27 force field, the

maximum error was 0.79 kcal/mol, for a guanine-water interaction [14]. We note that

it is more difficult to optimize a force field for a larger compound such as Tc. The Tc

analogs have an average of more than 50 atoms each; tigecycline has over 80 atoms. In

the present work, we could not simplify the parametrization by breaking Tc down into

smaller fragments, which would then be parameterized separately. Rather, the whole Tc

molecule was treated together, due to its fused ring structure.
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The 2-dimethylamino group of tetracycline in its neutral state served as an ini-

tial guess for the charges of the minocycline 7-dimethyl-amino group. For the rest of

minocycline, charges from 6-deoxy-6-demethyl-Tc were used. The charges of the 7-

dimethylamino-group and the carbon of ring D to which it is bonded, C10, were varied

during the optimization. The final charges of the 7-methyl-groups were smaller than

those of the 2-dimethyl-amino group of plain Tc, while the nitrogen is more negatively

charged, -0.517e, versus -0.462e in plain Tc. The 7-amino nitrogen withdraws more elec-

tron density from the carbon of the D ring and thus borrows less electron density from

its dimethyl group, compared to the 2-dimethylamino group of plain Tc.

Though anhydrotetracycline differs from Tc by just one hydroxyl group and a hy-

drogen, the electronic structure of its main ring system is substantially different. In

anhydrotetracycline, the carbons C8 and C7 are double-bonded, which leads to a rear-

rangement in the 11, 12 enolate groups: O5 is protonated and O6 is deprotonated. Ring

C is planar and the 6-methyl carbon is coplanar with it. We employ 17 water molecules

for optimization of the charges. The charges and interaction energies are listed in Sup-

plementary Material. The 6-methyl carbon has a charge of -0.232e, less negative than

in tetracycline and in the standard CHARMM methyls (-0.27e), but more negative than

the methyl group of thymine (-0.11e). The minimum and maximum errors were 0.0 and

0.7 kcal/mol, respectively. Notice that the hydroxyl group that gives the maximum error

is difficult to parametrize, since it is just 3 Å from the 4-amino-dimethyl group and the

probe water molecule strongly interacts with this latter group. The rms deviation from

the ab initio interaction energies was just 0.37 kcal/mol.

The minocycline charges served as an initial guess for tigecycline. Charges at po-

sitions that correspond to minocycline were frozen during the optimization, except for

the carbon C12, which is bonded to the 9-substitute. The optimized charges of the 9-

amide group can be compared to the standard CHARMM charges for an N-methylamide

C-terminus. The charges of the carbonyl group were 0.52e and -0.52e for carbon and

oxygen, respectively, in good agreement with the usual CHARMM charges of 0.51e and

-0.51e. The charge of the amide nitrogen, -0.74e, is closer to the cytosine nitrogen

charge of -0.75e. The methyl carbons at the end of the 9-substitute were substantially

more charged than a “typical” CHARMM methyl carbon: -0.53e instead of the standard

-0.27e.
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3.2.2 Intramolecular parameters

All the Tc analogs considered here can be obtained from plain Tc by small modifications,

such as the change of a 6-methyl into a 6-H for 6-demethyl-Tc (Fig. 2). Thus, for the

bonded force field parameters, we used either the Tc parameters developed previously [3]

or parameters from the standard CHARMM model compounds [25, 26]. In some cases,

the minimum energy bond lengths, bond angles and torsion angles were taken directly

from the ab initio structures, optimized using the B3LYP/6-31G(d), hybrid, Hartree-

Fock/density functional theory. To help validate the intramolecular and intermolecular

parameters, the normal modes of vibration were computed at the B3LYP/6-31G* level

for some of the Tc variants. Normal modes were also computed with the force field

model. Vibrational frequencies and rms atomic fluctuations were derived. Comparisons

between the quantum mechanical and force field results are given in Figs. 6, 7. Results

are shown for doxycycline and tigecycline. Agreement is generally quite good, especially

for the atoms of the main, four-ring Tc scaffold. The long-range, atomic, pairwise cor-

relations are also well-reproduced (not shown), as are the lowest vibrational frequencies.

This shows that the overall plasticity of doxycycline is reproduced, which is especially

important for future studies of protein binding. The rms deviation computed between

the ab initio minimized structure and the force field minimized structure (after superpo-

sition of the whole molecule) is 0.3 Å for doxycycline. The rms deviation for particular

groups varies from 0.15 Å for the D ring system (including hydrogens) to 0.40 Å for the

acetamide groups of doxycycline. Similar results were obtained for the other Tc analogs.
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Figure 6: Rms fluctuations (Å) of doxycycline (above) and tigecycline (below), computed

in the normal mode approximation. Ab initio result: solid line; force field result: dashed

line. Atom numbers are arbitrary.
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Figure 7: Upper panel: ab initio (grey) and force field (black) vibrational frequencies

(cm−1) of doxycycline; lower panel: vibrational frequencies of tigecycline.
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3.2.3 Tc− variants with bound Mg2+

Consider a particular Tc variant, say xTc. To construct a model of the xTc−:Mg2+ com-

plex, we used the following strategy. Mg2+ introduces a fairly local polarization within

the xTc moiety, and also changes its protonation state. Therefore, we first removed

the hydrogen from the oxygen chelating the Mg2+. Then, xTc−:Mg2+ charges were as-

signed by combining the xTc charges optimized above with the charges of plain Tc and

Tc−:Mg2+, optimized earlier [3]. For an atom i present in both xTc and plain Tc, the

new charge Qi is obtained by the following rule:

Qi[xTc−: Mg2+] = Qi[xTc] +
(
Qi[Tc−: Mg2+]−Qi[Tc]

)

= Qi[Tc−: Mg2+] + (Qi[xTc]−Qi[Tc]) (3)

Since the total number of atoms is different for some Tc analogs, there was an extra

charge which was then distributed on all the xTc atoms. The extra charge on every atom

was almost always less than 0.001e, which cannot substantially change the interactions

of xTc with its surroundings.

3.2.4 Tc−:Mg2+:TetR interactions: molecular dynamics simulations

We also performed MD simulations of the doxycycline:TetR and 7ClTc:TetR complexes

for 5 nanoseconds each. We modelled each Tc variant in its zwitterionic form. His64 in

TetR was fully protonated, following our previous work [2]. The protein:Tc complex was

solvated by a 24 Å water sphere centered on the Tc-bound Mg2+; more distant regions

were modeled as a dielectric continuum (see Methods). The Tc analog was positioned

by superposition on the Tc present in the crystal structure.

We computed rms deviations from the crystal structure, averaging over the last 50

ps of the 5 ns simulations (Table 6). By superimposing the Tc analog on the crystal

structure, we obtain intramolecular Tc deformations of less than 0.3 Å. Superimposing

the protein backbone on the crystal structure, we obtain Tc rms deviations of 0.44/0.53

Å for doxycycline/7-chloro-Tc, which correspond partly to an overall shift of the Tc

molecule. The protein backbone rms deviations are 0.73/0.67 Å for doxycycline/7-chloro-

Tc. Figure 8 shows the good structural agreement between the MD simulation of 7-

chloro-Tc:TetR and the experimental X-ray structure [21] (PDB entry code 2TCT).

The interactions between the Tc variant and the protein are reasonably well-reproduced

(Tables 7, 8), indicating that the Tc shift is accompanied by a corresponding shift of the
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protein environment. Overall, the MD model is similar to other good quality, current

simulations.

Table 6: Rms deviations (Å) for Tc:TetR complexes

Molecule liganda ligandb/backbone backbone 10 Å spherec

tetracycline 0.28 0.53 0.68 1.03

doxycycline 0.29 0.44 0.73 1.00

7-chloro-Tc 0.15 0.53 0.67 1.01

Deviations between the MD and crystal structures. aAfter super-

imposing the MD ligand on the ligand in the crystal structure.
bAfter superimposing the protein backbone on the crystal struc-

ture. cAtoms in the inner 10 Å of the spherical simulation model.

Nonhydrogen atoms only in each case.
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Figure 8: Wall-eyed stereo view of the dTc−:Mg2+ binding site from the final nanosecond

of the MD trajectory and the experimental X-ray structure (PDB entry 2O7O). The

Mg2+ cation is shown as a gold sphere; doxycycline as well as important residues are in

ball-and-stick representation; the experimental structure is green, and the MD structure

is cyan.
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Table 7: Selected distances (Å) between atoms of 7-chloro-Tc and TetR(D)

atom MD Xray structures

pair simulations 2TCT 2TRT

CD2L174 C117ClTc 3.5 3.6 3.6

CBV 113 O37ClTc 3.3 3.5 3.1

CGL170 Cl7ClTc 4.6 5.1 5.2

CD2L131 Cl7ClTc 5.2 4.0 4.2

CGL117 Cl7ClTc 5.1 4.8 4.7

TetR atoms (left) are labelled by the amino

acid to which they belong.

Table 8: Selected distances (Å) between atoms of doxycycline and TetR(D)

atom MD Xray structures

pair simulations 2O7O [2] 2TRT [19]

OE1Q116 O3XdTc 2.9 2.6 –

CG2I134 O3XdTc 3.8 3.3 –

CBV 113 C22dTc 4.4 3.9 4.3

CGL117 C22dTc 5.6 4.0 4.3

CD1L170 C22dTc 6.6 5.1 5.5

TetR atoms (left) are labelled by the amino acid to

which they belong.

3.2.5 Tc vs. dTc and Tc vs. 7ClTc binding: free energy simulations

To compute the relative binding affinites of Tc, dTc, and 7ClTc for TetR(D), we grad-

ually mutated Tc into either dTc or 7ClTc, both in solution and in complex with TetR

(horizontal legs in the thermodynamic cycle in Fig. 3). We used the CHARMM22 force

field parameters for the protein and Mg2+, the TIP3P water model, the parameters de-

veloped previously for Tc [3], and the dTc and 7ClTc parameters derived here. The

experimental binding free energy difference between Tc and 7ClTc is only -0.5 kcal/mol,

29



favoring 7ClTc (Winfried Hinrichs, personal communication). This value presumably

results from the solvent penalty to transfer the hydrophobic Tc chloride from solvent

into the protein. The computed binding free energy difference is -0.8 (0.5) kcal/mol.

The experimental binding free energy difference between Tc and dTc is -1.5 kcal/mol,

favoring dTc. This value is explained by the hydrogen bonding between Gln116’ and the

5-hydroxyl group of dTc, and also by the fact that the 6-hydroxyl group of Tc is in the

hydrophobic pocket formed by the Val113, Pro105, Leu170, Leu117 residues of TetR(D).

The computed binding free energy difference, -2.1 (0.9) kcal/mol, is in reasonable agree-

ment with the experimental one.

4 Conclusions

Recently, we parametrized a tetracycline force field [3] and used it to study interactions

between tetracycline and the Tet Repressor [2] and the ribosome [4]. We found that

Tc prefers an extended, zwitterionic state both in solution and in complex with the

protein [2]. Tc is thus preorganized for binding. Here, we extended the earlier conforma-

tion analysis to anhydrotetracycline, doxycycline, 4-dedimethylamino-tetracycline and

tigecycline. The conformational search was done using the MM3 force field to perform

molecular dynamics and simulated annealing of the Tcs. Clustering of the resulting con-

formations led to several low energy structures which were further optimized with an ab

initio, quantum mechanical model. We find that in solution, all the tetracyclines stud-

ied adopt the extended conformation and all tetracyclines that have a 4-dimethylamino

group are in the zwitterionic state. In vacuum, the most stable conformation is twisted,

and tetracyclines that have a 4-dimethylamino group are in the neutral state. Thus,

the presence of the 4-dimethylamino does not change the conformation of Tc in vacuum

or solvent, but changes the protonation state of the 4-hydroxy group in solvent from

protonated in 4-ddma-Tc to deprotonated in variants like tetracycline or doxycycline.

In this work, we also developed a molecular mechanics force field for several impor-

tant Tc analogs, compatible with the CHARMM27 force field for proteins and nucleic

acids. Our method for developing the force field is consistent with the CHARMM22

methodology, but presents also some specific aspects. We started from tetracycline pa-

rameters developed previously [3] and extensively tested in recent work [2, 4, 1]. We

did not simplify the parametrization by breaking the Tcs down into smaller fragments,

which would then be parameterized separately. Rather, the whole Tc was treated at
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once. This was due to the fused ring structure of Tc, which makes it hard to split the

molecule into smaller pieces. Second, we considered a probe water molecule with two

degrees of freedom. This led to a good balance between the quality of interaction ener-

gies and geometries. Last, we proceeded in two steps, parameterizing each Tc alone and

then introducing the Mg2+ cation, making use of the similarity between plain Tc and

each variant.

With this model, we were able to reproduce experimental binding free energy differ-

ences between tetracycline and two analogs binding to TetR. Good results have also been

obtained for additional analogs (unpublished data). Overall, the force field model shows

good agreement with both ab initio and experimental data, showing that it is suitable

for investigating Tc:protein and Tc:RNA complexes.
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Chapter 3

Tetracycline:Tet Repressor

Recognition: Simulations and

Experiments

Tc:TetR recognition is a complex problem, with the protein and ligand each having

several possible conformations and protonation states, which are difficult to eluci-

date by experiment alone. We used a combination of free-energy simulations and

crystallographic analysis to investigate the electrostatic interactions between protein

and ligand and the possible role of induced fit in Tc binding.

Upon Tc binding, TetR switches to its induced conformation, so that The

high TetR:DNA affinity is sharply reduced upon Tc binding. Here, we use molecular

dynamics simulations and continuum electrostatic calculations to help elucidate the

detailed molecular mechanism of TetR induction by Tc.

Article 3: Protonation Patterns in Tetracycline:Tet Repressor Recogni-
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Protonation Patterns in Tetracycline:Tet
Repressor Recognition: Simulations and
Experiments
Alexey Aleksandrov,[a] Juliane Proft,[b] Winfried Hinrichs,*[b] and
Thomas Simonson*[a]

Introduction

Tetracycline (Tc) is one of the most important antibiotics in use
today,[1–3] its bacteriostatic function being based on inhibition
of polypeptide elongation by the bacterial ribosome. Over one
thousand Tc varieties have been synthesized, but only about
ten have proved useful, as broad-spectrum antibiotics for
humans and livestock.

Tc resistance in Gram-negative bacteria is regulated by the
Tet Repressor protein (TetR). TetR binds specifically to DNA, re-
pressing both its own expression and that of the cytoplasmic
membrane protein TetA, which exports Tc out of the cell.
When Tc enters the cell, it binds to TetR, inducing conforma-
tional changes that sharply reduce the TetR:DNA affinity.[4] TetR
is then released from the DNA and expression of TetA can pro-
ceed, conferring resistance. Today, the TetR/Tc system is of gen-
eral interest because of widespread application in molecular
and cell biology as a sensitive switch for target gene regula-
tion.[5,6]

It is thus of great interest to increase our understanding of
Tc:TetR binding, but Tc:TetR recognition is a complex problem
and several important questions remain open. We focus here
on protonation states and side chain conformations in the
binding pocket and their possible changes in the protein:li-
gand binding reaction, a question with general implications for
molecular recognition and drug design.

Tcs are large, complex molecules, with two main conforma-
tions and two main protonation states at neutral pH; these
conformations and/or protonation states may change when

the Tc binds to TetR. Similarly, protein groups in the Tc binding
pocket have several possible orientations and protonation
states, which could also change when Tc binds.[7] While crystal
structures of TetR have provided essential information,[4,8,9] and
biochemical and thermodynamic data are also available,[10–14]

these data do not reveal the protonation states of Tc or the
protein side chains, nor the orientations of several key recogni-
tion residues.[12] In particular, two orientations are possible for
Asn, Gln, and His side chains close to the ligand. Furthermore,
the predominant Tc conformation and protonation state in so-
lution are not known, so that its preorganization for binding
cannot be assessed. All these unknown features have to do
with the electrostatic properties of the ligand and the binding
pocket ; indeed, protonation of a histidine side chain or transfer
of a proton from one Tc group to another do not change the
shapes of the two partners, but they have a large impact on
the electrostatic field and potential in the binding pocket. A

[a] A. Aleksandrov, Prof. T. Simonson
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Department of Biology, Ecole Polytechnique
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Resistance to the antibiotic tetracycline (Tc) is regulated by its
binding as a Tc:Mg2+ complex to the Tet Repressor protein (TetR).
Tc:TetR recognition is a complex problem, with the protein and
ligand each having several possible conformations and protona-
tion states, which are difficult to elucidate by experiment alone.
We used a combination of free-energy simulations and crystallo-
graphic analysis to investigate the electrostatic interactions be-
tween protein and ligand and the possible role of induced fit in
Tc binding. Tc in solution was described quantum mechanically,
while Tc:TetR interactions were described by a recent, high-quality
molecular-mechanics model. The orientations of the amide and
imidazole groups were determined experimentally by a careful

analysis of Debye–Waller factors in alternate crystallographic
models. The agreement with experiment for these orientations
suggested that the simulations and their more detailed, thermo-
dynamic predictions were reliable. We found that the ligand pre-
fers an extended, zwitterionic state both in solution and in com-
plexation with the protein. Tc is thus preorganized for binding,
while the protein combines lock-and-key behavior for regions
close to the ligand’s amide, enolate, and ammonium groups,
with an induced fit for regions close to the Mg2+ ion. These
ACHTUNGTRENNUNGinsights and the modeling techniques employed should be of in-
terest for engineering improved TetR ligands and improved TetR
proteins for gene regulation, as well as for drug design.
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change in any of these properties induced by the Tc:TetR bind-
ing reaction can thus be viewed as an electrostatic induced fit.
In contrast, if the electrostatic state of the partners is main-
tained, then the partners effectively function as an electrostatic
lock and key.

Computer simulations can be used to investigate electrostat-
ic interactions in complex systems such as these.[15,16] Several
computational studies of Tc have been reported,[17–21] but work
on Tc in interaction with its biological partners has been limit-
ed to two very recent studies of the allosteric properties of
TetR.[22,23] This is due to the considerable difficulty involved,
with a molecule as complex as Tc, in the development of a mo-
lecular-mechanics forcefield of sufficient quality for quantita-
tive molecular recognition studies. We recently reported such
a force field[24] that is compatible with and of the same quality
as current protein forcefields. It has been tested for molecular
recognition between Tc and the ribosome, giving good agree-
ment with experiment (A.A. and T.S. , unpublished results).

To investigate the protonation patterns and conformational
states in the Tc:TetR complex, we have performed both molec-
ular dynamics free-energy simulations and crystallographic cal-
culations. Free-energy simulations have matured significantly
in recent years and represent a valuable tool, complementary
to experimentation,[25–29] that allows the Tc binding free energy
to be computed as a function of its protonation state and the
protonation and conformational states of the binding pocket.
Two different free-energy methods, using either an explicit
treatment of aqueous solvent or a continuum dielectric treat-
ment, have been employed. We have also computed the struc-
ture and protonation state of Tc in solution, using a quantum
mechanical treatment of Tc and a continuum dielectric treat-
ment of the solvent.[30] By combining these data, we predict
the most stable form of the TetR:Tc complex and the extent of
protein and ligand preorganization.

To test the simulation results, crystallographic refinements
have also been performed, through the use of X-ray diffraction
data to a resolution of 1.89 E. We have constructed two
models of the binding pocket, both of which are compatible
with the experimentally determined electron density, but
which differ in the orientations of His, Asn, and Gln side chains
in the binding pocket. Indeed, these side chains can be flipped
by 1808 and still occupy the same space within the electron
density map. Nevertheless, through a systematic refinement of
the two models and a careful analysis of the resulting thermal
disorder parameters, the correct orientations of these groups
can be deduced. If, for example, an Asn side chain is flipped
with respect to the correct structure, so that the terminal OD1
and ND2 atoms are interchanged, the refined Debye–Waller
factors will reveal the mismatch, with the heavier OD1 having
an artificially enlarged Debye–Waller factor. Simulations and
ACHTUNGTRENNUNGexperiment have been found to be in good agreement. The
structure, fluctuations, and thermodynamics that emerge from
the data have then been analyzed to identify the interactions
that govern the binding affinity of Tc for TetR. We have found
that the protonation states and conformations both of the
ligand and of a large portion of the binding pocket do not
change upon binding, but are preorganized. In contrast, side

chains close to the Mg2+ ion are already known, from the
available X-ray structures, to reorganize upon binding, as con-
firmed by the simulations, so the system has features both of
an induced fit and of a lock-and-key. These insights and the
modeling techniques employed should be of interest for engi-
neering of improved TetR ligands, improved TetR proteins, and
for drug design in general.

Results

TetR:Tc binding: free-energy calculations

We considered several modes of Tc binding, involving two Tc
protonation states (TcN, TcZ), three protonation states for
nearby His64, and two orientations for the nearby Asn82. All
these degrees of freedom are difficult to deduce from the
available medium-resolution TetR:Tc crystal structures, because
they involve the positions of hydrogens. Views of Tc and the
binding pocket are shown in Figure 1, the different states are

Figure 1. A) The neutral tautomer of Tc (protonated O2, deprotonated N1) in
complexation with Mg2+ and four water molecules. B) Tc in the TetR binding
pocket, with Mg2+ coordination and selected groups and hydrogen bonds
highlighted.
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schematized in Figure 2 (the states that were directly com-
pared are connected by arrows), while free-energy results are
summarized in Figure 3. We used the rigorous, but expensive,
MDFE technique to compare one TcN state (model N3; Figure 2)
and two TcZ states (models Z2 and Z3), and a faster but more
approximate method—PBLRA—to compare all three TcN and
TcZ states systematically. Where comparable, the two methods
agree very well. We first consider the three TetR complexes
with TcN, and then the complexes with TcZ. Finally, we compare

the TcN complexes to the TcZ complexes, to obtain a complete
ranking of all six complexes. Comparison with the crystallo-
graphic data is done in the next section.

Comparison among TetR:TcN complexes

We considered TetR:TcN complexes with a neutral His64 in two
protonation states, termed HSD and HSE (proton on ND1 and
NE2, respectively), and with two Asn82 orientations (Figure 2).
Complexes with charged His64 were not considered, because
double protonation of His64 was found not to increase signifi-
cantly the stabilities of either apo-TetR or TetR:TcZ (see below).
The three TetR:TcN complexes considered were compared by
the approximate (PBLRA) method. For technical reasons, the
TcN states were compared indirectly, by using TcZ states as in-
termediates. For example, N1 and N2—differing in the orienta-
tion of Asn82—were both compared directly to Z1 (see con-
nections in Figure 2). N3 is the most stable, and N1 the least
stable TcN state; indeed, flipping the side chain so that it do-
nates a hydrogen bond to the Tc dimethylammonium lowers
the free energy by about 2–3 kcalmol�1 (DG ACHTUNGTRENNUNG(N1!N2) ; Table 1).
The span of values corresponds to a range of 1–2 for the die-

lectric constant of the protein; this is the physically reasonable
range with the PBLRA method.[29,31, 32] Statistical error bars, esti-
mated by pooling the MD data into two batches, are about
1 kcalmol�1 (Table 2). This moderate statistical uncertainty is
due partly to the long simulations and partly to the tight
ACHTUNGTRENNUNGorganization and moderate fluctuations of the TetR binding
pocket. Note also that the PBLRA method makes use of the
ACHTUNGTRENNUNGinteraction energy between the ligand and its environment,
which has intrinsically smaller fluctuations than the total
energy (as used in, for example, the well known MM/PBSA
method[29,33]).

Comparison among TetR:TcZ complexes

We considered TetR:TcZ complexes with three His64 protona-
tion states: HSD (state Z1), HSE (state Z2), and the doubly pro-
tonated form HSP (state Z3). States Z2 and Z3 were compared

Figure 2. Six different Tc:TetR models. The models involve neutral and zwit-
terionic forms of Tc, and different protonation and rotation states of His64
and Asn82. Arrows indicate direct connections between states by PBLRA
(and MDFE in some cases; gray arrows).

Figure 3. Relative free energies of all six states. PBLRA is performed with a
solute dielectric 2 of one or two, as indicated. States connected by MDFE
are circled: N3!Z2 and Z2!Z3. Connections between the N and Z states
also make use of the quantum mechanical solution data (see text, Table 3).
PBLRA error bars are shown for the 2=2 data.

Table 1. Free-energy simulations comparing Tc�N :Mg2+ and Tc�
Z :Mg2+

binding to TetR.

Initial Final
state state Method DGprot

[a] DGsol
[a] DDG

N3:TcN Z2:TcZ MDFE �32.78 (0.28) �30.06 (0.20) �2.73 (0.34)
N3:TcN Z2:TcZ PBLRA 22.6/11.4 27.6/13.8 �5.0/�2.5

ACHTUNGTRENNUNG(2=1/2=2)

Energies are in kcalmol�1. [a] Columns 4–5 are the free energies to go re-
versibly from the initial ligand (Tc�N:Mg2+) to the final one (Tc�Z :Mg2+),
either in the protein (DGprot) or in solution (DGsol). DDG=DGprot�DGsol. A
negative DDG means the zwitterionic form binds more strongly to TetR.
For the MDFE data, error bars are given in parentheses (twice the stan-
dard deviation over two runs, one in each direction). For PBLRA, results
with a solute dielectric of one and two are given before and after the
back-slash.
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by use both of PBLRA and of the more rigorous MDFE method,
both of which follow the horizontal legs of the thermodynamic
cycle shown in Figure 4A. The protonation state is reversibly

changed by gradually changing the atomic charges on the
His64 side chain. The upper leg makes the change in the pro-
tein; the lower leg corresponds to a side chain analogue
(methylimidazole in solution) that serves as a reference mole-
cule. Subtraction yields the double free-energy difference
DDG ACHTUNGTRENNUNG(HSE!HSP). The proton binding constant of His64 is relat-
ed to DDG by the relationship:

pKa,prot ¼ pKa,model þ
1

2:303 kT
DDGðHSE ! HSPÞ ð1Þ

Here, pKa,prot and pKa,model are the pKa values of the titrating
group in the protein and in the reference molecule, respective-
ly. Results are summarized in Table 2. Combining the experi-
mentally measured value for methylimidazole (pKa,model=6.5)
with the MDFE result yields DG ACHTUNGTRENNUNG(Z2!Z3)=�0.3 kcalmol�1. This
number arises from two contributions: the increased stability

of the imidazole charge in the
protein context, relative to in
solution (DDG=�0.94 kcal
mol�1, Table 2), and the addi-
tional cost required to proton-
ate imidazole at a pH of 7 (the
pH of interest here), slightly
above its solution pKa.

With a protein dielectric of 2,
PBLRA yields �0.3 kcalmol�1,
while with a dielectric of 1 it
yields �0.1 kcalmol�1. PBLRA
thus agrees very well with
MDFE, and the doubly protonat-
ed His64 state appears to be
very slightly favored, if it is
borne in mind that the DG ACHTUNGTRENNUNG(Z2!
Z3) values are within the uncer-

tainty of both free-energy methods. The Z1 state has the single
His64 proton on the less favorable HSD side, losing the hydro-
gen bond to TcZ. This raises the free energy considerably, by 5–
8 kcalmol�1 (Table 2).

We also studied the His64 protonation state in the absence
of Tc (Table 2). Results are very similar, with the doubly proton-
ated state almost equistable with HSE, and with HSD 5–
10 kcalmol�1 higher. Tc binding thus does not affect the proto-
nation state: His64 is preorganized for Tc binding.

Comparison between TcN and TcZ in solution

To compare the stabilities of TcN and TcZ complexes (below),
we must first compare the two tautomers in solution. Tc has
been modeled in solution by use of a quantum mechanical de-
scription of the solute and a continuum dielectric description
of the solvent.[30] We considered two Tc forms: Tc�N :Mg2+ and
Tc�Z :Mg2+ . Four water molecules that chelate the cation are
treated as part of the solute; these and the Mg2+ cation are in-
cluded in the quantum mechanical treatment. For each form,
we considered several extended and twisted conformations,
and the energies corresponding to the most stable structures
are shown in Table 3. The extended, Tc�Z :Mg2+ complex is seen
to be the more stable in solution: by about 1.5 kcalmol�1,
which is comparable to the uncertainty of the computational
method. The preference for a tautomer that is both extended
and zwitterionic is consistent with the structures found in the
Cambridge Crystallographic Databank (CCDB): all the zwitter-
ionic Tc structures are extended, whereas all the neutral struc-
tures are twisted.[24] This free-energy difference arises from two
competing effects: TcZ is solvated much more strongly than TcN
(as would be expected from its greater charge separation),
with a solvent contribution 9 kcalmol�1 larger than for TcN

(fourth column in Table 3); this is partly offset by a 6 kcalmol�1

penalty in the solute intramolecular energy. The lowest extend-
ed TcN has a relative free energy of about 3 kcalmol�1,
1.5 kcalmol�1 higher than the twisted conformer.

Table 2. Free-energy simulations comparing different protonation states of His64.

Initial Final Protein
state state method dielectric DGprot

[a] DGsol
[a] DDG

Z1:HSD Z3:HSP PBLRA 1.0 64.4 72.6 �8.2
Z1:HSD Z3:HSP PBLRA 2.0 30.6 36.4 �5.8
Z2:HSE Z3:HSP PBLRA 1.0 66.1 66.9 �0.8
Z2:HSE Z3:HSP PBLRA 2.0 32.5 33.5 �1.0
Z2:HSE Z3:HSP MDFE �1.10 �0.16 �0.94
apoTetR:HSD apoTetR:HSP PBLRA 1.0 62.2 72.2 �10.0
apoTetR:HSD apoTetR:HSP PBLRA 2.0 30.5 35.5 �5.0
apoTetR:HSE apoTetR:HSP PBLRA 1.0 64.4 64.7 �0.3
apoTetR:HSE apoTetR:HSP PBLRA 2.0 31.5 32.5 �1.0

Energies are in kcalmol�1. [a] Columns 5–6 are the free energies to go reversibly from the initial protonation
state (HSD or HSE) to the final one (HSP), either in the protein (DGprot) or in the reference methylimidazole in
solution (DGsol). DDG=DGprot�DGsol. A negative DDG means the doubly protonated His64 is preferred in the
protein, relative to the reference: the His64 pKa is up-shifted relative to methylimidazole. apoTetR is the TetR
protein without Tc.

Figure 4. Thermodynamic cycles. A) His64 protonation. B) Tc� :Mg2+ binding.
Vertical legs represent Tc� :Mg2+ binding/dissociation to TetR; horizontal legs
represent the alchemical transformation of Tc�N into Tc�Z in solution (below)
or in TetR:Tc� :Mg2+ complex (above).
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Comparison between TetR:TcN and TetR:TcZ complexes

To compare the TcN and TcZ complexes, we linked the N3 and
Z2 states by both MDFE and PBLRA; results are summarized in
Table 1. Both methods follow the horizontal legs of the ther-
modynamic cycle in Figure 4B: the Tc�N :Mg2+ moiety is alchem-
ically transformed into Tc�Z :Mg2+ , both in solution and in com-
plexation with the protein. By comparing the two legs, we
obtain a binding free-energy difference, DDGbind ACHTUNGTRENNUNG(TcN!TcZ). The
overall difference in stability between the N3 and Z2 states can
be written:

DGðN3 ! Z2Þ ¼ DDGbindðTcN ! TcZÞ þ DGsolðTcN ! TcZÞ ð2Þ

The rightmost quantity, DGsol ACHTUNGTRENNUNG(TcN!TcZ), corresponds to the sta-
bility difference in solution, which was estimated quantum me-
chanically (above) to be �3 kcalmol�1 (we consider here the
extended N and Z tautomers). MDFE gives DDGbind ACHTUNGTRENNUNG(TcN!TcZ)=
�2.7�0.3 kcalmol�1, with a very good consistency between
the two MDFE runs performed. The PBLRA results with protein
dielectric values of one (�5.0 kcalmol�1) and two (�2.5 kcal
mol�1) bracket the MDFE result and show that a protein dielec-
tric of two is more realistic. A dielectric of two can be inter-
preted as an effect of electronic polarizability of the protein. In-
cluding the quantum mechanical data for Tc in solution, DGsol-
ACHTUNGTRENNUNG(TcN!TcZ)=�3.0 kcalmol�1, we find that Z2 is 5.7 kcalmol�1

lower in free energy than N3.

We are now in a position to rank all six states considered
(see Figure 3). Error bars in the Figure (�1 kcalmol�1) corre-
spond to the average statistical uncertainty for all the PBLRA
runs. The solution quantum calculations add an additional un-
certainty for the positions of all the N states relative to all the
Z states. This uncertainty is harder to quantify, but is unlikely
to be more than 2–3 kcalmol�1, so that it should not affect the
overall ranking of Z2 and Z3. Z2 and Z3 are the lowest states
and almost equistable, with a very small preference for the
doubly protonated His64 (Z3). The increased stabilities of these
states are the result of three main factors: a strong preference
for the TcZ tautomer in solution, improved interactions of
Asn82 with the Tc dimethylammonium group (compare N2 to
N3), and improved interactions of His64 with the Tc amide car-
bonyl and Tc-O2 (compare Z1 to Z2 and Z3). The dominant Tc
state, the extended TcZ, is the same in the protein and in solu-
tion: the Tc ligand is preorganized for TetR binding.

TetR:Tc:Mg2+ binding—crystallographic refinement

The initially refined crystallographic model (model 1) was man-
ually modified to create a second, alternative model (model 2).
The amide side chains of Asn82, Gln116, the amide group of
doxyTc, and the imidazole ring of His64 were all flipped by
1808. The use of the doxyTc complex instead of a Tc complex
is not a concern, because the known atomic positions agree
very closely for these two complexes. Asn5 and His100 were
also flipped, as controls. Indeed, for these two side chains, the
correct orientation is obvious from the hydrogen bonding pat-
terns in the structure (e.g. , His100 coordinates the Mg2+

cation). These two alternative models were refined to conver-
gence, and the correct conformations of each group were then
identified by comparison of the individual, isotropic, Debye–
Waller factors of the corresponding amide and imidazole
atoms; see Table 4. The Debye–Waller factor measures the
thermal disorder of a given atom; a large value indicates a
mobile atom that is less effective at scattering X-rays. For a
correctly oriented Asn or Gln side chain, the mobilities of the
ND1 and OD2 atoms would be expected to be similar, due to
their similar environments. Wrong conformations are therefore
identified unambiguously by unusual discrepancies of the
Debye–Waller factors between alternative O/N- or C/N-posi-
tions. Consider, for example, the Asn5 side chain in model 2, in
which the discrepancy is large. Evidently, the terminal group is

Table 3. Energies of Tc� :Mg2+ complexes in solution (kcalmol�1).

Tc Solute Solvent Relative
tautomer Conformation[a] energy[b] contribution[c] energy

zwitterionic extended 0.00 �84.26 0.00[d]

zwitterionic extended 8.66 �92.03 0.89
neutral twisted �8.28 �74.46 1.53
zwitterionic extended 6.15 �87.63 2.82
neutral extended �5.90 �75.39 2.99[d]

zwitterionic twisted �6.46 �73.39 4.40
neutral extended �1.19 �77.14 5.94
neutral twisted 3.08 �79.85 7.50

Energies are given for the four lowest structures for each tautomer.
[a] Refers to the two main classes of Tc conformations. [b] Calculated by
the B3LYP/6-31G* density functional method. [c] Contribution from di-
ACHTUNGTRENNUNGelectric continuum solvent. [d] The most stable extended structures used
to define the solution free energies of TcN and TcZ in the thermodynamic
cycle (Figure 2B).

Table 4. Debye–Waller factors for selected atoms [E2] .

His64 Asn82 His100 Gln116 doxyTc Asn5

CA 29.90/29.89 CA 25.37/25.46 CA 27.00/27.08 CA 31.74/31.89 C2 25.18/24.87 CA 39.43/39.60
CB 27.89/27.91 CB 24.04/24.16 CB 26.71/26.71 CB 30.28/30.51 C21 27.22/26.87 CB 39.47/39.64
CG 28.48/28.30 CG 30.57/30.91 CG 27.02/26.65 CG 29.35/29.59 O21 26.61/31.21 CG 40.14/40.41
ND1 28.31/27.97 OD1 28.49/30.99 ND1 26.08/30.61 CD 24.33/24.77 N21 27.35/21.89 OD1 37.35/45.31
CE1 25.38/24.89 ND2 26.39/24.12 CE1 28.26/22.53 OE1 24.40/28.89 ND2 41.72/33.73
NE2 25.45/29.41 NE2 23.92/28.63 NE2 24.21/20.03
CD2 25.89/22.22 CD2 24.95/20.07

Values before and after the oblique are for models 1 and 2, respectively.
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incorrectly flipped by 1808, exchanging the O and N positions,
and in the structure refinement there is too much scattering
power in the oxygen position and too little in the nitrogen po-
sition. To compensate, the refinement gives final Debye–Waller
factors that are too high for the (incorrectly placed) oxygen
and too low for the (incorrectly placed) nitrogen. The mis-
match between the two Debye–Waller factors (Table 4,
model 2) identifies this Asn5 orientation as incorrect. In con-
trast, model 1 has a much closer match between the N and O
Debye–Waller factors, indicating that the Asn5 orientation is
correct. Refinement statistics for other parameters such as co-
ordinates of individual atoms are very similar in the two re-
fined models (not shown). For all the groups considered—
Asn5, His64, Asn82, His100, Gln116, and the doxyTc amide—
there is a clear Debye–Waller factor mismatch in model 2, so
that the correct orientation can be clearly identified as that of
model 1. In all cases, a reasonable hydrogen bonding network
is maintained in model 1.

Structure and dynamics of TetR and the TetR:Tc:Mg2+

ACHTUNGTRENNUNGcomplex

The MD and X-ray structures are compared in Figure 5A and
Tables 5 and 6. All the MD models give low rms coordinate
ACHTUNGTRENNUNGdeviations from experiment for atoms within the Tc binding
pocket, between 0.7 and 1.1 E (Table 5). Model Z2 gives the
second lowest deviation (0.8 E), while Z3 gives the highest
(1.1 E). The protein–ligand interatomic distances (Table 6) are
reproduced well both by Z2 and by Z3, with Z3 giving a slightly
better agreement. Figure 5A shows that the Z2 and Z3 struc-
tures superimpose almost perfectly with the X-ray structure,
with the six groups considered in the X-ray refinement all
having the correct orientation in both Z2 and Z3.

In models Z1 and Z2, His64 is neutral, singly protonated
either on ND1 (Z1) or on NE2 (Z2), while His64 in Z3 is doubly
protonated. When a single proton is on ND1 (Z1) the interac-
tion with Tc is lost; the side chain shifts, and two water mole-
cules move from the bulk into the initial His64 position to re-
place its interactions with Tc. One interacts with Tc-O8 and the
other with Tc-O2. This disagrees with the experimentally deter-
mined structures, in which the Tc:His64 interaction is main-
tained. In models Z2 and Z3, the positions of Asn82, Gln116,
and Tc are practically the same, while the Tc:His64 interactions
differ slightly. In model Z2, His64 interacts mainly with Tc-O2
(equilibrium distance of 2.9 E). In Z3, it shares its interaction be-
tween Tc-O2 and Tc-O8, in better agreement with the present
X-ray structure, and with five out of six others listed in Table 6
(all but 1BJ0). In Z3, the other His64 proton (on ND1) interacts
with the Ser85 carbonyl oxygen, behind the binding pocket.

In all six MD models the Mg2+ ion coordinates three water
molecules and interacts with His100. Two of these waters also
interact with residue Glu147 from the other protomer (within
the TetR dimer), while the third water interacts with Thr103.
The same arrangement is found in the experimentally ascer-
tained structure. Other than the waters coordinating Mg2+ , Tc
interacts directly with just one other water molecule: through
Tc-O1 and Tc-O6. This water is also seen in the X-ray structure,

in the same position, suggesting that it is important for the
structure.

Finally, Figure 5B compares the MD structures in the pres-
ence and absence of Tc. There are few notable differences
upon ligand binding, which agree with the known crystal

Figure 5. A) MD models vs. X-ray structure. X-ray: red; Z2: green; Z3: blue;
except for the acetamide groups of Tc, Gln116, and Asn82, where N is blue
and O is red (to compare their orientations). B) TetR with and without Tc.
MD models in the presence (green) and absence (blue) of Tc. Conformational
transitions shown as red arrows. Asp178 and Glu147 are from the other pro-
tomer in the TetR dimer.

Table 5. Rms deviations from X-ray structure [E] for MD models.

Model Backbone 10 E sphere

N1 0.76 1.01
N2 0.53 1.02
N3 0.95 1.13
Z1 0.68 0.89
Z2 0.68 1.03
Z3 0.75 1.05

Deviation with respect to the crystal structure for protein backbone and
for all non-hydrogen atoms within 10 E of Tc (including Tc itself).
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structures.[34] His100 and Glu147 shift to coordinate Mg2+

when Tc binds, and Arg104 moves closer to the ligand and
forms a salt bridge with Asp178 from the other protomer. Its
side chain surface is two-thirds exposed without Tc and two-
thirds buried with Tc. The protonation state of His64 does not
change upon Tc binding, from the PBLRA results above. From
the simulations, Asn82 flips its terminal (CO)NH2 by 1808 to in-
teract with His64 in the absence of Tc, but occupies approxi-
mately the same space. The His64 positions with and without
Tc superimpose almost exactly. The electrostatic complemen-
tarity between the binding pocket and the Tc ligand is illustrat-
ed in Figure 6.

Free-energy components and Tc:TetR complementarity

From the structural and thermodynamic data, we can quantify
the contributions of several individual groups to Tc binding, in
the spirit of a hydrogen bond inventory model or an alanine-

scanning experiment. In particular, the Poisson model has a
useful property: the TetR:Tc binding free energy can be broken
down into several distinct contributions,[29,35] including contri-
butions from individual amino acids in the Tc binding pocket.
We refer to them as free-energy components. We emphasize
that the Poisson components, unlike free components calculat-
ed with MDFE, do not depend on a “pathway” connecting the
bound and the unbound states, but only on the endpoints of
the binding reaction.[29,35] The components are estimated from
the electrostatic interactions between a particular amino acid
and the Tc ligand (with its co-bound Mg2+). The estimation is
made by use of the native TetR:Tc structure. With the Poisson
continuum model, structural changes associated with deletion
of an amino acid side chain are modeled implicitly, through
the solute dielectric constant (2=4; see Experimental Section).
This should be reasonably accurate only for mutations that do
not produce large structural changes. Figure 7 shows the con-
tributions of individual amino acids to the Poisson binding free
energy of Tc in the Z3 state. In a few cases, experimentally
measured binding free energies for TetR point mutants are

Table 6. Selected distances between atoms in MD and X-ray models.

MD models Crystal structures
Z2 Z3 this work 2TRT 1BJ0 1BJY[b] 2TCT 1ORK 1DU7

CBVal113 O3Tc 3.5 3.5 – 3.0 3.8 3.1/3.2 3.5 – 4.1
NEArg104 O4Tc 5.1 5.1 – 3.2 7.4 4.5/3.5 3.3 5.2 3.9
Phe86[a] O7Tc 3.7 3.6 – 3.8 3.9 3.6/3.7 3.8 3.8 3.3
NE2Gln116 O2Tc 3.2 3.3 3.3 3.4 3.0 3.3/3.4 3.3 3.4 3.4
NE2Gln116 O8Tc 3.1 3.0 3.1 3.4 3.2 3.0/3.2 3.2 3.3 3.4
NE2His64 O2Tc 2.9 3.1 2.8 2.7 3.3 2.7/2.7 2.9 2.8 3.7
NE2Hsd64 O8Tc 3.4 2.8 2.9 2.6 3.6 2.9/2.8 2.7 2.7 2.9
ND2Asn82 O2Tc 2.9 2.9 2.8 2.9 3.1 2.8/2.9 2.8 2.8 2.9
OD1Asn82 N1Tc 2.8 2.8 2.6 2.7 2.8 2.8/2.7 2.7 2.7 3.0

[a] Distance was computed between oxygen Tc-O7 and the center of the Phe86 ring. [b] There are two Tcs in the structure.

Figure 6. Electrostatic potential on the surfaces of Tc and the binding
pocket. A) Tc with selected recognition residues, viewed from the back of
the pocket. B)–C) The binding pocket surface, viewed from the back. Red
areas have negative potential ; blue areas are positive. His64 is neutral (B) or
positive (C). D) Tc alone, same viewpoint. E) TcN surface. F) TcZ surface. The
best complementarity is between (F) and (B). Produced with GRASP[64] and
Pymol.[65]

Figure 7. Binding free-energy components. Line/dots: contributions of indi-
vidual amino acids to the Tc binding free energy, computed with the Pois-
son model for state Z3. Stars: values from alanine-scanning experiments.[39]
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given, where a side chain has been replaced by alanine.[36] The
free-energy change upon alanine replacement can be inter-
preted as an experimental measure of the original side chain’s
contribution to the Tc binding free energy, so it is of interest
to compare the Poisson free-energy components to these
values.

The largest Poisson contributions come from Glu147 and
His100, which coordinate the Mg2+ ion. We saw that these
groups undergo a large conformational change when Tc binds
(Figure 5B). In fact, when these amino acids are mutated, Tc
binds without any co-bound Mg2+ ,[36] so it is not surprising
that the Poisson components for these amino acids are very
different from the experimentally determined values (Figure 7).
In contrast, the Poisson values for Asn82 (�4.7 kcalmol�1) and
Thr103 (�3.4 kcalmol�1) match the experimental results per-
fectly, which gives confidence that the Poisson model yields
good approximate measures of the (electrostatic) contributions
of most individual amino acids to binding. Other groups repre-
senting significant components are His64 (�4.5 kcalmol�1) and
Gln116 (�3.6 kcalmol�1). Arg104 also represents a sizeable pos-
itive component (2.3 kcalmol�1 opposing binding), but this
ACHTUNGTRENNUNGestimate is not very reliable because Arg104, like Glu147 and
His100, undergoes a large conformational change upon Tc
binding.

Insights into the roles of His64 and Asn82 can also be ob-
tained from the free-energy differences between the states N3,
Z1, Z2, and Z3. Consider first His64. States Z2 and Z3 are almost
equistable; this indicates that His64 does not stabilize Tc
through its positive charge, but rather through its hydrogen
bonds to Tc-O2 and Tc-O8. These provide about �5 kcalmol�1

(the free-energy difference between Z2 and Z1 and between Z3

and Z1). This is close to the His64 free-energy component of
�4.5 kcalmol�1 obtained from the Poisson analysis above. A
similar estimate is obtained by comparison of states N2 and N3

(Figure 2). Consider next Asn82. States N3 and Z2 differ by
�2.7 kcalmol�1 (MDFE result, Table 1). This is over half the
Asn82 Poisson free-energy component (�4.7 kcalmol�1), indi-
cating that when Tc is switched to its Z state, strengthened
ACHTUNGTRENNUNGinteractions with Asn82 account for most of the affinity gain.
This is expected from the hydrogen bonds seen in the X-ray
structure, but the simulation data give a more quantitative pic-
ture. We note that Asn82 is flipped in the apoprotein, suggest-
ing that its interaction with His64 is slightly repulsive in the Z2

and Z3 states.

Conclusions

A great deal is known about Tc:TetR binding from X-ray crystal-
lography and biochemistry. It is noteworthy that for the six
groups whose orientations have been determined here by ex-
perimental Debye–Waller factor analysis, the original crystallo-
graphic model (model 1) turned out to be correct. Neverthe-
less, neither these orientations nor details of the binding-
pocket protonation state could be inferred with complete con-
fidence before this work. A program used to position hydro-
gens automatically, WHATCHECK,[37] protonated His64 incor-
rectly, probably because it is not able to take into account

His64’s interaction with the Tc ligand. The range of free ener-
gies spanned by the six states shown in Figure 3 illustrates the
difficulty. By performing extensive simulations and X-ray
ACHTUNGTRENNUNGstructure refinements, a comparison between experiment and
theory could be made for the orientations of the six active-site
groups. The excellent agreement observed gives confidence
that other properties are correctly predicted by the simula-
tions. In particular, we find that the zwitterionic Tc tautomer is
strongly preferred, and that the nearby His64 occupies a mix-
ture of singly and doubly protonated states. Our prediction of
the His64 protonation state could be tested by pKa measure-
ments in the presence and absence of Tc. Our prediction of a
zwitterionic Tc is consistent with the tetracycline structures in
the Cambridge Crystallographic Databank. Indeed, Tc in TetR
complexes always has an extended conformation, and all the
extended Tcs in the CCDB are zwitterionic, whereas all the neu-
tral Tcs in the CCDB have twisted conformations.

The question arises of whether the Debye–Waller analysis
used here can be generally applied to orient groups in protein
structure refinements, and whether complementary simula-
tions are generally useful. We cannot make a definite state-
ment, but the agreement found between the X-ray refinement
and simulations is encouraging and does suggest that, for crys-
tallographic datasets with a comparable resolution, a careful
Debye–Waller analysis should at least be explored.

Overall, TetR:Tc binding is a complex process, involving com-
petition between several effects, and with electrostatics play-
ing an important role. These effects include superior solvation
of TcZ relative to TcN, a strengthened interaction with Asn82 for
the Z tautomer, and the balance of interactions of His64 with
Tc, Asn82, and solvent. Interestingly, while His64 interactions
contribute several kcalmol�1 to Tc binding, its extra positive
charge in the Z3 state has almost no effect. Overall, the TetR
binding pocket combines electrostatic preorganization in the
region of the Tc amide and ammonium groups with an in-
duced fit in the region that coordinates the Mg2+ ion.

Ligand binding and acid/base equilibria are important for
most aspects of protein function, so the simulation techniques
used here are of general interest. Free-energy simulations have
been extensively applied to these problems in the past, but,
after an initial burst of popularity in the early 1990s,[38] techni-
cal and fundamental difficulties were brought to light that led
to a drop in their use. In recent years, substantial progress has
been made,[26–28] as illustrated by the good agreement with
ACHTUNGTRENNUNGexperiment seen here. Two substantially different free-energy
methods have been compared with each other and with ex-
perimental data, thus providing support both for the method-
ology and for the newly developed tetracycline forcefield.[24]

More recently, we have also obtained very good agreement
with experimental results[39] for binding affinities of a series of
ten tetracycline analogues for TetR (A.A. and T.S. , unpublished
results). We expect that with the current level of simulation
maturity and available computer power, joint experimental
and theoretical studies will increasingly help to reveal the com-
plexity of protein–ligand recognition.
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Experimental Section

Tc in solution—computed structures and free energies

Structures : To generate models of Tc in solution and in complexa-
tion with the protein, we proceeded as described previously.[24]

Briefly, we retrieved 20 crystal structures of tetracyclines from the
Cambridge Crystallographic Data Bank (CCDB).[40] The structures
can be grouped into two families, corresponding to “extended”
and “twisted” conformations. Starting from selected CCDB struc-
tures, we performed molecular dynamics simulated annealing in
vacuum with use of the MM3 forcefield.[41] and the Tinker pro-
gram,[42] in order to generate a wide variety of Tc conformations.
After clustering by use of the ART-2 algorithm[43] and the CHARMM
program, a few representative structures were optimized quantum
mechanically at the B3LYP/6–31G(d) level.[44–46] With this procedure,
we generated models for both Tc�N and Tc�Z bound to a Mg2+ ion
(Figure 1).

Solution free energies—ab initio calculations : We used quantum me-
chanical density functional methods to compute the free-energy
difference between Tc�N :Mg2+ and Tc�Z :Mg2+ in solution. We used
the B3LYP hybrid functional[44,45] and the 6–31G* basis set.[46] Geo-
metries were fully optimized by use of the Gaussian03 program.[47]

Single-point energy calculations on the optimized structures were
performed with use of a dielectric continuum representation of
aqueous solvent, with the aid of the polarizable continuum model
(PCM).[30]

TetR:Tc binding—computed structures and free energies

Molecular dynamics simulations : The crystal structure of the class D
Tet Repressor dimer (TetR) was taken from the Protein Data Bank
(PDB), entries 2TRT (with bound Tc) and 1A6I (without bound
Tc).[8, 34] The simulations included protein residues within a 24 E
sphere, centered on the Tc binding site. In addition to crystal
waters, a 24 E sphere of water was overlaid and waters that over-
lapped protein, crystal waters, Tc (when present), or Mg2+ were re-
moved. Protein atoms between 20 E and 24 E from the sphere’s
center were harmonically restrained to their experimentally deter-
mined positions. Simulations were performed with the aid of the
SSBP solvent model,[48, 49] which treats the region outside the 24 E
sphere as a uniform dielectric continuum, with a dielectric constant
of 80. This is reasonable, since most of the outer region is water.
Newtonian dynamics were used for the innermost region, within
20 E of the sphere’s center; Langevin dynamics were used for the
outer part of the sphere, with a 292 K bath. The CHARMM22 force-
field was used for the protein[50] and the TIP3P model for water.[51]

Tetracycline was described with the forcefield developed previous-
ly.[24] Electrostatic interactions were computed without any cutoff,
with use of a multipole approximation for distant groups.[52] Calcu-
lations were done with the CHARMM program.[53]

Alchemical MD free-energy simulations (MDFE): To compare Tc�N and
Tc�Z binding, we used the thermodynamic cycle shown in Figure 4.
The MDFE method follows the horizontal legs of the cycle. Tc�N is
reversibly transformed into Tc�Z during a series of MD simulations.
For the lower leg, we simulated Tc:Mg2+ in the center of a 24 E
radius water sphere, surrounded by a dielectric continuum repre-
senting bulk solvent.[48] For the upper leg, we simulated a portion
of the Tc:Mg2+ :TetR complex, solvated by the same 24 E water
sphere and embedded in the same dielectric continuum. Portions
of TetR outside the 24 E sphere would be expected to contribute
very little to the binding free-energy difference.[49] In each simula-
tion system, the energy function can be expressed as a linear com-
bination of Tc�N :Mg2+ and Tc�Z :Mg2+ terms [Eq. (3)]:

UðlÞ ¼ U0 þ ð1�lÞUðTcNÞ þ lUðTcZÞÞ ð3Þ

where l is a “coupling parameter” and U0 represents interactions
between parts of the system other than Tc. The free-energy deriva-
tive with respect to l has the form [Eq. (4)]:

@G
@l

¼ hUðTcZÞ�UðTcNÞil ð4Þ

Here the brackets indicate an average over an MD trajectory with
the energy function U(l).[26, 54] We gradually mutated TcN into TcZ by
changing l from one to zero. In practice, the transformation be-
tween Tc�N :Mg2+ and Tc�Z :Mg2+ takes the form of a rearrangement
of atomic charges on a few Tc atoms, because the displaced hydro-
gen does not enter into van der Waals interactions in this force-
field. The successive values of l were: 0.999, 0.99, 0.95, 0.9, 0.8, 0.6,
0.4, 0.2, 0.1, 0.05, 0.01, and 0.001. The free-energy derivatives were
computed at each l value from a 100 ps MD simulation; the last
80 ps were used for averaging. A complete mutation run thus cor-
responded to 1.2 ns. One run was performed in each direction (TcN

to TcZ and the reverse). The free-energy change was computed by
numerical integration of the derivatives. We also used the MDFE
method to estimate the pKa values of His64 of TetR, which is part
of the Tc binding site. In this case, the solution leg transforms
methylimidazole into its doubly protonated state. Both the protein
and the solution transformations were modeled as rearrangements
of atomic charges on the imidazole group; see refs. [31, 55] for de-
tails. A single run was performed for each leg, lasting for 4.8 ns
(protein leg) or 2.4 ns (solution leg).

Poisson–Boltzmann Linear Response Approximation (PBLRA): A re-
cently developed method that combines MD simulations with con-
tinuum electrostatics is the Poisson–Boltzmann Linear Response
Approximation (PBLRA) method.[31,56, 57] This method is well suited
to treatment of rearrangements of atomic charges, as in the TcN to
TcZ transformation or His64 protonation. The free-energy change
(DGpro�DGsol in Figure 4) is approximated by the continuum elec-
trostatic free energy, averaged over the equilibrium states before
and after the rearrangement. We applied the method with MD
structures of the Tc�N :Mg2+ and Tc�Z :Mg2+ states (see above), and it
was also used to compare protonation states of His64 in the Tc
binding pocket. The equilibrium states were simulated for 3 ns
each. Calculations are performed here at zero ionic strength, so
that we solve the Poisson, and not the Poisson–Boltzmann, equa-
tion. Nevertheless, we refer to the method as PBLRA. For similar
systems, we have found that PBLRA results are weakly sensitive to
the ionic strength.[58] The Poisson equation was solved by use of a
finite difference method implemented in the Charmm program,
with a cubic grid of length 144 E, with 0.4 E between grid planes.
250 structures were used for each state. The solute dielectric con-
stant was set to 1 or 2, and the solvent dielectric was set to 80, the
experimentally determined value for bulk water.

Poisson calculations and free-energy component analysis : The Pois-
son model can also be used to compute the electrostatic contribu-
tion to the Tc binding free energy.[29,33,35] We simply compute the
electrostatic free energy of the TetR complex and the separate
partners and take the difference. This Poisson binding free energy
then has a useful property: it can be broken down into several dis-
tinct contributions,[29,35] including contributions from individual
amino acids in the Tc binding pocket. We refer to these as free-
energy components. A higher solute dielectric, relative to the
PBLRA situation, might be appropriate for this analysis. Indeed,
with PBLRA we averaged over structures corresponding to the
system before and after a charge modification (e.g. , His protona-
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tion). Dielectric relaxation of the protein is explicitly modeled by
the structural differences between the two states. Here, in contrast,
dielectric relaxation when the TetR:Tc complex is formed is implicit-
ly modeled by the solute dielectric constant. Below, we have
chosen the solute dielectric constant so that the binding free-
energy difference between TcN and TcZ approximately reproduces
that obtained by MDFE (with use of N3 and Z2). This gives a solute
dielectric of four, similarly to previous work on similar prob-
lems.[33,35]

Crystallization, X-ray diffraction, and structure refinement : TetR
of class D—TetR(D)—was co-crystallized with doxycycline and
Mg2+ by previously described methods for other tetracycline com-
plexes of TetR.[8,59, 60] The doxycycline:Mg2+ complex of TetR(D) crys-
tallized in space group I4122, isomorphous with other TetR(D) com-
plexes with tetracycline:Mg2+ . X-ray diffraction data were collected
at the synchrotron beam line X13 of the EMBL outstation (DESY,
Hamburg). Flash-frozen crystals were measured in a gaseous N2

stream at 100 K. Data were reduced by use of the HKL package[61]

and further processed with the aid of programs of the CCP4
suite.[62] Initial phasing and model building were based on the
TetR(D) complex with 7-chlorotetracycline:Mg2+ (PDB ID: 2TCT). Re-
finement was performed with the program REFMAC.[63] Details and
statistics for data collection and structure refinement are given in
Table 7.

In a second step, the initially refined crystallographic model
(model 1) was manually modified to create a second, alternative
model (model 2). The amide side chains of Asn5, Asn82, and
Gln116, the amide group of doxyTc, and the imidazole rings of
His64 and His100 were all flipped by 1808. This alternative model
was also refined to convergence. During the refinements, standard
restraints were used for the Debye–Waller factors. Differences be-

tween the Debye–Waller factors of atoms separated by one or two
covalent bonds were thus penalized, as is physically reasonable.
The correct conformations of each group were then identified by
comparison of the individual, isotropic, Debye–Waller factors of the
corresponding amide and imidazole atoms in models 1 and 2. The
coordinates of the best model (with the correct orientations of
each individual group) have been submitted to the Protein Data
Bank.

Acknowledgements

Support was provided by the Nuclear Toxicology program of the
Commmissariat pour l’Cnergie Atomique and the Centre National
pour la Recherche Scientifique (to T.S.). An Egide PhD fellowship
was awarded to A.A. We thank Martin Karplus for the CHARMM
program. Some of the simulations were performed at the CINES
supercomputing center of the French Ministry of Education.

Keywords: antibiotics · molecular dynamics · molecular
recognition · protein structures · tetracycline binding

[1] I. Chopra, M. Roberts, Microbiol. Mol. Biol. Rev. 2001, 65, 232–260.
[2] I. Chopra, Drug Resist. Updates 2002, 5, 119–125.
[3] M. W. Olson, A. Ruzin, E. Feyfant, T. S. Rush, J. O’Connell, P. A. Bradford,

Antimicrob. Agents Chemother. 2006, 50, 2156–2166.
[4] W. Saenger, P. Orth, C. Kisker, W. Hillen, W. Hinrichs, Angew. Chem. 2000,

112, 2122–2133; Angew. Chem. Int. Ed. 2000, 39, 2042–2052.
[5] M. Fussenegger, Biotechnol. Prog. 2001, 17, 1–51.
[6] C. Berens, S. Lochner, S. Lober, I. Usai, A. Schmidt, L. Drueppel, W.

Hillen, P. Gmeiner, ChemBioChem 2006, 7, 1320–1324.
[7] J. Trylska, J. Antosiewicz, M. Geller, C. Hodge, R. Klabe, M. Head, M.

Gilson, Protein Sci. 1999, 8, 180–195.
[8] W. Hinrichs, C. Kisker, M. Duvel, A. Muller, K. Tovar, W. Hillen, W. Saenger,

Science 1994, 264, 418–420.
[9] P. Orth, D. Schnappinger, W. Hillen, W. Saenger, W. Hinrichs, Nat. Struct.

Biol. 2000, 7, 215–219.
[10] O. Scholz, M. Kçstner, M. Reich, S. Gastiger, W. Hillen, J. Mol. Biol. 2003,

329, 217–227.
[11] S. Kedracka-Krok, Z. Wasylewski, Eur. J. Biochem. 2003, 270, 4564–4573.
[12] S. Kedracka-Krok, A. Gorecki, P. Bonarek, Z. Wasylewski, Biochemistry

2005, 44, 1037–1046.
[13] E. M. Henssler, R. Bertram, S. Wisshak, W. Hillen, FEBS J. 2005, 272,

4487–4496.
[14] S. E. Reichheld, A. R. Davidson, J. Mol. Biol. 2006, 361, 382–389.
[15] A. Warshel, Computer Modelling of Chemical Reactions in Enzymes and

Solutions, Wiley, New York, 1991.
[16] T. Simonson, Rep. Prog. Phys. 2003, 66, 737–787.
[17] M. O. Schmitt, S. Schneider, PhysChemComm 2000, 9, 42–55.
[18] H. F. Dos Santos, C. S. Nascimento, P. Belletato, W. B. De Imeida, J. Mol.

Struct. THEOCHEM 2003, 626, 305–319.
[19] C. F. Leypold, M. Reiher, G. Brehm, M. O. Schmitt, S. Schneider, P. Matou-

sek, M. Towrie, Phys. Chem. Chem. Phys. 2003, 5, 1149–1157.
[20] O. Othersen, F. Beierlein, H. Lanig, T. Clark, J. Phys. Chem. B 2003, 107,

13743–13749.
[21] K. Meindl, T. Clark, J. Phys. Chem. B 2005, 109, 4279–4284.
[22] H. Lanig, O. G. Othersen, U. Seidel, F. Beierlein, T. E. Exner, T. Clark, J.

Med. Chem. 2006, 49, 3444–3447.
[23] H. Lanig, O. G. Othersen, F. Beierlein, U. Seidel, T. Clark, J. Mol. Biol.

2006, 359, 1125–1136.
[24] A. Aleksandrov, T. Simonson, J. Comput. Chem. 2006, 13, 1517–1533.
[25] D. Pearlman in The Encyclopedia of Computational Chemistry (Eds. : P.

v. R. Schleyer, N. L. Allinger, T. Clark, J. Gasteiger, P. A. Kollman, H. F.
Schaefer III, P. R. Schreiner), Wiley, Chichester, 1998.

[26] T. Simonson, G. Archontis, M. Karplus, Acc. Chem. Res. 2002, 35, 430–
437.

[27] W. Jorgensen, Science 2004, 303, 1813–1818.

Table 7. Statistics for the X-ray data collection and structure refinement.

Data collection

detector MAR CCD 165 mm
radiation source beam line X13, EMBL Hamburg

c/o DESY
wavelength 0.8011 E
resolution range 19.34—1.89 E
tetragonal space group/a-axis/c-axis I4122/65.83 E/179.5 E
number of independent reflections 15374
completeness 99.75%
redundancy (highest shell) 15.8 (10.3)
I/s(I) (highest shell) 29.6 (7.3)
Rsym (%) (highest shell) 7.1 (36.2)
Wilson B-factor 29.9 E2

Refinement
R factor (%) 20.2
Rfree (test dataset with 5% data, 24.6
817 refl.)
number of atoms 1801
TetR/[Mg-doxyTc]/solvent 1661/33/107
average overall isotropic B-factors 35.9 E2

protein main chain/side chain 34.4/37.1 E2

Mg-doxyTc/solvent 25.6/40.6 E2

RMS deviations from ideal geometry
bond lengths 0.026 E
bond angles 2.3088
torsion angles 5.7428
PDB ID 2O7O

684 www.chembiochem.org > 2007 Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim ChemBioChem 2007, 8, 675 – 685

T. Simonson et al.



[28] C. F. Wong, J. A. McCammon, Adv. Protein Chem. 2003, 66, 87–121.
[29] T. Simonson in Free Energy Calculations: Theory and Applications in

Chemistry and Biology (Eds. : C. Chipot, A. Pohorille), Springer, New York,
2006, Chapter 12.

[30] J. Tomasi, R. Cammi, B. Mennucci, C. Cappelli, S. Corni, Phys. Chem.
Chem. Phys. 2002, 4, 5697–5712.

[31] G. Archontis, T. Simonson, Biophys. J. 2005, 88, 3888–3904.
[32] C. Schutz, A. Warshel, Proteins 2001, 8, 211–217.
[33] P. Kollman, I. Massova, C. Reyes, B. Kuhn, S. Huo, L. Chong, M. Lee, T.

Lee, Y. Duan, W. Wang, O. Donini, P. Cieplak, J. Srinivasan, D. Case, T.
Cheatham, Acc. Chem. Res. 2000, 33, 889–897.

[34] P. Orth, F. Cordes, D. Schnappinger, W. Hillen, W. Saenger, W. Hinrichs, J.
Mol. Biol. 1998, 279, 439–447.

[35] G. Archontis, T. Simonson, M. Karplus, J. Mol. Biol. 2001, 306, 307–327.
[36] O. Scholz, P. Schubert, M. Kintrup, W. Hillen, Biochemistry 2000, 39,

10914–10920.
[37] R. Hooft, C. Sander, G. Vriend, Proteins 1996, 26, 363–376.
[38] P. Kollman, Chem. Rev. 1993, 93, 2395.
[39] T. Lederer, M. Kintrup, M. Takahashi, P. Sum, G. Ellestad, W. Hillen, Bio-

chemistry 1996, 35, 7439–7446.
[40] F. Allen, O. Kennard, Chem. Des. Autom. News 1993, 8, 31–37.
[41] N. Allinger, Y. Yuh, J. Lii, J. Am. Chem. Soc. 1989, 111, 8551–8566.
[42] P. Ren, J. Ponder, J. Phys. Chem. B 2003, 107, 5933–5947.
[43] G. Carpenter, S. Grossberg, Appl. Opt. 1987, 26, 4919–4930.
[44] A. Becke, J. Chem. Phys. 1993, 98, 5648.
[45] C. Lee, W. Yang, R. Parr, Phys. Rev. B 1988, 37, 785–789.
[46] W. Hehre, L. Radom, P. Schleyer, J. Pople, Ab initio Molecular Orbital

Theory, Wiley, New York, 1987.
[47] Gaussian 03, Revision C.02, M. J. Frisch, G. W. Trucks, H. B. Schlegel, G. E.

Scuseria, M. A. Robb, J. R. Cheeseman, J. A. Montgomery, Jr. , T. Vreven,
K. N. Kudin, J. C. Burant, J. M. Millam, S. S. Iyengar, J. Tomasi, V. Barone,
B. Mennucci, M. Cossi, G. Scalmani, N. Rega, G. A. Petersson, H. Naka-
ACHTUNGTRENNUNGtsuji, M. Hada, M. Ehara, K. Toyota, R. Fukuda, J. Hasegawa, M. Ishida, T.
Naka ACHTUNGTRENNUNGjima, Y. Honda, O. Kitao, H. Nakai, M. Klene, X. Li, J. E. Knox, H. P.
Hratchian, J. B. Cross, V. Bakken, C. Adamo, J. Jaramillo, R. Gomperts,
R. E. Stratmann, O. Yazyev, A. J. Austin, R. Cammi, C. Pomelli, J. W. Och-
terski, P. Y. Ayala, K. Morokuma, G. A. Voth, P. Salvador, J. J. Dannenberg,
V. G. Zakrzewski, S. Dapprich, A. D. Daniels, M. C. Strain, O. Farkas, D. K.
Malick, A. D. Rabuck, K. Raghavachari, J. B. Foresman, J. V. Ortiz, Q. Cui,
A. G. Baboul, S. Clifford, J. Cioslowski, B. B. Stefanov, G. Liu, A. Liashenko,
P. Piskorz, I. Komaromi, R. L. Martin, D. J. Fox, T. Keith, M. A. Al-Laham,

C. Y. Peng, A. Nanayakkara, M. Challacombe, P. M. W. Gill, B. Johnson, W.
Chen, M. W. Wong, C. Gonzalez, J. A. Pople, Gaussian, Inc. , Wallingford,
CT, 2004.

[48] D. Beglov, B. Roux, J. Chem. Phys. 1994, 100, 9050–9063.
[49] T. Simonson, J. Phys. Chem. B 2000, 104, 6509–6513.
[50] A. Mackerell, D. Bashford, M. Bellott, R. Dunbrack, J. Evanseck, M. Field,

S. Fischer, J. Gao, H. Guo, S. Ha, D. Joseph, L. Kuchnir, K. Kuczera, F. Lau,
C. Mattos, S. Michnick, T. Ngo, D. Nguyen, B. Prodhom, W. Reiher, B.
Roux, J. Smith, R. Stote, J. Straub, M. Watanabe, J. Wiorkiewicz-Kuczera,
D. Yin, M. Karplus, J. Phys. Chem. B 1998, 102, 3586–3616.

[51] W. Jorgensen, J. Chandrasekar, J. Madura, R. Impey, M. Klein, J. Chem.
Phys. 1983, 79, 926–935.

[52] R. Stote, D. States, M. Karplus, J. Chim. Phys. 1991, 88, 2419–2433.
[53] B. Brooks, R. Bruccoleri, B. Olafson, D. States, S. Swaminathan, M. Kar-

plus, J. Comput. Chem. 1983, 4, 187–217.
[54] T. Simonson in Computational Biochemistry & Biophysics (Eds. : O. Becker,

A. Mackerell, Jr. , B. Roux, M. Watanabe), Marcel Dekker, New York, 2001,
Chapter 9.

[55] T. Simonson, J. Carlsson, D. A. Case, J. Am. Chem. Soc. 2004, 126, 4167–
4180.

[56] Y. Sham, Z. Chu, A. Warshel, J. Phys. Chem. B 1997, 101, 4458–4472.
[57] I. Eberini, A. Baptista, E. Gianazza, F. Fraternali, T. Beringhelli, Proteins

2004, 54, 744–758.
[58] D. Thompson, P. Plateau, T. Simonson, ChemBioChem 2006, 7, 337–344.
[59] C. Kisker, W. Hinrichs, K. Tovar, W. Hillen, W. Saenger, J. Mol. Biol. 1995,

247, 260–280.
[60] P. Orth, D. Schnappinger, P. Sum, G. Ellestad, W. Hillen, W. Saenger, W.

Hinrichs, J. Mol. Biol. 1999, 285, 455–461.
[61] Z. Otwinowski, W. Minor, Methods Enzymol. 1997, 276, 307–326.
[62] Collaborative Computational Project Number 4, Acta Crystallogr. Sect. D

Biol. Crystallogr. 1994, 50, 760–776.
[63] G. Murshudov, A. Vagin, E. Dodson, Acta Crystallogr. Sect. D Biol. Crystal-

logr. 1997, 53, 240–255.
[64] A. Nicholls, Grasp: Graphical Representation and Analysis of Structural

Properties, Columbia University, New York, 1991.
[65] W. L. DeLano, The PyMOL molecular graphics system, DeLano, San

Carlos, USA, 2002.

Received: February 6, 2007
Published online on March 16, 2007

ChemBioChem 2007, 8, 675 – 685 > 2007 Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim www.chembiochem.org 685

Protonation in Tetracycline:Tet Repressor Recognition



Tet Repressor Induction by Tetracycline: A Molecular
Dynamics, Continuum Electrostatics,
and Crystallographic Study

Alexey Aleksandrov1, Linda Schuldt2, Winfried Hinrichs2⁎
and Thomas Simonson1⁎

1Laboratoire de Biochimie
(CNRS UMR7654),
Department of Biology, Ecole
Polytechnique, 91128 Palaiseau,
France
2Institute for Biochemistry,
Department of Molecular
Structural Biology, University
of Greifswald, Felix-Hausdorff-
Strasse 4, D-17489 Greifswald,
Germany

Received 21 December 2007;
received in revised form
27 February 2008;
accepted 3 March 2008
Available online
19 March 2008

The Tet repressor (TetR) mediates the most important mechanism of
bacterial resistance against tetracycline (Tc) antibiotics. In the absence of Tc,
TetR is tightly bound to its operator DNA; upon binding of Tc with an
associatedMg2+ ion, it dissociates from the DNA, allowing expression of the
repressed genes. Its tight control by Tc makes TetR broadly useful in genetic
engineering. The Tc binding site is over 20 Å from the DNA, so the binding
signal must propagate a long distance. We use molecular dynamics
simulations and continuum electrostatic calculations to test two models of
the allosteric mechanism. We simulate the TetR:DNA complex, the Tc-
bound, “induced” TetR, and the transition pathway between them. The
simulations support the model inferred previously from the crystal
structures and reveal new details. When [Tc:Mg]+ binds, the Mg2+ ion
makes direct and water-mediated interactions with helix 8 of one TetR
monomer and helix 6 of the other monomer, and helix 6 is pulled in towards
the central core of the structure. Hydrophobic interactions with helix 6 then
pull helix 4 in a pendulum motion, with a maximal displacement at its N-
terminus: the DNA interface. The crystal structure of an additional TetR
reported here corroborates this motion. The N-terminal residue of helix 4,
Lys48, is highly conserved in DNA-binding regulatory proteins of the TetR
class and makes the largest contribution of any amino acid to the TetR:DNA
binding free energy. Thus, the conformational changes lead to a drastic
reduction in the TetR:DNA binding affinity, allowing TetR to detach itself
from the DNA. Tc plays the role of a specific Mg2+ carrier, whereas the Mg2+

ion itself makes key interactions that trigger the allosteric transition in the
TetR:Tc complex.

© 2008 Elsevier Ltd. All rights reserved.

Edited by D. Case
Keywords: protein; allostery; computer simulation; binding free energy;
gene regulation

Introduction

Tetracyclines (Tcs) are widely used broad-spectrum
antibiotics that affect both Gram-positive and Gram-
negative bacteria, binding to the ribosome and
inhibiting protein synthesis.1 The most common
resistance mechanism in Gram-negative bacteria is
the active efflux of Tc out of the cell by the membrane
transport protein TetA. This mechanism is tightly
regulated at the transcription level by the Tet
repressor (TetR) protein. TetR is a homodimer; in the
absence of Tc, it binds tightly to two palindromic
operators (binding constant Ka=10

11 M−1),2 blocking
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the expression of the tetA and tetR genes. Tc binds to
TetR as a [Tc:Mg]+ complex with a nanomolar
dissociation constant, inducing conformational
changes that reduce the binding constant of TetR
and DNA by 6–10 orders of magnitude.3 After
dissociation of TetR from DNA, the expression of
tetR and tetA can proceed. Today, the TetR/Tc system
is of general interest because of widespread applica-
tion inmolecular and cell biology as a sensitive switch
for target gene regulation.4–6

Crystal structures of TetR are available in the “non-
induced” state, complexed with DNA; in the
“induced” state, complexed with various Tcs; and
in the “apo” state (neither ligand). TetR consists of
two identical monomers; the homodimer is divided
into two N-terminal DNA-binding domains (DBDs)
and a single, central, core domain (Fig. 1). The core
domain is built around a four-helix bundle and
includes two deep [Tc:Mg]+ binding cavities, located
over 20 Å from the DNA-binding interface. Upon
induction, allosteric changes propagate from the Tc
binding sites to the DNA-binding interface. Based on
the experimental structures, amodel for the allosteric
changes was proposed.7 In this model, conforma-
tional changes are triggered by the Mg2+ ion co-
bound to Tc and by the amino acids that coordinate
it. Indeed, when [Tc:Mg]+ binds, the last turn of helix
6 unwinds (residues 100–103) and shifts to interact
with the metal ion. His100 coordinates it directly,

while Thr103 coordinates it indirectly, through
bridging water molecules. The shift is accompanied
by a pendulummotion of two alpha helices, helices 4
and 4′ (we use a prime to designate groups or
residues belonging to the second TetR monomer).
This displaces the DBDs, so that they no longer fit
into adjacent major grooves of the DNA. According
to the model, the structural shifts near the [Tc:Mg]+

ligand trigger the helix displacements in a manner
that has not yet been determined. A consequence of
themodel is that themain role of Tc is to act as aMg2+

carrier, binding specifically to TetR, rigidifying the
surrounding groups, and bringing Mg2+ into its
proper position to trigger the allosteric motions.
The above model is mainly based on crystal

structures of the endpoint states: induced and non-
induced. Crystal structures for two intermediate
states also support the model: (i) When Tc binds in
the absence of Mg2+, TetR remains in the non-
induced state and can bind to DNA8; this supports
the idea that Mg2+ triggers the motion.8 (ii) In one
“half-induced” crystal structure, [Tc:Mg]+ is present
in just one monomer; the dimer symmetry is broken,
and the DNA binding constant is reduced by about
103.8 Additional information has been provided by
biochemical and biophysical measurements.1,9,10
Notice that certain atypical ligands such as anhy-
drotetracycline (a type II Tc) can induce TetRwithout
Mg2+1,11,12; see below.

Fig. 1. An overview of the TetR structure in its induced (red) and non-induced (blue) states. Two orthogonal views are
shown. The TetR:DNA complex is blue; the DNA backbone is shown as a tube; bases are shown as sticks (light grey).
Superimposed (red) is the induced, TetR:Tc structure. Tc is shown with a ball-and-stick representation. The Mg2+ ion is a
green sphere. Helices are labelled in one monomer. Only one Tc is shown (monomer 1). Lys48 is shown (ball and sticks)
making hydrogen bonds to the DNA. The helix 4 shift upon induction is highlighted by an arrow.
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A different model of the allosteric mechanism,
based on molecular dynamics (MD) simulations, was
proposed recently by Lanig et al.13,14 MD simulations
can in principle provide the most detailed picture,
including a dynamical view of the transition between
endpoint states. In this model, Mg2+ is assumed to be
present in the non-induced state (i.e., in the absence of
Tc) and coordinated by Asp157 (referred to as Asp156
by those authors). Upon Tc binding, Asp157 is
displaced, salt bridges in the Tc binding site rearrange,
and the structure gains in overall flexibility. This in
turn is predicted to decrease the TetR affinity for
DNA.
Several new findings suggest that the problem of

TetR allostery should be revisited. First, the flexible
loop 156–164, to which Asp157 belongs, was dis-
ordered and invisible in all but one X-ray structure8

published before 2007. This was an unusual structure,
with one induced and one non-induced monomer. A
very recent structure of the doxycycline complex15

also featured an ordered loop, with a conformation
similar to the earlier one. Another very recent
structure of an unusual TetR (a fusion of class B and
D repressors) also had an ordered loop.16 In these
structures, the position of Asp157 is inconsistent with
specific Mg2+ coordination; rather, coordination by
Asp157 would appear similar to non-specific Mg2+

coordination by any of the other carboxylate groups at
the TetR surface. Second, a key residue at the DNA-
binding interface, Lys48, was slightly mispositioned
in the original, medium-resolution, X-ray structure7

so that its side chain did not appear to interact closely
with the DNA, and it has not been considered in
discussions of the allosteric mechanism or mutagen-
esis studies. Third, recent mutagenesis work showed
thatmutant TetRs can be constructedwhereAsp157 is
mutated to Ala, and are still inducible.17 Consistent
with this, the Asp157 position shows no sequence
conservation whatsoever, with a wide variety of
polar and hydrophobic amino acids occupying this
position in different TetRs. Finally, the most recent
structural data strongly suggest that Mg2+ is not
present in the DNA complex, contrary to the earlier
MD model.13

For these reasons, we have reexamined the
allosteric mechanism of TetR induction using MD
simulations and continuum electrostatic calcula-
tions. The calculations are performed for the D
class repressor, but the main conclusions are
expected to apply to other TetRs. We make use of
the more recent experimental information. We also
report a new crystal structure of a homologous Tet
repressor of the H class, which sheds additional light
on the mechanical flexibility of TetR. The sequence
identity between TetR(D) and TetR(H) is 57%. We
benefit from a very recent, high-quality, force field
model of Tc,18 which has been tested in simulations
of both TetR and the 30S ribosome subunit15,19 and
validated by comparisons to experimental measure-
ments of Tc binding to both systems. Our earlier
TetR simulations with this force field helped reveal
some structural details not visible in available
crystal structures, such as active-site protonation

patterns, side-chain orientations, and the Tc tauto-
meric state,15 all of which are important for the
present study. We use MD simulations to study the
endpoint, induced and non-induced states. We use
an established continuum electrostatic method to
obtain thermodynamic information.20–24 Finally, we
use a “targeted molecular dynamics” method to
study the pathway between the endpoint states and
to test the model described above. [Tc:Mg]+ is added
to the TetR:DNA complex to form a non-equili-
brium, intermediate state. A weak, biasing force is
applied to groups very close to the Tc, pulling them
gently towards their induced conformation. With
this method, structural rearrangements near the Tc
occur very early, and we can examine how the
changes propagate to the rest of the structure,
including the DNA-binding interface. Thus, a
detailed hypothesis can be formulated regarding
the order and timescale of individual events, and the
proposed models for the allosteric transition can be
further tested.
The simulations support the model inferred

previously from the crystal structures.7 When [Tc:
Mg]+ binds, the Mg2+ ion coordinates directly to
helix 6 (imidazole of His100) and makes water-
mediated interactions with helix 6 (Thr103) of one
TetR monomer and helix 8 (Glu147′) of the other
monomer. Helix 6 is pulled in towards the central
core of the structure; hydrophobic interactions with
helix 6 then pull helix 4, in a pendulummotion, with
a maximal displacement at its N-terminus—the
DNA-binding interface. The N-terminal residue of
helix 4, Lys48, is highly conserved in transcriptional
regulatory domains of the TetR family.25 It makes a
strong interaction with a DNA phosphate group,
producing the largest contribution of any TetR
amino acid to the TetR:DNA binding free energy.
Thus, the conformational changes upon [Tc:Mg]+

binding lead to a drastic reduction in the TetR:DNA
binding affinity. Tc plays the role of a specific Mg2+

carrier, whereas the Mg2+ ion itself makes the key
interactions that trigger the allosteric transition.

Results

Analysis of the experimental and simulation
structures

We first compare the X-ray structures of the two
endpoint states, TetR:DNA and TetR:Tc, and recall
some known features of the allosteric transition.
Next, we compare the MD structures to the
experiment structures, mainly to establish the
quality of the simulations and also to identify
possible artefacts in the X-ray structures.

X-ray structures of the endpoint states

The two monomers of TetR each include 10 alpha
helices (sometimes denoted α1–10), and are related
by 2-fold symmetry in both the non-induced and
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induced states (Fig. 1). The two DBDs include
helices 1–3; helices 2 and 3 form a classic helix–
turn–helix motif. The center of the core domain is a
four-helix bundle involving helices 8, 8′, 10, and 10′.
We use a prime to designate groups or residues from
monomer 2. The [Tc:Mg]+ binding sites are formed
by α5–α9, α8′ and by α5′–α9′, α8 and are located
24 Å from the DNA (distance from the Mg2+ to the
DNA surface). The DNA fragment in the X-ray
structure (and the simulations) contains 15 base
pairs, including a central pair that does not interact
directly with TetR, and 14 palindromic pairs.
Sequence-specific contacts between TetR and the
DNA bases are made by helices 2 and 3, especially
by Arg28 and Gln38, which hydrogen bond to Gua2
and Ade3, respectively. The Arg28 positive charge
also interacts with the DNA backbone through long-
range electrostatics. Arg28 is highly conserved in
TetRs (Fig. 2). Interactions with the DNA sugar–
phosphate backbone are made by Thr26, Thr27,
Thr40, Tyr42, and Lys48. Lys48 belongs to helix 4
and is not part of the DBD. It is highly conserved in
transcriptional regulation domains of the TetR class.
In the structure with bound [Tc:Mg]+, His100 and

Thr103 have shifted to coordinate the ion, peeling off
the C-terminus of α6 to form a type II beta-turn.
Helices 4 and 4′ have swung in a pendulum motion,
remaining anchored at their C-termini, where His64
hydrogen bonds to the A ring of Tc (Fig. 1). The
motion drives helices 3 and 3′ apart, so that they no
longer fit optimally into adjacent major grooves of
the operator DNA. Mutations at position 103 that
perturb the Thr103⋯Mg2+ interaction (e.g., T103A,
T103I, T103K) lead to non-inducible TetRs: [Tc:Mg]+

binds but TetR does not dissociate from the DNA.28

Similarly, Tc variants that bind to TetRwithoutMg2+

have been obtained and shown to be non-inducing
in most cases: the protein remains in its DNA-
binding conformation. A probable exception is
anhydrotetracycline (anTc), which appears able to
induce TetR even though it binds without an
associated Mg2+.11 Anhydrotetracycline has a che-
mical structure rather different from that of the

classical Tcs.1,12 Furthermore, it appears to bind TetR
with an associated Na+ in one TetR crystal structure
(W.H., unpublished data), which raises the possibi-
lity that the observed induction11 may have been
assisted by sodium present in the buffer solution.
Note that while TetR structures containing Tc but no
Mg2+ have been observed, the reverse is not true:
TetR crystal structures containing Mg2+ but no Tc
have never been observed.
Motion of the DBDs upon induction is rather

complex. They shift approximately perpendicular to
the DNA in a scissor-like manner (Fig. 1). We
analyzed the distances between symmetry-related
Cα pairs in the TetR homodimers. Significant changes
are observed for both the DBD (α1, α2, α3) and the
adjacent α4. Helices 3 and 3′ increase their separation
upon induction, whereas α1/α1′ and α2/α2′ come
closer together. Thus, movement of the DBDs has to
be described as a combined rotation and translation.
The angle between α4 and α4′ increases from 54° to
92° on Tc binding, consistent with the pendulum
motionmentioned above, while the angle between α3
and α3′ decreases. All the main TetR:DNA interface
residues shift as a result of the conformational
changes; for example, Thr27, Arg28, Gln38, Thr40,
and Lys48 all shift by 4.3–6.5 Å.
In the TetR(H)–[Mg:anTc] complex, the movement

of the DBDs and α4 is more distinct than in the TetR
(D) structure. This can be explained byweaker crystal
packing constraints, since the TetR(H) complex (PDB
entry 2VPR) crystallized in a different space group
with a higher solvent content. TetR(D) [Protein Data
Bank (PDB) entries 2TCT/2TRT] has a tetragonal
space group, I4122; the homodimers are arranged in a
head-to-head orientation with their DBDs facing each
other and a solvent content of just 40%. For TetR(H),
the space group is orthorhombic (C2221), with a head-
to-tail orientation of the homodimers and a solvent
content of 46%. Comparing the different lattice
contacts using the PISA program,29,30 we found that
in TetR(D):Tc, the homodimer contacts are mainly
DBD contacts, whereas the TetR(H) homodimers are
positioned mainly by contacts between the core

Fig. 2. Sequence alignment of the TetR DBD and helix 4. The top sequence is the E. coli D-class TetR studied here;
others correspond to the diverse and non-redundant set of TetRs in the Pfam database.26 The sequences were aligned with
ClustalW.27

899Tet Repressor Induction by Tetracycline



domains. This explains why the DBDs in TetR(H)
have a highermobility and the effects of induction are
(slightly) more pronounced.

Simulation structures of the endpoint states

The MD simulations employ a large, cubic box
containing the TetR(D) protein, 20,959 water mole-
cules, and counterions, for a total of 70,288 atoms.
The box is replicated periodically in all directions to
avoid boundary effects. The simulations lasted 10 ns
for TetR:Tc and 7 ns for TetR:DNA. These durations
should give a reasonable picture of the equilibrium
structure and dynamics. The MD structures deviate
moderately from the crystal structures. Averaging
over the last 2 ns of MD, the mean rmsd of the
backbone atoms from the starting crystal positions is
1.9 Å for TetR:Tc and 1.7 Å for TetR:DNA. The
largest deviations are for the DBD, which makes
extensive crystal contacts in the experimental TetR
(D):Tc structure (as discussed above). The interhelix
distances α2–α2′, α3–α3′, and α4–α4′ are all some-
what longer in the TetR:Tc MD structure due to the
lack of crystal contacts.
Root mean square fluctuations were computed for

the Cα atoms in both states and compared to the
crystallographic Debye–Waller factors, which mea-
sure positional disorder. The Debye–Waller factors
include a contribution from overall rotation/transla-
tion of the protein (or protein:DNA complex), which
can be described by four libration parameters (two
directional parameters and two amplitudes).31,32 This
contribution must be subtracted to obtain an estimate
of the intramolecular vibrations, which can then be
compared to the MD predictions. The four libration
parameters are adjusted to optimize the fit between
the MD and X-ray estimates, which are compared in
Fig. 3. Agreement between experiment and simula-
tions is very good. If the experimental Debye–Waller
factors are adjusted using a single scaling factor
instead of the four librational parameters, the level of
agreement is comparable (not shown). Formost of the
protein, the MD fluctuations match the X-ray data
very well. The overall correlation between the
computed and experimental data is 87% and 84%
with and without DNA, respectively. In the TetR:Tc
complex, for regions where there is a discrepancy,
there is always a crystal contact in the experimental
system, so that the experimental fluctuations are
smaller than the MD ones. For the DBDs and helix 4
(residues 2–62), for example, the experimental
motions are clearly limited by crystal contacts.
Indeed, in the TetR(D) crystal structure, most of the
crystal packing interactions are made by the DBD.
Furthermore, we show below that in TetR structures
with different crystal packing interactions (different
space groups), the DBD has a well-conserved internal
structure but different orientations with respect to the
core domain. In both MD simulations, the loop
between helices 8 and 9 has the largest fluctuations.
This agrees with the X-ray structures, since this loop
was either invisible or fragmented in the experimental
electron density maps (residues 156–163 for TetR:

DNA and 156–164 for TetR:Tc). Only recently was a
structure obtained where this loop is fully ordered in
both monomers.15 For regions close to the loop,
agreement between the MD and X-ray data is very
good. The overall fluctuations, both from the X-ray
data and the simulations, are slightly greater for the
TetR:DNA complex than for the TetR:Tc complex (in
contrast to another recent simulation study13).
In the TetR:DNA X-ray structure,7 the Lys48 side

chain is positioned to interact with the backbone
carbonyl of Leu25. This position is probably incorrect.
The Lys48-Nζ–Leu25-O distance is 2.7 Å, while the
nearest DNA phosphate group is Gua10-O1P, 3.8 Å
away. After a brief period of molecular dynamics,
Lys48 rotates tomake a salt bridge toGua10-O1P. The
Lys48-Nζ–Leu25-O and Lys48-Nζ–Gua10-O1P dis-
tances change to 3.0 and 2.6 Å, respectively. Both the
initial and final positions are compatible with the
available electron density maps (not shown). Note
that the simulations include an explicit and accurate
description of the surrounding solvent and its
shielding of the TetR:DNA interactions. In the X-ray

Fig. 3. RMS atomic fluctuations estimated from the
MD simulations and the crystallographic Debye–Waller
factors. The crystallographic data are processed to remove
contributions from overall rotation/translation of the
protein or the protein:DNA complex (see the text).
Secondary-structure elements and crystal contacts (space
group I4122) are indicated.
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structure and the simulations, the Lys48 backbone
hydrogen bonds to the adjacent phosphate 11; the
lysine side-chain lengthmatches exactly the interpho-
sphate distance in B-DNA. The temperature factors of
Lys48 atoms in the X-ray structure are lower than
those of neighboring atoms (27 Å2 for Lys48-Nζ; 50–
80 Å2 for Arg49; around 40 Å2 for Asn47 and Arg28).
For the other interface residues, especially Arg28,
Gln38, Thr26, and Thr27, the interactions seen in
the X-ray structure are maintained throughout the
simulations.

Dynamical and mechanical properties of the
protein

We saw above that the simulations accurately
reproduce the mean amplitude of the protein
fluctuations (Fig. 3). Here, we characterize the
dynamical properties of TetR in more detail by
analyzing the correlations between atomic motions
in different parts of the structure. The interatom
correlations averaged over the TetR:Tc simulation
are represented as a covariance matrix in Fig. 4a. The
individual domains within the protein dimer, the
rigid core and the two DBDs, are easily recogniz-
able. Surprisingly, however, helix 4 is correlated
with the DBD so highly that it appears to be a part of
the same domain. Protein domains have sometimes
been defined based on the mechanical properties of
the structure33; with this definition, helices 1–4
could be viewed as a single domain. This contrasts
markedly with the usual definition of the DBD.

Fig. 4. (a) Covariance matrix for the atomic displace-
ments of the backbone Cαs. Dark areas correspond to large
values of the covariance (strong correlations between
atoms). White areas correspond to uncorrelated motions.
Only correlations within one monomer are shown.
Correlations between monomers mainly reveal the pre-
sence of the core domain, which spans the two monomers.
(b) Structures of the DBD and helix 4 from different TetRs
in different states. Blue, TetR(D):DNA (PDB entry 1QPI).
Yellow, TetR(D):Tc (PDB entry 2TRT). Grey, apoTetR(D)
(PDB entry 1BJZ). Green, TetR(H):anTc (PDB entry 2VPR).
The DBD and helix 4 are seen to behave practically as a
rigid unit when TetR switches states, suggesting that they
could be viewed as a single domain.

Table 1. Statistics of the X-ray data collection and
structure refinement

Data collection
Radiation source Beam line X13, EMBL

Hamburg c/o DESY
Wavelength (Å) 0.8084
Detector (mm) MAR CCD 165
Resolution range (Å) 54.39–2.49
Orthorhombic space group C2221
Cell dimensions a/b/c (Å) 56.36/108.74/68.98
No. of independent reflections 7669
Completeness (highest shell) (%) 98.4 (97.7)
Redundancy (highest shell) 4.2 (3.6)
I/σ(I) (highest shell) 14.6 (2.9)
Rsym (%) (highest shell) 9.6 (50.9)
Wilson B-factor (Å2) 53.2

Refinement, 20–2.5 Å
R−factor (%) 20.1
Rfree (test data set with 10% data,

741 reflections)
28.4

No. of atoms
TetR(H) 1547
[Mg-anTc] 32
Solvent 23

B-factor (Å2)
Average overall isotropic 42.2
Protein main chain/side chain 42.2/42.8
Mg-anTc/solvent 26.1/41.3

rmsds from ideal geometry
Bond lengths (Å) 0.016
Bond angles (°) 1.576

PDB entry 2VPR
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That the DBD and helix 4 behave as a single unit is
illustrated even more strikingly in Fig. 4b. The DBD
and helix 4 from four structures are superimposed:
TetR(D):DNA, TetR(D):Tc, apo-TetR(D), and the
TetR(H):anTc structure reported here (Table 1).
The DBDs and helices 4 superimpose almost

perfectly (rmsd of ∼1 Å between structures) despite
the different environments, which lead to different
positions of the DBDwith respect to the core domain
(see, e.g., Fig. 1). The present superimposition shows
that the DBD and helix 4 move practically as a rigid
unit upon induction. This property could facilitate
rapid switching between the induced and non-
induced conformations and possibly provide a
selective advantage.

Protein:DNA binding free energy: amino acid
contributions

To identify the most important TetR⋯DNA inter-
actions, we analyze the MD structures using an
established, continuum electrostatic model.20–24 We
compute the electrostatic contribution to the TetR:
DNA binding free energy by solving the Poisson–
Boltzmann equation numerically. An attractive
feature of the continuum electrostatic model is that
the free energy can be decomposed into a series of
contributions, including contributions that depend
explicitly on the atomic charges of a single amino
acid side chain. Such a contribution is referred to as a
free-energy component; it measures qualitatively the
direct interaction between the amino acid charges
and theDNAcharges (partly shielded by solvent and
by other protein groups). We treat the protein:DNA

complex as one homogeneous dielectric medium,
and the surrounding solvent as another. The solvent
dielectric constant is set to the experimental value of
80. The solute value is set to 4, based on our earlier
work on TetR.15 Resultswith a dielectric constant of 6
are also computed. The range 4–6 is similar to values
used for other, similar problems.21,22

With this analysis, the largest contributions to the
binding free energy (Fig. 5) come from Arg28 and
Arg28′ (13 kcal/mol each; 30% of the total protein
contribution) and especially Lys48 and Lys48′
(15 kcal/mol each; 34% of the total). Lys48 has
been neglected until now because of its presumably
incorrect positioning in the TetR:DNA X-ray struc-
ture, as described above. Although Gln38 is at the N-
terminus of helix 3, adjacent to the DNA, it makes
only a 2 kcal/mol contribution. Nearby Glu37
makes a 5 kcal/mol contribution, opposing binding
through its negative charge. Both Arg28 and Lys48
are positively charged and thus have strong favor-
able interactions with the negatively charged DNA.
Their flanking residues, particularly Thr27, Lys29,
and Arg49, make smaller contributions of about
3 kcal/mol each.
Free-energy components must be interpreted with

caution, as discussed recently for TetR–Tc binding.15

Not only is the continuum model approximate, but
the components are obtained by considering only the
TetR:DNA structure, not the unbound TetR and
DNA structures. A comparison to mutagenesis data
provides a rough test of their validity. Figure 5 shows
the experimental effect of selected TetRmutations on
the effectiveness of TetR as a repressor. Measured
levels of repression of a reporter gene by TetR9 have

Fig. 5. Free-energy components from the continuum electrostatic model. Each component corresponds to the
contribution of an amino acid to the TetR:DNA binding free energy. Results with two values for the protein and DNA
dielectric constant, 4 and 6, respectively, are shown. Grey stars show experimental estimates obtained from alanine
scanning mutagenesis. In some cases, the experiment only gives a lower bound, so that a grey line extends below the
experimental point, which is shown as a cross for these cases. In both the experiments and the simulations, the changes
were introduced into both monomers simultaneously. The contributions shown are scaled by one-half to correspond to a
single amino acid and a single monomer.
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been converted to DNA-binding free-energy
changes, using a simple kinetic model (see Supple-
mentary Material). The TetR:DNA binding equili-
brium is considered, and the experimental level of
expression of the reporter gene is assumed to be
proportional to the amount of DNA not bound to
TetR. Using the experimental TetR:DNA binding
constant and the law of mass action, one obtains a
relation between the binding free-energy change and
the observed expression levels.9 Details are given in
the Supplementary Material. When the change in
binding affinity is large, only a lower bound can be
inferred because of experimental limitations.9 In
effect, once the DNA binding falls below a certain
level, the reporter gene is fully expressed and further
losses in binding cannot be detected. Figure 5 shows
that mutations to alanine at positions 38, 39, and 40
lead to moderate decreases in DNA binding and
repression, consistent with the computed free-
energy components. Agreement with experiment is
best with a solute dielectric of 4. For positions 28 and
42, the free-energy changes inferred from experiment
are at the limit of detection and should be considered
a lower bound. The computed Tyr42 component is
about equal to the experimental lower bound. The
Arg28 component is consistent with this lower
bound but is much larger. Presumably, when
Arg28 is changed to a hydrophobic group, the loss
in binding affinity is larger than the minimum
required to give essentially full expression of the
reporter gene. For Trp43 and His44, the computed
components are smaller than the measured changes.
In the MD model, these amino acids are close to the
end of the DNA fragment (Fig. 1); the experiments
use a much longer DNA fragment.
In addition to the direct TetR:DNA interactions

computed above, there are indirect contributions
that arise from intraprotein interactions and are
harder to quantify. For example, residues Asp23 and
Asp23′, near the N-terminus of helix 2, are close
together in the TetR:DNA complex, but move apart
when Tc binds and the pendulum motion of helix 4
occurs; this presumably helps to stabilize the
induced state. Similarly, Lys98 and Glu150 make a
strong, favorable interaction in the induced state and
aweaker one in the TetR:DNA complex. Substitution
of either residue reduces, but does not abolish,
inducibility and has little effect on the affinity of TetR
for Tc.34 As a last example, Arg104 andAsp178′ form
a salt bridge in TetR:Tc, but are separated in the TetR:
DNA complex; the Asp178Ala mutation reduces but
does not abolish TetR inducibility.28,34

The allosteric transition: simulations of TetR:Tc:
DNA

Structural changes

To characterize the first stages of the allosteric
transition,we added [Tc:Mg]+ to eachmonomer of the
TetR:DNA complex, forming a non-equilibrium TetR:
Tc:DNA state. We simulated the resulting structural
adjustments over 2 ns of MD. The actual allosteric

transition is likely to occur on amuch longer timescale
too expensive to simulate. Therefore, to induce amore
rapid transition while preserving as many features as
possible of the natural transition, we performed a
“targeted molecular dynamics”, biasing the simula-
tion in the following way. A harmonic force was
applied to residues within 3 Å of either Tc, pulling
them towards the positions they occupy in the
induced TetR:Tc complex. The pulling force was
weak, with a force constant of 0.01 kcal/mol/Å2.
The force affects 29 amino acids and 474 atoms per
monomer. For these 474 atoms, the rmsd between the
starting structure and the target structure is about 2Å.
Therefore, the energy initially stored in the biasing
restraint is about 0.04 kcal/mol per atom, 7% of the
mean kinetic energy of an atom at room temperature.
Within 2–3 ps, the total restraint energy has decreased
to about 8 kcal/mol, or less than 0.01 kcal/mol per
restrained atom. Only for nine amino acids that
undergo significant conformational shifts upon
induction is the restraint energy larger than 0.01
kcal/mol per atom. These include His64, His100,
Thr103, Arg104, Pro105, and Glu147′. The other 5628
protein atoms, including the DNA-binding interface
and the regions linking it to the Tc binding sites, were
not subjected to any biasing force.
With this approach, we impose structural changes

close to the Mg2+ ion, then observe how the changes
propagate to the DNA-binding interface and affect
the protein:DNA binding affinity. Due to the biasing
forces, structural changes around the [Tc:Mg]+ occur
very early (Fig. 6). In monomer 1, the peptide group
connecting Leu101 and Gly102 flips by 180° within
about 20 ps, and a hydrogen bond forms between
the CO of His100 and the NH of Thr103 (Fig. 6).
Thus, the last turn of helix 6 shifts into the expected,
type II beta-turn conformation within about 30 ps.
Glu147′ from helix 8 of the other monomer also
shifts to coordinate the Mg2+ ion. In monomer 2, the
His100′–Thr103′ hydrogen bond also forms, after
about 30–40 ps. The Leu101′–Gly102′ peptide group
makes several transient and incomplete flips
between about 10 and 30 ps, then settles back into
its original orientation. Thus, a type I beta-turn
forms in monomer 2 instead of the type II turn seen
in monomer 1 and in the induced state. Presumably,
monomer 2 would eventually convert to a type II
turn if the simulation were long enough.
With His100, Thr103, and Glu147′ all moving

towards the Mg2+ ion, α6 and α8 are pulled closer
together. Since α8 belongs to the rigid core, α6 and
the 6/7 loop are the ones to shift. After this move,
the structure is further stabilized by a salt bridge
between residues Asp178 (from α9) and Arg104′
(from the 6/7 loop).
The shift of α6 disrupts its contacts with the

adjacent α4 and eventually pulls α4 along with it.
Indeed, these helices interact through a cluster of
hydrophobic side chains, illustrated (for monomer 1
only) in Fig. 7. When α6 shifts, at t=15 ps, the cluster
is seen to partly separate (Fig. 7, middle panel). After
another 80 ps, α4 shifts to reform its close contact
with helix 6. The hydrophobic contacts are reflected
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in the van der Waals interaction energy between α4
and α6, shown in Fig. 6 as a function of time. The
motion of α6 away from helix α4 appears as an
abrupt, 10 kcal/mol loss of favorable interaction
energy. This energy is regained abruptly after

100 ps; it then fluctuates strongly for a few
picoseconds, then relaxes gradually back to its
original value over a period of about 500 ps (Fig. 6).
Helix 4 transfers the structural changes all the way

to the DNA-binding interface, 24 Å away from the

Fig. 6. Targeted MD trajectory. Several descriptors are plotted as a function of time. Top two panels: backbone angles
for residues 101 and 102, illustrating the formation of the 100–103 type II beta turn. In monomer 1, the turn forms at
t=15 ps. In monomer 2, the backbone fluctuates, then a type I beta turn forms. Third panel: van der Waals interaction
energy between helices 4 and 6. The energy increases abruptly at about t=15 ps, then relaxes gradually back to its initial
value as helix 4 shifts back towards helix 6. Fourth and fifth panels: the distance between Lys48 and the DNA in each
monomer. The backbone breaks away from the DNA at t=15 ps in monomer 1 and later in monomer 2. The side chain in
monomer 1 breaks away at about t=100 ps. Bottom panel: TetR:DNA binding free energy, estimated from the dielectric
continuummodel (see the text). Horizontal lines to guide the eye represent (left) the Lys48 contribution at the beginning of
the simulation and (right) the total TetR contribution at the end of the simulation (t=2000 ps).

Fig. 7. Schematic view of the allosteric transition. Top: initial structure. Helices and selected groups are labelled,
including Lys48 and His100. Lys48 hydrogen bonds to the DNA are shown. A hydrophobic cluster involving helix 4 and
helix 6 side chains is shown (white spheres). Middle: structure after 70 ps. Important helix motions are highlighted. A
Lys48 backbone hydrogen bond has been lost, and the hydrophobic contacts between helices 4 and 6 have been broken
(schematized by a thick dashed line). Bottom: structure after 500 ps. Helix 4 has swung in a pendulummotion to restore its
contacts with helix 6. Lys48 in monomer 1 has lost its hydrogen bonds to the DNA.
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Mg2+ ion. Indeed, the C-terminus of helix 4 is held in
place by interactions in the core domain, in front of
Tc, involving His64, Asn82, and Gln116. These
interactions anchor the C-terminus, so that the
shift of helix 4 takes the form of a pendulummotion.
The largest displacement is for its N-terminal
residue, Lys48.
Thus, at the precise moment when the Leu101-

Gly102 peptide group flips in monomer 1, the DNA
interface begins to change. At t=15 ps, the backbone
of Lys48 moves away from the DNA by about 1 Å
(Figs. 6 and 7). It continues to adjust over a period of
100 ps, increasing its distance from the Gua10 ribose
ring from 2 Å up to about 4 Å (distance measured
from the Lys48 backbone N). The same adjustment
occurs in monomer 2, with a slight delay: monomer
2 lags behind monomer 1 by about 20 ps (Fig. 6).
Once the Lys48 backbone has adjusted in both
monomers, at around t=100 ps, the Lys48 side chain
in monomer 1 breaks abruptly away from the DNA,
losing its salt bridge to the Gua10 phosphate group.
This is the moment when the α4–α6 interaction
energy is regained in monomer 1 (Fig. 6). In mono-
mer 2, the Lys48′ side chain maintains its salt bridge
to the DNA throughout the simulation, probably
due to the limited simulation length (2 ns).
The evidence provided by the present non-equi-

librium simulation is in a sense anecdotal. Only one
simulation was performed, and the initial changes,
around the Mg2+ ion, were imposed at the outset.
Nevertheless, it is notable that with weak restraints

acting in a very limited region (essentially, the nine
amino acids closest to the [Tc:Mg]+), structural
changes propagate within a short time to the
DNA-binding interface, over 20 Å away, in both
monomers, through the pulling of α4 towards α6.
No part of α4 is subjected to any restraints. The
C-terminal anchoring and the mechanical rigidity of
α4 are enough to transmit the motions to Lys48,
which is almost 12 Å from any of the amino acids
subjected to biasing restraints (distance of 11.7 Å
between its backbone and the Thr103 side chain).
The helix motions observed here can be compared

to several available crystal structures. Figure 8 shows
the shift that occurs between the non-induced and
induced conformations for both monomers. The non-
induced conformation is represented by the TetR:
DNA complex and by the apo-TetR structure. The
induced state is represented by the TetR(D) structure,
as well as the H-class structure reported here and an
unpublished J-class structure. The crystal structures
show a simple, pendulum motion of the helix, as
discussed above. The motion has a larger amplitude
in TetR(H) andTetR(J) than in TetR(D). This is because
theDBD is constrained by extensive crystal contacts in
the TetR(D) X-ray structure. The MD conformations
are in good agreement: the conformations sampled
early in the trajectory resemble, on average, the non-
induced conformation; those sampled late in the
trajectory resemble, on average, the induced confor-
mations, especially those in TetR(H) and TetR(J). The
pendulum motion in the simulation is slightly less

Fig. 8. Mobility of helix 4 during the targeted MD, characterized by the distance of each amino acid to its position in
the TetR:DNA complex (zero distance; dashed line). Results for both TetR monomers are shown. The apo-TetR crystal
structure (PDB code 1BJZ) is shown as a continuous grey line, with distances in the range 1–2 Å (deviation of each atom
from its position in the TetR:DNA structure). Three induced TetR:Tc crystal structures are shown as white lines: TetR(D),
TetR(H), and TetR(J). Here, the pendulum-like rotation of helix 4 is clearly seen. The C-terminus stays close to the TetR:
DNA geometry, while the N-terminus is 3–4 Å from the TetR:DNA geometry. The amplitude is smaller in the TetR(D)
structure (lowest white curve), because its DBD is involved in extensive crystal contacts. In all the crystal structures, both
monomers are equivalent. MD conformations are shown with a grey scale that goes from black (beginning of the
simulation; non-induced geometry) to light grey (end of the simulation; induced geometry). Agreement with experiment
is very good. However, the simulations reveal a degree of mobility of helix 4 that is not evident from the endpoint, X-ray
structures. In the simulations, the amplitude of the pendulum motion is somewhat smaller in monomer 2. This is a result
of the finite simulation length (see the text).
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pronounced in monomer 2 than in monomer 1. The
agreement with experiment is a strong indication that
the MD trajectory, despite its limited duration (2 ns),
has sampled the key steps of the allosteric transition.
At the same time, the simulations reveal a complexity
that is not apparent in the X-ray structures: the
internal structure of α4 fluctuates and bends con-
siderably during the transition, deviating from the
more linear geometry seen in the endpoint states.

Free-energy changes

The importance of Lys48 in the allosteric transition
is further supported by an analysis of the TetR:DNA
binding free energy and its evolution during the
simulation. Indeed, the MD structures were ana-
lyzed with the continuum electrostatic model, as
above. Figure 6f shows the estimated TetR:DNA
binding free energy as a function of simulation time.
The binding free energy starts to increase at t=60 ps,
then increases abruptly at t=90 ps, immediately
before the Lys48 side chain breaks away from the
DNA. The direct contribution of Lys48 increases at
the moment when it loses its salt bridge to Gua10, at
t=100 ps. The overall loss of TetR:DNA binding free
energy upon adding [Tc:Mg]+ is about 12 kcal/mol
after 500 ps. The Lys48 contribution is about 5 kcal/
mol, almost half of the total effect. The flanking
residues, Lys46, Asn47, and Arg49, make up the
remainder of the affinity loss (not shown). Thus, the
breaking away of Lys48 can be considered a key step
along the allosteric pathway.

Concluding Discussion

The TetR allosteric mechanism is of general
interest. TetR mediates the main mechanism of
resistance against the clinically important tetracy-
cline antibiotics. Due to its tight control by Tc, it is
also widely used in molecular and cell biology as a
sensitive switch for target gene regulation.4–6

Finally, TetR belongs to the large family of regula-
tory proteins of the helix–turn–helix class25 and is a
paradigm for the allosteric control of DNA binding.
A detailed model for the allosteric mechanism has

been inferred from the TetR:Tc and TetR:DNA crystal
structures. In this model, [Tc:Mg]+ binds to the TetR:
DNA complex and induces the necessary structural
changes. The Tc-coordinated Mg2+ ion pulls helix 6
inwards, which in turn pulls helix 4. The pendulum
motion of α4 and α4′ pulls the helices 3 and 3′ apart
and leads to TetR:DNA dissociation.
A second model was proposed recently, based on

anMD simulation study.13,14 It assumes that Mg2+ is
present in the absence of Tc, coordinated by Asp157
from the 8/9 loop. Tc binding is proposed to
displace Asp157, leading to a cascade of structural
changes and DNA dissociation. Experimental data
call this model into question, as discussed. The
flexible loop 156–163 is not conserved in TetRs, and
mutation of Asp157 to Ala does not affect TetR
function.17 The loop is disordered in all but two TetR

crystal structures,8,15 where its conformation is not
compatible with Mg2+ coordination. Most impor-
tantly, TetR structures with bound Mg2+ but no Tc
have never been observed; Mg2+ is always seen to
bind in complex with Tc.
A third model can probably be ruled out, where

[Tc:Mg]+ binds to the apo-Tet repressor, not the TetR:
DNA complex. This would imply that TetR first
dissociates transiently from the DNA—a rare event,
given the small TetR:DNA dissociation constant. A
rapid bacterial response for resistance to Tc probably
requires that Tc bind initially to TetR:DNA.
The present simulations and crystal structure

provide further details on TetR:DNA binding and
allow us to test the induction model inferred from
the earlier X-ray structures.7 The targeted MD
simulation, in particular, provides direct support
for the main features of the model. [Tc:Mg]+ is
added to the TetR:DNA complex and a biasing force
is applied, pulling nearby side chains towards their
induced conformations.
His100 and Thr103 shift to coordinate the Mg2+

ion, and α6 is pulled inwards, towards the rigid
core. Remarkably, the pendulum motion of α4
inferred from the X-ray structures then occurs
spontaneously in the simulation (Figs. 7 and 8), so
that Lys48 at its N-terminus breaks away from the
DNA. Similar motions occur in monomer 2, but the
sequence of events is less complete, probably
because of the limited simulation length.
The simulations directly support the idea that the

Mg2+ ion itself triggers the allosteric transition, with
Tc acting mainly as a specific Mg2+ carrier. Con-
sistent with this, modified Tcs that bind without an
associated ion do not induce TetR.8 Similarly, TetR
mutations that disrupt the Mg2+ coordination, such
as Thr103Ala, lead to non-inducible TetRs. Anhy-
drotetracycline appears to be an exception to the
first rule, since it was found to induce TetR without
the need for an associated Mg2+. However, its
chemical structure is rather different from that of
classical Tcs; furthermore, it may be that a bound
sodium ion participates in the observed induction,
as discussed above.
Although the simulations broadly agree with the

original model, they reveal several new insights.
First, the main consequence of the α4 pendulum
motion appears to be the dissociation of Lys48 from
the DNA. Lys48 breaking away reduces the TetR:
DNA binding free energy drastically (Fig. 6), so that
TetR can then detach itself spontaneously. The van
der Waals interactions between helices 4 and 6,
transiently lost at t=15 ps, amount to about 5 kcal/
mol, very close to the DNA binding free energy lost
by each Lys48 side chain during the transition (at
around t=100 ps). Interestingly, Lys48 is not part of
the DBD. However, it is highly conserved in
regulatory proteins of the TetRs class (Fig. 2; strict
conservation in 77% of all sequences; homologous
residues Arg, His in over 10% of all sequences25).
Note that if Lys48 can trigger TetR dissociation, then
helices 4 and 4′ do not need to push the DBDs
strongly out of the DNA grooves. Rather, the DBDs
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can relax fully into their induced orientations after
the TetR has dissociated from the DNA. This picture
differs from the initial, X-ray-based model.
A second insight concerns the mechanical rigidity

of the DBD/α4 unit. The internal cohesion of this
unit is remarkable: helices 1–4 appear to move
practically as a rigid body when induced and non-
induced crystal structures are compared (Fig. 4b).
This cohesion leads to the dynamical correlations
represented in Fig. 4a. The rigidity of this unit could
facilitate rapid transitions between the induced and
non-induced orientations, possibly providing a
selective advantage. It suggests that helix 4 could
be considered part of the same domain as helices
1–3, a striking departure from the usual view of TetR
quaternary structure.
A third insight concerns the motion of α4, which is

more complex than a simple pendulum. The
conformations sampled early in the trajectory
resemble, on average, the non-induced X-ray struc-
ture; those sampled late in the trajectory resemble,
on average, the induced X-ray structures [especially
those of TetR(H) and TetR(J); Fig. 8]. However, the
individual MD conformations vary widely, reveal-
ing significant fluctuations and bending of α4
during the course of the allosteric transition. Thus,
although a certain mechanical rigidity is needed to
transmit the binding signal from one end of the helix
to the other, α4 is also elastic.
Fourth, in our simulations, the allosteric changes

are more complete in one monomer (monomer 1). In
monomer 2, despite the biasing forces, residues
100′–103′ remain in a type I beta-turn conformation,
instead of the expected type II turn. The pendulum
motion of α4′ also has a slightly smaller amplitude
than in monomer 1, and Lys48′ loses just one of its
hydrogen bonds to the DNA. These differences
between monomers are presumably due to the
limited simulation length. The full induction seen
in monomer 1 is consistent with the idea that Mg2+

and its binding pocket are the initiators of the
allosteric transition. The differences between mono-
mers are compatible with the existence of a half-
induced state seen crystallographically, where [Tc:
Mg]+ is bound to just one monomer8 and the other
monomer has the non-induced conformation. Dif-
ferences between monomers are presumably facili-
tated by the known absence of cooperativity bet-
ween Tc binding sites.11

Overall, the simulations are consistent with a
broad body of experimental data. They generally
support the model of induction inferred earlier from
the X-ray data. However, they provide important
new details, some of which may be relevant for
other regulatory proteins.

Materials and Methods

Molecular dynamics simulations

The starting structure for the TetR:Tc simulation was a
2.5 Å resolution crystal structure of the Escherichia coli class

D Tet repressor homodimer with two bound [Tc:Mg]+

molecules (PDB entry 2TRT). The starting structure for
TetR:DNA was a 2.5 Å resolution crystal structure of the
E. coli class D TetR homodimer bound to its operator DNA
segment (PDB entry 1QPI). For both complexes, the dis-
ordered loop, residues 156–164, was taken from a 2.7 Å
resolution crystal structure of the same Tet repressor with
bound 7-chlorotetracycline:Mg2+ (PDB entry 1BJY). The
loop was positioned by superimposing the backbone
atoms of residues 155 and 165. Hydrogen atoms were
constructed with ideal stereochemistry. Protonation states
of histidines were assigned by visual inspection, except for
His64 in the Tc binding site, which was assigned earlier
through extensive simulations.15 Orientations of His, Asn,
and Gln side chains in the Tc binding site as well as the
tautomeric state of Tc were assigned based on the previous
simulations.15 In addition to crystal water molecules, an
80 Å cubic box of water was overlaid, and water molecules
overlapping the protein or ligand were removed. The final
TetR:Tc model contained two bound [Tc:Mg]+ complexes,
414 protein residues, and 14,158 water molecules, includ-
ing 170 crystal water molecules. Periodic boundary
conditions were assumed; that is, the entire 80 Å box
was replicated periodically in all directions. All long-range
electrostatic interactions were computed efficiently by the
particle mesh Ewald method.35 Six sodium counterions
were included to reduce the formal charge of the system.
The final TetR:DNAmodel contained 406 protein residues,
30 nucleotides (15 per strand), and 20,959 water mole-
cules, including 82 crystal water molecules. Forty-two
sodium counterions were included to reduce the formal
charge. MD simulations were performed at constant room
temperature and pressure with a Nosé–Hoover algo-
rithm36,37 following 5 ps of thermalization. During the first
5 ps of the simulation, a 5 kcal/mol/Å2 harmonic restraint
was applied to heavy atoms, maintaining them in their
starting, crystal positions. The CHARMM22 force field
was used for the protein38 and DNA39 and the TIP3P
model for water.40 Tc was described with the force field
developed previously.18 Calculations were done with the
CHARMM program.41

We also performed MD simulations for a non-equili-
brium state: the ternary complex between the protein, Tc,
and DNA. We started from the 1QPI experimental
structure used above. To position two [Tc:Mg]+ complexes
and their six coordinated water molecules within the TetR:
DNA structure, we used an equilibrated TetR:Tc structure
from our previous simulations.15 Residues within 7 Å of
each Tc were used as a reference and superimposed onto
the TetR:DNA complex, thus defining the Tc position
within the ternary complex. For residues within 3 Å of
either Tc, weak geometric restraints were then applied,
with a force constant of 0.01 kcal/mol/Å2, pulling each
atom towards its expected position in the equilibrium,
binary, TetR:Tc complex.

Poisson–Boltzmann free energy method

The electrostatic contribution to the TetR:DNA binding
free energy was obtained from a dielectric continuum
model by solving the Poisson–Boltzmann equation
numerically. The electrostatic free energy was computed
for the TetR:DNA complex and for the separate DNA and
protein. The Poisson–Boltzmann equation was solved
using a cubic grid and a finite difference algorithm,
implemented in CHARMM (grid size, 96 Å; grid spacing,
0.4 Å).42 A physiological ionic strength was used (0.1 M
monovalent ion concentration). The structure of the
protein:DNA complexwas taken from theMD simulations
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(above). Calculations were performed for multiple struc-
tures, sampled every 16 ps along the equilibrated 4.0-ns
trajectory, for a total of 250 structures. The separate DNA
and protein structures were obtained by simply discarding
the unwanted partner. Thus, structural relaxation on
separating protein and DNA was not explicitly included
(although it is implicit in the dielectric constant). The
solvent dielectric constant was set to 80. We used either 4
or 6 for the solute dielectric constant. Pairwise interaction
energies between groups were also computed, as follows.
For a particular group A, such as a TetR side chain, and
another group B (such as the DNA), the interaction
energy has the form GAB=1/2∑j∈BqjVj, where the sum is
over the atoms j belonging to B, qj is an atomic charge,
and Vj is the potential produced at j by the partial charges
of A.

Crystallization, X-ray diffraction, and structure
refinement

TetR of class H, TetR(H), was co-crystallized with 5a,6-
anTc, and Mg2+ according to protocols previously des-
cribed for other tetracycline complexes of TetR.8,43,44

Crystals were obtained at room temperature by vapor
diffusion against precipitant solutions of 20% PEG 1500
and 0.1 M Na Hepes, pH 7.5, with protein concentrations
of 3.3 mg/ml. The complex of TetR(H)/[Mg:anTc] crystal-
lized in space group C2221, which differs from structures
of TetRs from other classes reported recently. The X-ray
diffraction data were collected at the synchrotron beam
line X13 of the EMBL outstation (DESY, Hamburg). A
flash-frozen crystal was measured in a gaseous N2 stream
at 100 K. Data were reduced using the HKL package45

and further processed with the programs of the CCP4
suite.46 Initial phasing bymolecular replacement (AMORE
program47) and model building were based on an earlier
TetR(D) structure, where the bound tetracycline was
removed (PDB entry 2TCT). Refinement was performed
with the program REFMAC5.48 The inspection of geo-
metric parameters was performed using the program
PROCHECK.49 Details and statistics of data collection and
structure refinement are given in Table 1. In addition,
an isomorphously crystallized complex of [Mg:anTc]
was found with TetR of class J. Diffraction data with
2.1 Å resolution were collected and refinement is in
progress.

Protein Data Bank accession numbers

Coordinates and structure factors have been deposited
in the PDB with the accession numbers 2vpr (coordinates)
and r2vprsf (structure factors).
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Supplementary material

Relation between reporter gene activity and binding free ener-

gies

Baumeister et al report β-galactosidase activity and its repression by TetR, for the

native and mutant TetRs (Baumeister, R., Helbl, V., and Hillen, W., 1992, J. Mol.

Biol., 226:1257–1270). We seek a relation between the measured activities and the

TetR:DNA binding free energy changes due to the point mutations. At thermodynamic

equilibrium, the law of mass action can be written:

e−β∆G0 =
[P : DNA]0
[P ]0 [DNA]0

, (1)

where ∆G0 is the standard protein:DNA binding free energy, [P : DNA]0 is the equi-

librium concentration of protein:DNA complexes and [DNA]0 and [P ]0 are the concen-

trations of free DNA and protein. We have defined β = 1/kT , where k is Boltzmann’s
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constant and T the temperature. The total concentration of protein, CP , and of DNA,

CDNA, obey the relations:

[P : DNA]0 + [P ]0 = CP (2)

[P : DNA]0 + [DNA]0 = CDNA (3)

Analogous expressions can be written for a mutant protein P ′:

e−β ∆G1 =
[P ′ : DNA]1
[P ′]1 [DNA]1

(4)

[P ′ : DNA]1 + [P ′]1 = CP (5)

[P ′ : DNA]1 + [DNA]1 = CDNA (6)

The total concentration of the mutant and native proteins and of DNA in both exper-

iments are assumed to be the same.

The β-galactosidase activity A is assumed to be proportional to the free DNA

concentration: A ∝ [DNA]. Thus, for the ratio of native and mutant TetR activities,

we have:
A1

A0

=
[DNA]1
[DNA]0

(7)

Equations (1–7) form a closed set.

We are mainly interested in the binding free energy difference ∆∆G = ∆G1−∆G0.

From Eqs. (1–7), it takes the form:

∆∆G = kT Log

(

Arel ((2 − Arel) K0 (CP − CDNA) + Arel (B − 1))

1 − 2 Arel + K0 (CP − CDNA) + B

)

(8)

where

B =
√

4K0CDNA + (1 + K0(CP − CDNA))2

K0 = e−β ∆G0 is the association constant for the native protein; Arel = A1/A0 is the

β-galactosidase activity relative to the native protein. The equations can be simplified

when C = CDNA = CP :

∆∆G = kT Log

(

A2
rel (

√
4K0C + 1 − 1)

√
4K0C + 1 − 2Arel + 1

)

(9)

We use the experimental association constant K0 = 1011 M−1 for the native TetR

protein. The concentrations of the DNA and protein in the β-galactosidase assay

experiments, CP and CDNA, can be deduced from additional relations. Indeed, in the

2



absence of TetR, the activity was 100%. For the native protein the activity was 0.5%.

Thus,
CDNA

[DNA]0
=

100%

0.5%
(10)

A 14% relative activity corresponds to a 103 ratio for the association constants or a

∆∆G of 4.1 kcal/mol. These relations, together with Eqs. (1–7) allowed us to deduce

the experimental CP and CDNA to be the same, 0.44 µM. The figure below shows

the relation between the binding free energy difference ∆∆G and the β-galactosidase

activity. The activity in the absence of TetR protein was defined with 5% precision.

When a mutant was present, the average uncertainty was 2%. Thus, the highest

experimentally measured activity that could be distinguished from 100% was 93%,

which corresponds to ∆∆G = 7.9 kcal/mol (shown in the figure by dashed lines).
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Chapter 4

Tetracycline binding to the

ribosome and Elongation Factor

Tu

We use the developed Tc model to study Tc binding to the ribosome and to elon-

gation factor Tu (Ef-Tu). Crystal structures of Tc bound to the Thermus ther-

mophilus 30S subunit show the same primary Tc binding site (called TET1), with

the strongest Tc electron density, close to the A-site, consistent with an inhibitory

role. A secondary Tc-binding site, called TET5 was also observed in two structures.

We have done molecular dynamics (MD) simulations of 30S ribosomal subunits to

characterize Tc binding and help resolve the ambiguity regarding the number and

strength of Tc binding sites. We have presented evidence for predominant bind-

ing to TET1, showing that other reported binding sites are weaker and not highly

occupied at physiological Tc concentrations.

Recently, the crystal structure of a complex between elongation factor Tu

(Ef-Tu) and Tc was solved, raising the question whether Tc’s binding to Ef-Tu has

a role in its inhibition of protein synthesis. We show that the direct contribution of
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Ef-Tu to the free energy of Tc binding to the Ef-Tu:GDP:Mg complex is negligible;

rather, the binding can be solely attributed to Tc interactions with the Mg ion

and the GDP phosphate groups. We also show that Ef-Tu does not exhibit any

binding preference for Tc over the non-antibiotic, 4-dedimethyl-Tc, and Ef-Tu does

not bind the Tc analogue tigecycline, which is a potent antibiotic. Overall, our

results support the idea that Ef-Tu is not the primary target of tetracycline.

Article 5: Molecular Dynamics Simulations of the 30S Ribosomal Sub-

unit Reveal a Preferred Tetracycline Binding Site. Alexey Aleksandrov and

Thomas Simonson. J. Am. Chem. Soc., 2008, 130, 1114-1115

Article 6: Binding of tetracycline to elongation factor Tu, the Tet Re-

pressor, and the ribosome: a molecular dynamics and continuum electro-

statics study Alexey Aleksandrov and Thomas Simonson. submitted.
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Tetracycline (Tc) and its analogues are important antibiotics
affecting both gram-positive and gram-negative bacteria.1,2 Tc
inhibits protein synthesis by binding to the 30S subunit of the
bacterial ribosome, preventing tRNA binding to the A-site.2,3

Clinical use has led to several resistance mechanisms, including
export of Tc from the cell and mutations in the bacterial rRNA.
Much effort is being made to develop new Tcs that can evade
resistance while effectively inhibiting protein synthesis.

Extensive biochemical and genetic studies4-7 have given results
that are somewhat difficult to interpret. Crystal structures of Tc
bound to theThermus thermophilus30S subunit were determined
by two groups.8,9 Though nonpathogenic,Thermusis considered a
valid model organism to understand ribosomal antibiotics.10-12 Both
groups found the same primary site (called TET1), with the
strongest Tc electron density, close to the A-site, consistent with
an inhibitory role. A Tc-bound Mg2+ ion was inferred from the
electron density. Both groups reported a secondary Tc-binding site,
called TET5. No Mg2+ ion was observed, but this is not conclusive,
since electron density8 was weaker in this region. One of the groups
reported four additional Tc sites.9 Both groups discussed whether
multiple Tc binding sites can work cooperatively, and suggested
that the primary binding site alone could explain Tc’s bacteriostatic
action.

We have done molecular dynamics (MD) simulations of 30S
ribosomal subunits to characterize Tc binding and help resolve the
ambiguity regarding the number and strength of Tc binding sites.
We compared the binding free energies of Tc to the TET1, primary
site and the TET5, secondary site. Other secondary sites were not
considered, because they were unseen by one group8 and are thus
expected to have affinities lower than TET5. We benefit from a
recent, high quality Tc force field13 and from the maturity of current
free energy methods.14 We use structures obtained by MD, along
with a well-established, continuum electrostatic (CE) method for
the free energies.14,15 The method is first parametrized and tested
by computing the TET1 binding free energy differences between
Tc and its analogues minocycline (Mc) and doxycycline (Dc), giving
good agreement with experiment.18,19 We also computed the free
energy to introduce an Mg2+ cation in the TET1 and TET5 sites,
using a more rigorous method, where the Mg2+ is gradually
introduced during an MD simulation.13,14eCE gave good agreement
with the more rigorous method; both methods predict that Mg2+ is
pre-bound in each site in the absence of Tc. The free energy
calculations then show that TET1 binding is indeed stronger than
TET5 binding, as suggested (but not proven) by the weaker TET5
electron density,8 resolving the previous ambiguity.

The simulations were done as follows. The starting point was
the crystal structure of the 30S subunit with Tc bound to the TET1
and TET5 sites.8 Simulations were done separately for both sites,
including RNA and protein within a 26 Å-radius sphere centered
on the Tc site, along with 1650-1850 water molecules and 80-
100 sodium and choride counterions. Building models from the

entire 70S ribosome,3 instead of the 30S subunit, would presumably
not affect our results significantly, since the closest atoms of the
50S subunit are over 24 Å from the centers of the TET1 and TET5
spheres used here. The medium outside each 26 Å sphere was
modeled as a dielectric continuum with the dielectric constant of
bulk water,ε ) 80. Protein, RNA, water, and ions were described
by standard force fields;16 the ligands were described by a force
field developed recently.13 For each site, we considered eight
structural models, including neutral and zwitterionic Tc tautomers,
with two possible orientations of the Tc acetamide group. For each
site and model, MD was run for 5 nanoseconds. We also computed
the free energy to introduce an Mg2+ cation in each site, using the
rigorous, MD free-energy simulation method13,14e(see Supporting
Information for more details). The MD structures were then used
to compute the contribution of electrostatic interactions to the ligand/
ribosome binding free energy. Nonelectrostatic contributions are
expected to cancel approximately when the different models and
binding sites are compared14 and are neglected. Protein, RNA, and
Tc (or Mc or Dc) were treated as one homogeneous dielectric
medium, with a dielectricε, and solvent as another, with a dielectric
of 80. The free energy of the bound and unbound states was
obtained by solving numerically the Poisson-Boltzmann equation
of continuum electrostatics.17 The unbound structures were obtained
by removing Tc (or Mc or Dc or Mg2+) from the bound structures.
The dielectricε was set to 8, to reproduce the experimental binding
free energy differences between Tc, Mc, and Dc (see above and
Supporting Information).

The free energy calculations indicate that Tc binds to the primary
site TET1 in its zwitterionic tautomer. The co-bound Mg2+ interacts
directly with three ribosomal phosphate groups (Figure 1A). The
MD structure agrees with the crystal structure, with an rms deviation
for atomic positions of just 1.5 Å for Tc and its immediate
neighbors. Experimental, Tc-ribosome, intergroup distances are
well-reproduced. In the secondary site TET5, the zwitterionic
tautomer is also preferred, and Mg2+ is predicted to be co-bound.
This is not inconsistent with the experimental electron density data,
which is moderately precise.8 The Tc is more shifted (by 2.3 Å)
with respect to the crystal structure.8 In this site, the co-bound Mg2+

interacts directly with just one ribosomal phosphate group (Figure
1B), completing its coordination sphere with two water molecules.
Binding to the TET5 secondary site is thus weaker, with a binding
free energy differenceδδG of 3 ( 2 kcal/mol relative to the TET1,
primary site. This is consistent (Figure 1C) with the weaker,
observed, electron density in TET5.8 The continuum electrostatic
treatment of the ribosome and the surrounding solution17 includes
one adjustable parameter: the dielectric constantε used for the
protein and RNA. Our choice ofε ) 8 yields good agreement
with the experimental binding free energy differences between Tc,
Mc, and Dc18,19 (see Supporting Information for details). It also
yields agreement with the more rigorous, MD free energy simula-
tions for the Mg2+ binding free energies to TET1 and TET5.
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Varying ε between 4 and 16 changesδδG by just ( 1 kcal/mol.
The remaining uncertainty inδδG is due to the finite MD simulation
length.

Considering the experimental association constantKa for a single
Tc binding to the 30S subunit,18,20the experimental Tc and ribosome
concentrations in the crystal cell,8 and the TET1/TET5 binding free
energy differenceδδG, we can compute the occupancies of the
TET1 and TET5 sites (see Supporting Information and Figure 1C).
With Ka ) 106 M-1 and δδG ) 1 kcal/mol, we find a TET1
occupancy of≈100% and a TET5 occupancy of about 57%, which
appears compatible with the experimental electron density maps.8

Taking into account theKa uncertainty, the moderate X-ray
resolution, and differences between the crystalline and solution
conditions, the computed range forδδG appears consistent with
the X-ray data; the trueδδG value is likely to be in the lower part
of the computed range, closer to 1-2 than to 4-5 kcal/mol. With
more physiological concentrations, [Ribosome]) [Tc] ) 1 µM,
TET5 is largely unoccupied (Figure 1C).

In summary, we have presented evidence for the existence of a
single, predominant binding site for Tc on the ribosome, suggesting
that other reported binding sites are weaker and not highly occupied
at physiological Tc concentrations. This lends support to the view
that allosteric coupling between binding sites is not important or
at least not crucial for the function of tetracycline. Our simulations
complement the X-ray data, giving a more detailed picture of Tc
binding, including thermodynamic information such as individual
residue free energy contributions. The continuum electrostatic model
has many caveats14,15and is only semiquantitative, so that additional,

experimental tests are needed. Nevertheless, protein, RNA, water,
and ions were described by well-tested force fields;16 the Tc/Mc/
Dc force field was developed in the same painstaking way.13 The
simulations were long, and 16 different structural models were
compared. The results are robust with respect to the details of the
Poisson-Boltzmann treatment, with a large range of parameter
choices all leading to the same qualitative picture: the primary site
is computed to have a larger Tc affinity than the putative secondary
site TET5.
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Figure 1. The Tc binding sites TET1 (A) and TET5 (B); selected group
contributions to the binding free energies in kcal/mol. (C) Relative
occupancy [Tc]TET5/[Tc]TET1 of TET5 and TET1 vs the computed binding
free energy differenceδδG between sites. In the crystal cell,8 total ribosome
and Tc concentrations are 50 and 80µM. With an association constantKa

) 106 M-1, TET1 is fully occupied, while TET5 half-occupancy (qualita-
tively consistent with the X-ray data) occurs forδδG ≈ 1.3 kcal/mol. The
“low [Tc]” curve crudely mimics physiological conditions: [ribosome])
[Tc] ) 1 µM (∼1000 ribosomes per bacterial cell,∼1 g of Tc in the
bloodstream); TET5 is then largely unoccupied.
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Computational methods: Molecular dynamics (MD) simula-

tions

The crystal structure of the Thermus thermophilus 30S ribosomal subunit, complexed

with tetracycline (Tc), was taken from the Protein Data Bank (PDB), entry 1HNW

[1]. The complexes with minocycline (Mc) and doxycycline (Dc) were built by super-

imposing Mc or Dc on Tc in the 1HNW structure. MD simulations were performed

for the primary site (TET1) and the secondary site (TET5; only for Tc) and included

RNA and protein residues within a 26 Å sphere, centered on the C22 atom of Tc (or

Mc or Dc) in the primary site, or on the C6 atom of Tc in the secondary site. Notice

that the sphere center does not play any special role in the model, so the precise choice

is not important. Sensitivity to the position of the model boundary, on the other hand,

is discussed below. Hydrogens were constructed with ideal stereochemistry. A 29 Å

sphere of water was overlaid and waters that overlapped protein/RNA, crystal ions,

Tc, or Mg2+ were removed. To zero the total charge and simulate ionic strength ex-

plicitly, in addition to crystal ions, 24 chloride ions and 59 sodium ions were added to

the models of the primary site, and 20 chloride ions and 76 sodium ions were added to

the models of the secondary site. The ions were added one by one, choosing the water
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molecule that experienced the lowest (respectively, the highest) electrostatic potential

and replacing that water by a sodium (respectively, a chloride) [2]. RNA/protein atoms

between 20 Å and 26 Å from the initial sphere’s center were harmonically restrained to

their Xray positions. Simulations were performed with the SSBP solvent model [2, 3],

which treats the region outside the 26 Å sphere as a uniform dielectric continuum, with

a dielectric constant of 80. This is reasonable, since most of the outer region is water.

Indeed, if a parallelepiped is adjusted to fit the 30S particle, its inner volume is about

91% water. Newtonian dynamics were used for the innermost region, within 20 Å of the

sphere’s center; Langevin dynamics were used for the outer part of the sphere, referred

to as the buffer region. We used a two femtosecond timestep and a bath temperature

of 292 K. The CHARMM22 force field was used for the protein [4]. The TIP3P model

was used for water [5]. Electrostatic interactions between atoms within the 26 Å sphere

were computed without any cutoff, using a multipole approximation for distant groups

[6]. Tetracycline was described with the force field developed previously [7]. The Mc

and Dc force fields were developed in the same way and will be described elsewhere.

The Mc and Dc force fields yield good agreement for the Tc/Mc and Tc/Dc binding

free energy differences, computed with alchemical, MD free energy simulations (not to

be confused with Poisson-Boltzmann free energy calculations; see below) [8, 9]. Calcu-

lations were performed with the CHARMM program [10]. Including the two binding

sites, the different ligands and Tc forms, and the alchemical MD free energy simulations

(see below), we performed a total of more than 150 ns of dynamics.

Computational methods: Mg2+ binding free energies

To establish that Mg2+ is bound in the TET1 and TET5 sites in the absence of Tc

or Mc, we employed a more rigorous, well-established free energy simulation method;

see [11, 12] for reviews. MD simulations were performed with the setup described

above, without Tc. Water (within the 26 Å-radius sphere) was described explicitly,

in contrast to the dielectric continuum treatment above. During the simulations, the

Mg2+ cation is gradually deleted. The same procedure is performed for Mg2+ in a

sphere of pure water. The free energy change is obtained from a “thermodynamic

integration” formula [8, 12]. Taking the difference between the free energies computed

in the ribosome complex and in pure water yields the binding free energy [13]; Table 1.

For more details, see a recent application of the same method to an enzyme:ATP:Mg2+

complex [14]. This explicit solvent, MD free energy approach does not involve any

adjustable parameters. As a further test, the same explicit solvent approach was used
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to compute the binding free energy difference between Tc and Mc or doxycycline (Dc)

in the primary site, yielding good agreement with experiment (not shown; manuscript

in preparation).

Computational methods: Poisson-Boltzmann (PB) binding free

energies

As explained in the main text, several of the binding processes are studied with a sim-

plified, semi-empirical model, which is reasonably well-established, although a number

of variants have been used. The processes studied in this way include the competition

between Tc binding to TET1 and TET5, as well as the relative stabilities of different

Tc tautomers binding to either TET1 or TET5. The electrostatic contribution to the

binding free energy is obtained by solving the Poisson-Boltzmann (PB) equation for

the bound and unbound forms. This approach has been extensively described in the

literature and textbooks; see eg [8, 9, 15]. Importantly, the method does not attempt

to compute absolute binding free energies, but only binding free energy differences be-

tween two similar ligands (eg, Tc and minocycline), or two putative sites (eg, TET1 and

TET5). Because an Mg2+ is already in place in both TET1 and TET5 before Tc:Mg2+

binds, we consider Mg2+ dissociation from the binding site (TET1 or TET5), followed

by Tc:Mg2+ binding to the site. Thus, to compute the (electrostatic contribution to

the) binding free energy in the TET1 site, for example, we consider two systems: the

ribosome:Tc:Mg2+ complex along with a free Mg2+ ion; and the ribosome:Mg2+ com-

plex along with a free Tc:Mg2+. Subtracting their electrostatic free energies yields the

electrostatic contribution to the binding free energy in the TET1 site. Subtracting the

analogous free energy for the TET5 site, we obtain the binding free energy difference

between sites.

Previous work with this class of models has sometimes involved the explicit treat-

ment of other, “non-electrostatic” contributions. This is well-illustrated by a recent

study of aminoglycosidic antibiotics binding to the 30S ribosome particle by McCam-

mon and coworkers [16]; see their Eq. 1. Additional terms treated there include ro-

tation/translation entropy of the ligand and loss of conformational entropy due to

torsional degrees of freedom of the ligands that become ordered upon binding. These

terms are not relevant here. The first will largely cancel when TET1 and TET5 are

compared, or Tc and Mc. The rigidity of Tc and its fused-ring structure makes the

second unimportant. Two other terms considered by McCammon and several other

groups are a solvent-accessible surface area term (∆Gnp in Eq. 1 of [16]) and changes
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in the van der Waals interactions between the ligand and its surroundings upon bind-

ing (∆Gstrain in Eq. 1 of [16]; ∆GvdW in [17, 18]). These terms are neglected in the

present work, for reasons discussed in the following section and in several review articles

[8, 15, 16, 19].

The details of the PB calculations are as follows. The electrostatic free energy is

obtained by numerically solving the Poisson-Boltzmann equation, using a cubic grid

and a finite-difference algorithm implemented in CHARMM [20]. The ionic strength is

set to the physiological value of 100 mM (monovalent salt concentration). Doubling this

value changes the results only slightly (by 0.3 kcal/mol for the TET1/TET5 Tc binding

free energy difference). Repeating the calculations with a 32 Å radius sphere changes

the results negligibly (Tc binding to TET1 changes by 0.1 kcal/mol), even though

the number of ribosome atoms almost doubles with this larger model. This strongly

suggests that the 26 Å model size is reasonable, both for the continuum electrostatic

and the MD calculations. The structure of the ribosome:Tc, :Mc, and :Dc complexes

are taken from the MD simulations. Calculations are performed for multiple structures,

taken every 4 ps along the equilibrated 2.0 ns trajectory, for a total of 250 structures per

ligand. The separate ligand and ribosome structures are obtained by simply discarding

the unwanted partner. Thus, structural relaxation on separating protein and ligand

is not explicitly included (but it is implicit in the dielectric constant). The solvent

dielectric constant was set to 80. The solute dielectric constant was varied from 4 to

16. The data in Table 2 show that Tc binds to both the primary and secondary sites

in its zwitterionic form with an associated Mg. The data in Table 3 and 4 show that

a dielectric of 6-8 is optimal and that Tc binding to the secondary site is about 3

kcal/mol weaker than the primary site.

Computational methods: neglecting non-electrostatic terms in

the Poisson-Boltzmann binding calculations

Poisson-Boltzmann binding calculations have been used to study a wide variety of

protein:ligand complexes [8, 9, 15, 16, 19, 21–26]. One either compares two ligands

binding to the same site, or (more rarely) one ligand binding to two sites. In many

cases, the so-called MMPB-SA method has been used [23], where van der Waals con-

tributions are explicitly calculated, as well as surface area terms and even vibrational

entropy contributions. This poses two problems: (a) these contributions are often

noisy, being obtained as differences between two large numbers (eg, the total van der

Waals energies of the bound and unbound complexes); (b) the corresponding model
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cannot be derived rigorously, either from thermodynamic perturbation theory or from

continuum electrostatics; rather it has a heuristic character; see [15] for a discussion.

In other cases [16, 21, 22, 24, 25], the focus has been on problems where electrostatic

interactions are thought to play a dominant role, so that the continuum electrostatics

model is used and other contributions are assumed to cancel. For the present system,

where Tc− binding to TET1 and TET5 are compared, four arguments suggest that

the PB, electrostatic contribution provides a reasonable approximation to the overall

effect. First, the ligand is an anion, binding directly to a Mg2+ cation, close to several

ribosome phosphate groups (Fig. 1 in main text). Thus, electrostatic effects should

be predominant. Note that this is true not only for the relative binding to TET1 and

TET5, but for comparing the neutral and zwitterionic Tc tautomers binding to either

site. Second, by adjusting the solute dielectric constant to reproduce binding free en-

ergy differences between Tc, Dc, Mc, as well as the Mg2+ binding free energy difference

between TET1 and TET5 (see below), we implicitly include other energy terms in

the model. In continuum electrostatics, the dielectric constant takes into account the

work needed to polarize the medium around a new charge [27]; this work arises partly

from elastic deformation of the medium and atomic packing effects mediated by van

der Waals and stereochemical energy terms. Notice that both TET1 and TET5 are

preorganized for Tc binding: when the MD structures with and without Tc are com-

pared, the rms deviation between the two is just 1.0 Å for both sites and for groups

within 7 Å of the ligand. Thus, elastic deformation of either site in response to the

ligand is small. Third, we can make a rough estimate of the contribution of van der

Waals and accessible surface area effects to the relative binding free energy of Tc to

TET1 and TET5, using the Extended Linear Response method of Aqvist, Jorgensen

and coworkers; see [17, 18, 28] for details. The mean van der Waals interaction energy

of Tc with its surroundings is computed for Tc bound to TET1 or TET5. These en-

ergies are denoted ETET1
vdW and ETET5

vdW . We emphasize that they represent interactions

between Tc and its surroundings, not total van der Waals energies. With the Linear

Response method, the van der Waals contribution to the TET1/TET5 binding free

energy difference has the form ∆G
TET1/TET5

vdW = α(ETET1
vdW − ETET5

vdW ) (see, eg, Eq. 4 of

[17]). Values of α of between 0.10 and 0.40 have been commonly used [17, 18, 28]. For

the present system, we obtain ETET1
vdW − ETET5

vdW = -5±2 kcal/mol. Thus, the Extended

Linear Response estimate for ∆G
TET1/TET5

vdW would be around -1.0±0.5 kcal/mol; the

negative sign indicates that this contribution favors the TET1 site. Since this contri-

bution is at least partly included in the PB term, the value obtained is likely to be

an overestimate. Note that the mean van der Waals interactions between the empty

S5



TET1 site and its environment, and between the empty TET5 site and its environ-

ment, are practically the same. Another term often included in simple binding models

is a surface area term, which attempts to capture contributions from the hydrophobic

effect. The solvent-accessible surface areas lost by the Tc ligand when it binds to TET1

and TET5 are 715 and 915 Å2, respectively. McCammon and coworkers used a surface

term in combination with PB calculations to study aminoglycosidic antibiotics binding

to the 30S ribosome particle [16]. Using their surface tension of about 5 cal/mol/Å2,

this leads to a 1 kcal/mol contribution to the TET1/TET5 binding free energy, fa-

voring TET5. This contribution almost exactly cancels the van der Waals estimate

above. Both terms are compatible with the estimated uncertainty of our TET1/TET5

comparison (see main text). Both terms are comparable to values obtained for other

ligands binding to the 30S ribosome particle (see ∆Gstrain and ∆Gnp terms in [16]; see

∆GvdW term in [29]), both in absolute value and in comparison to the electrostatic

term. Finally, the fourth argument suggesting that non-electrostatic contributions are

small, is the good agreement between our computed TET1/TET5 binding free energy

difference and the observed electron density maps.

Computed occupancies of TET1 and TET5

30S complexes with 0, 1, or 2 bound Tcs are compared through the thermodynamic

cycle in Fig. 1. State 0 (top) corresponds to the unbound partners; states 1 and 1’

correspond to Tc bound to either the primary or the secondary site; in state 2, both

binding sites are occupied. The partition functions of these states can be written:

Z0 = e−βG0

Z1 = e−βG1 + e−βG′

1 (1)

Z2 = e−βG2

where G0, G1, G′

1, G2 represent free energies of the corresponding states. Then,

∆Ga = −kT ln(Z1/Z0)

∆Gb = −kT ln(Z2/Z1) (2)

We define β = 1/kT , where k is Boltzmann’s constant and T the temperature; α =

exp(−βδδG); δδG = δG′

1− δG1 is the binding free energy difference between Tc in the

secondary and primary sites. Equations (1) and (2) give:

∆Gb = ∆Ga + kT (1 + α)(1 + α−1) (3)
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Figure 1: Thermodynamic cycle for Tc:ribosome binding.

At equilibrium:

∆Ga = −kT ln[R : T ]1/([R][T ])

∆Gb = −kT ln[R : T ]2/([R : T ]1[T ]) (4)

where [R:T]1 is the concentration of ribosomes with a single Tc bound (either in the

primary or secondary site); [R:T]2 is the concentration of ribosomes with Tc bound

in both sites; [R], [T] are the concentrations of free ribosomes and tetracyclines. The

total concentrations of ribosomes and tetracyclines are:

[R]tot = [R : T ]1 + [R : T ]2 + [R] (5)
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[T ]tot = [R : T ]1 + 2[R : T ]2 + [T ] (6)

The association constant is:

Ka = [R : T ]1/([R][T ]) (7)

Together, (3–7) form a closed system of equations. For the concentration of complexes

with Tc bound to the primary site, we obtain:

[R : T ]TET1

1 = [R : T ]1/(1 + α) (8)

For the ratio of complexes with Tc in TET5 and TET1, we obtain:

[Tc]TET5

[Tc]TET1

=
[R : T ]2

[R : T ]TET1
1 + [R : T ]2

(9)

The experimental total concentration of ribosomes in the crystal [1] was estimated from

the volume of the unit cell as 50 10−6 M; the total concentration of tetracyclines was

80 10−6 M. The association constant Ka is thought to be in the range 0.1 106 M−1 to

1.0 106 M−1 [30–32].

Results: Mg2+ is pre-bound in TET1 and TET5

By reversibly deleting Mg2+ from either TET1, TET5, or from bulk water, we can

show that Mg2+ is strongly bound in both sites in the absence of any ligand. MD

simulations are done with explicit solvent and the free energy change is obtained by

thermodynamic integration (see above). The data are given in Table 1.

Table 1: Free energy to delete Mg2+ cations from the primary and secondary ribosomal

binding sites using MD with explicit solvent

Medium ∆G(Mg2+
→ nothing) ∆∆G

solution 440a -

TET1 site 465.9/469.0 27.5

TET5 site 454.5/450.6 12.5

Energies are in kcal/mol. aSolution value is for Mg2+ in pure water, from a previous

study [33]. For TET1 and TET5, two simulations were done, giving two free energy

results. ∆∆G is the difference between Mg2+ deletion in the ribosome and in pure

water. A positive value indicates a favorable binding to the ribosome site.
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Results: Tc binds in the zwitterionic form to TET1 and TET5

The Poisson-Boltzmann free energy results are in Table 2. The zwitterionic state is

preferred in solution [21]. Its binding free energies are lower than those of the neutral

form, so that it is the predominant form in both sites.

Table 2: Poisson-Boltzmann free energy simulations comparing the binding of

Tc−:Mg2+ to the primary and secondary site. Energies are in kcal/mol.

binding site Tc form Mg2+ ε, dielectric constant

4 6 8 12

primary neutral yes -54.0 -39.4 -31.6 -23.5

primary zwitterionic yes -78.2 -55.8 -44.0 -31.8

secondary neutral yes -25.1 -19.5 -16.4 -13.3

secondary zwitterionic yes -40.5 -30.2 -24.7 -19.0

Results: Calibrating the dielectric constant to match Dc and

Mc binding

We may assume the ligands all bind mainly to the primary site in their zwitterionic

forms with Mg present. For Mc, the experimental binding free energy difference is

-2.6 kcal/mol, favoring Mc over Tc. Since Dc has the same biological activity as Tc,

we assume their binding free energies are equal. These experimental values are best

reproduced with a dielectric constant of 6 or 8 (Table 3).
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Table 3: Poisson-Boltzmann free energy simulations comparing binding of zwitterionic

tetracycline (Tc), minocycline (Mc) and doxycycline (Dc) to the TET1 site.

ligand ε, dielectric constant ∆∆Gexptl

4 6 8 12

Tc−:Mg2+ -78.2 -55.8 -44.0 -31.8

Mc−:Mg2+ -81.1 -57.8 -45.1 -32.9

∆∆G(Mc → Tc) -2.9 (2.0) -2.0 (1.3) -1.5 (1.0) -1.1 (0.8) -2.6

Dc−:Mg2+ -76.6 -54.7 -43.2 -31.4

∆∆G(Dc→ Tc) 1.6 (2.0) 1.1 (1.3) 0.8 (1.0) 0.4 (0.8) 0.0

Poisson-Boltzmann free energies, in kcal/mol. Values correspond to the bind-

ing of Tc−:Mg2+, Dc−:Mg2+, and Mc−:Mg2+ to the primary site. Negative

∆∆G(Mc → Tc) values correspond to stronger Mc binding. The experimen-

tal result for Mc is -2.6 kcal/mol [30] and 0.0 kcal/mol for Dc [34].

Results: Tc binds preferentially to the primary, TET1 site

We use Poisson-Boltzmann free energy calculations. We follow a protocol that com-

pares the binding of Mg2+ alone, and the binding of Tc−:Mg2+. This has the advantage

that Tc is always associated with Mg2+, and the large energy associated with Tc−:Mg2+

separation never appears explicitly. When the two sites and ligands are compared, the

contributions due to Mg2+ cancel, as they should. Thus, the line “secondary - pri-

mary” in Table 4 gives the Tc binding free energy difference δδG between sites. For all

values of the solute dielectric constant, δδG is negative, ie, the primary site is favored.

Individul group contributions to TET1 binding are shown in Table 5. The phosphate

groups of Cyt1054, Gua1197, and Gua1198 make the largest contributions by far.
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Table 4: Tc−:Mg2+ and Mg2+ binding to the primary and secondary sites.

binding site ligand ε, dielectric constant

4 6 8 12

primary Mg2+ -95.5 -71.2 -58.3 -44.7

secondary Mg2+ -59.9 -48.5 -42.1 -34.8

difference Mg2+ -35.6 -22.7 -16.2 -9.9

primary Tc−:Mg2+ -78.2 -55.8 -44.0 -31.8

secondary Tc−:Mg2+ -40.5 -30.2 -24.8 -19.0

difference Tc−:Mg2+ -37.7 -25.6 -19.2 -12.8

secondary-primary 2.1 (2.0) 2.9 (2.0) 3.0 (2.0) 2.9 (2.0)

Poisson-Boltzmann free energies, in kcal/mol. Values correspond to the bind-

ing of Mg2+ or Tc−:Mg2+ to the primary or secondary site. Tc was deleted from

the pocket when Mg2+ binding was computed. Positive secondary-primary

values correspond to preferential Tc binding to the primary site.

Table 5: Contributions (kcal/mol) of individual groups to the Poisson-Boltzmann free

energy of binding Tc−:Mg2+ to the TET1 site; dielectric constant ε = 8

nucleotide backbone base nucleotide backbone base

Gua1197 -0.0 -5.6 Gua963 0.0 -0.1

Cyt1054 -0.9 -4.6 Ura1052 0.0 -0.1

Gua1198 0.0 -5.0 Ade1055 0.0 0.0

Gua1053 -0.0 -1.1 Cyt967 -0.2 0.2

Ura1199 0.1 -1.0 Ura1194 0.0 0.0

Ura1196 -0.1 -0.6 Cyt1195 -0.7 0.8

Ade964 0.0 -0.3 Ade968 0.0 0.1

Ade965 0.0 -0.2 Gua966 0.0 1.0
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Abstract

Tetracycline (Tc) is a broad-spectrum antibiotic that kills bacteria by interrupting

protein biosynthesis. It is thought that the bacteriostatic action of Tc is associated

with its binding to the acceptor site (or A site) in the bacterial ribosome, interfering

with the attachment of aminoacyl-tRNA. Recently, however, the crystal structure of a

complex between Tc and elongation factor Tu (EF-Tu) was solved, raising the question

whether Tc’s binding to EF-Tu has a role in its inhibition of protein synthesis. We

address this question using computer simulations. As controls, we first compute relative

ribosome binding free energies for seven Tc variants for which experimental data are

available, obtaining good agreement. We then consider the binding of Tc to the EF-

Tu:GDP complex. We show that the direct contribution of EF-Tu to the binding free

energy is negligible; rather, the binding can be solely attributed to interactions of Tc

with a bridging Mg ion and the GDP phosphate groups. Further, our calculations show

that EF-Tu does not exhibit any binding preference for Tc over the non-antibiotic, 4-

dedimethyl-Tc, and EF-Tu does not bind the Tc analogue tigecycline, which is a potent

antibiotic. In contrast, both the ribosome and the Tet Repressor protein (involved in

Tc resistance) do show a binding preference for Tc over 4-dedimethyl-Tc, and the

ribosome prefers to bind tigecycline over Tc. Overall, our results provide insights into

the binding properties of tetracyclines and support the idea that EF-Tu is not their

primary target.
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1 Introduction

Tetracycline (Tc) is a broad-spectrum antibiotic, with activity against a wide range

of gram-positive and gram-negative bacteria [1–3]. Tetracyclines also have diverse

applications in molecular biology and biotechnology, being used in conjunction with

the Tet Repressor protein to artificially control the expression of target genes [4–6].

In addition, they have a range of interesting, non-antibiotic properties; for example,

they bind to and inhibit several human enzymes [7, 8]. The bacteriostatic action of

tetracycline has been extensively studied over the last 50 years, and it is well-established

that Tc blocks protein biosynthesis [9, 10]. Tc is thought to prevent the binding

of aminoacylated tRNA to the A-site of messenger RNA-programmed ribosomes [3].

Thus, the primary molecular target of Tc is thought to be the ribosome. Two structural

studies in which Tc was diffused into pregrown crystals of the 30S ribosomal subunit

identified, respectively, two and six binding sites in which Tc makes direct contacts with

ribosomal RNA [11, 12]. Recently, we reported a computational study of Tc binding

to the ribosome [13]. Molecular dynamics and continuum electrostatic methods were

employed, providing evidence that one site is predominant, consistent with its higher

crystallographic occupancy in the X-ray structures. In this binding site, Tc primarily

interacts with the H34 region of the 16S rRNA [11, 12], which is involved in the

binding of aminoacyl-tRNA. This suggests further that this site is the primary target

of Tc action. However, another possibility was raised when Tc was shown to crystallize

as a 1:1 complex with the trypsin-modified form of Escherichia coli EF-Tu:Mg:GDP

[14]. Thus, EF-Tu might be one of several Tc targets. Several classes of antibiotics

exist that bind to EF-Tu and block protein synthesis [15–17]. The structure of the EF-

Tu:Mg:GDP:Tc complex was recently reported [18], showing that Tc not only binds to

EF-Tu:Mg:GDP, but does so by interacting with an important structural motif that is

shared by all GTPases and many ATPases [18].

To clarify the possible biological relevance of Tc:EF-Tu binding, we use molec-

ular dynamics and free energy simulations [19–24]. Such calculations have become

possible because we recently developed the first high quality force field model for tetra-

cycline and eleven of its analogues [25, 26]. As a first step, we perform a series of

control calculations, considering ribosome binding by Tc and several analogs for which

experimental data are available. We use alchemical, molecular dynamics free energy

simulations (MDFE) to compute the relative binding free energies, obtaining good

agreement with experiment. Next, we consider EF-Tu binding by Tc and two of its

analogues: the potent antibiotic, tigecycline, and the non-antibiotic, 4-dedimethyl-Tc
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(Fig. 1). We compare their binding to EF-Tu, the ribosome, and the Tet Repressor

(TetR), which mediates the main mechanism of Tc resistance. We show that when Tc

binds to the EF-Tu:GDP:Mg complex, the contribution of EF-Tu to the binding free

energy is negligible; rather, the favorable binding free energy can be solely attributed to

Tc interactions with the Mg ion and the GDP phosphate groups. Further calculations

show that EF-Tu does not exhibit any preference for Tc binding over the non-antibiotic

analog, 4-dedimethyl-Tc (4-ddma-Tc). In contrast, both the ribosome and TetR do

show a marked preference for Tc binding. We also performed free energy simulations to

compare EF-Tu binding of Tc and its analogue tigecycline. Tigecycline is found to bind

much more weakly to EF-Tu than Tc. Finally, we examined the G1058C mutation in

the ribosome, which is known to produce Tc resistance [27]. This mutation is shown to

increase the Tc binding free energy. Along with recent results for Tc:ribosome binding

and TetR induction by Tc [13, 26, 28], these data illustrate the modular structure of

tetracyclines. Indeed, these molecules have one edge that primarily confirms receptor

binding specificity, and another edge that controls metal binding and positioning, and

can be used to act, through the metal ion, on a given environment [26]. Overall, our

results strongly support the idea that the ribosome, not EF-Tu, is the primary target

of tetracycline.

2 Results

2.1 Control calculations: ribosome binding by Tc variants

We considered ribosome binding by eight Tc variants, shown in Fig. 1. Experimental

data are available for plain Tc and six of the variants (Table 1). The relative binding

free energies were computed through alchemical, molecular dynamics free energy sim-

ulations (referred to as “MDFE”) [20, 23, 29–31]. Earlier computational work strongly

suggests that Tc binds to the ribosome in its zwitterionic form, predominantly in the

primary, TET1 site in the 30S subunit, stabilized by contacts between its co-bound Mg

and three phosphate groups [11, 13]. We assume the other seven ligands bind in the

same manner. The simulations follow the horizontal legs of the thermodynamic cycle

in Fig. 2A, alchemically transforming the ligand from one Tc variant into another. The

corresponding work is obtained from a thermodynamic integration formula (see Meth-

ods). Results are summarized in Table 1. More details on convergence and uncertainty

are given in Supplementary Material. For two ligands (chlortetracycline, oxytetracy-

cline), the experimental data have the form of in vivo Minimum Inhibitory Concentra-
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tions [32], which only provide a qualitative test. For one other ligand (6-demethyl-Tc),

no experimental data are available. For 4-ddma-Tc, there is no observable binding [33],

which is consistent with the large, positive, computed ∆∆G. Overall, the calculations

agree very well with experiment. This indicates that the force field is accurate and the

MDFE protocol is reasonable. Both the force field and the MDFE methodology have

been further tested in the past [23, 26, 28].

2.2 Analysis of the experimental structures of EF-Tu with and

without Tc

A recent X-ray structure [18] revealed that Tc binds on the surface of domain 1 of

EF-Tu:GDP, as shown in panel A of Fig. 3. Tc’s phenol-diketone moiety interacts

directly with the Mg ion in the GTPase active site of EF-Tu. The O12a oxygen of Tc

interacts with the phosphate group of GDP. Thr25 coordinates the Mg ion through

its hydroxyl group; Asp80 also interacts with the Thr25 hydroxyl group. Tc does not

interact directly with either sidechain; the distance between the Asp80 oxygen and

the Thr25 oxygen is 2.57 Å, whereas the Tc oxygen O10 is 3.27 Å away. To interact

with Asp80, which is out of the plane of the D ring of Tc, the Tc hydrogen of the O12

hydroxyl group would have to be rotated by 90◦ out-of-plane, which is very unfavorable

(for the hydroxyl group of phenol, the rotation barrier is about 3 kcal/mol [34]). The

second oxygen of Asp80 makes a hydrogen bond to Thr16 and to a water molecule that

coordinates the Mg ion. No hydrogen bonds are apparent between Tc and any residues

of EF-Tu. Tc replaces two well-ordered water molecules found in the Mg2+ coordination

sphere in all other EF-Tu structures [18]. Overall, the Mg ion is coordinated by two

water molecules, the Thr25 oxygen, two oxygens of Tc, and one oxygen of the terminal

phosphate group of GDP. Superposition of EF-Tu:GDP with and without Tc (PDB

entry code 1DG1) shows that there are no significant conformational changes upon Tc

binding (see panel A of Fig. 3). The rms deviation between the two structures for the

backbone atoms within a 10 Å sphere around GDP is just 0.31 Å; for the GDP atoms,

the rms deviation is 0.30 Å.

2.3 Analysis of the structures from the simulations

The complex between Tc in its zwitterionic tautomer and EF-Tu:GDP was simulated

by molecular dynamics (MD) for 5 nanoseconds (ns). The structures sampled in the

simulation are in good agreement with the X-ray structure. The rms deviation, aver-
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aged over the last 1 ns of dynamics and over backbone atoms is 0.62 Å; the average

for nonhydrogen atoms within 10 Å of Tc is 0.91 Å. The EF-Tu ligands, Mg2+, GDP,

and Tc all maintain their positions relative to the X-ray structure. Mg2+ coordinates

the OG1 oxygen of Thr25, a phosphate oxygen of GDP, two oxygens of Tc, and makes

water-mediated interactions with Asp80 throughout the MD simulation. Tetracycline

does not make direct hydrogen bonds to EF-Tu; the 4-dimethylamino and 3-enolate

groups of the Tc ring A, which are important for its antibiotic function (discussed

below) are completely solvent-exposed.

2.4 Mg2+ stabilizes the EF-Tu:GDP complex

In the EF-Tu:GDP crystal structure without Tc, an Mg ion is present [18]. As a

first step, we examine here its role in GDP binding to EF-Tu. This step is needed

for the analysis of Tc binding below. We use MDFE simulations where the Mg ion

is gradually introduced, either in complex with GDP, or in the protein, according to

the thermodynamic cycle in Fig. 2C. In principle, these simulations should allow us

to compute the relative free energies for GDP:EF-Tu binding, with and without a

co-bound Mg. In practice, we employ a so-called “fixed-charge” force field: atomic

charges have fixed values, and the electronic polarization of water, GDP, or protein by

the divalent Mg2+ is not explicitly modelled (see Methods). A consequence is that the

force field cannot provide very accurate binding thermodynamics for reactions involving

Mg. However, it can still give useful information on the incremental contribution of Mg

to GDP:EF-Tu binding. Indeed, in the protein complex, the Mg2+ charge is shielded

and neutralized by the GDP phosphate groups. Furthermore, the Mg ion does not

interact closely with highly-polarizable protein groups. Its octahedral coordination

sphere only includes one EF-Tu atom: the OG1 oxygen of Thr25 (Fig. 3). Thus, any

force field artefacts should be fairly small when we consider the incremental effect of

Mg on EF-Tu:GDP binding.

We therefore consider the thermodynamic cycle in Fig. 2C. In the vertical legs,

GDP binds to EF-Tu. The horizontal legs introduce Mg, to form a complex either

with GDP (upper leg) or with EF-Tu:GDP (lower leg). We assume that the allosteric,

structural changes associated with EF-Tu:GDP binding are the same, whether or not

Mg is co-bound to GDP. With this assumption, we can limit our analysis to the GDP-

bound conformation of EF-Tu. Indeed, we may assume that to bind GDP, apo-EF-Tu

is first brought into this conformation. The free energy to do this cancels, when the

left and righthand legs of the thermodynamic cycle are compared. Therefore, the
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allosteric changes do not play a role when analyzing the incremental effect of Mg on

GDP binding.

The free energies of the horizontal legs are calculated by MDFE, giving ∆GEfTu =

-492.5±2.0 and ∆GGDP = -478.3±6.0 kcal/mol (notations are defined in Fig. 2C). The

difference between Mg introduction in the protein and in the GDP complex is ∆∆G

= ∆GEfTu - ∆GGDP = -14.2 kcal/mol. Thus, Mg binding to GDP:EF-Tu is much

stronger than Mg binding to GDP alone. Most importantly, ∆∆G can be interpreted

as the difference in GDP binding free energies in the presence and absence of the Mg

ion. We see that in the absence of Mg2+, GDP binding to EF-Tu is much less favorable.

Indeed, it was found experimentally that removing Mg2+ from EF-Tu:GDP accelerates

the dissociation of GDP by a factor of 150–300 [35]. Therefore, we may conclude that

GDP always binds to EF-Tu with a co-bound Mg ion, consistent with the GDP:EF-Tu

X-ray structure [18]. In what follows, we will therefore assume that in EF-Tu, when

GDP is present, Mg is always co-bound.

2.5 Tc binds to EF-Tu in its zwitterionic form

As a second step, we now establish which Tc tautomer is preferentially bound by the

EF-Tu:GDP complex. We showed earlier that the preferred Tc tautomer in solution is

the zwitterionic one, TcZ [28]. Furthermore, both TetR and the ribosome bind more

strongly to TcZ than to the neutral form, TcN [13, 28]. Here, we compare TcN and

TcZ binding to EF-Tu, using a Poisson-Boltzmann/Linear Response Approximation

method, or PB/LRA [24, 28, 36–38]. This method follows the horizontal legs of the

thermodynamic cycle in Fig. 2B: the TcN moiety is transformed into TcZ both in

solution and in complex with the protein (see Methods). Notice that to bind Tc to

EF-Tu:GDP, an Mg ion must first be removed from the protein (see above), since Tc

brings its own Mg with it. This step is the same for TcN and TcZ , so it does not

play any role in the TcN/TcZ comparison. Notice also that an Mg ion is co-bound

to Tc both in solution and in the complex with EF-Tu:GDP; therefore, the reaction

considered here does not require us to accurately describe the thermodynamics of Mg

binding/release (see discussion in the previous section).

Structural ensembles for each state (TcZ or TcN ) are obtained from MD simula-

tions. The electrostatic potential on the ligand atoms is then computed using contin-

uum electrostatics, by solving the Poisson-Boltzmann equation (see Methods). Finally,

the potentials are combined with a Linear Response Approximation to obtain a free

energy change [24, 28, 36–38]. Subtracting the two legs of the cycle yields the binding
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free energy difference, ∆∆G. The Poisson-Boltzmann calculations are done with a low

protein dielectric constant of either one or two. This is the appropriate range for the

present PB/LRA method [24, 28, 36–38], because most of the protein reorganization

is explicitly modelled by performing MD simulations of the two endpoints (TcN and

TcZ complexes). Results are summarized in Table 2. Both dielectric values lead to a

∆∆G of 0.1 kcal/mol, with an estimated uncertainty of about ±0.5 kcal/mol. This

means that EF-Tu:Mg:GDP does not exhibit any preference between the neutral and

zwitterionic states of Tc. This contrasts with the Tet Repressor and the ribosome,

both of which have a strong preference for TcZ binding. The lack of preference can be

explained by the fact that the 4-dimethylamino and enolate moieties of Tc are solvent

exposed in the EF-Tu complex (see panel B of Fig. 3), and do not interact directly with

any protein residues or with GDP. The TcN/TcZ stability difference in solution has

been estimated quantum mechanically to be about -3 kcal/mol in favor of TcZ [25, 39];

this means that Tc binds to EF-Tu in its zwitterionic form, even though EF-Tu itself

does not discriminate between TcZ and TcN .

2.6 A component analysis of the binding free energy between

Tc and EF-Tu

We now turn to a group or “component” analysis of the Tc:EF-Tu binding free energy.

This analysis will show that Tc binding is mainly promoted not by EF-Tu itself, but

by the GDP-associated Mg ion. MDFE and PB/LRA methods were used above to

compute binding free energy differences. A third method is used here: the Poisson-

Boltzmann Free Energy method, or PBFE [19, 21, 23, 24]. This method gives an

estimate of the contribution of electrostatic interactions to the binding free energy,

using the vertical legs of the thermodynamic cycle in Fig. 2A; see Methods. The PPBFE

method is less rigorous than MDFE or PB/LRA; its advantage is that it provides an

intuitive decomposition of the binding free energy into contributions from individual

protein groups [13, 23, 24, 40, 41]. PBFE involves a single adjustable parameter,

the protein/ligand dielectric constant, εP . It is set here to four, based on extensive

applications to other protein:ligand complexes [19, 21, 23, 24, 28]. This differs from the

PB/LRA situation above, where protein reorganization was explicitly modelled through

MD simulations, so that a lower dielectric (1–2) was appropriate. For comparison, we

also did calculations with a value of εP = 8. Although the absolute magnitude of the

group contributions varies with εP , the relative contributions of different groups, which

are of interest here, are robust with respect to the choice of εP . We use the PBFE
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method to analyze TcZ binding to the EF-Tu:GDP:Mg complex.

Results are summarized in Table 3. The largest single-residue contribution to

the binding free energy between Tc and EF-Tu comes from Lys24, which interacts

directly with the terminal phosphate group of the GDP. This is explained by the oppo-

site charges on the negative Tc and the positive lysine, which prefers to interact with

[Tc:Mg]+, rather than Mg2+ alone. In contrast, interactions with Asp80, Thr25, Asp21

and Asp86 all favor binding of Mg2+ over [Tc:Mg]+. Strikingly, the total contribution

of all EF-Tu residues to the binding free energy of Tc is small: 0.9 kcal/mol, within the

∼2 kcal/mol uncertainty of the PBFE method. As expected, the largest positive contri-

bution comes from GDP, which is negatively charged, and prefers Mg2+ over [Tc:Mg]+

binding. Overall, in the standard state conditions simulated here, it is the Mg ion itself

that is solely responsible for the binding of [Tc:Mg]+, rather than Mg2+ alone, to EF-

Tu. In the crystallographic experiment [18], Tc without any bound Mg was diffused

into the EF-Tu:GDP crystals. The Mg concentration was thus sub-stoechiometric with

respect to Tc and GDP: there is not enough Mg to saturate both EF-Tu:GDP and any

unbound Tc. Therefore, each Tc shares a Mg with EF-Tu:GDP, and the interactions

with Mg drive Tc binding. As the Mg concentration becomes larger, unbound Tc be-

comes associated with Mg, and Tc will not bind to EF-Tu. Overall, the lack of any

intrinsic preference for [Tc:Mg]+ over Mg2+ on the part of EF-Tu suggests that EF-Tu

does not play the role of a specific Tc target.

2.7 Tc vc. non-antibiotic 4-dedimethylamino-Tc binding to

the ribosome, EF-Tu, and the Tet Repressor

The possible role of EF-Tu as a Tc target was analyzed further by comparing the

binding of two Tc analogs, one of which is a potent antibiotic, while the other is a

non-antibiotic. We first consider 4-dedimethylamino-Tc (4-ddma-Tc; Fig. 1), which

is not an antibiotic [33]. Additionally, it has a much weaker binding affinity than Tc

to the Tet Repressor (TetR), which is a part of the antibiotic resistance mechanism

[2, 42]. We test the competition between Tc and 4-ddma-Tc binding to EF-Tu, TetR

and the ribosome. We use MDFE simulations (see Methods), which do not involve any

adjustable parameters [23, 30, 31]. The simulations predict a Tc/4-ddma-Tc binding

free energy difference for TetR of 4.6±1.6 kcal/mol (Table 4). This is consistent with

experiment, which indicates a binding free energy difference of 5.0 kcal/mol or more

[2]. Thus, 4-ddma-Tc binding is much weaker than Tc binding, mainly because of

lost hydrogen bonds with His62, Asn82, and Gln116. Details on the convergence and
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uncertainty of the MDFE simulations are given in Supplementary Material.

The Tc/4-ddma-Tc free energy difference for ribosome binding was computed to

be ∆∆G = 4.0±1.1 kcal/mol, strongly favoring Tc binding (Table 4). We attribute this

result to the loss of hydrogen bonds between the Tc 4-amino group and the phosphate

of Gua966, and to water-mediated interactions between Tc and rRNA. Indeed, we

can decompose the free energy changes into components associated with the Coulomb

electrostatic and the van der Waals energy terms, respectively. Subtracting the results

in solvent and the ribosome complex, we find that ∆∆G arises mostly from the Coulomb

terms (+2.5 kcal/mol), with a smaller van der Waals component (+1.5 kcal/mol).

Finally, in contrast to TetR and the ribosome, the Tc/4-ddma-Tc free energy

difference for EF-Tu binding was found to be very small: ∆∆G = -0.1±0.6 kcal/mol

(Table 4). The estimated uncertainty is consistent with the value that would be inferred

from the 2 kcal/mol forward/backward hysteresis (±1 kcal/mol; data not shown). The

small ∆∆G value arises because the 4-dimethylamino and 3-enolate groups of Tc are

solvent-exposed in the complex with EF-Tu; see Fig. 3. The portion of Tc that binds

directly to EF-Tu:GDP:Mg is the same in Tc and 4-ddma-Tc. Thus, EF-Tu does not

distinguish between the antibiotic Tc and the non-antibiotic 4-ddma-Tc. This appears

inconsistent with a role for EF-Tu as a specific Tc target.

2.8 Tc vc. tigecycline binding to the ribosome and EF-Tu

Tigecycline, the 9-t-butylglycylamido derivative of minocycline (Fig. 1), is a broad-

spectrum antibiotic that is not affected by classical Tc resistance mechanisms, includ-

ing ribosomal protection and efflux by Tc-specific pumps [43, 44]. Tigecycline was also

found to bind five times more strongly than Tc to the ribosome [45, 46]. Bauer et al.

showed by Fe2+-mediated cleavage that tigecycline binds to the same high-affinity site

in the 16S rRNA as Tc [47]. Here, we test the competition between Tc/tigecycline

binding to EF-Tu and the ribosome using MDFE (see Methods). Results are sum-

marized in Table 5. For ribosome binding, the simulations predict a Tc/tigecycline

binding free energy difference of -0.8±1.0 kcal/mol, in good agreement with the exper-

imental value of -1.0 kcal/mol [45]. This value results from the attractive electrostatic

interaction between the positively-charged 9-t-butylglycylamido group of tigecycline

and the negative phosphate group of Ade1055 in the ribosome.

The same transformation was performed in the elongation factor EF-Tu. The

computed binding free energy difference is extremely large, 25.1±2.0 kcal/mol, showing

that tigecycline does not bind to EF-Tu at all. More precisely, it cannot bind in the

138



same manner as Tc; other binding sites and modes cannot be ruled out. The large

∆∆G value results from steric clashes between the 9-t-butylglycylamido substituent of

tigecycline and residues 62–65 and 80–82 of EF-Tu (see panel A of Fig. 3). If tigecycline

and Tc share the same type of bacteriostatic function, this result strongly suggests that

EF-Tu cannot be the primary target of Tc.

2.9 The ribosome resistance mutation G1058C reduces Tc

binding

As a final illustration of the binding properties of Tc to the ribosome, we consider the

effect of a resistance mutation on Tc binding. The G1058C mutation in the 16S rRNA

was identified in clinical isolates of Tc-resistant Cutaneous Propionibacteria [27]. This

mutation was also found in isolates of Brachyspira Hyodysenteriae that have increased

Minimal Inhibitory Concentrations (MICs) for doxycycline, another Tc analogue [48].

The experimental binding free energy difference was estimated from the MICs to be

2.2±1.0 kcal/mol [27, 48]. We study the effect of the G1058C mutation on Tc binding.

MD simulations were performed for both the wild type ribosome:Tc−:Mg2+ complex

and the G1058C mutant (Fig. 4). The binding free energy difference was then es-

timated by PBFE (see above). This method is less rigorous than the MDFE and

PB/LRA methods used above. However, it should give a qualitative estimate of the

binding free energy change. The simulation and PBFE setup were described earlier

[13] and in Methods. With a ribosome dielectric constant of eight, used earlier [13], the

computed binding free energy difference is 4.5 (0.7) kcal/mol, in rough agreement with

the experimental value of 2.2 kcal/mol. With a somewhat higher dielectric of twelve,

we would obtain 2.4 kcal/mol, close to the experimental value. Thus, the Tc-resistance

phenotype is reflected in the Tc binding properties of the ribosome. In the MD sim-

ulations, the G1058C mutation leads to rearrangements in helix 34 of the 16S RNA,

which in turn affect the Mg2+ coordination (Fig. 4), and lead to a decreased binding

affinity for Tc−:Mg2+. The Mg ion that coordinates Tc also interacts with O1P of

Cyt1054 in the wildtype ribosome, while in the G1058C mutant simulations, it loses

this interaction and chelates O4’ of Cyt1054 instead. As a result, the Tc position is

slightly rotated compared to its wild type position.
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3 Concluding discussion

Tetracycline binding to protein and RNA is a complex process, involving a competition

between several effects, with electrostatics playing an important role. This is illustrated

by our earlier, detailed studies of ribosome and TetR binding. Protonation states of

the protein and the ligand were determined, as well as TetR sidechain orientations

[13, 28]. Similarly, it was necessary here to determine which Tc tautomer binds to EF-

Tu and whether the Mg ion is always pre-bound. Free energy simulations are a powerful

technique to study such complex processes, complementary to experiment. After an

initial burst of popularity in the early 1990s [30], technical and fundamental difficulties

were brought to light that led to a drop in their use. In recent years, substantial

progress has been made [20, 23, 24, 49], as illustrated here by the good agreement

with experiment for our control calculations. Another major technical difficulty for

simulation studies is the force field parameterization of Tc and its analogues, which

must be done at a high level of accuracy. Our Tc parameterization [25] followed the

same rigorous procedure that was used for the rest of the CHARMM force field [50, 51].

The same procedure was used more recently to parameterize 11 other Tc analogues,

including 4-ddma-Tc and tigecycline [39]. This force field approach allows us to study

both protein and nucleic acid binding with a comparable accuracy. Thus, we obtained

good agreement with experiment above for Tc analogues binding to the ribosome;

free energy calculations for several Tc analogues binding to TetR have given similar

agreement (AA & TS, unpublished data).

To test the hypothesis of a functional role for Tc:EF-Tu binding, we have com-

pared the binding strength of Tc and two analogues: tigecycline, one of the most

potent Tc antibiotics, and the non-antibiotic, 4-ddma-Tc. Removal of the 4-dimethyl-

amino group of Tc (giving 4-ddma-Tc) abolishes all its antimicrobial properties, which

underlines the functional importance of this group [33]. The behavior of EF-Tu was

compared to that of the ribosome, usually thought to be the primary biological target,

and to that of the Tet Repressor, which mediates the primary mechanism of Tc resis-

tance. With this approach, we have obtained evidence suggesting that EF-Tu is not

part of the Tc bacteriostatic mechanism. Indeed, both TetR and the ribosome have a

binding preference for Tc over 4-ddma-Tc, and the ribosome prefers to bind tigecycline

over Tc. In contrast, EF-Tu does not have any preference for Tc over 4-ddma-Tc, and

does not bind tigecycline at all. The lack of specificity for Tc over 4-ddma-Tc is not

surprising, given the X-ray structure, where Tc does not make any direct hydrogen

bonds to EF-Tu. However, for a quantitative statement, the present simulations were
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necessary. Furthermore, the simulations reveal that EF-Tu does not contribute directly

to the Tc binding affinity; rather, binding of Tc to EF-Tu:GDP:Mg is mediated by the

Mg ion. Overall, our results are consistent with a broad range of experimental data.

They suggest that EF-Tu is not the primary target of Tc.

The present data illustrate further the modular structure of tetracyclines. Indeed,

these molecules are seen to have a “specificity” edge that primarily confers receptor

binding specificity (roughly, the upper edge in Fig. 1), and another, “metal-display”

edge that controls metal binding and positioning. Recent crystallographic and simu-

lation studies [13, 52, 53] have shown that in the Tet Repressor protein, for example,

the co-bound, divalent magnesium ion is primarily responsible for driving the protein

through its allosteric transition into the induced state; tetracycline itself mainly plays

the role of an adaptor, or metal carrier. In the ribosome, we recently used a free

energy decomposition analysis to show that Tc binding is mainly driven by magne-

sium:phosphate interactions; the “specificity” edge of Tc presumably serves to fine-

tune the binding and make it specific. Here, we have an even more extreme example

of the modular Tc structure: only the metal-display edge is used to bind EF-Tu; the

metal itself contributes all of the affinity, and there is no specificity at all. In the future,

these and similar insights could help to engineer new antibiotics and new systems for

gene regulation.

4 Materials and Methods

4.1 EF-Tu:Tc binding: computed structures and free energies

Molecular dynamics simulations Crystal structures of the elongation factor Tu

(EF-Tu) were taken from the Protein Data Bank (PDB), entries 1DG1 (without bound

Tc) and 2HCJ (with bound Tc) [18, 54]. The simulations included protein residues

within a 26 Å sphere, centered on the Tc binding site. In addition to crystal waters,

a 26 Å sphere of water was overlaid and waters that overlapped protein, GDP, crys-

tal waters, Tc (when present), or Mg2+ were removed. Protein atoms between 20 Å

and 26 Å from the sphere’s center were harmonically restrained to their experimental

positions. Simulations were done with the SSBP solvent model [55–57], which treats

the region outside the 26 Å sphere as a uniform dielectric continuum, with a dielectric

constant of 80. This is reasonable, since most of the outer region is water. Newto-

nian dynamics were used for the innermost region, within 20 Å of the sphere’s center;

Langevin dynamics were used for the outer part of the sphere, with a 292 K bath. The
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CHARMM22 force field was used for the protein [51] and the TIP3P model for water

[58]. Tc was described with the force field developed previously [25]. The analogues

tigecycline and 4-ddma-Tc were parameterized in a similar way [26]. Electrostatic

interactions were computed without any cutoff, using a multipole approximation for

distant groups [59]. Calculations were done with the CHARMM program [60]. The

same MD protocols were used for the class D Tet Repressor (TetR) and the Thermus

thermophilus 30S ribosomal particles; see [13, 28] for more details. Notice that there

are a few non-standard nucleotides in the Thermus thermophilus 30S ribosomal particle

[61]. Only two are within 12 Å of either Tc binding site: m2Gua-966 has a methyl group

about 11 Å from the nearest TET1 atom, pointing away from the ligand; m5Cyt-967

is somewhat closer, with its additional methyl about 6 Å from the acetamide nitrogen

of Tc in the TET1 site (lower-rightmost atom in the Fig. 1 orientation). In the ab-

sence of force field parameters for m5Cyt, we replaced both nucleotides by standard

nucleotides, assuming that the additional methyl groups do not significantly affect the

relative binding affinities of the various Tc variants. This should be reasonable, since

the Cyt-967 methyl is 6 Å away and the Tc variants all share the exact same chemistry

in the vicinity of their acetamide group (Fig. 1).

Alchemical MD free energy simulations (MDFE) To compare Tc and a Tc

analog (say, Tc’) binding to a receptor (TetR, EF-Tu or the ribosome), we use the

thermodynamic cycle in Fig. 2A. The MDFE method follows the horizontal legs of the

cycle. Tc is reversibly transformed into its analog during a series of MD simulations.

The corresponding work is derived from a thermodynamic integration formula [31].

Most of the simulations were performed with the spherical boundary conditions

described above (see also [62, 63]): we considered receptor atoms within a sphere with

a 25 Å radius, centered on an Mg ion that coordinates tetracycline in the TetR, EF-

Tu, or the ribosome. However, the Tc/4-ddma-Tc transformations in the TetR protein

and the ribosome were performed using a cubic box with a 74 Å edge. For these

simulations, periodic boundary conditions were assumed and electrostatic interactions

were approximated by the Particle Mesh Ewald (PME) method [64]; as before, portions

of the receptor over 25 Å from the Mg were neglected, and receptor atoms between 20

and 25 Å were harmonically restrained.

For the lower leg of the thermodynamic cycle, we simulate Tc:Mg2+ in solution. For

the upper leg, we simulate a portion of the Tc−:Mg2+:receptor complex (respectively,

Tc−:Mg2+:EF-Tu or Tc−:Mg2+:Ribosome), solvated by the same 25 Å sphere or 74 Å

water box. In each simulation system, the energy function can be expressed as a linear
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combination of Tc−:Mg2+ and Tc’−:Mg2+ terms:

U(λ) = U0 + (1 − λ)U(Tc) + λU(Tc′)) (1)

where λ is a “coupling parameter” and U0 represents interactions between parts of the

system other than Tc. The free energy derivative with respect to λ has the form:

∂G

∂λ
(λ) = 〈U(Tc) − U(Tc′)〉λ (2)

where the brackets indicate an average over an MD trajectory with the energy function

U(λ) [23, 31]. We gradually mutated Tc into Tc’ by changing λ from one to zero. The

successive values of λ were: 0.999, 0.99, 0.95, 0.9, 0.8, 0.6, 0.4, 0.2, 0.1, 0.05, 0.01,

0.001. The free energy derivatives were computed at each λ value from a 100 ps MD

simulation, or “window”; the last 80 ps of each window were used for averaging. A

complete mutation run thus corresponded to 12 windows and 1.2 ns of simulation.

Usually, one run was performed in each direction (Tc into Tc’ and the reverse).

Accurate uncertainty estimation with MDFE is difficult and expensive [65–67]. A

widely-used approach is to perform multiple runs and measure the dispersion between

runs. While this seems plausible, it neglects some forms of systematic error, and can

actually lead to an overestimated uncertainty. In particular, it is well known that runs

performed in opposite directions (“forward” and “backward” transformations; λ in-

creasing or decreasing) exhibit systematic hysteresis effects [68–70]. Thus, in the past,

we have used error estimators that consider pairs of runs, one in each direction, forming

a “forward/backward pair” [62, 63, 71]. The forward/backward averages were much

more reproducible than the individual values. Here, we use a variant of this approach.

For most of the transformations considered, we performed a single pair of runs, one in

each direction. For a given run, we split each trajectory window (corresponding to a

particular λ value) into two halves; each collection of “half windows” can be viewed as

a “half run”. A forward and a backward half run are viewed as a pair of runs, and the

corresponding ∆G values are averaged. In this way, starting from one forward and one

backward run, we get four “half runs”, and two averaged ∆G values. The uncertainty

is taken to be their difference (i.e., two standard deviations). In practice, this method

is roughly equivalent to estimating the uncertainty by block-averaging a single run

[72, 73], and assuming systematic hysteresis effects mostly cancel whenever a forward

and a backward run are averaged. To test this idea, we performed several pairs of for-

ward/backward runs for two of the larger transformations (Tc vs. 4-ddma-Tc, binding

to TetR and to the ribosome). In both cases, the dispersion of the forward/backward
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averages was close to the uncertainty estimated by the previous method. The error

estimated from the mean hysteresis (the difference between a forward and a backward

run) was also not much greater; see Supplementary Material for details.

Poisson-Boltzmann Linear Response Approximation (PB/LRA) A recently-

developed method that combines MD simulations with continuum electrostatics is the

Poisson-Boltzmann/Linear Response Approximation, or PB/LRA method [24, 28, 36–

38]. This method is well-suited to treat rearrangements of atomic charges, as in the

TcN to TcZ transformation. The free energy change (∆Gprot, ∆Gsolv in Fig. 2B) is

approximated by the continuum electrostatic free energy, averaged over the equilibrium

states before and after the rearrangement. We applied the method using MD structures

of the Tc−N :Mg2+ and Tc−Z :Mg2+ states (see above). We averaged free energies over 250

structures from the last 1 ns of the MD simulations.
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Table 1: Tc analogs binding to the ribosome: MD free energy simulations

Tc analog a∆Grib
a∆Gsol ∆∆G ∆∆Gexpl

minocycline -17.2(1.1) -15.0(0.4) -2.2(1.2) -2.6 [46]

doxycycline 25.2(0.4) 25.0(0.3) 0.2(0.5) 0.0 [27], 0.2 [74]

tigecycline -112.3(0.8) -111.5(0.7) -0.8 (1.0) -1.0 [45], -1.1 [46]

oxytetracycline 7.4(0.2) 7.0(0.3) 0.4(0.4) 0.0b [32]

6-demethyl-Tc 8.4(0.2) 8.9(0.2) -0.5(0.3) NA

chlortetracycline 5.0(0.2) 5.1(0.2) 0.1(0.3) -0.4b [32]

4-ddma-Tc -25.9(1.0) -28.8(0.6) 4.0(1.1) No bindingc

Free energies in kcal/mol. aColumns 2-3 are the free energy to reversibly go

from plain Tc to one of its analogs, either in the ribosome (∆Grib) or in solution

(∆Gsol). ∆∆G = ∆Grib−∆Gsol is the relative binding free energy. A negative

∆∆G means the Tc analog binds more strongly. MDFE error bars are given

in parentheses. bDerived from Minimum Inhibitory Concentrations vivo. cNo

observable binding [33].

Table 2: PB/LRA free energy simulations comparing Tc−N and Tc−Z binding to EF-Tu

Protein dielectric constant

εP = 1 εP = 2

∆Gprotein 55.9 (0.4) 28.0 (0.2)

∆Gsolvent 55.8 (0.5) 27.9 (0.3)

∆∆G 0.1 (0.6) 0.1 (0.4)

Energies in kcal/mol; uncertanties are in

parentheses. ∆Gprotein and ∆Gsolvent corre-

spond to the alchemical transformation of

Tc from one form into the other. ∆∆G =

∆Gprotein − ∆Gsolvent is the binding free en-

ergy difference. ∆∆G is very small, indi-

cating that EF-Tu does not discriminate be-

tween the zwitterionic and neutral forms of

Tc.
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Table 3: Contributions of selected EF-Tu residues to the Tc binding free energy

free energy free energy

residue contribution residue contribution

Lys24 -9.0 (0.7) Asp86 1.5 (0.8)

Asp21 2.1 (0.6) Thr25 2.7 (0.8)

Asp80 7.8 (0.6) GDP 25.1 (0.9)

GDP:Mg2+ -67.0 (1.0)

all protein residues together 0.9 (1.0)

PB free energies are in kcal/mol; uncertainties are

in parentheses. Only amino acids contributing

more than than 1 kcal/mol (in absolute magni-

tude) are shown. Calculations were done with a

protein dielectric constant εP = 4.

Table 4: Tc binding to EF-Tu, the ribosome, and TetR: binding free energy differences

∆∆G between Tc and the non-antibiotic analog, 4-dedimethylamino-Tc

Target ∆∆Gcomp ∆∆Gexptl

Tet Repressor 4.6 (1.6) > 5.0a

EF-Tu:GDP -0.1 (0.6) NAb

Ribosome 4.0 (1.1) NAb

Energies in kcal/mol. Uncertainties are in

parentheses. A positive ∆∆G corresponds

to preferential Tc binding. aExperiment only

gives a lower bound [2]. bExperimental values

are not known.
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Table 5: Tc binding to EF-Tu and the ribosome: binding free energy differences ∆∆G

between Tc and the potent antibiotic, tigecycline

Target ∆∆Gcomp ∆∆Gexptl

EF-Tu:GDP 25.1 (2.0) NAa

Ribosome -0.8 (1.0) -1.0b, -1.1b

Energies in kcal/mol. Uncertainties are in

parentheses. A positive ∆∆G corresponds to

preferential Tc binding. aExperimental value

unknown. bExperimental values from refer-

ences [45, 46].
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Figure Captions

1. Plain tetracycline (Tc) and the seven analogues considered in this work.

2. Thermodynamic cycles for ligand:receptor binding. A) Comparing Tc

and 4-ddma-Tc. Vertical legs represent Tc−:Mg2+ or 4-ddma-Tc−:Mg2+ bind-

ing to a receptor (TetR, EF-Tu, or ribosome). Horizontal legs represent the

alchemical transformation of Tc− into 4-ddma-Tc− in solution (below) or in the

receptor:Tc−:Mg2+ complex (above). B) Comparing Tc tautomeric states. C)

GDP:EF-Tu binding with and without co-bound Mg.

3. (A): superposition of the X-ray structures of EF-Tu with and without bound

Tc, showing that there are no conformational changes upon Tc binding. (B):

close-up view of the Tc binding site, showing that there are no hydrogen bonds

between Tc and EF-Tu.

4. Native and mutant ribosome interacting with Tc. The MD structure of

Tc bound to the native ribosome is black; the G1058 mutant is grey. The Mg2+

ions are shown as spheres. Tetracycline and the ribosomal RNA residues 1058,

1199, 1054 are in stick representation.
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Figure 1: Plain tetracycline (Tc) and the seven analogues considered in this work.
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Figure 2: Thermodynamic cycles for ligand:receptor binding. A) Comparing

Tc and 4-ddma-Tc. Vertical legs represent Tc−:Mg2+ or 4-ddma-Tc−:Mg2+ binding

to a receptor (TetR, EF-Tu, or ribosome). Horizontal legs represent the alchemical

transformation of Tc− into 4-ddma-Tc− in solution (below) or in the receptor:Tc−:Mg2+

complex (above). B) Comparing Tc tautomeric states. C) GDP:EF-Tu binding with

and without co-bound Mg.
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Figure 3: (A): superposition of the X-ray structures of EF-Tu with and without bound

Tc, showing that there are no conformational changes upon Tc binding. (B): close-up

view of the Tc binding site, showing that there are no hydrogen bonds between Tc and

EF-Tu.
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Supplementary Material:

Binding of tetracyclines to elongation factor Tu, the Tet

Repressor, and the ribosome: a molecular dynamics

simulation study

Alexey Aleksandrov and Thomas Simonson
1Laboratoire de Biochimie (CNRS UMR7654), Department of Biology, Ecole

Polytechnique, 91128 Palaiseau, France.

Full reference 32

Mackerell, A., Bashford, D., Bellott, M., Dunbrack, R., Evanseck, J., Field, M., Fischer,

S., Gao, J., Guo, H., Ha, S., Joseph, D., Kuchnir, L., Kuczera, K., Lau, F., Mattos,

C., Michnick, S., Ngo, T., Nguyen, D., Prodhom, B., Reiher, W., Roux, B., Smith, J.,

Stote, R., Straub, J., Watanabe, M., Wiorkiewicz-Kuczera, J., Yin, D., and Karplus,

M. An all-atom empirical potential for molecular modelling and dynamics study of

proteins. J. Phys. Chem. B 102 (1998), 3586–3616.

Free energy difference between Tc and 4-ddma-Tc binding to

the ribosome and TetR: convergence and uncertainty

To illustrate the convergence in the MDFE calculations, we consider here the results

for Tc and 4-ddma-Tc binding to the ribosome and the Tet Repressor (Table 1 and

Figure 1). Four and six runs were performed for the ribosome and TetR, respectively

(Table 1). Tc binding is favored over 4-ddma binding in both the ribosome and TetR.

The behavior of the free energies as a function of the coupling parameter λ in typical

MDFE runs is shown in Figure 1. To characterize the uncertainty in each ∆G value, the

data for two runs, or four “half runs” are shown. A “half run” is obtained by splitting

each trajectory segment (corresponding to a particular λ value) into two halves. The

collection of half-segments defines a “half run”. Each “half run” is plotted separately

in Figure 1, giving four curves each for the ribosome and TetR. In Table 1, three error

estimators are compared: (1) “Error” (column 5) is the difference between half runs,

averaged over the unsigned forward and backward differences. For example, for the

first TetR pair of runs, the unsigned differences between half runs are 0.4 and 0.7

kcal/mol, respectively, for the forward and backward half runs, for an average of 0.6

1



kcal/mol. (2) In column 6, we first average the ∆∆G values obtained from a forward

and a backward run (“pairwise mean”). A standard error is computed from the three

(TetR) or two (ribosome) resulting values. For example, for TetR, the three pairwise

means are 3.6, 6.5, and 3.8 kcal/mol. The corresponding average is 4.0 kcal/mol; the

standard error is 1.6 kcal/mol. (3) Finally, in column 7, we report one half of the

unsigned difference between a forward and a backward run (the “hysteresis”). When

the results are averaged (numbers in bold face), we see that the TetR error estimates

range from 0.6 kcal/mol to 1.2 kcal/mol. For both TetR and the ribosome, the three

“error” estimates are in rough agreement. In the body of the text, the first, somewhat

more optimistic, “error” estimate is used.

Table 1: Alchemical MDFE runs transforming Tc into 4-ddma-Tc

pairwise pairwise 1

2
×

∆G (kcal/mol) mean mean unsigned

medium forward runsa backward runsa ∆Gb “error”c ∆∆Gd hysteresise

solvent -28.5 (28.5/28.4) -29.1 (29.1/29.2) -28.8 0.1 0.0 0.3

-22.7 (22.5/22.9) -27.6 (27.3/28.0) -25.2 0.6 3.6 2.5

TetR -22.4 (23.0/21.8) -22.1 (21.9/22.3) -22.3 0.8 6.5 0.2

-24.0 (24.4/23.7) -26.0 (26.0/26.1) -25.0 0.4 3.8 1.0

TetR averages: -24.1 0.6 4.6±1.6 1.2

-24.9 (25.9/23.9) -25.8 (25.9/25.7) -25.4 1.1 3.4 0.5

Ribosome -22.9 (22.2/23.6) -25.8 (26.0/25.7) -24.3 0.8 4.5 1.5

Ribosome averages: -24.8 1.0 4.0±1.1 1.0

All energies in kcal/mol. Forward runs transform Tc into 4-ddma-Tc; backward runs do

the reverse. aHalf runs in parentheses (unsigned values, for simplicity). bAverage over

the forward and backward runs. cWe compute the unsigned difference between the two

forward half runs, giving δf , and between the two backward half runs, giving δb; “error” is

the average, (δf + δb)/2. d∆∆G is the difference between ∆G in the current medium and

in solvent; it is equal to the Tc/4-ddma-Tc binding free energy difference. eHysteresis is

the difference between a forward and a backward run.
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Figure 1: The free energy, ∆G, and its derivative, dG/dλ, as a function of the coupling

parameter, λ, in solvent, the ribosome, and in the protein TetR. Two runs are shown

in each case, corresponding to the “forward” and “backward” tranformation of the

ligand. The “forward” transformation, converting plain Tc into 4-ddma Tc is shown

as an inset, below. A so-called “dual topology” approach is used: atoms shown in light

grey are present at each endpoint, but have a zero weight in the energy function, due

to the dependency of the energy on λ. For the ribosome and TetR, each run is split

here into two “half runs”, by dividing each simulation window into two. Each “half

run” is represented in the Figure. Solid black lines correspond to one forward and one

backward “half run”; dashed black lines correspond to the other forward/backward

pair of “half runs”. With our procedure, the uncertainty in ∆G corresponds closely to

the difference between two solid lines or two dashed lines, rather than to the difference

between the solid and back lines.
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Conclusions

Antibiotics are normally used for the treatment of deadly infectious diseases caused

by pathogenic bacteria. Tetracycline (Tc), which was discovered in the late 40s, is

one of the most important antibiotics in use today[12, 14]. Although the tetracy-

clines retain important roles in both human and veterinary medicine, the emergence

of microbial resistance has limited their effectiveness[14]. This is also true for all

currently used antibiotics and the drug pipeline is verging on empty[32]. On the

other hand, virtually all new antibiotics are second generation drugs, that is, modi-

fications of previously existing drugs[32]. This suggests that the only route to new

antibiotics will be through more fundamental research on the basic biology of the

bacteria.

It is thus of interest to increase our understanding of tetracycline and its

biological partners, such as the ribosome and TetR. Extensive experimental research

has established the main features. For example, crystal structures of TetR:Tc and

TetR:DNA complexes are known[16, 19], and the structure of tetracycline in complex

with the 30S ribosome was recently determined[9, 20].

However, the experimental approaches have limitations. For example crystal

structures of Tc bound to the Ribosome do not reveal the number of Tc binding

sites, their relative strength, probable allosteric coupling, and do not show which

site(s) is functional, nor give thermodynamic information such as individual residue

free energy contributions. Crystal structures of Tet repressor do not assess the

magnitude, timescale, order/coupling of different events during induction of TetR

nor even answer directly the question why TetR:Tc unbinds from DNA. A comple-

mentary approach is to develop computer simulation models, which can be used to

investigate the structure, dynamics, and thermodynamics of Tc:protein or Tc:RNA

complexes. Despite its importance, TetR has rarely been subjected to computer

modeling, partly because of the need to first develop a molecular mechanics model
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for Tc.

I developed such a model for the twelve most important tetracyclines and for

their most important protonation and complexation states at neutral pH[3, 5]. The

model was first tested before its application to real biological problems. The force

field model shows good agreement with large body of both ab initio and experimental

data, showing that it is suitable for investigating Tc:protein and Tc:RNA complexes.

I used this model to examine several aspects of the mechanism of Tc ac-

tion and bacterial resistance. Recently, the crystal structure of a complex between

elongation factor Tu (Ef-Tu) and Tc was solved, raising the question whether Tc’s

binding to Ef-Tu has a role in its inhibition of protein synthesis. My free energy

simulations strongly support the idea that the ribosome, not Ef-Tu, is the primary

target of tetracycline.

Crystal structures of Tc bound to the 30S subunit were also determined

recently. I compared the binding free energies of Tc to the primary site and a

secondary site[4]; these free energy calculations provided evidence for the existence

of a single, predominant binding site for Tc on the ribosome.

Finally, I studied Tc interactions with TetR[1]. Crystal structures of TetR do

not reveal the protonation states of Tc or the protein sidechains, nor the orientation

of several key recognition residues. I focused on the extent of protein preorganiza-

tion and the possible role of induced fit in the protein:ligand binding reaction. I

found that the protonation state and the conformation of both the ligand and the

binding pocket do not change significantly upon binding: the system functions as

an electrostatic lock and key near important recognition sidechains.

The “static” X-Ray structures also do not reveal the transition pathway of

induction nor answer directly the question why TetR:Tc unbinds from DNA. I used

molecular dynamics simulations and continuum electrostatic calculations to study

the allosteric mechanism and simulations of the TetR:DNA complex, the Tc-bound,
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“induced” TetR, and the transition pathway between them[2]. The simulations are

consistent with a broad body of experimental data. They generally support the

model of induction inferred previously from the crystal structures and reveal new

important details, some of which may be relevant for other regulatory proteins.

My work has thus filled important gaps in knowledge which are experimen-

tally difficult to access. Only recently such work became possible, mainly be-

cause of several reasons: advances in computer hardware, maturity of computation

methods[21, 24–27], recent success of computational biophysics[28] and availability

of new crystal structures[9, 19, 20].

In the future, the tetracycline forcefield can be used to develop forcefield

models for other tetracycline analogs. In this work I considered the most important

twelve Tc variants. In the future this list can be easily expanded for new potential

tetracycline–like drugs.

For example glycotetracyclines, which belong to a new class of antibiotics,

induce Tet Repressor (TetA is produced), but are not exported by TetA. New drugs

which do not interact with TetR are also a good alternative, so that information

about tetracycline binding to the Tet repressor, will be important in the rational–

drug design of new tetracyclines.

Nowadays the TetR/Tc system is of general interest because of widespread

application in molecular and cell biology as a sensitive switch for target gene regu-

lation. Experimental studies on TetR:Tc are continuing, this includes recent discov-

eries how a single mutation allows reversal of the allosteric response of Tet repressor

and how a small peptide efficiently induces the tetracycline repressor TetR. This

suggests that the use of TetR:Tc system will only increase in the future.

Understanding the mechanism of induction of TetR is thus important for the

future rational design of new Tet Repressors with new properties for gene regulation.

For example, the mechanism of induction of reversal TetR is not known so far, though
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two models were proposed recently (one based on molecular dynamics simulations

and the other one was based on the recent crystal structure of the reverse TetR).

Here a new computational study could very helpful and would possibly involve

mutations of TetR in MD simulations (for example Leu17Gly) and calculation of

the binding free energy of TetR to the DNA, similarly to the Tc insertion into the

TetR:DNA complex in our published study. More generally, understanding TetR

can be helpful in understanding the machinery of other repressors in the cell (not

only in prokaryotes)

Considering how much experimental work was done, it is surprising how lit-

tle we know about Tc function. Obviously studies on Tc and TetR function will

continue. Here a joined experimental and computation approach likely would play

a bigger role than today. In summary, I hope my work will be useful and serve as a

seed for future studies and new interesting findings.
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ABSTRACT Structure prediction and compu-
tational protein design should benefit from accu-
rate solvent models. We have applied implicit sol-
vent models to two problems that are central to
this area. First, we performed sidechain placement
for 29 proteins, using a solvent model that com-
bines a screened Coulomb term with an Accessible
Surface Area term (CASA model). With optimized
parameters, the prediction quality is comparable
with earlier work that omitted electrostatics and
solvation altogether. Second, we computed the sta-
bility changes associated with point mutations
involving ionized sidechains. For over 1000 muta-
tions, including many fully or partly buried posi-
tions, we compared CASA and two generalized Born
models (GB) with a more accurate model, which
solves the Poisson equation of continuum electro-
statics numerically. CASA predicts the correct sign
and order of magnitude of the stability change for
81% of the mutations, compared to 97% with the
best GB. We also considered 140 mutations for
which experimental data are available. Comparing
to experiment requires additional assumptions
about the unfolded protein structure, protein
relaxation in response to the mutations, and con-
tributions from the hydrophobic effect. With a sim-
ple, commonly-used unfolded state model, the
mean unsigned error is 2.1 kcal/mol with both
CASA and the best GB. Overall, the electrostatic
model is not important for sidechain placement;
CASA and GB are equivalent for surface mutations,
while GB is far superior for fully or partly buried
positions. Thus, for problems like protein design
that involve all these aspects, the most recent GB
models represent an important step forward. Along
with the recent discovery of efficient, pairwise
implementations of GB, this will open new possibil-
ities for the computational engineering of proteins.
Proteins 2007;67:853–867. VVC 2007 Wiley-Liss, Inc.

Key words: structure prediction; solvation; mean
field; Generalized Born; Poisson equa-
tion; protein design

INTRODUCTION

Homology-based structure prediction and computa-
tional protein design are areas whose importance is

increasing with the development of structural
genomics.1–4 Both techniques usually rely on a simplified
description of protein conformational space, taking into
account one or a few fixed backbone conformations and a
discrete set of sidechain rotamers.5–8 The most stable
structure within this discrete space can be found by
exact or approximate search methods.6,9–15 This paper
focusses on another important ingredient: the energy or
scoring function and, in particular, the treatment of
aqueous solvent. We consider the performance of several
implicit solvent models for two key problems that occur
in computational protein design: sidechain placement
and the calculation of stability changes due to point
mutations. Both problems have been extensively studied,
using a range of models.13–20 However, they must be con-
sidered together if one is to parameterize and test sol-
vent models for protein design; i.e., for searching
sequence and conformational space simultaneously. For
example, previous solutions of the sidechain placement
problem that omit electrostatics14,16,21 are not acceptable
in this context. Such combined analyses are much less
common.15,19,20 Furthermore, with the rapid progress of
implicit solvent models, especially generalized Born mod-
els, it is important to reconsider this problem.22,23

Indeed, aqueous solvent plays an important role in the
structure and stability of proteins.24 Structure prediction
and protein design are done almost exclusively with
‘‘implicit’’ solvent models, for efficiency. The solvent
degrees of freedom are not explicitly represented; rather,
they are taken into account through their effect on the
intraprotein interactions.25 The energy function for the
protein is referred to as a Potential of Mean Force
(PMF), or ‘‘effective’’ energy function. To obtain correct
energetics for the protein, the PMF for any given protein
conformation should coincide with the Boltzmann
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average of the energy over the solvent configurations.25

In practice, only approximate PMFs can be constructed.
An implicit solvent model that has a clear physical basis

is the Poisson model, which treats the solvent as a dielec-
tric continuum,26–29 by numerically solving the Poisson
equation (PE). The essential physical ingredients are (1)
the strong, attractive interactions between charged pro-
tein groups and the surrounding, high-dielectric solvent,
and (2) the large shielding of protein–protein electrostatic
interactions by solvent. The solvent contribution to the
PMF is obtained as the electrostatic free energy of a collec-
tion of point charges in a dielectric cavity.25,29 The PE
model provides good accuracy for many applications,30

including small molecule solvation,31,32 acid/base equili-
bria,28,33 ligand binding,34 protein–protein binding,35,36

and protein dynamics.37 Unfortunately, PE methods can-
not be used routinely for computational protein design.
Indeed, in continuum electrostatics, the effective interac-
tion between two protein residues depends on the entire
protein’s shape and the complementary volume occupied
by high-dielectric solvent. Therefore, continuum electro-
static energies are many-body quantities that cannot ordi-
narily be expressed as a sum over residue or atom
pairs.19,20,23,29,38 This is a prohibitive limitation for pro-
tein design.
A more efficient alternative is the generalized Born

(GB) model.22,30,39,40 GB is based on the same physical
picture as PE, with a dielectric continuum solvent sur-
rounding a protein cavity. But it makes additional
approximations that allow an analytical expression of
the PMF. It has become feasible to use GB in a protein
design context, because residue–pairwise implementa-
tions were recently discovered.19,23 Several GB variants
and parameterizations exist.41–46 GB has been used for
many applications, including small molecule solvation,42–44,47

protein solvation,45,48 acid/base equilibria,49,50 protein
dynamics,51,52 ligand binding,53 protein folding,54,55 loop
structure prediction,56 and scoring native folds vs. de-
coys.57 The best variants have an accuracy that is not
much inferior to explicit solvent models,22,46,49 and fur-
ther improvements can be expected.
A third, even simpler class of implicit solvent models

are the so-called Accessible Surface Area models.58–60

These models characterize different atom types by
‘‘atomic solvation parameters,’’ which reflect their hydro-
phobicity or hydrophilicity, and consider the fraction of
each atom’s surface area that is accessible to solvent.
Each atom contributes to the PMF through the product
of its solvation parameter and its solvent accessible sur-
face area. Usually, this accessible surface area contribu-
tion is supplemented by another electrostatic term,
which attempts to capture the shielding of protein–
protein electrostatic interactions by the high-dielectric
solvent. The simplest approach is to add to the PMF a
screened Coulomb energy, so that protein–protein elec-
trostatic interactions are reduced by a constant factor e.
We refer to this as the Coulomb/Accessible Surface Area
(CASA) model. This class of models has been used for
protein molecular dynamics,60–62 structure prediction,14

and protein–ligand binding.63 It is routinely used for
computational protein design.4,64–67

With the ongoing development of GB models, and with
the discovery of methods to implement them efficiently
in computational protein design,19,23 it is important to
systematically compare the behavior of the PE, GB,
and CASA models for protein structure prediction and
design. In the context of protein design, structure predic-
tion is usually limited to sidechain placement with a
fixed protein backbone. Many authors have analyzed
this problem and shown that good results are obtained
with very simple models, without any electrostatic or
solvent treatment.14,16,21 In computational protein
design, however, sidechain placement must be done
repeatedly, following rounds of random mutagenesis. The
mutations will often modify the protein charge, fre-
quently introducing charged sidechains into buried posi-
tions. For these effects, an accurate electrostatic treat-
ment is desirable. Therefore, an integrated treatment of
sidechain placement and ionized mutations is needed.
Previous solutions of the placement problem that omit
electrostatics are not acceptable. Many authors have
studied the accuracy of PE and GB models for protein
electrostatics.18,29,30,68 However, very few studies have
considered sidechain placement and ionized mutations
simultaneously. Even fewer (none that we are aware of)
have compared surface area models (CASA) to GB in
this context. While CASA is the most common solvent
model in computational protein design, GB models have
greatly progressed in the last few years, so that a reeval-
uation and comparison of models is needed. For example,
one recent study considered a suboptimal GB/ACE
parameterization.20

In this paper, we consider both sidechain placement
and the effect of amino acid mutations on protein stabil-
ity. For sidechain placement, we use the CASA model. In
a related test, we use CASA, GB, and PE to estimate the
stability of large libraries of protein conformations,
where the sidechain positions have been randomized. We
then consider over 1000 mutations involving ionized
sidechains, and use CASA, GB, and PE to compute the
corresponding stability changes. The data set includes
140 mutations in 12 proteins for which experimental
measurements are available. The experimental data
span only a limited free energy range, and they do not
include any mutations that introduce or delete ionized
sidechains in the protein core, since these are usually
not experimentally tractable.69 The other mutations are
mostly in buried positions and correspond to much larger
stability changes, but no experimental measurements
are available. For computational reasons, most of these
mutations are not ‘‘biochemically exact’’: they consist in
charge modifications, as opposed to real mutations. For
example, negative charges are introduced onto valine
sidechain methyls, roughly mimicking a valine ? aspar-
tate mutation. Nevertheless, they contain the relevant
physical effects and represent a valid test of the solvent
models. We refer to these two data sets as the ‘‘experi-
mental’’ and ‘‘artificial’’ mutations, respectively.
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An important aspect of this work is the parameteriza-
tion of the CASA and GB models. With CASA, for exam-
ple, we consider three sets of atomic surface parameters,
a wide range of dielectric constants, and a range of scal-
ing factors for various model terms. We consider two GB
models: GB/ACE,42 in combination with the Charmm19
force field,70 and GB/HCT,71 in combination with the
AMBER force field.72 A limited parameter optimization
is done for GB/ACE and a more extensive one for GB/
HCT. An essential point is that the parameterization
must be useful for both structure prediction and stability
changes. The goal of the GB/HCT parameter optimiza-
tion is to take into account very recent improvements in
the set of atomic radii used for continuum electrostatics
calculations with the AMBER atomic charges.73

The ‘‘experimental’’ mutations are not used in the
parameterization, for several reasons. First, they corre-
spond to very small stability changes. More importantly,
they cannot be computed without assuming a specific
model for the unfolded protein’s structure. Thus, for a
rigorous optimization, the unfolded state model and the
energy parameters would have to be tested and varied
simultaneously. We prefer to optimize the energy func-
tion separately; therefore, we use only the artifical muta-
tions for parameter optimization. Since experimental
measurements are not available, we take as reference
values the PE results. Indeed, PE has been extensively
used to study protein electrostatics.29,68 Many recent
studies have shown that it is a valid reference for the
parameterization and testing of implicit solvent mod-
els.17–19 With this strategy, the unfolded state treatment
does not influence the parameterization, since the same
treatment is used for CASA, GB, and PE.
Once the energy parameters are chosen, we can use

the experimental mutations for a blind test of the CASA
and GB models. We use a very simple, tripeptide repre-
sentation of the unfolded state, with noninteracting
amino acids, which is commonly used in protein design.
With CASA, the mean unsigned deviation from experi-
ment is 2.1 kcal/mol. This appears comparable to the ac-
curacy reported by Serrano et al.74 for a comparable set
of mutations, although they did not describe their subset
of charged mutations separately. Remarkably, it is simi-
lar to the accuracy of molecular dynamics free energy
simulations using explicit solvent models,49,75 which are
much more difficult and expensive (but which give addi-
tional structural and dynamical information). With GB/
ACE and GB/HCT, the mean unsigned deviations from
experiment are 2.9 and 3.4 kcal/mol, respectively. If a
surface term is included in the GB/HCT model, to help
represent dispersion and hydrophobic contributions,32

the GB/HCT mean unsigned error drops to 2.1 kcal/mol,
the same level as CASA.
In summary, we find that (a) the choice of electrostatic

model is not very important for the sidechain placement
calculations (confirming several earlier studies14,16,21);
(b) GB/HCT and CASA give the same accuracy for the
experimental mutations; (c) GB/HCT yields an enormous
improvement for the total solvation free energies and for

the artificial mutations. Thus, for problems like protein
design that involve all these aspects, the most recent GB
models represent an important step forward. Along with
the recent discovery of efficient implementations of GB
in protein design,19,23 this will open new possibilities for
the computational engineering of new proteins.

MATERIALS AND METHODS
Effective Energy Function

We tested several effective energy functions, or PMFs,
which have the form:

E ¼ Ebonds þ Eangles þ Edihe þ Eimpr

þ Evdw þ Ecoul þ Esolv: ð1Þ

The first six terms in Eq. (1) represent the protein inter-
nal energy. They are taken from either the CHARMM19
or the AMBER empirical energy function.70,72 They rep-
resent a covalent bond energy, a bond angle energy, a
torsion energy associated with sidechain dihedrals, a
term maintaining the chirality or planarity of selected
atomic centers, a van der Waals energy, and a Coulomb
electrostatic energy,

Ecoul ¼
X
i < j

qiqj
rij

; ð2Þ

where the sum is over all pairs of protein atoms i, j, of
charges qi, qj, and rij is the distance between a pair. The
last term on the right of Eq. (1), Esolv, represents the
contribution of solvent.25 In this work, we compare three
different solvent treatments, described below.

CASA Solvent Treatment

Our first solvent treatment is an accessible surface
area treatment: the CASA model. Esolv includes two
energy terms that describe protein–solvent electrostatic
and hydrophobic interactions:25

Esolv � ECASA ¼ Escreen þ Esurf

¼ 1

e
� 1

� �
Ecoul þ a

X
i

Airi: ð3Þ

Escreen is a screened Coulomb energy; e is the dielectric
constant of the medium (relative to vacuum). Notice that
Ecoul þ Escreen ¼ Ecoul /e. Esurf is related to the atomic sol-
vent-accessible surface areas. The sum is over all protein
atoms i; Ai is the solvent-accessible area of atom i; ri is
an atomic solvation parameter (measured in kcal/mol/
Å2); and a is an overall weight for the surface energy
term. The coefficients ri reflect the preference of particu-
lar atom types to be exposed or hidden from solvent, and
incorporate both electrostatic and nonelectrostatic
effects.25 Surface areas were computed by the Lee and
Richards algorithm,76 implemented in XPLOR,77 using a
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1.4 Å probe radius. Three different sets of atomic solva-
tion parameters were tested,59–61 along with different
values of the dielectric constant e and the weight a.

GB Solvent Treatment

Our second solvent treatment is a GB model39,41,42:

Esolv � EGB ¼
X
i

DGself
i þ

X
i<j

DGscreen
ij

¼ s
X
i

q2i
2bi

þ s
X
i < j

qiqjffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2ij þ bibjexp½�r2ij=ð4bibjÞ�

q ð4Þ

where s ¼ 1/ew � 1/ep, rij is the distance between charges
qi and qj, bi is the effective Born radius of atom i, ew is
the dielectric constant of water (set to 80), and ep is the
protein dielectric constant (set to 1 unless otherwise
mentioned). The first term is a sum of atomic self-ener-
gies DGi

self ¼ sqi
2/2bi, corresponding to the interaction of

each atomic charge qi with its own reaction field in the
environment of the solvated biomolecule. The second
term models the interaction of a charge qi with the reac-
tion field produced by a different charge qj, and accounts
for the screening of electrostatic interactions by the
high-dielectric solvent.39

The self-energy term in Eq. (4) requires the calculation
of an electrostatic energy density integral over the solute
volume. We use both the GB/ACE and the GB/HCT mod-
els, which assume a Coulomb functional form for the
electric field inside the solute and partition the volume
into atomic contributions.42,71 The GB/HCT parameters
are described further on. The GB/ACE atomic volumes
corresponded to the Voronoi database V01,78 scaled by a
factor of 0.8 as described in Ref. 52. The smoothing pa-
rameter that controls the width of atomic volumes42 in
GB/ACE was set to 1.3. The partial charges corre-
sponded to the CHARMM19 energy function.70 The cal-
culations were performed with the XPLOR program.77,79

Poisson Equation Solvent Treatment

Our third solvent treatment is a continuum electro-
static model with numerical solution of the Poisson equa-
tion. We refer to it as the PE model. The solvation
energy has the form

Esolv � EPE ¼ 1

2

X
i

qiV
reac
i ð5Þ

where qi is the charge of atom i and Vi
reac is the electro-

static potential on atom i due to the polarization charge
at the protein–solvent interface, induced by every atomic
charge. For a given protein structure, we computed Vi

reac

by solving the Poisson equation numerically for the
protein in solution and in the gas phase and taking the
difference. The finite-difference program UHBD was
used.80 The protein–solvent dielectric boundary was
defined by the molecular surface of the protein. The so-
lution used a two-step focussing procedure and a cubic

grid with spacings of 0.8 and 0.4 Å. The molecular sur-
face was constructed with 2000 points per atom, using a
probe sphere of radius 2 Å and the boundary smoothing
method in UHBD.80 Small voids in the interior of the
rotameric structures were filled by dummy atoms, to
prevent the occurence of artificial, high-dielectric inter-
nal cavities (sometimes overlooked in PE applications).
Two PE parameterizations are used. The first uses
Charmm19 atomic radii and charges,70 except for hydro-
gen radii, which were set to 1 Å. The second uses atomic
charges from the AMBER, all-atom force field,72 along
with atomic radii specifically and carefully optimized for
PE with AMBER charges.73

Protein Set and Rotamer Library

Twenty-nine proteins were used for sidechain place-
ment calculations; they are listed in Table III. Their
sizes varied from 36 to 212 amino acids, with a mean
of 110. Their structures were all determined using
X-ray crystallography with a resolution of 1.8 Å or bet-
ter. The rotamer construction and energy calculations
were performed with the XPLOR program.77 The back-
bone and Cb atoms of the X-ray structure were fixed
during the construction. The sidechain atoms were geo-
metrically constructed from the position of the N, Ca,
C, and Cb atoms, using standard bond lengths and
bond angles from the CHARMM19 force field. Side-
chain dihedral angles were taken from the Tuffery
rotamer library.6

Additional, solvation energy calculations were per-
formed for the proteins BPTI (4PTI), lysozyme (1LZ1),
thioredoxin (2TRX), and ubiquitin (1UBQ). We created a
set of 750–1000 random structures for each one by hold-
ing the backbone in its native conformation and random-
izing the orientation of all sidechains except Pro, Ala,
and Cys.

Mean Field Optimization

We did sidechain placement using a mean field
approximation.14 This method calculates iteratively the
Boltzmann probability P(i,k) of each rotamer k of each
residue i, which is related to the mean energy E(i,k) of
sidechain i:

Eði; kÞ ¼ �RT lnPði; kÞ: ð6Þ

E(i,k) is the Boltzmann average of the interaction energy
between sidechain i and its environment; R is the ideal
gas constant, and T is the temperature. Since the pro-
tein backbone is fixed, we can write

Eði; kÞ ¼ EBBði; kÞ þ
X
j6¼i

X
l

Eðik; jlÞPðj; lÞ ð7Þ

where EBB is the interaction energy with the backbone,
the first sum is over protein sidechains j, the second
sum is over the rotamers l of sidechain j, and E(ik, jl) is
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the interaction energy between sidechains i and j when
they occupy rotamers k and l. We assume the optimal
sidechain positions correspond to the most probable
rotamers.
The probabilities were computed iteratively. The cur-

rent estimate P(i, k)(n) was updated according to

Pði; kÞðnþ1Þ ¼ kPði; kÞðnÞ þ ð1� kÞPði; kÞðn�1Þ: ð8Þ

Different k values were tested. The best results (reported
below) were obtained with k ¼ 0.35 and uniform starting
rotamer probabilities. About 20 cycles were typically
needed for convergence.

An Approximate, Pairwise Surface
Area Calculation

In the sidechain placement, the solvent accessible sur-
faces are calculated by an approximate, but very efficient
procedure. The buried surface of a sidechain is computed
by summing over the neighboring sidechain and back-
bone groups. For each neighboring group, the contact
area with the sidechain of interest is computed, inde-
pendently of other surrounding groups. The contact
areas are then summed. This approach assumes the con-
tact areas between sidechains are independent, and the
total area of a sidechain is a pairwise sum over its
neighbors. In fact, surface area buried by one sidechain
may also be buried by another. Mayo et al.81 showed
that this approach overestimated the surface areas of
buried sidechains, but had little effect on solvent
exposed sidechains. Therefore, we performed most of the
calculations with a scaling factor applied to the contact
areas involving buried sidechains. To determine the opti-
mal scaling factor, following Mayo et al.,81 we considered
the total surface area that is buried within the protein,
Aburied. Aburied is defined as the difference between the
total area of all residues, taken separately, and the total
surface area of the protein structure; see Ref. 81 for
details. With the pairwise approximation, it is computed
as

Aburied � Apairwise
buried

¼
X
i

A0
irt3

�
X
i

Airt þ
1

2

X
ij

siðAirjst � Airt � AjstÞ
 !

:

ð9Þ

The first sum on the right is over all residues i and rep-
resents the total area of all residues, taken separately.
Airt3
0 is the exposed area of sidechain i when it occupies

the rotamer r, in the presence of just the backbone of
residues i � 1, i, i þ 1 (a tripeptide indicated by the sub-
script t3). The sums in parentheses represent the ap-
proximate total protein surface area. Airt is the exposed
area of the sidechain and its backbone, in the presence
of the entire protein backbone. Air jst is the exposed area
of the sidechain pair ij in the presence of the entire pro-
tein backbone. Finally, si is the scaling parameter, which

is set to 1 if residue i is exposed to solvent and to a
smaller value s < 1 if it is buried. To validate this
approximation and determine the optimal s, we per-
formed surface area calculations on the 29 test proteins
above, and compared the exact and approximate buried
surface areas. Using a scaling factor of si ¼ 0.5 for bur-
ied amino acids [Eq. (9)], we observed a correlation of
0.999 between the approximate and the true surfaces,
with a slope of 0.993 and an offset of 73.3 Å2. The RMSD
between the approximate and true surfaces was just 199
Å2, 1% of the mean surface. Therefore, a value of si ¼
0.5 was used for all the sidechain placements, unless
otherwise mentioned.

Validation Methods

Two criteria were used to assess the accuracy of the
sidechain placements. First, we calculated the percent-
age of sidechain dihedral angles within 408 of the value
in the crystal structure. Second, we computed the RMSD
between the sidechain atom positions in the model and
the X-ray structure, excluding the Cb. The RMSD calcu-
lation took into account the rotational symmetry axis of
Asp, Phe, Glu, and Tyr residues.

Later in this article, we compare protocols that use
several different effective energy functions, correspond-
ing to different solvent treatments. To determine the sig-
nificance of the differences between protocols, statistical
tests were done. Analysis of variance (ANOVA) was per-
formed to evaluate groups of protocols. The null hypothe-
sis is that for an observable of interest (e.g., RMSD), all
the means observed for the various protocols are identi-
cal. Rejection of the null hypothesis means that there is
at least one pair of means that are different from each
other. To identify this pair, we then performed Student’s
t-tests on all pairs of means.

Charge Mutations

To test the effective energy functions in a situation
that mimics protein design calculations, we performed
two sets of charge mutations. In the first set, the atomic
charges of selected sidechains were modified artificially.
These mutations can be classified into three types: (1)
charge deletions, which remove the net charge on Arg,
Lys, Asp, Glu, and doubly-protonated His; (2) charge
insertions, which add a �1 charge to Ala, Ile, Leu, Val,
Met, Pro, Thr, or Tyr; (3) polarity changes, which either
make Asn, Gln, or singly-protonated His apolar, or intro-
duce a dipole onto the Cys sidechain. The details of the
charge modifications are given in Supplementary Mate-
rial. While these charge transformations do not corre-
spond to real amino acid mutations, they pose the same
physical problems and represent a realistic test of the
methodology. They were performed with the CASA, GB,
and PE solvent models. Experimental data are not avail-
able for this set, so we take PE as a reference, since it is
commonly judged to be the most realistic of the three
solvent models.25,29,40 The PE model uses a protein
dielectric constant of one, because we wish to model
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solvent relaxation, not relaxation of the protein. The
CASA model employed the Fraternali atomic solvation
parameters:61 a positive value of 0.0119 kcal/mol/Å2 for
carbon atoms and a negative value of �0.0598 kcal/mol/
Å2 for nitrogen and oxygen atoms. To optimize further
the model for charge mutations, we explored several val-
ues of the CASA dielectric constant, and we introduced a
new solvation parameter for charged atoms, by the fol-
lowing scheme. In charge deletions, the atoms involved
have a large charge in their native state and a small one
in the mutated state. These atoms were assigned a
native-state surface coefficient rC (to be determined),
and a mutant-state coefficient of 0.0119 kcal/mol/Å2,
reflecting their hydrophobic character after the muta-
tion. The optimum rC value was determined by compari-
son with free energy differences evaluated by Poisson
calculations (PE solvent model). In charge insertions,
most of the atoms involved are carbons, with a zero ini-
tial charge and a large (positive or negative) final
charge. For these mutations, the coefficients of all the
relevant atoms were set to their chemical-type value at
the native state, and to a value of rC in the mutant
state. In polar-to-neutral mutations, the atoms involved
were assigned a native-state coefficient according to
their chemical type, and a mutant-state coefficient of
�0.0598 kcal/mol/Å2 (Cys) or 0.0119 kcal/mol/Å2 (Asn,
Gln, His). In all cases, hydrogen atoms were assigned a
zero atomic surface coefficient in both states. A list of
atom types associated with the new coefficient rC is
given in Supplementary Material.
The second data set included 140 mutations in 12 pro-

teins for which the experimental stability changes are
known (listed in Supplementary Material). In each case,
an ionized sidechain is introduced or removed. Each
native protein structure is first energy minimized with
its backbone fixed. The new sidechain is then positioned
successively in each of its rotamers, minimized with
the surrounding protein structure fixed, and the best
rotamer is retained. To obtain the difference in stability
between the mutant and the native protein, the charge
modification must also be introduced in the unfolded
protein. By subtracting the wildtype/mutant energy dif-
ferences in the folded and unfolded states, the stability
of the mutant relative to the native protein is obtained
(see Fig. 1). In our calculations, the ‘‘unfolded’’ state
corresponded to the mutated residue, isolated from the
rest of the sequence (and with the same coordinates as
in the native structure). This simple unfolded model is
commonly used in protein design.65–67 Mutations were
performed using the CASA, GB/ACE, GB/HCT, and PE
solvent treaments.

Optimization of the GB/HCT Parameters

With the GB/HCT model, each atom is assigned a vol-
ume and a scaling factor.48 For the proteins considered
here, there are 29 different atom types in the AMBER
protein force field,72 giving 58 atomic parameters. These
were adjusted by an iterative, least-squares procedure to

reproduce the stability changes computed with PE for
artificial mutations, similar to those described above.
1020 of the mutations were chosen randomly to be
optimized; the other 7130 were used for a cross-valida-
tion test of the optimization. The PE model employed
the AMBER atomic charges and atomic radii optimized
very recently by McCammon and coworkers73 to repro-
duce a large body of experimental and simulation data.
The optimized parameters are given in Supplementary
Material.

RESULTS
Sidechain Placement

We first describe sidechain placement with the CASA
solvent model [Eq. (3)]. Twenty-nine proteins were used
as a test set (Table III). Several parameterizations were
compared in order to optimize the model.

Choice of the dielectric constant

We first considered the effect of the dielectric constant
e and the Coulomb energy term [Eq. (3)], using the
CHARMM19 force field and three different sets of atomic
solvation parameters, referred to as the Wesson, Ooi,
and Fraternali sets, respectively.59–61 The quality of the
predicted structures was assessed by the agreement of
sidechain dihedrals with the crystal structure and by the
comparison of RMSD of the sidechain atoms with the
crystal structure. Results for e ¼ 4 and e ¼ 20 are shown
in Table I.

The dihedral prediction and sidechain RMSD values
are comparable to those of Koehl and Delarue and Yang
et al.14,82 We compared the models with the two e values
and the three solvation parameter sets using the ANOVA
statistical test. Differences of v1 predictions among the
six models are statistically significant at the 1% signifi-
cance level. The same is true for the predictions of both
v1 and v2 (v1þ2) and for the sidechain RMSD.

Student’s test was then done for pairs of models with
different e values. For the Fraternali parameters, differ-
ences of the v1, v1þ2, and RMSD predictions with the
two e values are not significant at the 1% significance
level. The same is true for the Ooi and Wesson parame-
ter sets. Thus, the difference detected by ANOVA is not

Fig. 1. Thermodynamic cycle used to calculate the change in pro-
tein stability due to charge mutations.
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related to the choice of e, which does not affect sidechain
prediction. This is consistent with several earlier studies,
in which good results were obtained without any electro-
static term.14,16,21 As pointed out above, however, a
model without electrostatics is not appropriate here, since
our goal is to do protein design. All the following calcula-
tions include the Coulomb energy term with e ¼ 4.

Choice of the atomic solvation parameters
and the weight a

Next, statistical tests were done to determine whether
the three solvation parameter sets were significantly dif-
ferent (using e ¼ 4). Results are summarized in Table II.
ANOVA indicates that the null hypothesis is rejected at
the 1% significance level for the three quality criteria
considered (v1, v1þ2, RMSD). Thus, there is at least one
prediction protocol that differs. Results with the Ooi and
Wesson parameters are equivalent according to the Stu-
dent test at the 5% significance level for all three quality
criteria. However, differences in the v1 predictions and
the RMSD calculations between Fraternali and the two
other parameter sets are statistically significant at the
5% significance level, and differences for v1þ2 are signifi-
cant at the 1% level. Thus, the Fraternali parameters
perform better than the other two sets. The Fraternali
protocol gave an average success rate for v1 and v1þ2

predictions of 77% and 63%, respectively.
We next considered a model with e ¼ 4 but no surface

area term [a ¼ 0 in Eq. (3)]. The results are actually

improved (see Table II). Indeed, the average of the v1 and
v1þ2 predictions are about 84% and 68%, somewhat better
than those of Koehl and Delarue and Yang et al.14,82 It
appears that the fully-weighted surface area term is too
large, compared to the other terms in the energy function.
Nevertheless, further calculations were done with a non-
zero a. Indeed, we show below that a ¼ 1/2 gives much bet-
ter results for experimental mutations and their associated
stability changes. For protein design, with sidechain recon-
struction and mutagenesis occurring simultaneously, we
need a consensus model that performs well at both tasks.

Further calculations were therefore done with a ¼ 1/2
and a ¼ 1/3 (Table II). Results improve with decreasing
a. Successful v1 prediction with the Fraternali parame-
ters increases to 80% with a ¼ 1/3, while v1þ2 increases
to 67%. These percentages approach those obtained with
a ¼ 0. The Ooi and Wesson parameters give somewhat
poorer results.

We performed ANOVA for each parameter set to com-
pare the different a values (1/3, 1/2, 1). For the Frater-
nali set, for example, the three protocols were not equiv-
alent according to the v1 and v1þ2 criteria at the 1% sig-
nificance level. The a ¼ 1/2 and a ¼ 1/3 Fraternali
models are not significantly different according to the
Student’s t-test; both are superior to the a ¼ 1 model.

Overall, the different Student’s tests show that Frater-
nali with a ¼ 0 to 1/2 and Wesson with a ¼ 1/3 are
equivalent and provide the best results. Table III com-
pares Fraternali, a ¼ 1/3 with the work of Koehl and
Delarue and Yang et al.14,82

TABLE I. CASA Sidechain Predictions with Different Dielectric Constants e

Atomic
parameters

v1
Mean (sd)

v1þ2

Mean (sd)
RMSD (Å)
Mean (sd)

RMSD, no Cb (Å)
Mean (sd)

e ¼ 20 Fraternali 0.76 (7) 0.61 (6) 1.85 (32) 1.62 (28)
Wesson 0.71 (7) 0.56 (6) 2.05 (31) 1.77 (26)
Ooi 0.70 (7) 0.54 (7) 2.12 (37) 1.85 (33)

e ¼ 4 Fraternali 0.77 (6) 0.63 (6) 1.85 (31) 1.61 (28)
Wesson 0.72 (6) 0.58 (7) 1.97 (32) 1.73 (29)
Ooi 0.69 (6) 0.55 (7) 2.13 (32) 1.86 (29)

Fraction of successful dihedral predictions and sidechain RMSD relative to crystal structure, averaged over 29 test proteins. Standard devia-
tion in parentheses (in units of last digit). Rightmost column omits the Cb from RMSD.

TABLE II. CASA Sidechain Predictions with Different Surface Weights a

Atomic
parameters

v1
Mean (sd)

v1þ2

Mean (sd)
RMSD (Å)
Mean (sd)

RMSD, no Cb (Å)
Mean (sd)

a ¼ 1/2 Fraternali 0.79 (5) 0.66 (6) 1.79 (30) 1.57 (26)
Wesson 0.76 (6) 0.62 (7) 1.86 (30) 1.63 (27)
Ooi 0.74 (6) 0.62 (8) 1.94 (34) 1.70 (29)

a ¼ 1/3 Fraternali 0.80 (6) 0.67 (6) 1.75 (33) 1.53 (30)
Wesson 0.78 (6) 0.65 (6) 1.82 (30) 1.59 (27)
Ooi 0.76 (6) 0.64 (8) 1.88 (30) 1.65 (27)
Fraternalia 0.80 (6) 0.66 (6) 1.74 (33) 1.52 (30)

a ¼ 0 none 0.84 (5) 0.68 (6) 1.68 (29) 1.46 (24)

Fraction of successful dihedral predictions and sidechain RMSD relative to crystal structure, averaged over 29 test proteins. Standard devia-
tion in parentheses (in units of last digit). Rightmost column omits the Cb from RMSD. Dielectric constant is e ¼ 4.
a The surface areas of buried sidechains are not downscaled [si ¼ 1 in Eq. (9)].
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To test for a possible force-field dependency of these

results, calculations with the AMBER force field72 were

performed for six of the proteins. The accuracy of side-

chain prediction is equivalent to that observed with the

CHARMM19 force field, with the e ¼ 4, a ¼ 1/3, Frater-

nali protocol (data not shown). For example, the average

v1 prediction rate is 75% with both AMBER and

CHARMM19 for these six proteins.
The rate of successful prediction was analyzed as a

function of amino acid type. In agreement with earlier
work, it is easier to predict the rotamers of hydrophobic
residues. Their rate of successful v1 prediction is 92%
with the best parameterization, compared to 71% for
hydrophilic residues. This can be explained because
hydrophobic residues are mainly located in the protein
core and are constrained by van der Waals packing inter-
actions. There is little difference in accuracy between
large and small residues. A low v1þ2 accuracy is
observed for Asn, Gln, and His, since these residues’ v2
angle can often be flipped by 1808 with only a small
change in energy.

Solvation Energies: Comparing
Solvent Treatments

To directly compare the three solvent models, CASA,
GB, and PE, we computed Coulomb and solvation ener-
gies for four proteins: trypsin inhibitor (4PTI), thiore-
doxin (2TRX), lysozyme (1LZ1), and ubiquitin (1UBQ).
For each protein, we generated 750–1000 structures by
randomizing sidechain rotamers. In the CASA energies,
the Coulomb term is divided by a dielectric constant e
[Eq. (3)]. We initially searched a range of values, e ¼ 1–
20, to find the optimum for each protein.

The RMSDs between PE and CASA are listed in Table IV.
The optimal dielectric constants are fairly uniform
among proteins: e ¼ 1.5–2.5. With these e values, the
PE/CASA RMSD ranges from 33 kcal/mol (4PTI) to 58
kcal/mol (2TRX). Ultimately, we require a consensus
CASA model that performs well for sidechain placement,
solvation energies, and charge mutations, and for all
proteins. Sidechain placement (above) is insensitive to e,
while charge mutations (below) work best with a large
value, e ¼ 16–20. Table IV also reports the CASA solva-

TABLE III. CASA Sidechain Predictions Compared to Selected Earlier Work

PDB code Chain length

CASA, this work
(Fraternali, e ¼ 4, a ¼ 1/3) Koehl and Delarue Yang et al.

v1 v1þ2 RMSDa RMSDb v1 v1þ2 RMSDa v1 v1þ2 RMSDb

1PPT 36 0.73 0.64 1.59 1.40 0.73 0.67 1.57 – – –
1CRN 46 0.89 0.76 0.88 0.75 0.78 0.68 1.42 0.95 0.84 0.84
2OVO 56 0.90 0.79 1.30 1.12 0.69 0.60 2.35 – – –
4PTI 58 0.78 0.70 2.05 1.81 0.87 0.74 1.85 0.80 0.65 1.26
1IGD 61 0.84 0.72 1.22 1.06 – – – 0.76 0.74 1.28
1ISU 62 0.95 0.79 1.36 1.19 – – – 0.84 0.74 1.12
2SN3 65 0.81 0.68 2.31 2.03 0.59 0.45 2.76 – – –
1PTX 68 0.82 0.74 2.16 1.92 – – – 0.74 0.61 1.73
1UBQ 76 0.75 0.57 2.19 1.90 0.74 0.57 2.06 – – –
1PLC 99 0.77 0.66 1.40 1.21 0.76 0.67 1.55 0.82 0.70 1.24
1LN4 104 0.73 0.62 1.90 1.64 – – – – – –
1AAC 105 0.81 0.68 1.81 1.58 – – – 0.92 0.69 1.05
256B 106 0.80 0.67 2.01 1.75 – – – 0.73 0.53 1.53
2TRX 108 0.82 0.61 1.88 1.65 – – – – – –
5CPV 109 0.78 0.61 1.69 1.48 0.68 0.54 1.99 – – –
1CCR 112 0.75 0.64 1.86 1.62 – – – 0.84 0.60 1.21
1THX 115 0.76 0.65 1.53 1.32 – – – – – –
1WHI 122 0.77 0.67 1.92 1.66 – – – 0.73 0.65 1.52
1PMY 123 0.80 0.63 1.95 1.70 – – – 0.83 0.63 1.23
3RN3 124 0.68 0.60 2.03 1.76 0.66 0.58 2.24 – – –
1LZ1 130 0.85 0.70 1.66 1.47 0.80 0.73 1.55 0.82 0.66 1.16
2END 137 0.79 0.63 1.89 1.66 – – – 0.79 0.64 1.37
2FOX 138 0.79 0.69 1.46 1.27 – – – 0.74 0.56 1.35
2HBG 147 0.77 0.61 1.79 1.57 – – – 0.76 0.61 1.34
2RN2 155 0.81 0.67 2.01 1.77 – – – – – –
2CPL 165 0.86 0.71 1.49 1.31 – – – – – –
1KOE 172 0.73 0.63 1.85 1.61 – – – – – –
1XNB 185 0.81 0.70 1.58 1.39 – – – 0.78 0.66 1.89
1ES9 212 0.78 0.61 1.92 1.68 – – – – – –
Mean 110 0.80 0.67 1.74 1.53 0.72 0.62 1.89 0.80 0.66 1.36

Fraction of successful dihedral predictions and sidechain RMSD (Å) relative to crystal structure.
aCb excluded.
bCb included.
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tion results with e ¼ 20. The RMS deviations from PE
increase to 56—71 kcal/mol. Thus, the loss in perform-
ance is significant when one takes the charge mutation
dielectric as a consensus value for all proteins.
The CASA, GB/ACE, and GB/HCT total solution ener-

gies are compared with PE in Figure 2. Note that CASA
and GB/ACE use the Charmm19 atomic charges, and so
they are compared with PE performed with these charges.
GB/HCT uses the AMBER charges, and is compared
with PE performed with the AMBER charges. A CASA e
of 20 is used. There is a considerable energy dependency
on the rotameric structure, with values between about
�300 and þ300 kcal/mol. The trend of the PE energies is
reproduced approximately by both GB/ACE and CASA.
The CASA surface term is almost constant for all struc-
tures (not shown), so that the CASA behavior is
governed by the Coulomb term [Eq. (3)]. The CASA/PE
correlation indicates, therefore, that the PE solvation
energies correlate quite well with the Coulomb energy.
The best correlation by far is obtained with GB/HCT.
The RMS deviation between GB/HCT and PE is also
quite small (21–45 kcal/mol; Table IV), considerably
lower than that of CASA with the consensus dielectric
constant.

Charge Modifications: Comparing
Solvent Treatments

The third and most important test of the solvent mod-
els is the calculation of stability changes due to muta-
tions that introduce or remove charged groups. In pro-
tein design, mutations are introduced randomly, and the
largest stability changes will usually be associated with
changes in the net protein charge. This is especially true

for mutations that affect charges in fully or partly buried
positions.69 We performed two sets of mutations. The
first included over 1000 mutations in seven proteins for
which experimental data are not available, described in
this section. The second included 140 mutations in 12
proteins for which experimental data are available,
described in the next section.

Artificial mutations: CASA vs. PE

We used the Fraternali atomic surface parameters,
along with a new atomic parameter rC for certain atoms
belonging to ionized groups. The new parameter allows
us to optimize the accuracy of the CASA model for
charge deletions and insertions. The atom types associ-
ated with this new coefficient are listed in Supplemen-
tary Material. Values of the atomic parameter rC

between �0.20 kcal/mol/Å2 and the original value,
�0.0598 kcal/mol/Å2, were tried, in combination with
dielectric constants in the range e ¼ 2–20. The CASA
and PE energy changes for each mutation were com-
pared. The combination of rC and e that maximizes the
agreement between CASA and PE is listed in Table V for
the seven proteins. The optimum coefficient for atoms on
charged sidechains (in their charged state) is between
�0.15 and �0.20 kcal/mol/Å2, and the optimum dielectric
constant is 16–20. With these values, the RMSD between
the CASA and PE stability changes ranges from 17.5
kcal/mol for the largest protein (AspRS) to 10.0–11.0
kcal/mol for the smallest proteins (ubiquitin and BPTI).

As explained above, we would like to obtain a consen-
sus parameterization that works well for all proteins.
The best rC and e values are the same for all but one
protein: a slightly smaller rC of �0.15 kcal/mol/Å2 is

TABLE IV. Protein Solvation: RMS Deviation Between the CASA and GB Energies and the PE Reference Values

Protein

CASA dielectric constant e

GB/ACE GB/HCT1 1.5 2.0 2.5 3.0 4.0 20.0

4PTI 46.9 32.5 32.8 35.7 38.5 42.9 55.6 71.7 20.7
2TRX 87.7 64.8 59.1 58.3 59.0 61.1 71.0 99.6 30.8
1LZ1 80.6 59.1 56.2 57.7 60.0 64.1 78.3 163.5 44.7
1UBQ 70.1 52.0 49.8 51.3 53.4 57.1 69.6 102.1 26.4

All values in kcal/mol. For each protein, the deviations are evaluated over 750–1000 rotameric structures. Best CASA results in boldface.

TABLE V. Comparison Between the CASA and Poisson Models for Charge Mutations

Protein No of mutations Optimal rC (kcal/mol/Å2) Optimal e PE-CASA RMSDa (kcal/mol) Successb rate (%)

AspRS 518 �0.15 (�0.20) 16 17.5 (17.9) 80.1 (80.1)
3RN3 106 �0.20 16 13.1 79.0
4PTI 51 �0.20 16 11.0 74.4
5CYT 84 �0.20 16 13.5 79.8
2TRX 94 �0.20 16 12.3 80.8
1LZ1 108 �0.20 16 12.2 83.4
1UBQ 67 �0.20 16 10.7 86.5

Proteins are indicated by their PDB code, except AspRS, which is Escherichia coli aspartyl-tRNA synthetase. The surface coefficient rC is
associated with atoms on charged sidechains (see text).
aRMS deviation between the surface area (CASA) and Poisson (PE) energy differences.
bPercentage of mutations that are predicted to have a positive or negative stability change by both CASA and PE.
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best for AspRS. Using the consensus rC value for AspRS
gives almost the same result (Table V). The same rC and
e values work well for the experimental mutations,
explained later. We conclude that they are likely to work
well for most mutations in most proteins.
The CASA stability changes are plotted against the

PE ones in Figure 3. Most charge insertions decrease the
protein stability, both in the CASA and PE models (i.e.,
they give a positive double free energy difference, DGmut �
DGnat, for the thermodynamic cycle in Fig. 1). On the

other hand, most charge deletions increase the protein
stability. Most charged residues are at the protein sur-
face and their interactions with the rest of the protein
are screened by the nearby solvent. Eliminating the
charge on such residues destabilizes the folded state,
mainly due to the loss of interactions between the charge
and the solvent. In the unfolded state, the same charges

Fig. 3. Stability changes due to charge mutations with CASA, GB/
ACE, and GB/HCT, vs. the corresponding changes in the PE model.
For CASA and GB/ACE, green, blue and red points correspond,
respectively, to charge insertions, charge deletions and polar-to-neutral
conversions; different symbols correspond to different proteins, listed by
their PDB codes. For GB/HCT, points are colored by protein.

Fig. 2. Total solution energies of protein rotamer structures with the
GB/ACE, surface area (CASA), and GB/HCT models, versus the corre-
sponding Poisson values (PE). Points are colored according to the pro-
tein, listed by their PDB codes: 1LZ1, lysozyme; 1UBQ, ubiquitin;
2TRX, thioredoxin; 4PTI, bovine pancreatic trypsin inhibitor.
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are even more exposed to solvent. Thus, the charge elim-
ination destabilizes the unfolded state even more, yield-
ing a negative (favorable) double free energy difference.
CASA and PE produce the same stability order (i.e., sign
of the stability change) for 81% of mutations in all pro-
teins. The CASA energy differences vary in a range of
�80 kcal/mol, whereas the corresponding PE range is
150 kcal/mol; nevertheless, the two distributions are rea-
sonably well-correlated.
Calculations were also done with a ‘‘distance-depend-

ent’’ dielectric constant, e(r) ¼ e0r, where r is the separa-
tion between a pair of charges and e0 is a constant. The
success rate increased to about 86% if one uses e0 ¼ 2.
However, the performance of this model variant is much
poorer for the experimental mutations, below. Increasing
e0 improves the experimental mutations but deteriorates
the artificial ones (not shown).

Artificial mutations: GB/ACE and GB/HCT vs. PE

The mutations are of three types: (1) charge insertions
(usually, introduction of charge onto hydrophobic atom
types); (2) charge deletions (elimination of charge on
hydrophilic atom types), and (3) polar-to-neutral conver-
sions. Thus, the mutated atoms have a combination of
charge and van der Waals radius that is different from
the optimum value for GB calculations. For this reason,
it was necessary to modify some of the GB/ACE parame-
ters. Table VI contains the results of two approxima-
tions. The first approximation corresponds to the usual
GB/ACE parameterization (i.e., V01 volumes scaled by
0.8).52 In the second approximation, the hydrogen types
HC are assigned a Voronoi volume of 4.0, the V01 vol-
umes of atom types CH1E, CH2E, CH3E (carbons of
hydrophobic sidechains, carrying a significant partial
charge in the charge-insertion mutations) were scaled by
a factor 0.4, and nitrogen types NH3, NC2 were set to
the original V01 volumes; for all other atom types, the
V01 volumes were scaled by 0.8. The same parameteriza-
tion is used for all proteins. As seen from Table VI,
approximation 2 yields an RMSD between GB/ACE and
PE of 7–18 kcal/mol. The fraction of mutations predicted
with a positive or negative stability change by models is

80%. Thus, with this set of parameters, the GB/ACE
model is comparable to CASA. Another recent study
reported poorer results with GB/ACE for a similar test.20

This was presumably due to the use of an early and non-
optimal parameterization of GB/ACE; see Calimet
et al.52 for a critical discussion of the early parameteriza-
tion. The GB/ACE stability changes with approximation
2 are plotted against the corresponding PE results in
Figure 3. Most charge insertions destabilize the protein,
as with CASA. On the other hand, most charge deletions
increase the stability.

The GB/HCT results are also given in Table VI and
Figure 3. The GB/HCT parameters were extensively fit-
ted to the PE model in this work (see Methods section).
However, all the GB/HCT—PE comparisons correspond
to cross validation tests, using PE data not employed
during the fits. The set of proteins and mutations is
slightly different from GB/ACE, with fewer (four) pro-
teins, but a larger number of mutations per protein. The
RMSD between GB/HCT and PE is 8—16 kcal/mol,
smaller than for CASA and GB/ACE. Correlation
between GB/HCT and PE is excellent, far superior to
CASA and GB/ACE, with 97% of the stability changes
predicted to have the correct sign.

Charge Modifications: Comparing to Experiment

We considered 140 mutations in 12 proteins (Table VII),
with experimental stability changes taken either from the
ProTherm database83 or Ref. 74. All mutations introduced
or removed an ionized residue. The stability changes com-
puted with CASA, GB/ACE, GB/HCT, and PE are sum-
marized in Table VII and detailed in Supplementary Ma-
terial. We report the mean unsigned error (MUE) for each
protein, with selected outliers left out. The outliers were
identified by a large van der Waals contribution to the
stability change (10 kcal/mol or more). Such a large con-
tribution reflects steric conflict in the mutant structure
that results from our simple sidechain construction
method. Overall, we identify 7 outliers with GB/HCT, 8
with CASA, and 21 with GB/ACE. Calculations with GB
are slower than with CASA; e.g., with GB/HCT, a typical

TABLE VI. Comparison Between the GB and Poisson Models for Charge Mutations

Protein No of mutations

GB/ACE, Approx 1 GB/ACE, Approx 2 GB/HCT

RMSDa % successb RMSDa % successb RMSDa % successb

AspRS 518 40.7 47.9 18.2 82.2
3RN3 106 21.6 66.9 14.0 84.0
4PTI 51 13.7 74.5 7.0 70.6 8.3 99.2
5CYT 84 15.2 65.5 12.6 73.8
2TRX 94 26.3 64.9 17.4 91.5 12.1 98.5
1LZ1 108 22.8 59.2 12.3 80.6 16.5 98.2
1UBQ 67 17.1 56.8 11.6 76.1 10.8 92.3

aRMS deviation between the GB and Poisson (PE) total energy differences (kcal/mol).
bPercentage of mutations predicted to have a positive or negative stability change by both GB and PE. Approximations 1 and 2 are explained
in the text. Proteins are indicated by their PDB code, except AspRS, which is Escherichia coli aspartyl-tRNA synthetase.

863COMPUTATIONAL SIDECHAIN PLACEMENT AND PROTEIN MUTAGENESIS

PROTEINS: Structure, Function, and Bioinformatics DOI 10.1002/prot



mutation takes 2–4 times more CPU time than with
CASA.
Excluding the outliers, the MUE is 2.1 kcal/mol with

CASA. Poorer results are obtained if the constant dielec-
tric in the Coulomb electrostatic term is replaced by a
distance-dependent dielectric, e(r) ¼ e0r: with e0 ¼ 2, for
example, the error increases to 7.9 kcal/mol. Similarly,
while sidechain reconstruction (above) works well with-
out any surface term [a ¼ 0 in Eq. (3)], results here are
much poorer: the MUE increases to 4.6 kcal/mol if the
surface term is left out. These results illustrate further
that the best model for protein design should be a con-
sensus model, not necessarily optimal for each prediction
task but reasonably competent for all of them.
In the case of GB/ACE, GB/HCT, and PE, the protein

dielectric constant eP is adjusted empirically to minimize
the MUE. Indeed, our simple sidechain modeling does
not allow dielectric relaxation of the protein structure
when an ionized sidechain is introduced or removed. For
all three models, GB/ACE, GB/HCT, and PE, the best
results are obtained with a protein dielectric of 3–5.
Note that the use of GB models with a protein dielectric
greater than 1 [Eq. (4)] is not very common, but is
straightforward.42,84 A consensus value of four for the
protein dielectric works well with all three models, giv-
ing MUEs of 3.4 kcal/mol with GB/HCT and 3.9 kcal/mol
with PE. Results with a dielectric of one are very poor
(e.g., the MUE is 8.7 kcal/mol with PE). With GB/ACE,
mutations involving Asp and Glu sidechains were found
to be poorly described. Therefore, another adjustable pa-
rameter was introduced, which empirically increases by
6.3 kcal/mol the contribution of Asp or Glu sidechains to
the stability of the unfolded state. This leads to a MUE of
2.9 kcal/mol with GB/ACE (using eP ¼ 4, and with 21 out-
liers omitted). With GB/HCT and PE, the prediction qual-
ity did not depend noticeably on the amino acid type.

Mutation of a charged sidechain could, in some cases,
alter the protonation state of surrounding residues. It is
not practical to model this effect in detail, because there
are too many possible protonation states to consider. It is
implicitly incorporated into the model through the choice
of a protein dielectric constant greater than 1. Further-
more, for each protein, we systematically did CASA cal-
culations with the histidine sidechains either all ionized
or all neutral. Results for the mutations were reasonably
similar (not shown).

The performance of the three models, GB/ACE, GB/
HCT, and PE, could be improved by adding an addi-
tional, surface area term to describe hydrophobic solva-
tion and dispersion interactions with the surrounding
solvent, as is commonly done in protein modeling, see
e.g. Refs. 32,85. Using a surface coefficient of r ¼ �0.04
kcal/mol/Å2 for all atoms and a somewhat larger dielec-
tric of e ¼ 8, the mean unsigned error for GB/HCT drops
to 2.1 kcal/mol, identical to the CASA value. For PE, the
mue drops to 2.6 kcal/mol, using a surface coefficient of
r ¼ �0.05 kcal/mol/Å2 for all atoms and a dielectric of e
¼ 8. We did not try this procedure with GB/ACE,
because of its poorer overall performance.

The experimental agreement is slightly worse with PE
than with CASA and GB/HCT. Nevertheless, we took PE
to be the reference model for the artifical mutations,
above. Indeed, it is the model with the clearest physical
basis and the best performance in general for protein
electrostatics.29,68 CASA, in contrast, is not expected to
give quantitative accuracy for mutations of buried side-
chains, since the surface energy cannot distinguish
between positions that are deeply buried and positions
that are closer to the protein surface. GB/HCT has a
MUE close to PE, largely because its parameters have
been optimized to reproduce PE. Thus, even though the
PE mue is slightly larger, our results do not contradict

TABLE VII. Comparison Between Models and Experiment for Charge Mutations

Protein PDB code
Total number
of mutants

Mean unsigned error (kcal/mol)

CASA e ¼ 16 GB/ACE eP ¼ 4 GB/HCT eP ¼ 4 PE eP ¼ 4

Protein G, B1 domain 1EM7 2 0.31 (2) 3.5 (2) 2.7 (2) 1.6 (2)
Chymotrypsin inhibitor 1YPC 15 3.3 (15) 4.3 (13) 4.4 (15) 4.6 (15)
Lysozyme 2LZM 14 2.6 (13) 2.6 (12) 4.2 (14) 4.4 (14)
Ribonuclease 2RN2 25 2.5 (24) 3.4 (23) 3.6 (24) 4.8 (24)
Src SH3 domain 1SHG 5 1.8 (5) 4.6 (5) 3.6 (5) 3.2 (5)
Staphylococcal nuclease 1STN 45 1.9 (40) 2.2 (33) 3.8 (42) 3.9 (42)
Thioredoxin 2TRX 3 5.1 (3) 6.8 (2) 1.4 (2) 1.8 (2)
Trypsine 1BPI 11 1.4 (10) 2.4 (10) 1.7 (9) 6.7 (9)
Ubiquitin 1UBQ 8 2.1 (8) 1.5 (8) 1.6 (8) 1.4 (8)
pepT1c – 4 1.6 (4) 2.4 (4) 2.8 (4) 1.9 (4)
K2AE2c – 4 1.9 (4) 2.3 (4) 1.8 (4) 1.4 (4)
KEAKEc – 4 1.8 (4) 2.0 (4) 1.6 (4) 1.2 (4)
Total 140 2.1 (132)a 2.9 (120) 3.4 (133) 3.9 (133)

2.1b (eP ¼ 8) 2.6b (eP ¼ 8)

aIn parentheses: the number of mutations after discarding those with a van der Waals contribution of 10 kcal/mol or more.
bGB/HCT or PE supplemented by a surface area term and using a protein dielectric of 8 (see text).
cExperimental data from Ref. 88. Natives structures are not known experimentally; they were therefore modelled using the Swiss PDB
Viewer, which constructs an ideal a-helix and places sidechains in favorable rotamers.89
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many earlier studies of protein electrostatics showing
that PE is a valid reference model.

CONCLUSIONS

We have examined three problems that are important
ingredients of computational protein design: sidechain
placement, protein solvation, and mutagenesis involving
charged sidechains. We have tested the behavior of four
implicit solvent models: the Poisson model, considered to
be the standard of accuracy, the GB/ACE and GB/HCT
generalized Born models, and the CASA model. The
CASA model is commonly used for protein design; GB/
ACE and GB/HCT are more recent and sophisticated sol-
vent models. Several methods have been proposed that
allow GB models to be used for protein design.19,23,38

The most recent one achieves a residue–pairwise GB
implementation without any loss in accuracy.23

Using a standard mean field method for sidechain
placement along with the CASA solvent model, we
obtain results of similar quality to earlier workers.14,82

The results are weakly sensitive to the details of the
CASA model: solvent dielectric, overall weight of the sur-
face term, force field. This is consistent with the good
results obtained by some earlier workers without any
electrostatic term or solvent model.14,16,21

In contrast, the mutagenesis results are much more
sensitive to the solvent treatment. This is expected, since
almost all the mutations involved insertions or deletions
of a net charge. Many of the insertions were on buried
sidechains. All four solvent models were compared. Dif-
ferent kinds of parameter optimization were performed.
In the CASA model, we introduced a new atomic surface
parameter for oxygen and nitrogen atoms in charged side-
chains and we adjusted the dielectric constant. In the GB/
ACE model, we adjusted the atomic volumes of selected
atom types belonging to charged sidechains. In the GB/
HCT model, we optimized the atomic volumes and scaling
factors (58 parameters in all). All these optimizations
used a large data set of artifical mutations, and took the
Poisson model as the reference. The Poisson model
employed a dielectric constant of one for the protein (and
80 for solvent), because we are optimizing the implicit sol-
vent treatments, which try to reproduce the relaxation of
solvent, not protein, in response to the mutations. Simi-
larly, the GB models employed a protein dielectric of one
and a solvent dielectric of 80. CASA uses a single dielec-
tric constant, which tries to capture the average effect
that solvent relaxation exerts within the protein interior.
A value of about 20 worked well—intermediate between
the solvent value of 80 and the value of one that is appro-
priate for the protein interior in these calculations. With
these parameter adjustments and dielectric constants,
the quality of CASA and GB/ACE were very similar, as
compared to the Poisson reference. In 80–81% of the
charged mutations, they correctly captured the sign and
order of magnitude of the protein stability change. With
GB/HCT, the sign was correct for 97% of the mutations, a
dramatic improvement with this more recent GB vari-

ant.48 Protein solvation energies were also strikingly bet-
ter with GB/HCT than with CASA or GB/ACE.

Finally, in a separate test, we compared the models to
experiment for a set of 140 point mutations. Comparison
with experiment introduces several major difficulties.
First, the stability changes are very small, so that a sim-
ple null model will usually give better agreement than
any current implicit solvent model. Second, we need a
model for the unfolded protein, whose structure is not
known. Third, we must describe the structural relaxation
of the protein, and not just that of the solvent. Fourth, we
must describe hydrophobic contributions to stability,
which are notoriously hard to capture with simple mod-
els.25,86 To describe the unfolded state, we adopted the
simplest possible, commonly-used, tripeptide model. To
describe the protein relaxation, we increased the protein
dielectric in the GB and PE models, exploring values
between 2 and 32. With CASA, we kept a dielectric of 20,
and verified that increasing it had only a small effect on
the results. With GB/ACE, we also added an empirical
correction for Asp/Glu sidechains in the unfolded state.
This correction presumably reflects a problem with the
GB/ACE parameterization of carboxylate groups. Finally,
we incorporated hydrophobic contributions, along with
solvent dispersion interactions into the GB/HCT and PE
models by adding a surface term. All the solvent models
gave fair agreement with experiment, with mean un-
signed errors of 2.1 kcal/mol for CASA, 2.9 kcal/mol for
GB/ACE, and 2.1 kcal/mol for GB/HCT supplemented by
the surface term. GB/HCT also gave excellent results for
the artifical mutations and the solvation energies.

In summary, (a) we confirm earlier observations that the
choice of electrostatic model is not very important for side-
chain placement; (b) GB/HCT and CASA give the same
accuracy for surface mutations; (c) GB/HCT yields an enor-
mous improvement for total solvation free energies and for
mutations in fully or partly buried positions. Thus, for
problems like protein design that involve all these aspects,
the most recent GB models, and their best pairwise imple-
mentations,87 represent an important step forward.
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