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ABSTRACT

Providing mobility support in the Internet has beelong-standing challenge
with a variety of host-based mobility managementtsmns, such as MIPv4, MIPv6,
mSCTP, and HIP. However, the host stack changdresgent has created difficulties
for the adoption of host-based mobility managemasta consequence, Proxy Mobile
IPVv6 is introduced as retwork-based mobility management solutiemminimize host
stack software complexity, and optimize handoverfgpmance. It is seen as the
protocol for achieving a common mobile core netwoakcommodating different
access technologies such as IEEE WLAN, WIMAX, 3GRE 3GPP2 radio networks.

In this dissertation, we focus on challenges tgpetpProxy Mobile IPv6 in
heterogeneous wireless networks, of which the tmpokan be statically defined but
more likely to bearbitrary and organized as spontaneous wirelessmmetworks

We propose theluster-based architectun® scale up the network, that is, the
network is divided into clusters and gradually @ased by adding new clusters.
Subsequently, we propose an extension to PMIPv6sdatability support in large
wireless networks in eluster-based mannewWe have evaluated the scalability of our
framework, called Scalable Proxy Mobile IPv6 (SPMBR in a wireless mesh
network context. A mathematical model has been tséavestigate the scalability of
the framework with consideration of the wirelesssmanetwork size, mobile node
density, and average mobile speed. Furthermorejniveduce route optimization
support into the SPMIPv6 framework, and then prepes enhanced IP-Layer
network-based movement detectivechanism to deal with an environment employing
heterogeneous radio access technolagie implement the framework under Linux
and summarize our practices in a virtualizationeblagrocess. We setup both virtual
and real wireless mesh testbeds and run each faeratit scenarios to evaluate
important information, such as signaling cost,dwser latency, packets loss, Round
Trip Time (RTT), and TCP throughput.

Finally, we consider PMIPv6 in aAlways Best Connected visjowhich
considers multi-interface mobile nodes and multgfaultaneous access technologies
in fully overlapped coverage areas to enable tte bse of network resources. We
provide avirtual Stream Control Transmission Protocol (vS@Tihnelingmethod to
overcome the limitation of IP tunneling and impletea proof-of-concept for
validating the simultaneous access scenario ungéwdtk Simulator 2 (Ns-2). The
simulation results show that the vSCTP tunnelinghoe is beneficial for both users
and operators. From the user perspective, the hdtidis improved withwireless
bandwidth aggregatian From the operator perspective, tHead balancing
performance can be improved by switching flows a@ickets to the right radio
interface.
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ABSTRAIT

Proxy Mobile IPv6 (PMIPV6) est présenté comme wriat®n de gestion de mobilité
supportée par le réseau pour minimiser la comgeaé la pile protocolaire des terminaux
mobiles, et pour optimiser la performance du haedo®MIPv6 est vu comme un protocole de
gestion de mobilité dans un réseau coeur mobile eomindifférentes technologies d'acces
telles que : IEEE 802.11, WiMax, 3GPP, et 3GPP2.

Dans cette thése, nous nous intéressons a la miseurre de PMIPv6 dans les
réseaux sans fil hétérogénes, dont la topologipen¢ pas étre forcément statiquement définie
mais plutdt étre arbitraire et spontanée, organiédéant que réseaux maillés sans fil. Nous
proposons d'abord le concept de groupe autonoreeloster» qui permet le passage a I'échelle
des réseaux par I'ajout de nouveaux clusters. Engous proposons des extensions a PMIPv6
qui prennent en compte l'architecture en clustersravers de l'interaction entre de multiples
LMAs (i.e. des points de gestion locale des équig@s mobile) pour supporter des réseaux
sans fil & grand échelle. Nous évaluons l'aptitadeupporter le passage a I'échelle de notre
extension, appelée Scalable Proxy Mobile IPv6 (3BM), dans un contexte de réseau maillé
sans fil en faisant varier sa taille, la vitesseyamme et la densité des terminaux mobiles. En
outre, nous proposons des méthodes pour I'optimoisau routage dans SPMIPvV6 pour réduire
les latences des communications. Nous introduiggatement un mécanisme de détection de
mouvements des terminaux mobiles qui prend en cometl’hétérogénéité des technologies
d’accés. Afin de tester les performances de cemnsixins, nous implémentons I'ensemble des
propositions dans un environnement virtualisé. Ney=rimentons différents scénarios dans le
mode émulation ainsi qu’en vrai grandeur pour éaties mesures différentes telle que le codt
de signalisation, la latence de handover, la pdetgpaquets, le temps aller-retour (RTT), et
variation de débit.

Finalement, nous adressons le contexte de multigliietion (multi-homing) en
proposant un concept appelértual Stream Control Transmission Protoc@SCTP) et
I'appliquons a l'architecture PMIPVv6. Les premiémsiulations sous Ns-2 laissent entrevoir
des bénéfices pour les scénarios d’agrégation nidehgassante et les scénarios d'équilibrage de
charge.
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ABBREVIATIONS

Readers can find here the abbreviations and acreuged throughout the thesis. The
meaning of an acronym is usually indicated oncesmihfirst occurs in the text. In
some case, it can be repeated to facilitate thderesa

3GPP 3rd Generation Partnership Project

ABC Always Best Connected

ADDIP Dynamic Address Reconfiguration for Streanm@ol Transmission
Protocol

API Application Programming Interface

AR Access Router

BC Binding Cache

BGP Border Gateway Protocol

CN Correspondent Node

CoA Care of Address

CPU Central Processing Unit

DAD Duplicate Address Detection

DHCP Dynamic Host Configuration Protocol

DHCPv6 Dynamic Host Configuration Protocol for IPv6

DNA Detecting Network Attachment

DNAv6 Detecting Network Attachment in IPv6

DNS Domain Name System

DoS Denial of Service
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IETF Internet Engineering Task Force
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P Internet Protocol
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ISP Internet Service Provider
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RESUME

1. Introduction

Nous adressons la mobilité comme l'action de chapgé du point d'attachement
dans un réseau d'accés sans fil tout en gardasunkinuité des sessions. L'objectif
principal de la gestion de mobilité est de rédaieminimum la rupture de service due
a la perte de données et au délai de handover. @otiimurnir I'appui de mobilité
dans l'Internet est un défi depuis longtemps. Brséquence, de différentes solutions
de gestion de mobilité ont été concues : comme MdBiv4 et Mobile IPv6 a la
couche 3, mobile Stream Control Transmission Pat¢mSCTP) a la couche 4, et
Host Identity Protocol (HIP) a la couche 3,5. Ceafzart, malgré tous ces efforts, le
service de mobilité « n'importe quand n'importe>@ur I'Internet n'est pas encore une
réalité. Il y a beaucoup de raisons pour celaggeljue le colt technique de
déploiement des solutions de gestion de mobiligp@sées. En particulier, ce sont les
solutions de gestion de mobilité gérées par legshatobiles ; ce qui exigent des
changements de pile protocolaire non seulementotl des appareils mobiles eux-
mémes mais également du c6té de leurs noeuds comdesps. La nécessité de la
participation des hdtes mobiles a la gestion deilitdolest un obstacle primaire pour
l'adoption de protocole. Pour surmonter ces olesadln nouveau paradigme de
gestion de mobilité, appelé la gestion de mobsliipportée par le réseau, est suggéré
pour minimiser la complexité de pile protocolaireschotes mobiles, et est normalisé
dans le groupe de travail Network-based LocalizexbiNty Management (NetLMM)
de I'Internet Engineering Task Force (IETF).

Proxy Mobile IPv6 (PMIPv6) est présenté comme uokit®n de gestion de
mobilité supportée par le réseqour minimiser la complexité de la pile protocmai
des terminaux mobiles, et pour optimiser la perforoe du handover. PMIPv6 est vu
comme un protocole de gestion de mobilité danséseau coeur mobile commun a
différentes technologies d'accés telles que : IBBE 11, WiMax, 3GPP, et 3GPP2.
Dans cette these, nous nous intéressons a la miserere de PMIPV6 dans les réseaux
sans fil hétérogénes, dont la topologie ne peuépasforcément statiquement définie
mais plutdt étre arbitraire et spontanée, orgareséant que réseaux maillés sans fil.



2. SPMIPvV6 pour le passage a I'échelle.

Le premier défi concerne le passage a I'échelleM#Pv6 dans de grands réseaux
sans fil hétérogénes. Le passage a I'échelle edactrur clé de succes pour des
applications dans un environnement dynamique et §ea défini comme la capacité
d'un réseau d'ajouter ou maintenir sa disponibditthesure que la taille du réseau
augmente. Le probleme de passage a I'’échelle semigéen considérant le nombre
croissant d'utilisateurs mobiles et la limite denerture radio. Etant donnée une
densité de MN, une plus grande région géographsigmifie que le réseau doivent
servir plus d'utilisateurs. Ainsi, une fois que nembre d'utilisateurs dépasse sa
capacité, la performance du réseau diminue netterRenr une technologie d'acces,
la couverture radio est limitée et exige une $smhupour étendre la couverture des
réseaux d'acces pour permettre aux utilisateurslesaiiétre toujours connectés.

Cluster Head \ / Cluster Head
(LMA) y (LMA)
% % | % \
Relay:
Router
o oo O
Access Routéri h Access Router Access Roﬁté; R Access Router
(MAG) (MAG) (MAG) (MAG) Iﬁ
e o
25 I %58
§ I J L
Mobile Node Mobile Node Mobile Node

Schéma I. Architecture en clusters pour le passelyechelle

Nous proposons d'abord le concept de groupe au®woonxcluster» qui permet le
passage a I'échelle des réseaux par I'ajout deamwvclusters. Le schéma | montre
l'architecture en clusters, dans laquelle, chatuster contient une téte de cluster (CH)
qui a la connaissance compléte au sujet de l'irdbam d’adhésion des membres du
groupe et d'état de lien dans le cluster. Les suniveuds dans un cluster, appelé Access
Routers (ARs), contrblent des technologies d'acad® hétérogenes et fournissent
l'acces aux nceuds mobiles MNs. Tous les noeuds ldaréseau backhaul sont reliés
ensemble. Aucune hypothése sur la topologie etrdéogole de cheminement n'est
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faite. Nous considérons L topologie arbitraire entre CHs: I€3#s pewent étre reliés
ensemble par linfrastructure d'Internet ou parptesocoles de chemiment ad-hoc.
Le MN peut communiquer avedes CNs sur l'Internet, aussi bien gdes nceuds
correspondants( CNg)obiles par I'intermédiaire de CHs et ARs.

Ensuite nous proposorune extension appelée SPMIPv6, pour Scalable F
Mobile IPv6 qui prennent € compte l'architecture en clusters au travers
l'interaction entre de multiples LMAs (i.e. des p@ de gestion locale d
équipements mobileparce quePMIPv6 de base ne prend pas en compte
I'interaction entre de multipl LMA. Nous étendons le protole pour résoudre I
problémes fondamentaux suivants : (i) détectiotiédablissement de communicatic
(ii) localisationdes entité(MR) servant du CN, et (iii) mise a jouesl informations d
routage.

Location Registration MN

Communication MN & MAG

Serving Entities Location MAG & LMA

Maintaining Up-to-date Routing Information MAG & LMA

Schéma Il. Les phases de SPMIPv6

Soit MAGyn et LMAyy respectivement IMAG (équivalent de MR dans
terminologie PMIP)}ervant et le LM, (équivalent de CH dans la terminologie P\
servant du MNDe méme facon soMAGcy et LMAcy le MAG servant et le LMA
servant du CNPour une topologie -hoc abitraire, en établissant la communicat
entre un MN et un€N appartenant a différents cluster, LifAdoit savoir LMAcy, et
par la suite MAGy. Pour résoudre ce probléme dans un environneneribdé, nou:
proposons un nouveau couple des messeProxy Binding RequegPBReq) € Proxy
Binding Responsé’BRes.

Nous définissons la communication dans ce travaihroe I’ échange du trafi
entre deux nceuds. En inspectant les messages IChiPVé trafic de données,
processus déterminee cadre des communications, akacommunication d'int-
cluster ou communication d'int-cluster et fournit des déclenchements p
l'installation de chemin en cas «communication inter-clusteQuandle réseau est
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configuré pour le support d'un méme préfixe IP agét les deux noeuds emploient le
méme préfixe de réseau. MNs dans le domaine sedévest en tant que voisins sur
le méme lien et donc déclenche la procédure Neiglibhweachability Detection
(NUD) pendant leur établissement de communicatibous les messages ICMPv6
pour la résolution d’adresse sont inspectés paetdsés de bord - le MAG ou le
LMA.

La localisation des entités servant du CN et ll&dsdment de communication est
illustrée sur le schéma Ill. Aprés une série d'égeades messages PBReq et PBRes,
le LMAyn peut installer une entrée de routage pour un tusirdirectionnel avec le
LMA ¢y en utilisant des informations fournies dans le BRREn conséquence, un
chemin par défaut traversant LMAs est installé dauzommunication entre le MN et
le CN. Le LMAy alors répondra avec un PBRes au MAGLe MAGyy exécutera le
proxy ARP pour que le MN mette a jour I'entrée di @ans son neighbor cache.
Enfin, le MN peut commencer a envoyer des paqueGh par I'intermédiaire d’'une
chaine des tunnels bi-directionnels.

G (o) (me) (o) (o) (o )

NS | 3 3 3 |
. o | i | |
i | [cache missed] _i i i i
i i PBReq | [cache missed] ! i i
! ! ' PBReq to All-LMA ! ! !
| | | — |
| | P PBRes | Sewp | |
! : N . I routing ! !
! } Setup routing entry | entry } }
i % PBRes : Inter-LMA tunnel ; % %
O —— | | | | |
| NA | | | | |
‘ Bidirectional tunnel Inter-LMA tunnel Bidirectional tunnel |

Schéma lll. Etablissement de Communication Intestelr

Y

Nous évaluons ensuite l'aptitude a supporter lesages a I'échelle de notre
extension SPMIPv6 dans un contexte de réseau nsaitié fil (i. e. WMN- Wireless
Mesh Network) en faisant varier sa taille, ainst davitesse moyenne et la densité des
terminaux mobiles. Nous considérons le WMN avestiacture cellulaire hexagonale,
supposant que chaque cellule est servie par |'ARR.chuverture d'un cluster est
également de forme hexagonale.



La taille d'un faisceau peut étre définie commadenbre d'ARs le long du coté de
I'hexagone. SoiK la taille d'un cluster, alors le nombre d'ARs dan<luster est

N¢=3KK-1+1

Soit!l le périmétre d'une cellule de I'AR, alors la sfiper d'une cellule, dénotée
A, est
V3
A=—1?
24
Et le périmétre d'un cluster, déndtg est

Ly = 2K — 1)1
Le modele de mobilité de flux de fluide est emplpgtir analyser des problémes
de traversée de frontiere des subnets. Dans celenddé MNs se déplacent a une
vitesse moyenné&[v] dans des directions distribuées selon la distahutiniforme
entre [0, ], et sont également uniformément peuplé avec ensitép.

Pour PMIPv6, un LMA peut servir le WMN entier, maise fois que SPMIPv6 est
déployé, chaque LMA se situe chez un CH et setes@nt son cluster. Chaque LMA
a une capacité limitée. Si la demande dépasse cefiacité, la performance du
systeme se dégrade exponentiellement. Afin d'éJiesurcharge, on utilise une
politique de contrdle d'acces pour rejeter desatesats de handover qui vont causer la
surchargel’intensité a et la probabilité de blocage Pg sont :

a = NyagpA
aS
ST

Py = -

B . a
=071

OuU Ny représente le nombre de MAGs qu'un LMA couvre soe zone
géographique équivalente a celleeclusters ; et S représente la capacité de LMA.
Avec PMIPv6, un LMA unigue est employé pour corardle WMN entier ; alors

Niyag = NNk
Tandis qu'avec SPMIPv6, nous employons de multipAs pour contrbler le
WMN ; chaque LMA réside au CH et contrble un sdusir ; alors
Nuac = Nk
La métrique principale, employée pour refléter sgage a I'échelle, est la

probabilité de réussite de handover par-cellulét B la probabilité de réussite de
handover par-cellule.

Ppe=1—"Pg
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Schéma IV. La Probabilité Réussit de Handover ke

Des résultats numériques sont obtenus utilisant R2006b. Nous avons
réalisé 500 simulations. Pour chaque simulationsmodélisons I'augmentation de la
zone géographique du WMN en augmentant le paramNgtrdous modélisons la mise
a niveau d'un LMA en augmentant le parameétré& dans un intervalle de 1 a 5 parce
que la capacité pourrait étre illimitée en théariais est limitée dans la pratique.
D'autres paramétres de systéme sont pris aléagmitestans les intervalles ci-dessous.

Parametr Valeurs Unit
So 25C Nodes
N, {1..20} Clusters
K {2..3}
l {2007 .. 400r} M
E[v] {1..5} m/s
p {0.0001 .. 0.0002 nodes/m?
k {1..5}

Le schéma IV montre la probabilité de réussite dadover par-cellule dans
SPMIPv6 et dans de différents cas de PMIPv6. Ndsemwons que, quand le réseau
est étendu horizontalement (en augmentant la valeuparametrd/), P,. avec
seulement un LMA diminue nettement ; tandis ¢ygavec de multiple LMAs reste
stable. La figure montre cinq valeurs différenteskdcorrespondant & cing capacités
différentes du LMA centralisé. Ceci signifie quausgouvons étendre verticalement le
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WMN en utilisant un nouveau LMA de plus grande adtga(en augmentant le
parametre de k). Cependant k est lié par une vélaite parce que la capacité pourrait
étre illimitée dans la théorie mais est limité dangratique. Ici, nous supposons que
k<5. Notez également qu'il est toujours colteux aeptacer un LMA centralisé par
un nouveau avec une plus grande capacité. Lestatsulumériques prouvent que
SPMIPv6 fournit un mécanisme pour des interactionter-LMAs qui peut
horizontalement et graduellement étendre le WMNteCapproche est moins chére
que le remplacement du LMA centralisé et éviterlgbf@me du point de vulnérabilité
qui est en l'occurrence I'utilisation d'un seul LMéomme proposé dans la solution
PMIPV6.

3. Optimisation de Route (RO) dans SPMIPVv6

Dans PMIPv6, et ainsi SPMIPV6, le transfert de @asnpar défaut entre les deux
parties de communication peut étre sous-optimaleadufait que le paquet doit
impérativement traverser le LMA. Pour présenterR® dans SPMIPv6, nous
concevons une solution avec la signalisation spgé@adéfinie entre MAGs, ou entre
LMAs et MAGs pour installer et maintenir des éw@¢sRO pour MN et le CN.

Nous nous concentrons sur RO entre deux nceudsenahil sont enregistrés dans
le domaine par PMIPv6. Alors un MN, attaché a un, ABut communiquer avec un
CN dans le domaine SPMIPv6 d'une maniére optimdetrafic peut étre transféré a
travers des ARs et des routeurs de relais sanergaasCHs comme dans schéma V.

“5) - @

Cluster Head™CH1

Access Router

/ |
o Mobile Node

Mobile Node N

C .

N

Schéma V. Support du Route Optimization pour SPMIPv
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Les lignes continues montrela route sous-optimalen cas de communicatic
d'intra-clusteret de communication d'in-cluster. Les lignegen points tillésmontrent
les routes optimalgsour lacommunication d'intra-cluster et la comnication d'inte-
cluster Nous soulignons que le déclenchement de RO détracontrolé par le LMA
mais le déclenchement de RO doit étre lancéMAG pour assurt |é passage a
I'échelledu domaine SPMIPv

Nous présentons donc une nouvelle phe Roue Optimization Sett » qui est
responsable d’établir les routes optimale et esrid&elon le schéma VINous
supposons que I&N lance le trafic avec le CN. Le MAfs est responsable (
détecter la communication et joue le réle du dédiement de RO. | MAGyy envoie
au LMAyn un PBReq pour localiser les entitservant du CNet pour demander
décision de RGwuprés dd_MA ux. A la fin de la phase Serving Entities Locatic »,
LMA yn et MAGyy ont toute information nécessaire pour installeR®. Ledrapeau
RO Indication (B dans lemessage PBRes indique a M@j&gue RO est possibpour
la communicatiorentre IeMN et le CN.

Plus tard, le MAG envoie un PBReq avec le drapeau R@icationa l'entité
servant du CNpar exemple MA(y. A la fin de cette phase RO Setlgs MAGyy et
I'entité servant du CN, i.e. MA¢y, établissent un tunnel birectionnel et mettent
jour I'entrée deoutagepour faire suivre le trafic a travels tunnel b-directionnel
optimisé. Le trafic est alortransféré d'une maniére topisée directement ent
MAGSs, c.-a-d. MAGnN-MAGcy. L'état deRO de la communication est alors maint
dans la cache dddAGs et de LMA: concernés pendant t&placemende MN et de
CN dans le domaine SPMIP»

Location Registration MN

Communicationibetection: MN & MAG
Serving Entities Location MAG & LMA
Route Optimization Setup MAG & MAG

Maintaining Up-to-date Routing Information MAG & LMA

SchémgVI. Les phases de SPMIPv6 avec RO
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NS | | 1 | |
e > | | | |
i i [cache missed] _! i i i
1 l PBReq | [cache missed] ! ! !
| | " PBReq to AII-LMA | | |
| | | | | |
| 3 B PBRes | Setup | |
i | A Setup routing entr | routing i
| | < Q1D IO Gy | entry i ;
| } PBRes < Inter-LMA tunnel > | |
| DI | : |
oo | ‘ ‘ | |
]$idirecti0nal tunnel Inter-LMA tunnel Bidirectionaﬂ tunnel i

RO | | |

Setup | [RO Indication] PBReq 5 Setup |

i [RO Indication] PBRes ! routing !

A 1 entry i

=~
D

y

Schéma VII. Etablissement du RO dans la Commuaicétier-cluster

Donc pour I'optimisation de routage, deux modes guis en compte : l'intra et
l'inter-cluster.

4. Détection de mouvements basée sur
réseau dans les environnements
hétérogenes

Un aspect important des protocoles de gestion deilidoest la détection de
mouvement. Cependant, cet aspect n'est pas biasidéoh dans PMIPv6 méme s'il y
avait un grand nombre de publications au sujet MéP6, et la plupart de résultats
expérimentaux sont basées sur bancs de testsantililes cables ou IEEE 802.11.
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Ceci limite la vraie capacité de PMIPv6 qui est@opour le handover vertical entre
les technologies d'accés hétérogenes, particul@reentre 3GPP et réseaux de non-
3GPP.

Comme il faudra encore beaucoup efforts pour ladién de mouvement pour
chaque technologie radio d’acces. Notre premiége orincipale est de baser sur la
couche IPv6 de convergence, qui sera le cceur pesirréseaux de prochaine
génération, pour supporter I'hétérogénéité desraiipanobiles, des applications et des
technologies radio d'acces. De notre point de gugdeau doit étre responsable de la
détection de mouvement dans PMIPv6. Ceci aideraoenquvoir PMIPv6 dans la
pratique graduellement et plus tard a optimiser M| avec le mécanisme de
détection de mouvement spécifique basée sur laheoi en longs termes. Le
mécanisme proposé est indépendant de la couchacZegte tous les programmes de
pilotage de couche-lien existants. Toute lintellige est migrée au MAG pour
supporter plus grand nombre d’appareils mobiles.

Dans PMIPv6 de base, le MN maintient une adressgiiRest inchangée dans le
domaine PMIPVv6 et est employée pour des commuaitatiCette adresse est une
adresse IP globale routable et est référée dates théise comme I'adresse PMIPV6.
Dans notre proposition, chaque MAG annonce des dRoAvertissement (RAS)
contenant deux préfixes : (i) un préfixe global P(i§ un préfixe site local P*.
L'adresse PMIPv6 globale est configurée a partirpdéfixe global P tandis que
I'adresse IP provisoire site local est configurgair du préfixe sitelocal P*. Chauge
fois que le MN se déplace vers un nouveau liepiifigure une nouvelle adresse
provisoire et supprime l'adresse provisoire préestedeNous voudrions souligner que
cette adresse provisoire n'est pas employée psucatemunications entre MN et CN.
Par conséquent le délai de handover ne sera patéfbar le délai du processus de
configuration automatique de l'adresse provisdiremessage NS dans la procédure
Duplicate Address Detection (DAD) de la nouvelleesde provisoire est employé
comme le déclencheur pour la détection d'attachedseréseau.

Le schéma VIII montre un diagramme de séquence sténario typique de
handover, avec la détection de mouvement baséeseau augmentée au niveau IP,
dans laguelle MN vient au domaine PMIPv6 (utilisantpréfixe partagé) et est attaché
au MAG1. Comme c’est le premier attachement du Midsdle domaine PMIPv6,
Toutes les deux adresses, adresse PMIPV6 et adeegseraire, seront configurées et
le message NS dans la DAD de 'adresse PMIPv6 délotga la procédure Location
Registration. Plus tard, le MN s'éloigne de MAG¥'attache & MAG2. Le MN recoit
les RAs diffusés par MAG2. Cette fois, seulemeridiesse temporaire est re-
configurée et donc il y a un seul message NS deAB pour la nouvelle adresse
temporaire. Et cette fois, ce message est utiliaé MAG2 pour déclencher la
procédure de détection de mouvement en envoyannessage NS pour résoudre
'adresse PMIPv6 de MN. Et dés la réception du agsdNA envoyé par MN comme
réponse, MAG2 déclenchera la procédure LocationsRation. Quant a MAGL1 la
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procédure Location Deregistration sera déclencbé@ar un timer soit par le message
PBU (avec lifetime=0) envoyé par LMA.

RA(P, P*))

]
| |
[P !
) 1
| |
| |

D Address Autoconfigiiration P::MNID & P*::MNID
I

I
NS (DAD) for P:MNID |

»!

|

|

|

| .

: » Location
|

|

NS (DAD) for P*;::MNID | Registration
7

P*, il)referred Lifetime P
_>::> Deprecate P*l::MNIED
P*, Lifetime i
_»:D Delete P*, & P*l::l\4NlD

[ RA(P, P*,) |

&
€
| |

D Address Autoconﬁg'uration P*,::MNID
| I

NS (DAD) for P*,::MNID

. |
Timeout or PBU from CH, . Location Deregistration

|
| »
| for P:MNT g
54 NS (ARP) for P:: : D : Location
! NA (ARP) for P::MNID » Registration
| ! I
| ' —
| |
|

—

Schéma VIII. Un scenario typique de handover aaetetection de mouvement
basée sur réseau augmentée au niveau IP

5. Implémentation de SPMIPv6 avec RO

Nous avons développé SPMIPv6 avec RO tout en isauttl Mobile IPv6 for
Linux (MIPL) version 2.0.2. Le code source de MIRst employé comme un
ensemble d'APl fournissant différents services ptimteraction entre I'espace
d'utilisateur et I'espace noyau ( kernel). Tousbless de MIPL de base sont réutilisés
d'une facon efficace.
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Scalable Proxy Mobile IPv6

1 IROCACHE
e ENTEmme e e A ﬁ—% RO Cache
1R ! (pmip_ro_cache.c)
% Finite State Machine | !
(pmip_fsm.c) ! !
i

IFSM

1
Handler | @ a7 Messages
(pmip_handlers.c) |E—————— (pmip_msgs.c)
IPARS

!
| | ; EleETLINK ?fITUNCTL

NDPv6 Mobility Header Task Queue Routing Filter Tunnel Ctl
(icmp.c) (mh.c) (tqueue.c) (rtnl.c) (tunctl.c)

Mobile IPv6 for Linux (MIPL v2.0)
Schéma IX. Architecture du SPMIPv6 avec RO

L’internet mobile du futur doit faire face a la tjea de mobilité et multi-
domiciliation. Toutefois le travail dans tel envirement est co(teux en termes
d'argent, temps et efforts; un nouveau processdgwdeoppement et d’évaluation basé
sur la virtualisation devrait étre considéré patduire ces codts. Nous proposons une
approche utilisant la technologie de virtualisatienUser-mode Linux (UML) qui peut
étre adaptée facilement a différents buts : gestioréseau virtuel, développement des
applications distribuée ou du kernel. Le processtislors appliqgué pour développer et
évaluer le cadre SPMIPv6 avec RO en respectasblasaints de version du kernel de
différents projets.

Pour le fonctionnement d’'une machine virtuelle UNlous devons disposer d’'un
kernel UML et un systéeme de fichiers UML. Le kert#L est un kernel Linux
compilé en mode utilisateur pour fonctionner comme machine virtuelle dans une
machine de Linux physique. Chaque machine virtuek¢ munie de son propre
systeme de fichiers virtuel. Le systéme de fichitus UML est un systéme de fichier
Linux standard stocké dans la machine physique f&ouse d'un fichier qui peut se
monter directement dans le systeme de fichiersighgs Ceci permet de travailler
avec le systéme de fichiers UML sans besoin deelalac machine virtuelle. Copie-
Sur-Ecrire est un autre avantage intéressant d'@hitLil permet a différents machine
virtuelle de fonctionner sur le méme systéme deidis UML et de sauvegarder les
différences dans des dossiers « .cow » séparés.
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Start

A 4

Download
Kernel source
MIPL source

UML patch

A 4

Apply UML kernel patch ———

!

Provide a new architecture named 'um’
(equivelent to existing arch: 386,x86...)
Doesn't modify code source of
existing kernel modules.

No Yes
Virtualized?
v
v l ¢
Build/Download guest
Apply MIPL kernel patch Apply MIPL kernel patch file system
\ 4 \ 4 v
Compile linux kernel Compile guest kernel Guest file
make xconfig — — make xconfig ARCH=um system:
make make ARCH=um rooffs.img
4 4
linux kernel: guest kernel:
linux, bzlmage linux
A\ v

Compile and install user-space

MIPL on $ROOTFS

End

host machine: ROOTFS=/

virtual machine:
mount -o loop rootfs.img /mnt/loop
ROOTFS = /mnt/loop

C

)

Schéma X. Unified Development Process for Mobilie [BML/real testbed

Le schéma X montre le processus pratique et upidiér le développement du
Mobile IPv6 et ses extensions qui peuvent fonctorbien dans des testbed virtuel et
en vrai grandeur. A partir du code source du Kdrimeix, on applique le patch UML
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nécessaire pour ajouter une nouvelle architectuv JARCH=um) dans le code
source du kernel Linux. Les plus récentes versimskernel linux (a partir de la
version 2.6.19) inclut déja cette architecture dégeloppement peut se faire de méme
facon pour I'environnement réel ou virtualisé. leule différence c’est de choisir
I'architecture correspondante pour la compilatiom,mettant la valeur correspondant
dans la variable ARCH. Pour le testbed réel, namspilons le code source du kernel
Linux dans l'architecture ARCH=x86/sparc/mips, etandis que pour le testbed
virtuel, nous utiliserons I'architecture ARCH=um.

Pour le test de fonctionnement, nous créons dessbdr test virtualisés en
utilisant la combinaison d’'UML et Ns-2 EmulationML est utilisé pour créer de
nombre de machines virtuelles et Ns-2 Emulationuéiisé pour interconnecter les
machines virtuelles pour créer un environnemeneawds sans fil virtuel. Les
composants de Ns-2 Emulation permettent de sasirpdiquets IPv6 d’une machine
virtuelle, de la faire passer par des éléments tBseau sans fil simulé, et puis de les
injecter dans la machine virtuelle de destinatiaus étendons Ns-2 Emulation pour
permettre le mapping des machines virtuelles aaquilé protocolaire IPv6 avec les
nceuds sans fil du Ns-2. Alors nous pouvons empltg&modeéles de propagation,
modeéles de mobilité aussi bien que d'autres modglelasses intégrés de Ns-2 pour
émuler l'environnement sans fil mobile. La topotogist créée en utilisant « Virtual
Networking with User-mode Linux » (VNUML). Pour filiter la gestion des machines
virtuelles d'UML et des scénarios de mobilité, :i@vons créé un script interactif,
appelé vnmanager.tcl, sous Ns-2 Emulation. Ce tséoprnit une console dans la
machine physique pour manipuler les machines Viesiepour contrbler la mobilité
des MNs, et pour automatiser des scénarios de test.

Différents scénarios de test, y compris les scésartbrmaux et anormaux, sont
définis et effectués pour vérifier l'exactitude dadre SPMIPv6 avec RO. Le
développement est divisé en deux phases. La prerpiéase se concentre sur des
scénarios d'intra-cluster et la deuxieme phaseoeeentre sur des scénarios d'inter-
cluster. Certains scénarios importants sont: LonatiRegistration, Location
Deregistration, Intra-cluster Communication, Intkrster Communication, Intra-
cluster Mobility, Inter-cluster Mobility.

Dans la premiére phase, on commence avec un agteiclcomposé d'un CH
(LMA) et deux ARs (MAGS). La topologie du banc dssttvirtuel est illustrée dans le
schéma XI. Chaque AR1 ou AR2 a deux interfaces;nieeface est reliée au CH alors
que l'autre interface fournit I'accés aux nceuds ilesb Pour la liaison sans fil
virtuelle, IEEE 802.11 est employé. MN1 et MN2 satthchés aux ARs et détachés
des ARs dans différent situations : les deux MNdtathent au méme AR1, les deux
MNs s’attachent aux différents ARs, le MN1 se détadu AR1 en se déplacant de
AR1 vers AR2 ou en arrétant son interface sanetfil, La communication entre MN1
et MN2, MN1 et CN, CN et MN2 est aussi testée agligf@rents types de trafic
(ping6, scp, iperf) et en considérant le déplacémerMN1 vers MN2.
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IPv6 Nodes are User-Mode-Linux
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Schéma XI. Banc de Test Virtuel pour le Scénati@iduster

Dans la deuxieme phase, le banc de test virtuetosaepose de deux clusters
contrélés par CH1 (LMA1) et CH2 (LMAZ2), deux routstAR1 et AR2 et un routeur
de relais appelé Relay. La topologie du banc devigsel est illustrée dans le schéma
XIl. MN1 et MN2, qui n'ont aucun logiciel spécifigupour supporter la mobilité, sont
introduits. Chaque MN a une interface sans fil laguelle il s’attache a 'AR. Au
début, MN1 est attaché a AR1 et MN2 est attachdr@.A e routeur Relay relie les
deux clusters a travers CH1 et a CH2.

(D) ()
CHI é CH2 é
2, 2001:200:1 (eth0)

2001; 100°:1 (ethO) TN
y / \2901 mo 3 (eth0) 7 \ AN
" / /2001:200:3 (esil) \ \
N\ | \ \
@, 2001:100: 2(ethl)‘ @( ) 2001:200::2 (eth1)
ARI AR [5
\ 00T 1 (eth0) \ R/day T 2001:]::/;(eth0)
P FECO0:1000:: l(ethO) /ﬁ;:::«;\ FEC(:2000::1 (eth0)
‘ MNT MN2 @/
I \
2001:1::/64 2001:1::/64

Figure XlI. Banc de Test Virtuel pour le Scéndriter-cluster
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Ces bancs de test ont été plus tard migrés vésane de test en vrai grandeur dans
le cadre du projet FP7 CHORIST et RNRT AIRNET amaaninimum d’efforts.

6. Evaluation de SPMIPv6 avec RO

Nous évaluons en suite la performance de SPMIPeé &0. Des informations
importantes, comme le surco(t de signalisationddtai de handover, la perte de
paquets, le délai RTT et le débit TCP, ont été id@nées. Le réseau maillé virtuel,
décrit dans le schéma XIll, se compose de deuxerhisontrdlés par CH1 (LMA1) et
CH2 (LMAZ2), trois routeurs AR1, AR2 et AR3. La fdimmnalité de LMA fonctionne
sur CHs tandis que la fonctionnalité de MAG fonatie sur AR1, AR2 et AR3. AR1
et AR2 sont sous le contréle de CH1. AR3 est seuhtréle de CH2. CH1 et CH2
sont reliés ensemble. MN1 et MN2 n'ont aucun legispécifique pour la gestion de
mobilité. Pour simplification, les liens d'accésporent la technologie d'accés d'IEEE
802.11 simulée par Ns-2.

CHI1 CH2
2001:100::1 (eth0) 2001:200::1 (eth0)
() (&)

(logical p-t-p link)

5 Mbps, 10ms
5 Mbps, 20ms 5 Mbps, 20ms
S Mbps, 20ms
2001489- 2l 20014100::3 (ethl) 2001:200:12 (ethl)
(« (©) @)
ARI AR2 5 Mbps, 20ms ft\ AR3
5 Mbps, 20ms
2001:1::1 (eth0) 2001:1::2 (eth0) 2001:1:33 (eth0)
FEC0:1000::1 (eth0) /\* ppc0:2000::1 (eth0) FEC0:3000::1 (eth0)
@ MN2
MNT1 \ S
2001:1::/64 2001:1::/64 2001:1::/64

Schéma XIlI. Le Banc de Test pour I'Evaluation éM#v6 avec RO

Les adresses IPv6 de MNs sont auto-configuréess Bigpposons qu'il n'y a aucun
conflit de I'adresse IPv6, et employons un modéleréfixe partagé avec un préfixe de
2001:1::/64. Les trois préfixes « sitescope » FEQ00::/64, FEC0:2000::/64 et
FECO0:3000::/64 sont employés pour la procédureédection de mouvement avancée
au niveau réseau. Trois ARs sont configurés avedd#emons RADVd qui diffusent

- 16-



des annonces de Router Advertisement (RAs) suritearface ethO. Les messages
RAs contiennent deux préfixes et sont périodiqueérapmoyés a chaque MN toutes les
100 ms. La connectivité logique entre les entigssde backhaul du réseau maillé est
représentée par les liens point-a-point Ns-2 quot saractérisés par sa bande passante
et son délai. Ceci nous permet d'imposer un dékdiique dans la transmission des
messages entre les entités pour produire les aésulemulation les plus proches des
vrais résultats d'expérimentation.

Pour supporter le passage a grand échelle avec wéples clusters, la
signalisation supplémentaire est nécessaire. Ceibepte le délai supplémentaire
pendant la phase d'établissement de communicat®rour mesurer le délai
supplémentaire provoqué par le mécanisme de sigiialn, nous utilisons l'outil ping6
et mesurons la période de voyage aller-retour (RAU )premier paquet dans deux
scénarios : (i) itinéraire préétabli sans signale(ii) itinéraire sur demande avec la
signalisation. Soit rl la variable aléatoire repréant le RTT du premier paquet de
pingé avec la signalisation, et r2 soit la variabléatoire représentant le RTT du
premier paquet de ping6 avec litinéraire préétahtis signalisation. Dans les deux
cas, nous incluons également la période de la duveéNeighbor Unreachability
Detection (NUD) entre MNs et leur MAGs servant.dagit moyen de signalisation en
termes de retard peut étre estimé comme moyenfe (ELmoyenne (r2). Nous le
mesurons dans les scénarios de intra-cluster etdhister. Dans notre banc de test
virtuel, en comparaison le colt de la signalisatbrie RTT moyen des paquets de
ping6 entre les deux MNs sur 500 échantillons élaidsupplémentaire pour le premier
paquet est presque le méme que le RTT moyen datemario intra-cluster et est 1.5
fois de RTT moyen dans le scénario inter-clustee. €@@0t est donc tout a fait
acceptable, particulierement quand ce délai suppiéaire se produit une seule fois
pour chaque communication.

Quant au délai de handover, nous commencons usesé$DP (et dans un autre
scénario, nous commencgons une session TCP) a garitN2 a MN1. Ensuite, nous
faisons déplacer le MN1 a partir d'AR1 a AR2 aueuilde la session. Pour émuler le
fait que tous les MAGs ont la méme adresse MACagée comme spécifié dans
PMIPv6 de base, nous mettons a jour le cache ARRINU de sorte que I'adresse
MAC du AR servant est toujours valide et remplfadresse MAC de AR ancien
dans la cache de MN1. Nous définissons le dél&iashelover comme la durée entre le
dernier paquet recu avant le handover et le prepaguet recu aprés la procédure
Location Registration. Pour la session UDP, le iddla handover mesuré est de
384.55ms. Cette valeur inclut approximativement.260ms pour la détection de
mouvement. Nous notons que le délai de handovebesticoup influencé par la
période de détection de mouvement dans ce casrcinécanisme de détection de
mouvement basé sur la couche 2 devrait considénablieréduire le délai global du
handover. En ce qui concerne le trafic TCP, noyswse qu'il est intéressant d'analyser
le graphique de Time-Sequence. Ce graphique estaedf pour analyser le
comportement de protocole de TCP et montre impho@nt des métriques différentes
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telle que la congestion, le RTT, le débit TCP, &tous utilisons l'outil iperf pour
produire du trafic TCP, outil tcpdump pour captulertrafic et l'outil tcptrace pour
analyser le trafic de TCP et pour produire des ljraes. Nous constatons qu'une
session TCP est plus influencée par la mobilitérgi'session UDP, et cause un plus
grand délai de handover, du au contrdle de comyedtns le protocole TCP.

CDF of RTT without/with RO

1 - LA \ \ \ I
- | | | |
0.8 - ~f-ofr-mmmmdmoop g focdoooaas e
] H At Ry BRREE
= 1 1 1 1 1
T | | | | |
0.4~ ----- d--k-- beeeees R -
‘ | | | intra - no RO
0.2”7‘77773 777777 J: 777777 4:7777 intra- RO ||
| | | inter - no RO
: : : —— —inter - RO
O L L L L L
40 60 80 100 120 140 160
RTT (ms)

Schéma XIV. CDF de RTT dans des scenarios différent

Nous mettons alors en application et évaluons ledR> le cadre SPMIPv6. Nous
employons ping6 pour mesurer le temps de RTT. bérsa XIV montre la fonction
de distribution cumulative (fonction de répartifiosiu RTT de 500 échantillons de
Echo Request et Echo Response dans quatre ca=ii§fé(i) communication d'intra-
cluster sans RO, (ii) communication d'intra-clusieec le RO, (iii) communication
d'inter-cluster sans RO, et (iv) communicationtdlircluster avec le RO. Les lignes
continues représentent le RTT dans des scénariamenunication d'intra-cluster
tandis que les lignes tirées représentent le RTE das scénarios de communication
d'inter-cluster. Nous concluons que PMIPv6 et SRMIBvec le RO peut fournir un
plus petit RTT, et peut augmenter le débit TCPItésu

7.VSCTP Tunneling for Multi-homing
Support in PMIPv6

Nous explorons des bénéfices que peut apporter Uli-gomiciliation (i.e.
multihoming) dans Proxy Mobile IPv6. Cela permek atilisateurs mobiles d'étre
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toujours connectés dans des conditions « idéales sutilisant des mécanismes
d’agrégation et de partage de charge entre ledréiffes interfaces de communication
disponibles a un instant donné. Nous proposonsomeept appelé « Virtual SCTP

tunneling » qui consiste a agréger des petits faguesein d’'un paquet plus important
et de ce fait & économiser une partie des en@eprotocoles de communication (i.e.
notamment I'en-téte IPv6).

Le terme « virtuel » signifie le fait que nous agpbns les concepts de SCTP aux
tunnels ayant le point d’entré ou le point de santiulti-domicile. Donc « virtual SCTP
tunneling » est considéré comme la version SCTé lég termes de fonctionnalités.

WoAl
Encapsulator N @ua i |
—] (meter + scheduler) T DEE RS 7i>
oot @eom |
\\\\\\@CO An Encapsulator
< izl T~ [ (meter + scheduler) —
Vitual SCTP Endpoint ~ Vireless Paths v 1 SCTP Endpoint

Schéma XV. Un tunnel vSCTP bidrectionnel

Le schéma XV montre un tunnel vSCTP bidirectionrebur un processus
d'encapsulation normal, quand un paquet entranveaml l'encapsulator, il sera
encapsulé dans un paquet d’encapsulation qui piub gera livré de nouveau a la
couche réseau IP. A l'autre extrémité du tunnels lde la réception d'un paquet
d’encapsulation, le decapsulator décolle I'en-tét&erne, reconstitue les paquets
encapsulés originaux et les livre de nouveau algle réseau. Le tunnel vSCTP peut
encapsuler de multiples petits paquets dans urds¢ajramme d’encapsulation au cas
ol ces petits paquets seraient préts a traiter @afile d'attente du tunnel. Cette
technigue permet aux paquets encapsulés de paltagéme en-téte IP et réduit donc
de maniére significative le surcolt d’encapsulat@iotravers les interfaces radio. On
élimine l'en-téte commun de SCTP pour optimisersieucture de datagramme
d’encapsulation.

Un séquenceur intelligent, introduit a lintériede l'encapsulator, permet la
coopération de différentes interfaces radio actetdwurnit I'expédition dynamique et
flexible par-paquet. Un compteur estime le tauxrrié du trafic, et envoie cet
information au séquenceur pour l'algorithme agnégaprédictive de petits paquets.
Soitt, le temps écoulé entre I'arrivés-1 )*™ etn®™ ce temps écoulé est I'intervalle
instantané du flux entrant. Sait I'intervalle lissée lors de I'arrivée de paquét® et
soit a (a > 0.5)le facteur lissant:
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Tn = Tn—la +tn (1_ 0’)

Ensuite, nous introduisons ce concept dans undtectire PIMPv6 afin d’en
déterminer les bénéfices. Nous avons mis en apiplicaine premiére preuve de
concept pour valider le scénario d'accés simultanéds Ns-2. Les premiéres
simulations laissent entrevoir un réel gain degrenfinces pour des utilisateurs et des
opérateurs. De point de vue d'utilisateur, la bapdssante est augmentée avec
l'agrégation des bandes passantes sans fil. Dé givue d'opérateur, l'utilisation du
systéme est améliorée en commutant des paqueta bonne interface radio. Nous
avons également appliqué le cadre vSCTP a NEMQoetvp qu'il est avantageux en
terme s de débit de sortie, taux de perte de pscuiasi que le délai de bout en bout.

8. Applications du SPMIPv6 avec RO

Notre implémentation SPMIPv6 avec RO combine ddédiftes tendances
pointues dans le domaine communications mobilesr former une plate-forme
réaliste et pratique pour des recherches avanté&esadre SPMIPv6 convient a
différentes applications. Une d'application cousasst de déployer rapidement un
environnement mobile sans fil de communication pdeir projet « Integrating
Communications for enhanced environmental risk mament and citizen’s safety
(FP7 CHORIST) » qui propose des solutions pour (eeté européenne et des
communications entre les agents de sécurité. Dmeadre de ce projet, nous avons
prévu l'utilisation du protocole Multiprotocol Lab8witching (MPLS) au lieu des
tunnels IP pour le support de QoS. MPLS deviennteaiant de plus en plus populaire
et est une fonctionnalité importante disponiblesddas routeurs de bord et de cceur.
Pour ces raisons, MPLS peut étre employé commeétape de transition vers IPv6
dans l'architecture Tout-IP et promouvoir le dégteént de PMIPv6 dans l'industrie.
Une autre application est de structurer spontanéiiégine dorsale des réseaux de
communication basés sur la communauté (projet &ianBNRT AIRNET). Notre
implémentation a été également intégrée dans e chla plate-forme open source «
OpenAirinterface » d'Eurecom.

9. Conclusions et Perspectives

Proxy Mobile IPv6 (PMIPv6) est présenté comme uakit®n de gestion de
mobilité supportée par le réseau pour minimisezdmplexité de la pile protocolaire
des terminaux mobiles, et pour optimiser la perforoe du handover. Cette thése de
doctorat concerne particulierement le développerdenglusieurs optimisations autour
du protocole PMIPV6.

Nous avons présenté plusieurs contributions impt@tapour améliorer la gestion
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de la mobilité de PMIPv6 dans les réseaux spontaggéande échelle. Nous proposons
d'abord le concept de groupe autonome ou «clusigrpermet le passage a I'échelle
des réseaux par I'ajout de nouveaux clusters. Ensoius proposons une extension a
PMIPv6, appelée SPMIPv6, qui prend en compte lisecture en clusters au travers
de l'interaction entre de multiples LMAs pour soper des réseaux sans fil & grande
échelle. Aprés, nous proposons des méthodes poptintisation du routage dans
SPMIPv6 pour améliorer les performances du tramsgerdonnées et réduire les
latences des communications. Nous introduisondeégmt un mécanisme de
détection de mouvements avancé au niveau IP desmtux mobiles. L'avantage de
cette solution est de ne pas dépendre d'un logatippblémentaire sur le mobile et
d’étre indépendante des technologies sans filscd®acNous avons proposé un
processus de développement basé sur la virtualisati utilisant User-mode Linux, et
implémentons I'ensemble des propositions dans oeirannement virtualisé. Des
différents scénarios réels sont expérimentés damsolde émulation ainsi qu’en vrai
grandeur pour évaluer différentes mesures de peaioce. Finalement, nous montrons
les bénéfices que peut apporter la multi-domiddiaidans PMIPv6. Nous proposons
un concept appelé virtual Stream Control TransmissProtocol (VSCTP) et
'appliquons a l'architecture PMIPv6. Les premiemsulations sous Ns-2 laissent
entrevoir des bénéfices pour les scénarios d'atictgale bande passante et les
scénarios d'équilibrage de charge ainsi que deresldusurcodt d’encapsulation.

Le protocole PMIPv6 avec des extensions pour lesgmes a I'échelle, pour la
multi-domiciliation et pour RO créent la diversié chemin. Par conséquent, le trafic
peut étre expédié simultanément par de multiplesnatis différents. Chaque chemin a
ses propres caractéristiques comprenant le tauyed®, la latence et la bande
passante. Avec une telle vision, la QoS avec BRifféiation de Service dans PMIPv6
est un défi intéressant ou les flux de trafic petnére mappés a un chemin en tenant
compte de la demande QoS, les caractéristiquesha@esins, I'état actuel du réseau et
le schéma de mobilité. Nous pouvons également icHaisommunication symétrique
qui utilise le méme chemin pour les deux directialss communication, ou la
communication asymétrique qui utilise des chemiifférénts pour des directions
différentes de communication.

Nous pouvons encore améliorer le cadre vSCTP emiskdnt et modélisant
l'algorithme de sélection d'interface intelligenuigsatisfera non seulement des
opérateurs de réseaux mais également des utilisateobiles en tenant compte de
l'influence des facteurs tels que la mobilté, lasactéristiques du trafic, etc. En plus,
une solution avec des informations de retour agecaractéristiques et la capacité des
liens radio sans fil peut emporter de grands béegfi

Outre PMIPv6, NEMO respecte aussi la philosophie<deipport par le réseau»
qgui ne demande aucune modification aux noeuds fixesaux (i.e. Local Fixed
Nodes). La combinaison de SPMIPv6 et NEMO danglhi#éecture en clusters peut
supporter la mobilité des CHs et des ARs et domenegra le changement de
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topologie dans le backbone du réseau maillé sdas diette combinaison peut
éventuellement fournir une solution pour « Nest&iD ».
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CHAPTER 1-INTRODUCTION

1. Motivation

In the last few years we have seen an explosidgheémumber of mobile devices
and in the growth of the Internet. While mobile ideg¢ continue to improve with
respect to size, weight, and capabilities, therhat continues to grow at a mind-
boggling pace with a wide range of applications sexices [1]. In addition, we have
also seen a variety of wireless radio access téopies such as, IEEE WLAN [2],
UMTS [3], WIMAX [4], etc. These technologies aretremmpatible with each other
and each wireless technology provides a tradedffiden coverage range, data rates
and costs. On this diversity basis, mobile deviaes equipped with more than one
network interface in parallel. These interfaces gary from homogeneous access
radio technologies to heterogeneous access rachodigies. The Internet Protocol,
considered as the waist of the protocol stackhes key enabler to facilitate the
heterogeneous wireless access technologies intecton and to allow the
convergences of wireline and wireless communicasigstems. The latest version of
the Internet Protocol, named Internet Protocoliver§ (IPv6), will become the core
of new communication possibilities and serviceséxt generation networks with the
All-IP architecture. The combination of the Intefrreand the mobile communication
motivates the need for mobility management in th&text of All-IP networks.

Mobility is the action of changing point of attacén in the wireless access network
while keeping ongoing connections, a procedure kismvn as handover. The main
objective of the mobility management is to minimike service disruption due to data
loss and/or handover latency during handover. Hoprovide mobility support in the
Internet has been a long-standing challenge. Coesgly, a variety of mobility
management solutions have been designed: such bi#eMBv4 and Mobile IPv6 at
layer 3, mobile Stream Control Transmission Prdt¢etSCTP) at layer 4, and Host
Identity Protocol (HIP) at layer 3.5. However, givall these efforts, pervasive
mobility service on the Internet anytime anywher@dt yet a reality. There are many
reasons for this still-existing gap, such as thplaenent barrier of the proposed
mobility management solutions, the high cost of-tade Internet connection, and so
on. In particular, these are host-based mobilitpaggment solutions and require host
stack changes, not only from the side of the madhdieices themselves but also from
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the side of their correspondent nodes in the wailte Internet. The requirement of
the host participation in the mobility management ahe associated software and
resource requirements on the host has become amrihurdle for the protocol
adoption To overcome these obstacles, a mobility managemaradigm, called
Network-based Mobility Management, is suggestedntoimize host stack software
complexity, and is standardized within the Netwbdsed Localized Mobility
Management (NetLMM) working group of the Internehdiheering Task Force
(IETF).

In the NetLMM architecture, the serving networkrégarded as aadge domain
within which the mobile device acquires and kedwsdame IP address while moving.
By edge domainwe mean that only entities at the edge of thevoidt, which provide
access to the mobile devices or access to outside, modified. The NetLMM
architecture consists of the following componehtscalized Mobility Anchor (LMA)
maintains the reachability state of the mobile sogled is the topological anchor point
for the mobile nodes’ home network prefix; Mobilecdess Gateways (MAGS)
terminate a specific edge link, track mobile noéddvel mobility between edge links,
and initiate mobility-related signaling with the 14vbn behalf of the mobile nodes. No
assumption is made for the radio access technaagietrolled by MAGs.

The Proxy Mobile IPv6 (PMIPv6) protocol fulfills lahe NetLMM requirements
by extending Mobile IPv6 (MIPv6) signaling messages reusing the Home Agent.
Recent developments in network architectures indstals development organizations
such as WiMAX Forum and 3GPP have identified a neeslipport Proxy Mobile IP
solution. The WIMAX network architecture currentyupports Proxy Mobile IPv4
(PMIPv4) for enabling mobility for mobile nodes thaay not have a Mobile IPv4
(MIPv4) client. PMIPV6 is a solution that is alighwith the architectural direction of
WIMAX. In 3GPP, there has been some degree of éstem PMIPv6 as well,
primarily in the System Architecture Evolution (SAB] work item.

Despite the fact that PMIPv6 protocol is being sagthe protocol for achieving a
common mobile core network, accommodating differ@etess technologies such as
WIMAX, 3GPP and 3GPP2 radio networks; there aré gpien challenges which are
not covered by the base PMIPV6.

2. Problem Statement

The first challenge concerns the scalability of PMB in large heterogeneous
wireless networks. Scalability is a key successofafor business applications in a
dynamic environment and can be defined as thetwlmfi a network to adjust or
maintain its performance as the size of the netvimckeases. The scalability problem
arises when considering the increasing number dfilmaisers and the limit of the
radio coverage. Given a MN density, a larger gguycal area means the network
have to serve more users. Thus, once the numheseo$ goes beyond its capacity, the

- 26-



network performance dramatically decreases. Giveraaess technology, the radio
coverage is limited and requires a solution foreeding the coverage of the access
networks to allow mobile users to be always coragkcConstructing a scalable

architecture which provides mobility service usiR§IPv6 is not an easy task,

especially in the context of spontaneous wirelesshmetworks where the topology is
dynamically created and changed.

Another interesting topic is the Route Optimizatighich resolves the suboptimal
triangle route in PMIPv6. Supporting Route Optintiza in PMIPv6 is not trivial.
Furthermore, it becomes more complicated when ntpkahd scalability are taken
into consideration in a spontaneous architecturg, spontaneous wireless mesh
networks. Applying PMIPv6 and its extensions toeldss mesh networks can make
them a promising solution for ubiquitous Internaicess and a wide range of
applications, as Public Safety and Emergency Conatians.

The merging of the Internet world together with thveeless communication
world, combined with the availability of mobile degs supporting multiple wireless
technologies, creates new business opportunitiesnfubile operators. In this new
world, users can access services anywhere andrenyieing Always Best Connected
while enjoying a great variety of applications.idtthe vision beyond the vertical
handover which allows mobile users to connect ®lttiernet using multiple access
technologies simultaneously in fully overlapped e@ge areas to enable the best use
of network resources. Taking into consideratiors¢héacts, Always Best Connected
provision in PMIPv6 is quite possible. However,ngsiP tunneling to distribute the
traffic simultaneously via multiple active radioténfaces on a per-flow basis, is
inefficient in dynamic environments with multi-heyreless links, e.g. heterogeneous
wireless mesh networks, and introduces tunnel meamagt complexity.

This dissertation will, step by step, considerthdise topics from both theoretical
and practical points of view. In the next sectiae, describe the dissertation outline
and our contributions

3. Outline of the Dissertation

The remainder of this dissertation is organizefbbsws.

Chapter 2reviews mobility management and multi-homing inri&works. The
input is taken from IETF's standard technical doeats, research papers, and is
summarized to show a clear picture of the IETF fitgbmanagement and multi-
homing solutions. The reader should find this usiefuthe following chapters.

Chapter 3explores different architecture supporting scéitgband then proposes
an extension for scalability in PMIPv6. The exiens called Scalable Proxy Mobile
IPv6 (SPMIP®6) is intended not only for infrastrueluwireless networks but also for
spontaneous wireless mesh networks where the fppatan be dynamically changed
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in an ad-hoc manner. We then analyze the scalahilitthe extension through
numerical analysis. The experimental evaluationtfer SPMIPv6 will be provided
later inChapter 5

Chapter 4covers two main subjects: Route Optimization arav&ment Detection
for heterogeneous access technologies. Firstlyprepose necessary extensions to
SPMIPv6 to support RO in large scale spontaneouslegs mesh network. The
benefit of RO in the SPMIPv6 framework, through esimental results in a virtual
testbed, will be presented @hapter 5 Later, we investigate different possibilities of
movement detection in PMIPv6, and then introducesahanced IP-Layer network-
based movement detection mechanism to support erdgeneous environment
composed of different access technologies and tmpte PMIPv6 gradually in
practice.

Chapter 5discuss on the implement of the SPMIPv6 framewdth RO support
under Linux operating system. We reuse the Mobiefdr Linux (MIPL) 2.0.2
framework and propose a virtualization-based ptedacilitate the implementation,
evaluation and deployment of SPMIPv6. We setupuairttestbeds, using a
combination of User-mode Linux (UML) and Networkrgilator 2 (Ns-2) Emulation,
with the scope of being as close as possible tb exgaerimentation results and to
easily migrate to the real testbed. Different sdesaare defined and experimented in
both virtual and real testbed. Quantitative resaiitd analysis are also provided.

Chapter 6considers PMIPv6 in a context of multi-homing. Wewde a virtual
SCTP tunneling method to overcome the limitationFofunneling. The new tunneling
method can allow wireless bandwidth aggregation p@dpacket load-balancing to
multi-interface mobile nodes by distributing packsimultaneously via different active
radio interfaces on a per-packet basis. FurthernmtbeevSCTP tunneling can reduce
the encapsulation overhead over radio links thaoksredictive bundling mechanism,
and can reduce tunnel management complexity.

Finally, Chapter 7concludes our work and outlines some directionsftiture
research.
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CHAPTER 2- MOBILITY
MANAGEMENT PROTOCOLS

This chapter reviews mobility management in IP meks. We start with an
overview on mobility management with consideratadmrmulti-homing. And then we
draw reader attention to some IETF mobility managetnprotocols. We especially
focus on Network-based Localized Mobility Managem@hetLMM) architecture and
Proxy Mobile IPv6 protocol which are key elements hetwork-based mobility
management support.

1. Overview of Mobility Management

1.1. Problem Statement

The Internet is largely built using software thaties on the Internet Protocol
version 4 (IPv4) [6]. The latest version of theelmet Protocol, named Internet
Protocol version 6 (IPv6) [7], will become the cafenew communication possibilities
and services in next generation networks thank@ltdP architecture. The main
revolution has been the deployment of mobile devioea vision of being connected
anytime anywhere and anyhow thanks to a wide range of wireless access
technologies.

Historically, the Internet Protocol suite has béderigned for fixed networks while
assuming that there is a close relationship betwesgtwork node’s IP address and its
physical location. The IP address therefore plag®eble role: the identifier and the
locator of a network node. The IP address is seageahn identifier of a network node,
and allows upper layers of the node and its peesotomunicate in an end-to-end
manner. At the same time, it locates the link ¢dckttment of the node, and allows
packets to be routed correctly to the node in athphop manner.

The mobility management appears when the node,hwikidistorically assumed
fixed in the IP network, becomes mobile and movesnfits old location to a new
point of attachment. The direct consequence is itsatold IP address becomes
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topologically incorrect and any effort to reconfigua new IP address may ensure
nomadic mobility but not seamless mobility. Thitsyill break on-going sessions as
its peers are still using its old invalid IP addres the identifier [1].

To support the needed features and architectunatstes for mobility, different
mobility management solutions have been propogaddardized, and implemented.
In the next section, the taxonomy of mobility magragnt is provided with respect to
different criteria. In general, any mobility managent solution must resolve the
compromise between locator and identifier roletheflP address.

1.2. Taxonomy

Mobility management protocols can be classifiedhwiespect to layers, to
addressing scheme, routing scheme, or to scopes tBough in the research, there
exists a wide range of mobility management protmcelg. VIP [8], LIN6 [9], Hawaii
[10], CellularlP [11][12], we consider here onlyopocols standardized by the IETF,
and especially for IPv6, such as Mobile IPv6 (MIPBroxy Mobile IPv6 (PMIPv6),
Host Identity Protocol (HIP), and Stream Controhiismission Protocol (SCTP) with
ADDIP extension for mobility support (mSCTP).

1.2.1. Protocol Layer

Traditionally, mobility management is classifiedthwirespect to the protocol layer
on which it is implemented. We explicitly assumeehthe TCP/IP reference model.
Since each of the protocol layers performs a sjgesét of functions and has quite
different tasks, the compromise between locatoridadtifier roles of the IP address
can be resolved in its own ways. Figure 1 showsldssification by protocol layer.

Protocol Layer

Layer 3 Layer 3.5 Layer 4
(e.g. MIPv6, PMIPV6) (e.g. HIP) (e.g. mSCTP)

Figure 1. Mobility Management Classification by Rycol Layer

= The network layer defines how network devices dieceach other and how
packets are routed to their final destination. NMlolP and its extensions
(MIPv6, PMIPV6) represent solutions for mobility naaement at this layer.

= The transport layer is responsible for making kdéiathe end-to-end packet
transmission; SCTP with ADDIP extension (nSCTP)espnts a solution at
this layer.

= HIP protocol is recently introduced, as the layes, 30 split the locator and
identifier roles of the IP address.
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1.2.2. Addressing Scheme

By addressing scheme (see Figure 2), we mean hevotiator and the identifier
are defined and separated. It ensures that a MNbeddentified by both the routing
protocol and the upper-layer.

Addressing Scheme

T

Two-tier Addressing Identifier-Locator Split Inseparable
(e.g. MIPv6, PMIPv6) (e.g. HIP) Identifier-Locator
(e.g. mSCTP)

Figure 2. Mobility Management Classification by Aelsking Scheme

= Mobile IP uses a two-tier addressing scheme withHlome Address (HoA)
and the Care-of-address (CoA): The HoA is a roetauldress, serves as the
upper-layer identifier, and remains static during mobility; the CoA reflects
the actual point of attachment of the MN and dyrathy changes whenever
the MN moves to a new network. As regards PMIPw Ith address of the
attached access router is used as the CoA withiRkIPv6 domain.

= HIP protocol introduces the Host Identity Tag (HI&% the upper-layer
identifier. The HIT is mapped and translated torthgtable address of the MN
which, in turn, reflects the actual point of attaent of the MN and
dynamically changes with respect to MN movement.

= MSCTP allows the addresses to be dynamically @odétrough the ADDIP
extension. The soft state of the transport assoniatill be synchronized with
efforts to reconfigure a new IP address at IP laged therefore can keep the
ongoing sessions during the mobility.

1.2.3. Routing Scheme

By routing scheme, we mean how IP packets are foleehto and from the MN
correctly, during MN’s movement, with respect tcefpr model. For each prefix
model, the routing decision can be done in a pst-hmanner or in a per-prefix manner
as in Figure 3.
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Routing Scheme

/\

Shared Prefix Per-MN Prefix

/\ (e.g. PMIPvV6)

Per-prefix routing Per-host routing
(e.g. HIP, mSCTP) (e.g. MIPv6)

Figure 3. Mobility Management Classification by Rng Scheme

= In general, a prefix is assigned to the link andreti by all the nodes on that
link. HIP and mSCTP only require normal routingrastructure with per-
prefix routing decision. On the other hand, MIP\g&sl IP tunneling (IP-in-1P
encapsulation [13]) with per-host routing decisiand maintains per-host
routing entries at the HA and the MN to override ttormal behavior of per-
prefix routing of the infrastructure (thanks to thagest prefix match rule).

= Per-MN prefix model is a special case which is igegproposed for PMIPV6.
This model respects constrains defined by the IEG# the relationship
between link and prefix (subnet). The routing deciss considered as both
per-prefix and per-host because one per-prefixnguntry corresponds to the
route of one MN.

1.2.4. Architectural Impact

Impact of mobility management on the network esgitcan also be used for
classification. It answers how mobility-supportifugpctionalities are distributed in the
architecture. It reveals which network entities tnbs modified to participate in the
mobility management protocol. With respect to tfast, there are principally two
categories as shown in Figure 4: host-based mphiianagement, network-based
mobility management.

Architectural Impact

T T

Host-based

Network-based (e.g. MIPv6, HIP, mSCTP)

PN

Edge-based Others
(e.g. PMIPv6) (e.g. CellularIP, Hawaii)

Figure 4. Mobility Management Classification by Atectural Impact
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= A host-based solution requires changes in the $ufsvare stack, and that the
host is involved in the mobility signaling. A hds&sed solution can be
implemented in an end-to-end manner, in which tlubila host informs its
correspondent host about the address changes (d#PinmSCTP), or via
third-party entities, in which the mobile host infts the third-party entities to
redirect packets to and from the mobile host (adlipv6).

= In a network-based solution, e.g. CellularlP [12][Ior Hawaii [10], the
mobility service is handled only by network enstiesither core entities or
edge entities, without any involvement of the emdthEdge-based solution,
e.g. PMIPv6, is a special case of network-basedtisol where only edge
network entities are involved in the protocol; heitthe end host nor the core
network entities need to participate.

1.2.5. Mobility Management Scope

With respect to the scope, mobility management bandivided into Global
Mobility Management (GMM) and Localized Mobility Magement (LMM) as
illustrated in Figure 5.

Mobility Management Scope

T T

Global Mobility Management Localized Mobility Management
(e.g. HIP, MIPv6, mSCTP) (e.g. PMIPv6)

Figure 5. Mobility Management Classification by Seo

= A GMM protocol is a mobility protocol used by theohile node to change the
global, end-to-end routing of packets for purposésmaintaining session
continuity when movement causes a topology chatiges invalidating a
global unicast address of the mobile node. Thisoea could be MIPv6, but it
could also be HIP, mSCTP or MOBIKE [14].

= As regards LMM, it is a generic term for any pratbthat maintains the IP
connectivity and reachability of a mobile node farrposes of maintaining
session continuity when the mobile node moves, ahdse signaling is
confined to an access network. An example of LMMildobe PMIPVE,
HMIPv6, CellularlP or Hawaii.

- 33-



1.3. Multi-homing Consideration

1.3.1. Concepts and Taxonomy

Multi-homing refers to the situation in which a hbgs more than one IP address.
This may occur for a host using either a singlerfiace or several interfaces: in the
first case the host's interface is assigned sewatdresses, in the second case each
host’'s interface can be assigned one or more glthahddresses (from different
subnets) [15]. The scenario of having one netwatkrface with multiple addresses
has not been the norm in the IPv4 Internet, butheilperfectly ordinary in the coming
IPv6 Internet. Even if the additional addressesnateglobally routable, it still creates
a multi-homing scenario where issues such as saddeess selection takes on new
importance.

There are several levels of multi-homing: Provitbyel multi-homing, site level
multi-homing or host level multi-homing. The difeeit addresses can be from the
same Internet Service Provider (ISP) or from sdv&@Bs. The consequences are on
the host but also potentially on the site or tteviglers depending on the policy used to
assign the IP addresses.

A typical multi-homing scenario is illustrated irnigbre 6. Multi-homing is a
common need of many medium-sized networks, inclydirany businesses and ISPs,
and can occur for two main reasons. One reasan Ik redundancy, allowing a site
to retain connectivity when one of the links failie other main reason is for optimal
use of the links, for example increasing bandwidthfor Quality of Service (QoS)
factors, such as routing traffic over the topogieglly closest link to minimize delay,
or routing low priority traffic over the cheapesti. In addition, new developments in
distributed, pervasive computing may lead to mobgeices being transiently multi-
homed, and also a site may be temporarily multi4wbrduring a change in upstream
provider.
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Multihomed

Host

Figure 6. A typical multi-homing scenario

The second host multi-homing configuration is hgvinore than one interface.
Although the bandwidth of network technologies @ngral has been rising faster than
the speed of the computers that interconnect timereased network bandwidth is a
common reason for equipping a computer with mudtipttwork interfaces. The reason
is that the cost of two low bandwidth connectioasoften cheaper than one high
bandwidth.

1.3.2. Multi-homing benefits

The current motivations for exploring multi-homicgn be roughly divided into
five different areas: fault-tolerance, load sharingrovider selection, eased
renumbering transition, enhanced mobility suppb@f.[

Fault-toleranceis probably the most important benefit in the setigat anyone
investing in a multi-homing solution will at leastpect to gain this. The simplest form
of fault tolerance consists of using one networkraxtion during normal operation
and migrate traffic to another when the link becamasable. There are many reasons
why a link might go down in the Internet, includipbysical wire cuts, router crashes,
power outages and configuration errors. With therlmet becoming more and more
important to both businesses and organizationsxpect that more and more people
will be willing to invest in redundant Internet awttions for purposes of fault
tolerance.

Examples of failure modes from which an enterpdaa obtain some degree of
protection by multi-homing are:

= Physical link failure, such as a fiber cut or rodtglure
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= Logical link failure, such as a misbehaving routderface
= Routing protocol failure, such as a Border GateRegtocol (BGP) peer reset

= Transit provider failure, such as a backbone-witkerlor Gateway Protocol
(IGP) failure

= Exchange failure, such as a BGP reset on an imteiefer peering

Load sharingis also a very important motivation. Bandwidth @ewis of Internet
applications are increasing rapidly; some examateswWorld Wide Web, multimedia
on demand, IP telephony, file transfer, video cmreing and so forth. Very high
bandwidth single-wire solutions like fiber opticbta are available, but often at
prohibitively high cost (especially in cases of endea cable deployments). Multiple
low bandwidth connections are a viable alternatifech will in many cases create
multi-homing scenarios. Traffic load distributioarcbe realized at several levels, from
simple random load sharing, to advanced calculatsd balancing.

The third benefit,provider selectionis already present in the IPv4 Internet of
today, but is expected to become even more of smeisn the IPv6 Internet of
tomorrow. It is fairly common today for Internetems to have multiple dial-up ISPs
configured and alternate between them. Howeveahese cases users tend to only use
one ISP at a time, thus not creating a real maltrimg scenario. With connection
prices constantly dropping, this is expected tangeaand there is also a trend towards
high bandwidth, always online connections such ig#td) Subscriber Line (DSL) and
cable Internet. In addition to expecting fault talece and load sharing, users may wish
to alternate between different Internet links dejieq on such factors as time of day
and current traffic load, in order to optimize ttwst versus QoS equation.

The fourth benefit,eased renumbering transitipnis particularly interesting
because of the new mechanisms for renumbering mletwintroduced with IPv6.
Renumbering an IPv4 network is usually a major ehamvolving work on every
individual host. The process can be made easisoliftions such as Dynamic Host
Configuration Protocol (DHCP) [17] are deployed.ring a network renumbering,
hosts will have multiple addresses, creating a irholning scenario where benefits
such as migrating transport layer connections prarently would be very welcome.

As for enhanced mobility supporiMobile IP networks almost invariably create
multi-homing scenarios both in the case of moviegueen heterogeneous networks,
such as from WLAN to 3GPP, or when moving from &WEAN to another. Often
such a change involves an overlap period wherentiigle host is attached to multiple
networks with different addresses. Mobile IP is ohéhe areas where the most growth
is expected in the coming years, as more and nmewple acquire portable computers
and (PDAs). Naturally, a lot of research effort][18] is therefore going into this area,
and better multi-homing solutions are an importaart of this.
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1.3.3. Multi-homing versus Mobility

Multi-homing and mobility protocols both work withultiple addresses. However
multi-homing supportsimultaneous usef multiple addressesvhich are normally
unchanged, while mobility suppoditernative useof multiple addressewshich are
changed frequently due to the movement of MNSs.

At IETF, MOBIKE working group concentrates on madtyilissues for Virtual Private
Network (VPN) connections. MULTI6 working group fmses on site multi-homing
for IPv6. MONAMI6 working group focuses on extensito Mobile IP in order to
provide several CoA in the Home Agent and the nwolnibdes. The MONAMIG6
working group takes into consideration the simudtaurs use of several interfaces.
Some IETF protocols which aims at multi-homing &ié?, SCTP, MOBIKE, SHIM6
[20].

Multi-homing Mobility
(Simultaneous Addresses) (Changing Addresses)
il >« TCPSlide . i
TCP-MH 5] igrate
/ = SC.TP mSCTP v\ AT =
/ ]
/ \
“J HIP @ “ V.IP LING ACellular IP \‘
MAST | A /
(]

_—

i T i

\ B | )
\ MONAMI6-gupported MIPv6 A HAWAI
\\ SHIM6 A A PMIP H]XIP MIP
~ A IKE ~
T~ - (NetLMM)

B Layer-4 solution

@ Layer-3.5 solution

A Layer-3 solution

Figure 7. Multi-homing and Mobility protocol portfos

7space of Multi-homing and Mobility, each protoi®lrepresented by a node of
which shape reflects the protocol layer: the squnade represents a solution at layer 4,
the round node represents a solution at layer 3dbtlae triangular node represents a
layer 3 solution. Some of them (MONAMI6-supportedPVImSCTP, HIP, MOBIKE)
are designed to have both features and are staridskis for the future mobile
Internet.
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2. |IETF Mobility Management Protocols

2.1. Mobile IPv6

2.1.1. Overview

Mobile IP is the IETF standard for supporting hmostbility on the Internet. Mobile
IP does not require a redesign of the IP routirfigagtructure. The protocol offers
transparent movement of a Mobile Node (MN) to tpmsand higher-level protocols
and applications suitable for both homogenous aterbgeneous media. Mobile IPv4
(MIPv4) is documented in RFC 3344: “IP Mobility Sagat in IPv4” [21]. Mobile IPv6
(MIPv6) relies on IPv6 and is documented in the REZ5: “Mobility Support in
IPv6” [22]. For the related terminology, see [23].

The basic principle of this approach is a two-iddressing schema using a couple
of IP addresses to identify the mobile node andagarits movements. Each mobile
node is always identified by its Home Address (Hagpardless of its current point of
attachment to the Internet. While situated awaynfits home, a mobile node is also
configured with a Care-of Address (CoA), which pdes information about the
mobile node’s current location. The CorrespondeatdN(CN) sees only the host's
HoA and has no indication that the host is mobde,what its current network
attachment point might be.

2.1.2. Protocol Descriptions

MIPv4 introduces Home Agents (HA) in the home netwand Foreign Agents
(FA) in foreign networks. The HA stores all MNs 8ings in special table termed
Binding Cache (BC). It is used to locate the mobileeach moment. FA is a special
router that manages the MN connected to the fordain When a correspondent send
packets to the MN it uses its home address, lodatdte HA sub network, so this one
will be able to intercept and encapsulate MN desitbm packets towards the suitable
FA or access router, in an IPv4 tunnel.

As regards MIPv6, FA is not used. Instead, the Mbjister its new CoA with the
HA while situated away from its home. The HA caartltreate a binding between the
MN HoA and its new CoA. The registration procesguiees IPsec [24][25][26] to
protect binding updates; so having IPsec is mamgathllPv6 can use Route
Optimization (RO) as well as tunneling.

Hierarchical Mobile IPv6 (HMIPv6) [27] is an extéos of MIPv6 to support
localized mobility management. This HMIPv6 schemigoiduces a new function, the
Mobility Anchor Point (MAP) which plays the role o local HA, and minor
extensions to the MN operation. The CN and HA apen is not affected by this
extension.
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2.1.3. Shortcomings

Although many security-related issues have beert detgh in MIPv6, some
problems still exist. One of these is the possibiif a Denial of Service (DoS) attacks
if a malicious peripheral deploys false binding aifed. As the HA is still needed for
initialization of new connections and acts as glsipoint of failure; no mobile host is
connectible if there is a problem connecting to H of the host. Secondly, the
design of MIPv6 requires modification in both MN damHA. In case of route
optimization, the remote host in the Internet mist modified as well. This fact
requires efforts from not only network operators &lso mobile device manufacturers
in the deployment. Furthermore, the handover pooesy take long time and result in
packet loss and degradation of quality of servigeng) the handover if multi-homing
is not considered to improve the performance.

2.2. Host Identity Protocol

2.2.1. Overview

The basis of HIP [28][29][30], proposed by R. Mosktz and P. Nikander, is the
separation of host identity from host location satta network host could be referred
independent of its current location. HIP introduaesew Host Identity layer (layer 3.5)
between the IP layer (layer 3) and the upper layers

Bindings in the Bindings in the
current architecture new architecture
Process — Socket Process—Socket
End-point End-point—HI
dynamic
IP address Ll
binding—*
Location Location—IP address

Figure 8. The difference between the bindings elalyical entities

As shown in Figure 8, in HIP, the hosts are idadifwith public keys, not IP
addresses. A typical Host Identity (HI) is a puldigptographic key of an asymmetric
key-pair. A Host Identity Tag (HIT) is a 128-bit dfaof the host's public key. The
transport layer uses Host Identity Tags in placdPofaddresses (as the end-point
identifier), while the interface to the Interneyda uses conventional IP addresses (as
the locator). Each host will have at least one H#ttcan either be public or
anonymous. It is important to understand that thd-moint names based on Host
Identities are slightly different from interface mes; a Host Identity can be
simultaneously reachable through several interfatlke purpose of HIP is to support
trust between systems, enhance mobility, and greadluce the DoS attacks.
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2.2.2. Protocol Descriptions

It is possible that a single physical computests several logical end-points.
With HIP, each of these end-points would have &ndisHost Identity. A HIP node
stores in the Domain Name System (DNS) its Hosmtitke (HI) which is the public
component of the node public-private key pairHtst Identity Tag (HIT) which is a
truncated hash of its HI, and the Domain Name ordEresses of its Rendezvous
Servers (RVS) [31].

Ethernet |IP | HIP TCP | Data Ethernet |IP | ESP |TCP | Data

Counection establishment During connection
Figure 9. The HIP packet structure

HIP introduces a new packet structure, illustrateffigure 9: The transport layer
packet, e.g. TCP, must be enclosed with a HIP headéch contains the HIT. HIP
could be carried out in every datagram throughbetdonnection but alternatively the
HIP payload can be compressed into an Encapsul&@ayrity Payload (ESP) [26]
after the HIP exchange. Thus, HIP packets are amdgded to establish an
authenticated connection. As mentioned above, tReprbtocol is used to authenticate
the connection. In addition to authentication, tcedure establishes Security
Associations for a secure connection with IPsec.ESP

By definition, the system initiating a HIP exchange is the Initiaind the peer is
the ResponderThis distinction is forgotten once the HIP exaarcompletes, and
either party can become the initiator in future owmmications. The HIP Base
Exchange, illustrated in Figure 10, is describedodews. HIP starts with one of the
hosts looking up the HI and IP of the peer in théSDupon query by an application
for the IP address lookup from a Full Qualified CmName (FQDN), the resolver
would then additionally perform an additional lopkio find the HI from the FQDN,
and use it to construct the resulting mapping ftom HI to the IP address. The host
then sends an initial 11 message requesting a &iabe established with the peer.
Messages R1, 12 and R2 are exchanged successivalgler to create an association.

The HIP Base Exchange is protected with HIP Coakézhanism, Authenticated
Diffie-Hellman protocol and HIP replay protectiohe last three packets of the
exchange, R1, 12, and R2, constitute a standardeatitated Diffie-Hellman key
exchange for session key generation. During théetifellman key exchange, a piece
of keying material is generated. The HIP assoaiakieys are drawn from this keying
material. If other cryptographic keys are needed,, to be used with ESP, they are
expected to be drawn from the same keying matdnakigure 10, the term "key"
refers to the Host Identity public key, and "sigpresents a signature using such a key.
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Figure 10. HIP Base Exchange

In order to start the HIP exchange, the initiatode has to know how to reach the
mobile node. Although infrequently moving HIP nodmsuld useDynamic DNSto
update their reachability information in the DN$, aternative to using DNS in this
fashion is to use a new static infrastructure tilifate rendezvous between HIP nodes,
e.g. Internet Indirection Infrastructure [32]. Theobile node keeps the rendezvous
infrastructure continuously updated with its cutri#haddresses.

During the secured connection, mobility in HIP istg straightforward. When one
of the hosts changes its IP address, the new addeesls to be updated with the peer.
When one of the communicating peers changes logattosimply sends a HIP
readdress packet (indicates the following inforomtithe new IP address, the SPI
associated with new IP address, the address ldesind whether the new address is a
preferred address) through the secured ESP channel.

2.2.3. Shortcomings

The architectural decision was to add a new lagér the existing worldwide
communicational model. Although the solution hasiwynhenefits, the choice of using
a new layer has a serious drawback: any currerd m@ahting to use HIP has to make
changes in the operating system kernel. This argusteould be taken seriously as it
means updating practically all applications thatsome form use the Internet. In
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addition, a change of this magnitude has neverréefieen attempted, and the
architecture of the layers has remained the samédeftades. Thus, the main problem
with HIP may not be a technical one but rather &eting issue.

A much more modest problem is related to the fesatusf HIP: the current
specification of HIP does not support multicastimgcluding this new feature of
course means modifications to the protocol. Withrent trends moving towards the
increased usage of multicasting, this issue alinesttably has to be addressed if HIP
wants to be one day the de facto mobility solution.

The build in security considerations raise yet happroblem for HIP. As the HIP
namespace is cryptographic in nature and the plbls are used in the connection
establishment, heavy computations are needed.pfégents a problem especially for
mobile devices with limited CPU power. The impactéflected as slower connection
establishment.

2.3. Mobile Stream Control Transmission Protocol

2.3.1. Overview

The Stream Control Transmission Protocol (SCTP)[B&3 is standardized by the
IEFT as a reliable transport protocol over IP nekso One of the core features of
SCTP is supporting multi-homing. It has the ability a single SCTP endpoint to
support multiple IP addresses. To support multi-ingmSCTP endpoints exchange
lists of addresses during initiation of the conimctThis multi-homing feature enables
SCTP to be used for Internet mobility support withany support of network routers
or special agents. Due to its attractive featuresh sas multi-streaming and multi-
homing which promise load balancing ability [35{; B° has received much attention
from the network community, in terms of both resbaand development.

A single message transmitted over an SCTP &diot from the originating
host to the destination host will be sent usingngle destination IP address chosen
from the set of destination IP addresses availtrl¢hat association. The paths used
by the IP packets across the network might be rdiffedepending on the destination IP
address. If a message fails to reach its destmaBC€TP may retransmit the message
using a different destination IP address.

An SCTP packet is composed of a 12 byte commoneneadd chunks. In the
header, a 32-bit checksum is used to detect trassoni errors. SCTP packets with an
invalid checksum are silently discarded. A randomigated 32 bit verification tag
allows a receiver to verify that the SCTP packébigs to the current association and
not to an old one. The chunk on the other hand coayain either control information
or user data. Chunks have variable length and thereurrently 13 types of them in
standard use. Multiple chunks can be bundled in 8CTP packet up to the MTU
size, except for the INIT, INIT ACK, and SHUTDOWNOBAPLETE chunks.
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Figure 11. A schematic view of an SCTP association

SCTP extended with the ADDIP extension is calledbibo Stream Control
Transmission Protocol (mSCTP) [36][37]. The ADDIR&ension enables an mSCTP
endpoint to add a new IP address or delete an essary IP address, and also to
change the primary IP address used for the asgwotiduring an on-going session.
When one of these events occurs, the mSCTP endpimotify the corresponding
event to the remote endpoint by sending an Addtesdiguration Change (ASCONF)
chunk and wait for Address Configuration Acknowledmt (ASCONF ACK) from
the remote endpoint. There are seven new parameBat Primary Address,
Adaptation Layer Indication, Supported ExtensioAsld IP Address, Delete IP
Address, Error Cause Indication, and Success ltidica

2.3.2. Protocol Descriptions

The association establishment in mSCTP, as in SQi¥es the four-way
handshake as shown in Figure 12. The passive sicldled a server and the other is a
client. The handshake procedure is as followst,Rine server receives an INIT chunk.
Using its data, the server generates a secure dfaftese values and a secret key.
These values along with a MAC are put into a COQHlid returned in an INIT-ACK
chunk. The client using the received COOKIE assemalCOOKIE-ECHO chunk and
returns it to the server. Finally, the server vesifwith the MAC, that the COOKIE is
the same as it sent, and replies with a COOKIE-ABHKnK.
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Figure 12. SCTP association setup message sequence

Now the association is established. When one ottimemunicating parties war
to end he association, it can be done in two ways: Eitwergraceful shutdowr
ensuring that no data is lost, or hard terminaaivort), not taking care of the pe
Unlike TCP, when either endpoint performs a shutdoloth of the endpoints st
accepting data.

During association startup, a list of transportraddes (i.e. IP addreport -pairs)
is provided between the communicating entities. sehaddresses are used as
endpoints of different streamAssociation spans transfers over all of the pos
source/destination combinations. Also one of thereskes is selected as ini
primary path, which may be changed later if nee

The mSCTP handover needs to be triggered by thelenobde because only tl
mobile node knows the movement of itself the signal strength from the old a
new access routerszigure13 shows a typical mSCTP handover procThe MN has
initiated an NSCTP association with the CN. The resulting assiociaconsists of If
address @for MN and IP address cy for CN (the pimary path). After a while, MI
decides to movéo a newaccess router and configure address e following step:
are repeated every time MN moves into a new log:

= Step 1: Obtaining an IP address for new locat As MN is moving toward
another accss route, at some point it reaches the overlapping regidren
MN obtains the new IP address from new acess router with the help
DHCPv6 [17]or IPvE stateless address auto-configuration [38].
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= Step 2: Adding the new IP address to the SCTP mdsnt MN informs CN
of the new address by sending an Address Configar&hange (ASCONF)
chunk. As a reply the ASCONF-ACK is sent.

= Step 3: Changing the primary IP addres&hile MN further continues to
move towards the new access router, it needs tétheehew address as its
primary address. The changing of addresses is @@ ding to specific rules,
for example as soon as a new IP address is detettedever, the
configuration of this change triggering rule ishaltenging issue for mSCTP.

= Step 4: Deleting the old IP addregss MN has totally moved away from the
old access router, the old IP address becomesdvieaaind it is deleted from
the address list. The knowledge from underlyingetaycan be used to
determine when the address becomes inactive.

i
)

Data exchange between @), and @cn

@CN : : @1
i Configure address @), i -
<«—  ADDIP ASCONF R
| ASCONF-ACK |
I | @
K Data exchange between @; and @cn )
| SETPRIMARY ASCONF | @
| (& DELETEIP) T @
i ASCONF-ACK i

Figure 13. An mSCTP handover scenario

2.3.3. Shortcomings

The mobility presents its own minor problems to MBCThe protocol is mainly
targeted for client-server services, in which the Mitiates the session with a fixed
server. For supporting peer-to-peer services, tBETP must be used along with an
additional location management scheme, e.g. MIPvAMtPV6. As for seamless
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handover, more work needs to be done in the tektraplementation to make it work
as expected.

Performance in wireless environments can also cprdgems for mSCTP. The
protocol assumes that all losses are caused bystiag despite the fact that higher bit
error rates and more frequent delay spikes areueme@d in wireless networks. This
will cause mSCTP to back-off unnecessarily, andltés poor throughput.

Another problematic issue arises when the undeglyietwork operates on IPv6.
Certain address types supported by IPv6 are naabtau(i.e. link-local) or reachable
outside of specific domains (i.e. site-local). Ipeer lists one of these addresses to a
peer that has no connectivity to that address, sancéation could self-destruct and
create a black hole effect.

2.4. Network-based Localized Mobility Management

2.4.1. Overview

Although host-based mobility management (MIPv6, HWSCTP) are already
matured, practically there are zero deploymenthede protocols. It is due to the fact
that a host-based mobility management solutioniregjihost stack changes, thus the
associated software and resource requirements erhdst has become a primary
obstacle for universal adoption and deployment.

Recognizing the success in the WLAN infrastructonarket of WLAN switches,
which perform localized management without any tstatk involvement, a similar
paradigm is suggested to reduce host stack softvaamplexity, and can accommodate
diverse GMM protocols. From the deployment pointviadw, this means that the
mobility service can be provided to a wider ranfienobile nodes. In network-based
mobility management, the network, on detecting thatMN has changed its point of
attachment, provides the MN with the same IP addfiest it had at its previous point
of attachment. The network entity providing thedé&dress to the MN also handles
updating the mobility anchor in the network so tet packets arrive at the new point
of attachment of the MN. The MN is not aware of thebility management signaling
within the network.

PMIPv6, standardized within the Network-based Lizeal Mobility Management
(NetLMM) IETF working group [39][40][41], enables etwork-based mobility
management since it is possible to support mobibtyMNs having standard IPv6
stack without MN involvement by extending MIPv6 rsiding messages and reusing
the home agent. PMIPv6 aims at solving the 3 falhgwproblems: Update latency,
Signaling overhead and Location privacy.

2.4.2. Architecture

The NetLMM architecture consists of Mobile Accesat&@vays (MAGs) and the
Local Mobility Anchor (LMA). The main role of the MG is to detect the MN'’s
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movements and initiate mobility-related signalinghwthe MN’s LMA on behalf of
the MN. In addition, the MAG establishes a tunniéhwhe LMA for enabling the MN
to use an address from its home network prefixemdlates the MN’s home network
on the access network for each MN. On the othed héwe LMA is similar to the HA
in MIPv6. It is responsible for maintaining the MiNreachability state and is the
topological anchor point for the MN’s home netwerlefix. However, it has additional
capabilities required to support PMIPv6. The LMAludes a binding cache entry for
each currently registered MN. The binding cacheyemiintained at the LMA is more
extended than that of the HA in MIPv6 with someitddal fields such as the MN-
Identifier, the MN’s home network prefix, a flagdieating a proxy registration, and
the interface identifier of the bidirectional tuhreetween the LMA and MAG, etc.
Such information associates the MN with its servilbAG, and enables the
relationship between the MN, the MAG and the LMAbtmaintained.

NetLMM defines two interfaces. The first one definthe interaction between
MNs and MAGs while the second one defines the aatéwn between MAGs and the
LMA (see Figure 14). The interface between the Mid she MAG can be realized
with Detecting Network Attachment (DNA) [42], Neigbr Discovery Protocol (NDP)
[43] and Secure Neighbor Discovery (SEND) [44] ferateless address auto-
configuration or with the help of DHCP for statefatldress configuration. The
interface between the MAG and the LMA is realizathvProxy Mobile IPv6.

MAG-LMA
Interface
PMIPv6 <« » PMIPv6
) (il }
A A
—_— MN-MAG PR Al
DNA ‘ Interface ‘ DNA
SEND < F‘ SEND
. NDP | . NDP
A A
| IPv6 | | 1Pve |
IPv6 ‘: >‘ IPv6 ‘: >‘ IPv6
MN MAG LMA

Figure 14. Protocol stack for NetLMM solution

The NetLMM addressing mechanism is Cryptographjc&lenerated Address
(CGA) [45] which provides a mean to secure the titgbiWithin the Internet
addressing model, the terms link and subnet hatightirelationship; their generally
admitted definitions are:

» Link is a topological area of an IP network delimitoy routers
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= Subnetis a topological area of an IP network tisas the same unsubdivided

address prefix.

The consensus in the IETF has been, and remaiisth relationship between
link and subnet is one-to-many. It means that & tian be assigned with multiple
subnets but one subnet can spans only one link.t®tlds constraint, the addressing
model within NetLMM has been decided to be per-Mibreet model, in which a
unique prefix must be assigned by the NetLMM falboieach MN in the domain. The
data plane is supposed to use a tunneling mechdstunneling, GRE, MPLS).

2.4.3. MN-MAG Interface

The MN-MAG interface [46] is used between a MN natled an MAG of a
NetLMM domain. In the absence of link-layer spexifiechanism, it has to rely only
on standards track IPv6 protocols such as ND, SEid,DNA and allows the MAG
to detect the network attachment of a MN by ingpgctnternet Control Message
Protocol (ICMP) messages. It then provides movendetéction triggers to update
routing at the MAG and LMA so that the MN staysaleable when it roams across the
NetLMM domain.

The interface has two functions which are invokeldew a MN attaches and
detaches from a MAG. The attachment function Ibts MAG authenticate the MN
identifier, does address and default router comdijon for the MN. Upon any
attachment of an MN, the MAG starts the LocatiomiRation procedure. The MAG
informs the LMA about the new MN by sending a Pr@&igding Update to the LMA
and wait for a Proxy Binding Acknowledgement to add new MN identifier in its
cache.

The detachment function lets the MAG detect thatNtN has left so that it starts
the Location Deregistration procedure to deregiiier MN at the LMA. Upon any
detachment, the MAG sends a Proxy Binding Updatssamge with lifetime of zero to
update information at the LMA and release occupésturce at the MAG.

It is recommended that the proposed interface ronist be used in deployments
where the link between the MN and the MAG is pddipoint. The interface must not
be used in deployments where the link between tNeakid the MAG is shared and/or
multi-access. Besides, it is the MN which hasetedt the link change. It also has to
verify if the MAG has changed by sending a Routdic8ation (RS) and determine if
the MAG has changed based on the Router Advertise(R\). As a consequence, it
requires certain modifications at the layer-2 devddver.

2.4.4. MAG-LMA Interface (PMIPv6)

Figure 15 shows a typical PMIPv6 handover procéssdPv6 MN. Once a MN
enters the PMIPv6 domain and attaches to a MAGMA& must identify the MN
and acquire the Mobile Node Identifier (MNID). He& MAG determines that the MN
is authorized for the network-based mobility mamaget service, it must start the
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Location Registration procedure on behalf of the kNmaintain the reachability of
the MN. The MAG sends Proxy Binding Update (PBUssage to the LMA and waits
for the Proxy Binding Acknowledgement (PBA) messfgen the LMA. At the end of
this Location Registration procedure, the MAG amel EMA establish a bidirectional
tunnel and update the routing entry to forwardNti¢ traffic through the bidirectional
tunnel. The soft state of a MN at the LMA ad MAGsmaintained in a Binding Cache
entry which can be accessed using the Mobile Nddatifier (MNID) as search key.
Such information associates a MN with its serving@®) and allows the relationship
between the MAG and the LMA to be maintained.

At any point, the MAG detects that the MN has moweay from its access link,
or if it decides to terminate the mobility sessidh,should start the Location
Deregistration procedure by sending a Proxy Bindilmdate message to the LMA
with the lifetime value set to zero.

Old MAG LMA New MAG

Attached

LoooocoooooadEtaStoooos

(Layer-2 signaling)
Acquire MNID & Profile!
PBU (MNID, Prefix)

|
Location PBA (MNID, Prefix, Status)

Registration

Detached

Setup tunnel & routin%>p
(Layer-2 signaling) |

< Bi-directional tunnel

Dereg PBU (MNID, Prefix)

i MinDelayBeforeBCEDelete Locati
| «— Timer oearon

! Deregistration
|

|

PBA (MNID, Prefix, Status)

e s

Figure 15. Proxy Mobile IPv6 Sequence Diagram

2.4.5. Shortcomings

Scalability is one of the main weaknesses of thee ldMIPv6. The centralized
LMA is a single point of failure, especially wheaking into account large scale access
networks. If the LMA crashes for some reason, thability service in the whole
access network is disrupted.

Besides, the base PMIP6 is mainly targeted to stinatural network; the
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addressing model within NetLMM has been decidedet@er-MN subnet model. For a
heterogeneous environment converging both infrestral and ad-hoc networks,
researchers need to consider PMIPv6 with the shaedik addressing model as well.

Routing performance presents its own problem to RMI The base PMIPv6
protocol doesn’t consider the Route OptimizatioO{Rsupport for communication
between MNs in the same PMIPv6 domain. WhetherGNeis outside the PMIPv6
domain or is managed by PMIPv6 within the domdie, ttaffic is always routed in the
same manner through the LMA regardless the posibibthe CN. Thus causes a
suboptimal route.

3. Conclusions

Future mobile Internet typically consist of multthed mobile terminals and
wireless overlay networks in heterogeneous aceesmologies and aim at the Always
Best Connected provision. In such environments, tidti-homing feature and
mobility feature are inseparable. Both multi-homaagd mobility have to cope with
the same problem of multiple IP addresses. Howthesformer works simultaneously
on multiple simultaneous IP addresses while ther labrks alternatively on multiple
dynamic IP addresses.

This chapter provided an up-to-date picture of entrrmobility management and
the trends, including many works in progress of REWwhich support mobility
management with consideration of multi-homing feasu(MIPv6, HIP, mSCTP). As
the goal of each IETF protocol are different, mdpimanagement and multi-homing
are considered in different ways. However, theycalexist to construct the future
Mobile Internet for Next Generation Networks.

Nevertheless, pervasive mobility service on therimtt anytime anywhere is still
not a reality. There are many reasons, among wiieployment complexity is a big
obstacle. In fact, these mobility management patoare host-based and require host
stack changes, not only from the side of mobileicks/themselves but also from the
side of their correspondent nodes. This requirerhastbecome a primary hurdle for
the protocol adoptian

As the PMIPv6 is based on Network-based Mobilityrisigement paradigm, it
minimizes host stack software complexity, facibtatthe protocol deployment and
improves the handover performance. It will be tleg krotocol for achieving inter-
working between various access technologies irfutire mobile Internet. In the rest
of this thesis, we will investigate different topiaround PMIPv6, including scalability,
RO, and multi-homing in PMIP6.
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CHAPTER 3 - SCALABLE PROXY
MOBILE IPV6

This chapter firstly explores the hierarchical nibbimanagement architecture
which can provide scalability for mobility managema infrastructural networks, and
then proposes a concept of cluster-based archigeathich decomposes the network
into clusters and allows scaling up the PMIPv6 dioniia spontaneous wireless mesh
networks where the topology can be dynamically tegtand changed in an ad-hoc
manner. We propose an extension of PMIPv6 for suipygp scalability, denoted
Scalable Proxy Mobile IPv6 (SPMIPv6). The SPMIPweasion provides the inter-
LMAs interaction which allows increasing the siddle PMIPv6 domain horizontally
by adding new clusters gradually. Furthermorelsio supports the share prefix model
and provides a mechanism to locate serving entifiesregistered MN which will be
beneficial for supporting Route Optimization and Qm later research. We then
analyze the scalability of the extension througmaerical analysis. The experimental
evaluation for the SPMIPV6 is provided lateidhapter 5

1. Problem Overview

PMIPv6 basically requires changes only to edgeersuytthe serving network is
regarded as amdge domainwithin which the MN acquires and keeps the same IP
address while moving. As PMIPv6 requires no modtfim to the IPv6 stack of the
MN, it is very promising to support mobility sereicto a wide range of users.
However, as all the intelligence is delegated ®® tietwork, the scalability becomes
guestionable. Scalability can be defined as thditaldf a network to adjust or
maintain its performance as the size of the netvilmckeases and the demands made
upon it become greater and greater.

The network size in terms of the radio coverage the covered geographical area,
is an important metric to reflect the wireless ratwcapacity. For a given access
technology, the radio coverage is limited and nexguia solution for extending the
coverage of the access networks to allow mobilesusebe always connected. This
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technique, called communications coverage extengiaa been deeply deployed in
military communications, in public safety as wedl lay network operators. Providing
an efficient solution to this problem is not trilvé all.

As regards the demand, it is proportional withrilnienber of mobile users with the
assumption that all mobile users are active. Fgivan MN density, the number of
mobile users proportionally increases with the cedegeographical area, and thus, a
larger geographical area means that the LMA hagitee more users. Similarly, given
a geographical area, a higher MN density meansghehinumber of mobile users
which the LMA has to serve. If the LMA becomes doaded, the performance
decreases dramatically. Moreover, a centralized LiMA single point of failure in the
access network; if the LMA crashes for some reasmnmobility service in the whole
network is disrupted.

In the literature, the scalability is usually clifisgl into two classes: horizontal
scalability and vertical scalability. Horizontaladability refers to the network’s ability
to grow efficiently and cost-effectively in termd geographical coverage, while
vertical scalability stands for the ability to effntly support an increasing number of
users by replacing the old system with a more phwaystem. Scalability is a key
success factor for business applications in a di;manmvironmentln the real world,
savvy corporations combine vertical scalability &odizontal scalability. They
can start with a large vertical architecture, addmesources as-needed. If
continuous availability is still required, and thiagle LMA is approaching its
capacity, they can scale up the network with thzbatal scalability.

2. Hierarchical Mobility Management
Architecture

Hierarchy is always a proper solution to archive $icalability for networking. A
hierarchical architecture in mobility managemenrows differentiate the scopes of
mobility in order to enhance the performance of ilitgbmanagement. It significantly
reduces the amount of signaling load on the Interaed the handover latency,
therefore minimizes the loss of packets that mayuoduring transition. Furthermore,
it provides location privacy to MN by allowing mddinodes to hide their location
from correspondent nodes and higher-scope entities.

The mobility management architecture for future il@oternet is a hierarchical
two-tier architecture, in which the mobility managent is divided into Global
Mobility Management (GMM) and Localized Mobility Magement (LMM). While
moving, GMM and LMM assure the session continuigtween the Correspondent
Node (CN) and the Mobile Node (MN). LMM is used ftre mobility inside a
Localized Mobility Domain (LMD); while GMM is usedor the global mobility
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between LMDs. The GMM protocol can be MOBIKE, Hi#, Mobile IP. The LMM
protocol can be HMIPv6 or PMIPv6. Even though HMBPsan be deployed with
multiple levels of hierarchy, in practice it is neell accepted due to the use of nested
tunnel. With nested tunnel, a payload will be escdgted within multiple nested IP
headers: the encapsulating IP packet of the loaszl Iwill become the payload of
another encapsulating IP packet of the higher lewed cause important header
overhead over the wireless link.

4 B )
Global Mobility Anchor

(&)

N,

Point

oNi Q@ \
HA
Tunnel

&) T T Comymewie T T 4
/ N

Mobility Header —~—

Messages

Data plane using tunneling:
IP in IP, GRE, MPLS,...

Proxy Mobile
TPv6 (PMIPV6)

<&
<

MN-MAG Interface or
Link specific mechanism

.

Figure 16. Hierarchical Mobility Management with GMand LMM

Figure 16 shows an illustration of hierarchical iitipbmanagement architecture
using MIPv6 as the GMM protocol and PMIPv6 as tHdM protocol. In this
architecture, the LMM becomes transparent to theMsaihd therefore facilitates the
deployment of mobility management on the Interndbwever communications
between nodes must always pass through the GMMoarpgint, which is the Home
Agent in this case. This fact causes routing iogffit in certain network topologies,
e.g. spontaneous Wireless Mesh Networks [47], oerwthe HA is positioned far
away, especially when the path to the HA reliesaarostly link, such as the satellite
link.

In the next section, we provide a cluster-baseti@ciure of deploying PMIPv6
for scalability. The architecture supports hier&ahrouting in ad-hoc network, and
allows interaction between LMAs in a peer-to-peaannmer to extend the PMIPv6
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domains horizontally by adding new clusters withwneEMAs. MNs within the
extended PMIPv6 domain can communicate efficiemtiyrout passing the HA. Our
architecture doesn't exclude the hierarchical niigbinanagement architecture. It
provides a supplement mechanism to extend the hiliglaof LMD locally
independently on the GMM protocol.

3. Cluster-based Mobility Management
Architecture

Cluster Head \ / Cluster Head
(LMA) ‘ (LMA)
% % ‘\ % \
Relay:
Router\
Access Router  Access Router Access Roufé? 7 Access Router
! (MAG) (MAG) (MAG) (MAG)
& .
g ) |
3
Mobile Node Mobile Node Mobile Node

Figure 17. Scalability with Cluster-based Architeet

Figure 17 illustrate the cluster-based architectmrevhich the network is divided
into clusters. Each cluster contains a Cluster HEaHl) which has complete
knowledge about group membership and link staterindtion in the cluster. The CH
is often elected in the cluster formation procédse other nodes within a cluster,
called Access Routers (ARs), control heterogengad#® access technologies and
provide access to MNs. The backhaul between the &d the ARs in the
infrastructure can be wireline or wireless. All des in the backhaul are
interconnected. Clusters are interconnected batssamption is made for the topology
and routing protocol. We consider an arbitrary togp between CHs: CHs can be
interconnected by Internet infrastructure or byhad-routing protocols. The MN can
communicate with CNs on the Internet, as well &&womobile CNs through CHs and
ARs. When the node density is high, this architectiends to achieve much better
performance because of less overhead, shortergevesating path, and quicker set-up
procedure of routing path.
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This type of architecture is also applied for Waisd Mesh Networks (WMN). It is
considered as a special architecture for hieraatmauting in WMN. The nodes in a
WMN automatically detect neighbor nodes and esthbknd maintain network
connectivity in an ad hoc fashion. The self-configg nature of WMNSs allows easy
and rapid network deployment. WMNs also have thiéitalbo dynamically adapt to
changing environments and to essentially self-heakhse of node or link failures. If
one mesh link becomes unavailable, traffic is aatfibrally redirected via an
alternative path. Unlike existing point-to-pointdi@ systems, mesh networks are
inherently redundant with no single point of fagduMoreover, WMNs are able to
operate in a heterogeneous environment with atyaoetechnologies. The result is
that WMNs have a high level of robustness and faolérance. These features,
together with the high reliability and the quickptleyment, make WMNSs a promising
solution for ubiquitous Internet access and a wéagye of applications [48].

A WMN generally consists of a set of mesh nodes thi@rconnect with each
other via wireless medium to form a wireless bacid@ome or all of the mesh nodes
also serve as access points for mobile users uhdi&rcoverage. One or more mesh
nodes can have wired/wireless connections to ttexrat and function as gateways.
Compared to traditional wireless LANs, the maintdiea of WMNSs is their multi-hop
wireless backbone.

With wireless backhaul, we have a cluster based WivHith can minimize the
updating overhead during topology change due toilityobf mesh nodes. If Route
Optimization is considered, the traffic from oneisi® MN to another destination MN
should be able to pass through the relay routettsowi passing through CHs. Details
on Route Optimization will be presentedGhapter 4

The base Proxy Mobile IPv6 does not cover the autémn between multiple
LMAs in the PMIPv6 domain. We propose an extensiatied Scalable Proxy Mobile
IPv6 (SPMIPv6), for the interaction between LMAsdwale up the PMIPv6 domain
horizontally with the cluster-based architectureaapts. As illustrated in Figure 18,
from hierarchy point of view, scaling PMIPv6 withi¢ architecture is equivalent to
applying SPMIPv6 to both levels of a two-tier hietay: between AR and CH, and
inter CHs. Furthermore, as CHs can interact withesthers, they form a peer-to-peer
overlay network in which all CHs provide the SPM@service to other CHs.

Because the MAG typically runs on the AR and theA_Mins on the CHAR and
CH can be interpreted as MAG and LMA and vice velspending on the context.
When insisting on the topology, we call them AR a@#f; when insisting on
functionalities, we call them MAG and LMA.
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Figure 18. SPMIPV6 seen in a peer-to-peer overketyvork

4. Scalable Proxy Mobile IPv6 Extension

In this section, we describe in detail the propoSB#MIPV6 protocol in both cases:
per-MN prefix and shared prefix. Even though theebBMIPV6 restrict only to per-
MN prefix due to multi-link subnet issues [49] inet Internet infrastructure, we find
it's also interesting and beneficial to considearsid prefix, especially when deploying
SPMIPv6 in ad-hoc networks, or WMNs. Thus, we takis point in the design
guideline of SPMIPV6.

4.1. General

The base Proxy Mobile IPv6 provides a natural smutfor communication
between an MN and a CN located outside the PMIRu@ain. It is also naturally
efficient for intra-cluster communication and intfaster mobility.

Per-MN prefix scheme. When considering Per-MN prefix scheme, in ordesupport
inter-cluster communication or inter-cluster mdkikcenarios, we can apply the base
PMIPv6 straightforward to the CH-CH interactionn@intain routing information. In
this case, the only critical issue is assigningappropriate home network prefix to
each MN.

Formally, it is said that there exists a functionmhiap a Mobile Node Identifier
(MNID) with its home network prefix P. This mappicgn be done thanks to a hash
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function or a centralized policy store. L@t be the range of prefixes managed by the
CH;, assigning to a MN a prefix P belonging to thegef; means that CHs the
mobility anchor point of the MN and all traffic mugass through the GHs long as
the MN is moving within the PMIPv6 domain. The Cid called the home LMA
(hLMA) of the MN and other {CF}, i#, become visitor LMA (VLMA) of the MN.
The MAG and the LMA, to which the MN directly attaes, are respectively called
serving MAG and serving LMA. In the SPMIPv6 domagngery CH plays double roles
of LMA and MAG simultaneously.

Location
Registration

Acquire MNID & Profile

1
PBU (MNID, Prefix) i pp(; (MNID, Prefix)

Location
Registration

»
y

i
i PBA (MNID, Prefix, Status)
‘PBA (MNID, Prefix, Status L

1

Setup tunnel & routing

.y 1
|
|
|

Setup tunnel & routing

|

|

|

i i

| |

P < Inter-LMA tunnel >
< Bi-directional tunnel > i i
| | |
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| | |
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| | |
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Figure 19. Attachment process in SPMIPv6 with péi-pefix

Figure 19 shows the signaling flow when a mobiléenattaches to a SPMIPv6
domain. As in the normal Proxy Mobile IP case, tachment of the MN, the MAG
sends its Proxy Binding Update (PBU) to the vLMAyigh in turn, sends a PBU to the
hLMA of the MN to register itself as the serving Mof the MN. The hLMA
processes the PBU and answers the vLMA with a PRirging Acknowledgement
(PBA) to establish an inter-LMA tunnel. On recetiyithe PBA, the vLMA answers the
serving MAG with a PBA so that the vLMA and serviMAG can establish a bi-
directional tunnel between them. The traffic is nthdelivered through the two
bidirectional hLMA-vLMA and vVLMA-MAG.

Shared prefix scheme. As for the shared prefix scheme, it becomes moneptioated
to support the scalability with inter-cluster commiuation and inter-cluster mobility
scenarios. We need to extend the protocol to ghledollowing fundamental issues:
(i) detecting the communication establishment,|¢idating serving entities of the CN,
and (iii) maintaining up-to-date routing informatio
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4.2. Detecting Communication Establishment

We define the communication in this work as thehexge of traffic between two
nodes. By inspecting ICMPv6 messages or data draffis process determines the
scope of communications, i.e. intra-cluster comrmatidn or inter-cluster
communication, and provides triggers for route gétucase of inter-communication
or Route Optimization.

When the shared prefix approach is used, both naskeshe same network prefix.
MNs in the domain consider each other as on-liné Hrerefore trigger Neighbor
Unreachability Detection (NUD) [43] during their mounication establishment. The
MN sends a Neighbor Solicitation (NS) message solve the IP address of the CN to
the MAC address of the CN. All NS messages for AddResolution are inspected by
the edge entities - the MAG or the LMA. As the Ctildeess is stored in the target
field, the serving entities can look for the targetheir binding cache to check if they
are also the serving entities for the CN.

Monitoring the traffic could be a complement medbkan In such deployment, a
connection trackingmodule must be installed on MAGHletfilter subsystem can
provide this feature with thip_conntrackmodule.

4.3. Locating the Serving Entities

Let MAGyny and LMAy respectively denote the serving MAG and the servin
LMA of the MN. Also let MAGy and LMAcy denote the serving MAG and the
serving LMA of the CN respectively.

For an arbitrary ad-hoc topology, when establisthmg communication between
an MN and a CN belonging to different clusters, Lifeeds to know LMA, and
eventually MAG. This location issue is expressed as the problemapping a CN
address into its serving LMA address or its serd§G address. Later, we will
discover in Chapter 4 the same problem which arises when establishirg th
communication with route optimization between an M a CN whereas MA¢a
needs to know MAG..

To resolve this mapping problem in a distributediemment, we propose a new
couple of messages: Proxy Binding Request (PBRed)Rroxy Binding Response
(PBRes). Five new options are also defined: fouroop named generally Serving
Entity Address options, and Source MN Address optio

4.4. Maintaining Routing Information

When the MN moves from one cluster to a new cluster old LMA may not be
aware about the changes, the new LMA can adveatiBBRes message to All-LMA
multicast address. This message helps the old LMAattivate the Location
Deregistration procedure if necessary, and helpsrdtMAs to maintain up-to-date
routing information to keep on-going session.
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4.5. Message Structure

Payload Proto Header Len MH Type =8 Reserved
Checksum Sequence #
L Reserved Lifetime

Mobility options

Figure 20. Proxy Binding Request (PBReq) Message

Payload Proto Header Len MH Type =9 Reserved
Checksum Status Lj I ‘ Reserved
Sequence # Lifetime

Mobility options

Figure 21. Proxy Binding Response (PBRes) Message

Type Option Len =16

Serving Entity Address / Source MN Address

Figure 22. Serving Entity or Source MN Address Qi

Figure 20 shows the PBReq message structure withil#éleader (MH) Type
taking the value 8. The official value should beistered at the Internet Assigned
Numbers Authority(IANA) [50]. The PBReq with the Location (L) bit isent by
MAGun to LMAyy to find which MAG is serving the CN in the caseimtfa-cluster
communication. The Link-layer Identifier option atite Home Network Prefix Option
are mandatory and used to carry the CN addressPBReq is also sent by the LMA
to All-LMA multicast group in case of inter-clusteommunication to find which
MAG and which LMA are serving the CN.

Figure 21 shows the PBRes message with the MH Takiag the value 9. It is the
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reply to a PBReq and can eventually contain opticaisying the MAGy address
and/or the LMAs address. The Location bit (L) signifies the messagn answer to a
PBReq locating a CN. The Inter-cluster Mobility ication bit (I) indicate that the
PBRes message is a hint for movement detectidmeiimter-cluster mobility scenario.

As regards the Serving Entity Address options &edSource MN Address option
(see Figure 22), we use five different values ofi@pType to classify: Source MN
address (0x0B), MAgn address (0x0C), LMAy address (0xOD), MAgy address
(OXOE) or LMAcy address (0xOF). More information about messagetsire can be
found in the Appendix A.

4.6. Intra-cluster Communication Scenario

An MN can communicate with a Correspondent Node)(idithe same cluster, i.e.
intra-cluster communication. Both Nodes use theesaetwork prefix.

The signaling flow for intra-cluster communicati®senario is proposed as in
Figure 23. The MN sends an NS (Neighbor Solicittimessage to get the IP address
of the CN. The MN’s associated Access Router che@ksts CH to find the AR of
attachment of the CNProxy Binding Requestnd Proxy Binding Responsmessage
exchange. As both MN and CN are registered undersétime LMA, the LMA can
reply the MAGu with a PBRes. Once received the answer or on tineb the
PBRes, the MAGy do the Proxy ARP for the CN. The MAfs acts then as a proxy
for the IP packets transmission as in the base P8/fPotocol. The reverse traffic is
delivered in a similar way. Through the same birtiomal tunnel

(o) () (o )

NS (ARP to find CN)

| } |

| | | |

AR > i o
i i [cache missed] PBReq J i i
| | Ll | |
| | | | |
| P PBRes | | |
| - | | |
e Sy et ﬁ : : :
} NA (Proxy ARP) } } } }
| | yg‘\y‘_‘/ /_.H\ |
3 } HT H}:%
! ' Bidirectional tunnel I Bidirectional tunnel [

Figure 23. Intra-cluster Communication Establishinen
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4.7. Intra-cluster Mobility Scenario
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As for intra-cluster mobility scenario, Figure 2Bowis signaling flow between
PMIP6 entities to maintain up-to-date routing imfation. At any point, the old
MAGy detects that the MN has moved away from its acliessor if it decides to
terminate the MN's mobility session, it starts lthoeation Deregistration procedure by
sending aProxy Binding Updatenessage to the LMA with the lifetime value set to
zero. After detecting a new MN on its access lihie new MAGy must identify the
MN and acquire the MN Identifier. If it determindsat the network-based mobility
management service needs to be offered to the Miust send d@roxy Binding
Updatemessage to the LMA to start the Location Registngprocedure.

Upon accepting thigroxy Binding Updatemessage, the LMA sends Rroxy
Binding Acknowledgememessage including the MN's home network prefixaldo
creates the Binding Cache entry and sets up itgaémdof the bi-directional tunnel to
the new MAG. The new MAG, on receiving thé&roxy Binding Acknowledgement
message, sets up its endpoint of the bi-directituraiel to the LMA and also sets up
the data path for the MN's traffic. At this poitite new MAG will have all the
required information for emulating the MN's homekli It senddfkouter Advertisement
messages to the MN on the access link advertisiagviN's home network prefix as
the hosted on-link-prefix.
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4.8. Inter-cluster Communication Scenario

The inter-clusters communication establishmentlistrated in Figure 25. Once
the MN triggers an NS to find the CN, MAfe uses the target field for lookup in its
binding cache. If no information is found for thatget belonging to the same PMIPv6
domain, i.e. cache missed, the M@Gassumes that the CN is away from its link and
sends a PBReq message to the LIMATf the LMAyy does not have any information
about the target, it must send a PBReq to All-LMAlticast address. The LMA,
which is serving the CN, will reply with a PBResnging at least the LMAy address.
Using information provided in the PBRes, the LiMAcan setup a routing entry
pointing for a bidirectional tunnel with the LMA. As a result, a default path
traversing LMAs is set up for the communicationviedtn MN and CN. The LM#y
then will reply with a PBRes to the MAfg. The MAGyy will perform Proxy ARP for
the CN to update the neighbor cache of the MN. Tten MN can start sending
packets to the CN through a chain of three bidiveal tunnels.

() (wai) (i) (i) ()

[cache missed]

PBReq [cache missed]

PBReq to All-LMA

PBRes Setup

|
|
. I routin
Setup routing entry ! g
|
|
|

% entry
|
Inter-LMA tunnel >
PBRes w |
|
|
|
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D S —

Bidirectional tunnel Inter-LMA tunnel Bidirectional tunnel

Figure 25. Inter-clusters communication establishtne

4.9. Inter-cluster Mobility Scenario

When the MN moves between two MAGs belonging to tifterent clusters, the
inter-cluster mobility happens. As the old LMA magt be aware about the changes,
the new LMA can send a PBRes message with thelio (All-LMA multicast
address. This message helps the old LMA to actitlate Location Deregistration
procedure if necessary, and helps other LMAs tontaai up-to-date routing
information.
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5. Numerical Analysis of SPMIPv6 in WMN

In this section, we investigate the scalabilitys¢fMIPv6 in WMNs which are able
to dynamically self-organize and self-configure. W& mathematical model inspired
from [51][52][53], to investigate the scalabilitf BMIPv6 and SPMIPv6 in a WMN
with consideration of the WMN size, MN density, aaerage mobile speed. We wish
to state that the analysis is approximate and amn&mplifying assumptions made for
the sake of analytical tractability. However it garovide a macroscopic view of the
scalability.

5.1. Assumptions

We consider the WMN with hexagonal cell structuassuming that each cell is
served by an AR. The coverage area of a clustasishexagon shaped. For PMIPv6,
one LMA can serve the whole WMN, but once SPMIPs6@ntroduced, each LMA
resides at one CH and serves only its cluster. E&bA has a limited capacity beyond
which the system performance degrades exponentidlherefore to avoid the
overloaded situation, LMAs use access control got@ reject handover attempts
causing overload.

Figure 26. Structure of a cluster

The structure of such a cluster is shown in Fid@d6eThe size of a cluster can be
defined as the number of ARs along the side ofcthster hexagon. Let denote the
size of a cluster, so the number of ARs in a cluste

Ny =3K(K-1)+ 1
The perimeter of an AR cell is so the area of a cell, denoteddass

3
a=Bp
24
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And the perimeter of a cluster, denoted.asis

Ly = 2K — 1)1
The fluid flow mobility model is widely used to dgae subnets boundary crossing
problems, such as handover. Thus, we use this ntodelrestigate the scalability of
the WMN while taking into account the mobility of N&. In fluid flow mobility
model, MNs are moving at an average velocityE] in uniformly distributed
directions over [0, & and also uniformly populated with a dengity

5.2. Cell dwell time

The random variablg;,,.;;, the dwell time of mobile users in a cell, has
exponential distribution with medRy,,.;; = 1/Uawer; 1S assumed as in [51][52]. The
model assumes a uniform density of users througtiheuarea and also assumes that a
user is equally likely to move in any direction lwvitespect to the cell boundary. For
two-dimensional models, we know that the averaggaing rate of mobile users is
given by

5.3. Per-cell Handover Rate

We assume that active users are always in connetatsl We know that the rate
of per-cell handover;, is given by

pE[v]l
/s

Ty =

5.4. Handover failure probability

Let S = S, be the capacity of one LMA. This means that oneAL&&n serve, in
maximum, S, mobile users. Beyond this capacity, the systenfopeance degrades
exponentially. Givers,, we can always configure a right value of clustee& such
that an LMA is never overloaded.

To scale the WMN in a horizontal manner, we incegh®e value ofN, parameter.
As regards vertical scalability, we can replace ltiA by a more powerful LMA
which has the capacity= kS, (k > 1).

Let Py to be fraction of handover attempts fails duedoeas control policy. We
define the staté; of the LMA such that a total of j users are sersedcessfully. Lep,
represent the steady-state probability that the LislAn theE; state, the probability
can be determined in the usual way for birth-dgatitesses [53]. On a geographic
area equivalent to that &f. cluster, LetNyag represent the number of MAGs that one
LMA covers. With PMIPv6, a single LMA is used tortmol the whole WMN, then
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Npyac = NcNg
Otherwise with SPMIPv6, we use multiple LMAs to tmhthe WMN; each LMA
resides at the CH and controls only one clusten th

Npac = Ng

The intensitye and the blocking probabilit§y are:

NyacTh
a =

Hawell = NuacPA
aS
Py = P = S i
SLoTr

5.5. Numerical Results

Numerical results are obtained using MATLAB® R2006le realized 500
simulations. For each simulation, we model thedase of the WMN’s geographic
area by increasing th&/. parameter. We model the upgrade of an LMA by iasirgg
k parameter in a limited range from 1 to 5 becabsectpacity might be unlimited in
theory but is limited in practice. Other systemguaeters for numerical analysis are
taken randomly in the range shown in Table 1.

Table 1. System parameter for numerical analysis

Paramete Values Unit
So 25C nodes
N {1..20} clusters
K {2..3}
l {2007 .. 4001} m
E[v] {1..5} m/s
p {0.0001 .. 0.0002 nodes/m?
k {1..5}

In this part, we analyze the scalability feature SPMIPv6 with respect to
successful per-cell handover probability and swsfoéper-cell handover rate. Figure
27 shows the probability of successful per-celldwaer in SPMIPv6 and different
cases of PMIPv6. LeP,. denote the probability that a per-cell handovengietes
successfully. We observe that, when the networkextended horizontally (by
increasingN, parameter)P,. with only one LMA decreases dramatically; whilg.
with multiple LMAs keeps almost stable. The figwtgows five different values &f
corresponding to five different capacities of tlmtralized LMA. This means that we
can vertically scale the WMN using a new LMA witirder capacity (by increasirg
parameter). Howevek is bounded by a limited value because the capadigyt be
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unlimited in theory but is limited in the practiddere, we assume that< 5. Also
note that it is always costly to replace a cergealiLMA by a new one with larger
capacity.
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Figure 28. Successful per-cell handover rate
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With the fluid flow mobility model, the rate at wdfi per-cell handovers complete

The = Th(1 = Pg) = 1Py
Figure 28 shows the successful per-cell handovier wdnen the network scale
varies. Note that this rate depends on the scatleeofietwork and also on the average
velocity of MNs. When the network scale increaseslgally, SPMIPv6 out performs
PMIPv6 as no handover is rejected.

6. Conclusion

We have extended PMIPv6 to provide scalability fatwork-based mobility
management in large wireless networks which areardrgd as a cluster-based
architecture. We specially address the spontansoakess mesh network of which the
topology is arbitrary and can be dynamically crdad@d changed. Our framework,
called Scalable Proxy Mobile IPv6 (SPMIPv6), capmmart mobility in large scale
networks to MNs having standard IPv6 stack witheout support from MNs. Applying
SPMIPvV6 to spontaneous wireless mesh networks ede tfhem a promising solution
for ubiquitous Internet access and a wide rangapplications, as Public Safety and
emergency communications.

The proposed SPMIPv6 extension provides the inkd&A& interaction which
allows increasing the size of the PMIPv6 domainumtally by adding new clusters
gradually. Furthermore, it also supports the shamefix model and provides a
mechanism to locate serving entities of a regidtéi which will be beneficial for
supporting Route Optimization and QoS in later aese Different for intra-cluster
and inter-cluster scenarios have been identified @escribed to explain the detail
behavior of the proposed SPMIPV6.

We have evaluated the scalability our SPMIPv6 inW&N context. A
mathematical model has been used to investigatectilability of the framework with
consideration of the WMN size, MN density, and ager mobile speed. The metrics,
used to reflect the scalability, are the probabitif successful per-cell handover and
the successful per-cell handover rate. These msetnave been calculated and
compared between PMIPv6 and SPMIPv6. Numericalltesihow that SPMIPv6
provides a mechanism for inter LMAs interactionsickhcan horizontally and
gradually scale the WMN. This approach is less egpe than replacing the
centralized LMA and avoids the single point ofdad problem in PMIPv6. I€hapter
5, we will implement and experiment the SPMIPv6 feavork in a virtual IPvé WMN
testbed and provide qualitative and quantitatiweilte to prove the correctness and the
advantages of our framework.
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CHAPTER 4-ONTHE ROUTE
OPTIMIZATION & MOVEMENT
DETECTION IN SPMIPV6

In this chapter, we discuss on challenges and IpibBes of Route Optimization
(RO) for PMIPv6. We propose an extension for ROpsupin SPMIPv6 and then
describe in detail the proposed design with respedifferent scenarios in large scale
spontaneous wireless mesh network. Our design geeyiat the same time, RO and
scalability features. The benefits of RO and itpdct on TCP traffic are separately
evaluated in th&hapter 5 Later, we investigate different possibilities mbvement
detection in PMIPv6, and then introduce an enhaniedayer network-based
movement detection mechanism to support heterogengccess technologies in both
SPMIPv6 and PMIPV6.

1. Route Optimization Extension for SPMIPv6

1.1. Problem Statement

The triangle route problem has been stated in thbilel IP protocol [22]. Packets
that are sent by a CN to an MN, which is away ftemme, are routed first to the MN’s
HA and then tunneled to the MN’s CoA. However, psksent by the MN are routed
directly to the CN, thus forming a triangle. Thendead to a suboptimal path between
the two peers. To establish a more direct commtinitgath, the MN can exchange
signaling with a MIPv6 enabled Correspondent Nd@i)( The CN learns about the
location of the MN and both nodes can exchangédrasing a direct path, bypassing
the HA. This optimized routing is potentially moefficient in terms of delay and
resource consumption than is triangle routing, bseain general, the packets will
have to traverse fewer links on their way to tlkeistination.

In PMIPv6, just like in MIPv6, the default data patetween two
communication peers may be suboptimal due to tbetlfeat the packet must traverse
through the LMA. RO Communication in PMIPv6 focus data exchange between
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two mobile nodes, MN and CN, which are each registén a PMIPv6 domain. Route
optimized traffic goes from MN to MAg, then from MAGn to MAGcy and from
MAGy to CN, and vice versa without traversing any LMA.

There are many possible scenarios due to thereliff location and capability
of correspondent node:

= Case 1. A MN is in the PMIPv6 domain and initiatesute optimization
procedures with a CN that is outside of the PMIBgfain

= Case 2: MN and CN attach to the same MAG and tkeénlg to the same LMA.
= Case 3: MN and CN attach to the same MAG but tledgriy to different LMAs.
= Case 4: MN and CN attach to different MAGs, buthave the same LMA.

= Case 5: MN and CN attach to different MAGs, ang thave different LMAS. .

In Case 1, the MAG of the MN has to negotiate lithh CN directly. This reveals
the address of the MN's MAG, which can be mappeati¢dvIN's location. Otherwise,
the MAG can use a spoofing technique by putting Mé¢'s home address as the
source of the signaling message sent to the CNtHBaitapproach also raises security
issues, especially when IPSec is used by the Gi¥otect the signaling messages. This
scenario is therefore out of scope of this work.

Cases 2 and 3 do not require any signaling betvadiPv6 agents and packets
can be locally routed. As such, these casesiai@ tind covered in the base PMIPv6.
As regards Cases 4 and Case 5, both the MN andNhare registered to the network
through the PMIPv6 protocol as shown in Figure 8% MAG of the CN is involved
with route optimization protocol. In this chaptee only focus on the establishment of
a route optimized path between two nodes, whictatiaehed to the network by means
of PMIPv6 as mentioned in Case 4 and Case 5.

[54] proposes to reuse existing RO from clienteblablIPv6, as defined in [22]
and [55], to provide RO in PMIPv6. The RO functitityais relocated from the MN to
the MAG with the help of Proxy Home Test and Pr@are-of Test procedures. When
the CN is provided mobility by means of PMIPv6, tetermination of RO possibility
is done by the MAG according to some policies. @&theless, the configuration of
such policies is not mentioned. The protocol isigled base on the fact that the
signaling exchanges are initiated by the MAG indteiithe MN; however, the source
address of these messages is MN's address. Thigoisn of spoofing and from our
point of view can raise serious security issuesbge security in the Internet is based
on an end-to-end principle. As a result RO mectmamitclient based MIPv6 becomes
costly and unsecured when applying to PMIPv6.

In [56], authors believe that the LMA is bettertedito handle the RO trigger,
because it has the knowledge of the domain ard¢biee¢and possibly other domains,
in inter-domain scenarios). It can easily find duthe two communication peers are
MNs registered in a PMIPv6 domain. One other caiirgtiis that this protocol makes
the use of context transfer compulsory to effidehtindle handover scenarios. From
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our point of view, letting the LMA make the RO d&on is a good choice but delegate
the RO trigger detection to LMA will degrade thalsdility of the PMIPv6 domain.
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Figure 29. Route Optimization Support for SPMIPv6

Both of these solutions have shortcomings. To ¢hice RO into SPMIPv6, we
design a solution with specialized signaling delibetween MAGs, or between LMAs
and MAGs to setup and maintain route optimizatitates for MN and CN. Then a
MN, attached to an AR, can communicate with a CNhm SPMIPv6 domain in an
optimal way; the traffic can be routed from the AdRthe relay router, reaching the
other AR without passing through CHs (see Figurg d%ie solid lines show the
suboptimal route in case of intra-cluster commuitca and inter-cluster
communication. The dashed lines show optimal rofaiemtra-cluster communication
and inter-cluster communication. Our approach nigilar as [56] and [57], but more
complete and scalable. We emphasize that the RQetrishould be handled by the
LMA but the RO trigger must be originated at the Gl£o0 ensure the scalability of the
SPMIPv6 domain.

1.2. Conceptual Architecture

To coordinate the set up and maintenance of the imptimized path efficiently, a
Route Optimization Controller (RO controller) fuimet is assigned to LMAs. During
the set up of the route optimized path, one LMAlyaamically selected as active RO
controller. In case the two MNs are registerechwdifferent LMAS, only one LMA,
which has the active RO controller function assibfue the associated route optimized
path, will coordinate the maintenance of the ROh@atd the establishment of the RO
states on the MAG(s) upon handover. We reuse tmastintroduced by [57] in the
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remainder of this chapter.

= RO Association - An association between MAGand MAG:y, between which
RO is set up and maintained. To set up an asgngiatignaling will be used to
create RO states at each MAG. The associatiorstatel information can include
MN profile data.

= RO Controller - The relevant RO controller functbnentity for a RO
communication is selected the first time RO isgetbetween a pair of MN and
CN. In this protocol, the relevant active RO cohfunction is assigned to either
LMA yn or LMAcy. The entity which has been selected as activecBroller
remains anchored as controlling entity for the daraof the route optimized
communication and the lifetime of associated R@esta

= RO Setup Trigger - This function is assigned toeawork entity, which first
detects that RO can be established between the MAGsmmunicating MN and
CN.

= RO Update Trigger - When RO has been set up betiid¢mnd CN and one of
them or even both initiate a handover, RO states t& be updated or established.
The relevant RO update trigger function is assigoesh entity, which detects that
RO states need to be updated.

= RO Trigger — A generic term refers to either ROugetrigger or RO Update
Trigger.

1.3. RO Trigger

When MN initiates traffic towards CN, the traffis routed via MAGy and
LMAwn. As a part of our SPMIP, the MAf is responsible for detecting the
communication and therefore plays the role of RQgder, including RO Setup
Trigger and RO Update Trigger. The M@ sends its LMA a PBReq to locate the
serving entities of the CN (which are LMf\and MAG:,), and to ask for RO decision
from the LMAyN. At the end of the Locating the Serving Entitiémgpe (described in
Chapter 3, section 4)3the LMAyn will answer the MAGy with a PBRes carrying
information of CN'’s serving entities. The RO setigm be introduced straightforward
to the SPMIPv6 at this point. If RO is possibles ttMAyy then answers the MAg
with an RO Indication flag in the PBRes message lmwbmes the RO Controller for
this particular RO association.

1.4. Intra-cluster RO Setup

As illustrated in Figure 30, both MN and CN areiségred with the same LMA,
the LMA has all information about serving entitigfsboth the MN and the CN. When
the LMA decides to start RO with IP tunneling,ritiudes the MAGy address and an
explicit RO Indication flag in the PBRes. Once ieed this RO Indication, the
MAGun must send a PBReq to the peer’'s Serving Entitii Ri© Indication flag and
wait for the PBRes. At the end of the procedure, MAGyy and the peer's serving
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entity establish a bidirectional tunnel and updatating entry to forward the traffic
through the optimized bidirectional tunnel. Thefficais then forwarded in an
optimized way directly between MAGs, e.g. MAGMAGc\. Once the path is set up,
the traffic between the MN and the CN can be dedgalirectly through the optimized
bidirectional tunnel. The RO Association soft stafethe communication is then
maintained in the RO cache of all serving MAGs aMiA during the movement of
MN and CN within the SPMIPv6 domain.
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Figure 30. Route Optimization Setup

1.5. Inter-cluster RO Setup

Figure 31 shows the complete process for IntetetuRO setup. We still assume
that MN initiates traffic with CN. As a part of o0@PMIP, the MAG, is responsible
for detecting the communication and therefore plthe role of RO Trigger. The
MAGun sends the LMy a PBReq to locate the serving entities of the Gl ta ask
for RO decision from the LM{y. At the end of the Locating the Serving Entities
phase, the LMgn and MAGyy have all necessary information to setup RO. The RO
Indication bit (R) in the PBRes indicates to MiGthat RO communication is
possible between MN and CN.
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Figure 31. Inter-cluster Route Optimization Setup

Subsequently, the MAG sends a PBReq with RO Indication to the peer’gisgr
entity, e.g. MAGy. At the end of the RO Setup procedure, the MA@nd the peer’s
serving entity establish a bidirectional tunnel apdiate routing entry to forward the
traffic through the optimized bidirectional tunn&he traffic is then forwarded in an
optimized way directly between MAGS, i.e. MAGMAGcy. The RO Association
soft state of the communication is then maintaimedll serving MAGs and LMAS’
RO cache also during MN and CN’s movements withen$PMIPv6 domain.

Note that the traffic can also be forwarded in atinized way through only one
of the LMASs, e.g. MAGn-LMA un-MAG ¢y of MAGyn-LMA cn-MAG . This case is
only near optimal, however reduces the RO maintemaomplexity.

1.6. RO Maintenance

MN’s mobility between different MAGs affects the R@sociations. In the case of
intra-cluster mobility, any Location Deregistratiesent will cause the cancellation of
the RO communication in both directions. Wheneviading cache entry of MN is
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modified at the LMAw, as the RO Controller, LM& must inform involved MAGy
about the changes by using an unsolicited PBResdicect the related traffic through
the default route in the meantime the new RO isnagstablished.

In the case of inter-cluster mobility, as the poexd LMAyN may not be aware
about the changes, the new LiMfA\can send a PBRes message to All-LMA multicast
address. This message helps the old A0 activate the Location Deregistration
procedure if necessary, and helps other LMAs tontaai up-to-date routing
information for on-going sessions.

1.7. Message Structure

Payload Proto Header Len MH Type =8 Reserved
Checksum Sequence #
L ‘ R‘ Reserved Lifetime

Mobility options

Figure 32. Proxy Binding Request Message

Payload Proto Header Len MH Type =9 Reserved
Checksum Status L‘ I ‘R‘ Reserved
Sequence # Lifetime

Mobility options

Figure 33. Proxy Binding Response Message

Figure 32 and Figure 33 show extended PBReq andeBBRessages, which are
previously presented i@hapter 3 for RO. When the RO Indication (R) bit is seg th
message is used to request the peer’s serving emsetup the optimized bidirectional
tunnel. The LMA also set this bit to indicate thé\@®l that RO is possible. To identify
and maintain the RO cache entry, the MN addreskiwithe Source MN Address
option is combined with the CN address as the bdayg.
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2. Movement Detection for Heterogeneity

2.1. Problem Statement

Another important aspect of any mobility protocslthe movement detection.
Despite of a lot of publications on Network-basedHility Management in general
and PMIPv6 in particular, the movement detectiors haually been ignored or
assumed to be the link-layer based approach. M@stperimental results are based on
wireline testbed or IEEE 802.11 testbed. This samelimits the real capacity of
PMIPv6 which is designed for vertical handover hedw heterogeneous access
technologies, especially between 3GPP and non-3@Rforks.

A movement detection mechanism in PMIPv6 must cglydifferent events as a
hint for triggering the Location Registration prdaee and the Location Deregistration
procedure. The hints for movement detection cathbelink-Layer Events, Traffic
Monitoring Events or DNAV6 [42]. Table 2 comparelvantages and the drawbacks of
different approaches:

Table 2. Comparison of M ovement Detection Approaches

Hints Advantages Drawbacks

Traffic Monitoring Independent from Processing overhead at
Events access technologies. MAGs.

Link-Layer Event Accurate and Rapid. Dependentaoess

technologies.

DNAvV6 Independent from Initialized by MN and
access technologies.  dependent on MN

= A traffic monitoring based mechanism only works g@dy when there is
uplink traffic from the MN to the network. The mestism can be independent
from the access technology but caugescessingoverhead at MAGss they
must inspect every packet sent on the link.

= A link-layer based mechanism can be accurate apil.r&dowever, in a
heterogeneous environmentdiépends on particular access technologies
requires a lot of modifications either on the netwside or on the terminal
side; therefore the deployment becomes difficult.

= DNAvV6 also provides an IP-layer movement detectindependent from
access technology. DNAV6 uses the fact that theddbldes to attach to the
new MAG and sends ICMPv6 [58] message, e.g. RaBtdicitation (RS),
when it moves to a new link. The mechanism depemishe way the MN
itself detects link changes and onlétger-2 device driver
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As mentioned inChapter 3 in our cluster-based architecture for SPMIPv6,sAR
can control heterogeneous radio access technojogiesmnwhile all described
movement detection solutions have drawbacks. Weqgse here aanhanced network-
based IP-layer movement detecti@s a short-term solution for heterogeneous
networks. The advantage of our proposal is thabésn’t require any special software
on the MN and is independent from the access tdobies. Furthermore, by
enhancedwe mean that the dependence on the device drfwbie MN is eliminated.
This will help to promote PMIPv6 in practice gratlyan short terms and later to
optimize PMIPv6 with link-layer specific movemenetdction mechanism in long
terms.

2.2. Enhanced IP-Layer Movement Detection

2.2.1. Assumptions

In the base PMIPv6, the MN maintains an IP additesssis unchanged within the
PMIPv6 domain and is used for communications. Blddress is a global routable IP
address and is referred in this thesis as PMIPdéead.

In our proposal, each MAG broadcasts Router Adsentients (RAs) containing
two prefixes: (i) a global prefix P which is asségito each MN (per-MN prefix) or is
shared by all MNs (multi-link subnet with shareéfpt) and (ii) a site-scope prefix P*.
The global PMIPv6 address is configured from trabgl prefix P while the temporary
site-scope IP address is configured from the sitpe prefix P*.

Whenever the MN moves to a new link, it configuaasew temporary address and
deletes the previous temporary address when itterped lifetime is expired. We
would like to emphasize that this temporary addiesot used for communications
between MN and CN. Therefore the handover lateritynat be affected by the result
and the latency of the temporary address’s autfigumation process. The NS
message in Duplicate Address Detection (DAD) predesthe new temporary address
is used as a hint for the network attachment detecThe following assumptions are
taken into account.

Assumption 1the MAG could extract the MNID, e.g. the MAC adskeor public
key, from any ICMPv6 messages sent by the MN, Najghbor Solicitation (NS),
Router Solicitation (RS), and Neighbor Advertisetn@WA). Besides, there exists a
bidirectional conversion between the MNID and th&lPv6 address. Given a PMIPv6
address, we can infer the MNID and vice versa.

Assumption 2tf multiple addresses are active for the sameafete, depending on
the destination address, the source address @btheunication is selected according
to the Source Address Selection algorithm [59].

The first assumption allows the MAGs to detect ltivés for network attachment
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of a MN by inspecting ICMPv6 messages sent by thid NMhe second assumption
ensures that the MN always prefer the PMIPv6 addimscommunications even when
multiple addresses co-exist and therefore globafiprP and temporary site-scope
prefix P* could be broadcasted by the MAG on thedéink.

2.2.2. Algorithm Descriptions

With the above precondition, each MN will have tWev6 addresses: one is
PMIPv6 address, which is a global IPv6 addressisumhchanged within the PMIPv6
domain; another is the temporary address, which $¢e-scope IPv6 address and is
reconfigured whenever the MN moves from the old MG new MAG. Here is the
event-driven pseudo code:

Thanks to the temporary site-scope prefix P* in Boédvertisement messages,
sent periodically by the MAG, the MN configures f@mary site-scope address and
activate DAD procedure by sending an NS message. mbssage will be used as a
hint for the new MAG to verify if the MN is reallgttached to it. The new MAG
activates the Neighbor Unreachability Detection yUrocedure by sending NS for
address resolution with the target set to PMIPv@rads. It also creates a temporary
binding cache entry for the MN with a short lifeng and waits for the NA. If the MN
has really moved inside the coverage of the new Mek@ associate with the new
MAG at the link layer, it must be able to answeistNS with an NA as a default
behavior of Neighbor Discovery for IP Version 6 (R@B) [43]. The NA message,
with the PMIPv6 address as the target, confirms dttachment of the MN and
activates the Location Registration procedure.
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Algorithm Enhanced IP-Layer Movement Detection (this algorithm runs on the MAG, doesn’t
require any special software on the MN and is independent from the access technologies).
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on receiving an NS(target) for DAD
begin
Extract target
Compute MNID = get_MNID(NS)
Compute PMIPv6 address = get_Address(MNID)
if there is no PMIP binding entry for the MNID
begin
if get_Prefix(target) = P*
begin
Send NS (with target= PMIPv6 address) for ARP
Create a "temporary" PMIP binding entry with a lifetime T*
end
else if get_Prefix(target) = P
output Attachment Event (MNID)
end
end

on receiving a NA(target) which replies the NS for ARP
begin

Extract target

Compute MNID=get_MNID(NA)

if there exists a "temporary" PMIP binding entry for the MNID

if get_Address(MNID) = target
output Attachment Event (MNID)

end

on Attachment Event (MNID)
begin
Start Location Registration Procedure (MNID)
if there exists a "temporary" PMIP binding entry for the MNID
Set the PMIP binding entry to "permanent"
else if there is no PMIP binding entry for the MNID
Create a "permanent" PMIP binding entry
end

on T* expired
Delete the associated "temporary" PMIP binding entry
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Figure 34. Example of Enhanced Network-based IReL&jovement Detection

Figure 34 shows a sequence diagram of a typicaldwar scenario, with enhanced
network-based IP-layer movement detection, in which MN first comes to the
PMIPv6 domain (using a shared prefix) and attadbethe MAGL1. Later, the MN
moves away from MAG1 and attaches to the MAG2.

3. Applications of SPMIPv6 with RO Support

In [60] we presented, as an example, the applicatiothe proposed SPMIPv6
with RO support in WMN to cover the important rasbaarea of Public Safety
communications and its application to emergencyilra@ommunications.

When a large scale disaster strikes, first respendee sent to the site
immediately. Once the most pressing needs of thestlr are addressed, the next step
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is to establish a command and control center. Tooramodate this need, a
communication infrastructure is required to providiecision makers with data and
information from the site to receive digital magafa and feedback from personnel in
the field in a timely manner. Also, it should bdeato provide a reliable connection
with enough resources for a distributed command aodtrol center. The
communication infrastructure needs to be relialol@ mteroperable with the existing
responder organizations’ devices in a distributggstesn. Additionally, it needs to be
easily configurable and quickly deployable at lowgtc The system should be designed
in a modular fashion that is easily upgradeablehwite technology evolvement
without the need to replace the entire system. Teads to an economic deployment
solution which is affordable for different publindprivate agencies. Furthermore, it is
desirable to provision redundancy for an effectietwork management based on the
trade-off between reliability and cost.

Mesh network infrastructure fulfils well this apgdition domain’s specific
requirements, but to assess its complete suitakidit Public Safety and disaster
recovery applications, it is necessary to includebitity support and scalability
requirements to WMNSs.

As regards mobility, in order to help emergencyspanel to concentrate on the
tasks, the emergency network must be mobile, deglamasily and fast with little
human maintenance. Therefore, devices must be leapélautomatically organizing
into a network. Procedures involved in self-orgatian include device discovery,
connection establishment, scheduling, address aditot; routing, and topology
management. Public Safety users must have accessistant communication while
traveling at reasonable speeds. The mobility reguént includes the ability to roam
between different networks, potentially operated bifferent agencies and
jurisdictions. WMNs still need a mobility managermenechanism for transparently
and seamlessly achieving handover during mobile mdvements.

On the other side, disasters may affect a localitgould spread or cascade to
affect larger areas, thus horizontal and verticalability requirements are of extreme
importance for Public Safety communication systeSshoptimal deployment and a
frequently changing environment challenge netwoukcfionality. Therefore, the
network must be able to report environment chafegroper management or be self-
manageable to avoid service disruption. WMNs hawetake into account the
degradation of the throughput when increasing timaber of hops in the end-to-end
communication and the difficulties of managing the@nging in the network topology.

The proposed SPMIPv6 with RO for heterogeneoustapeous WMNSs resolves
many important issues, like mobility and scalapiktith unmodified mobile nodes,
which arises when designing a robust communicadtifrastructure with applications
for emergency response situations. In order toigeoa better understanding on how
the proposed scenario can approach the most coremengency situations, we take
into consideration the following practical scenario

- 81-



Local Wireless Cell

Mobile
terminal Mobile

The first scenario represents the case in whichataral disaster occurs in a
populated area, causing lives in danger and dismupmif the complete network
infrastructure. Different governmental agencieske li fire brigades, law
enforcement agency and emergency medical teamd,aneew rapidly deployable
infrastructure suitable for emergency operatiorsshown in Figure 35, the WMN
with mobility and scalability features can be th@mtnon core network used for
interconnecting mobile end user networks. Eachl lai@less network is free to
use a different technology depending on the agemmmy unmodified mobile
terminals. It relies upon the high scalable WMNhétexture for communications
inside the disaster area with other rescue tedhas.communications outside the
crisis site, one or more gateways, i.e. satellgegays, can be connected to the
WMN in order to provide connectivity with the headgters for rescue
coordination commands.

The second scenario represents the case in whiehasbuildings are burning in a
limited area, lives are in danger inside the baoidi and the fire has disrupted the
network in that area. Fire brigades and medicahteaeed an extended coverage
of the fixed and untouched network in order to camivate and follow rescue
commands inside the affected area. As illustrated=igure 36, the proposed
extended PMIPv6 can be used to provide such coeexgignsion, deploying from
the gateway attached to the fixed infrastructucuster head and mobile routers in
order to bring connectivity to mobile rescue teams.
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Access Router Access Router

Local wireless Cell

Access Router Access Router
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terminal terminal

Local Wireless Cell
terminal
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i Mobile Mobile Mobile
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Figure 35. Extended PMIPvV6 for post-disaster netaeployment
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Figure 36. Extended PMIPv6 for coverage extensidixed infrastructure

4. Conclusion

We have considered route optimization support fdtH¥6 in general and applied
it in SPMIPv6 in particular with respect to diffatgpossible RO cases. We have taken
interest only in RO cases where both MN and CNragistered to the network by
means of SPMIPv6. Our design provides, at the sime, RO and scalability
features.

We have proposed an enhanced network-based IPtageement detection for
heterogeneous networks. The advantage of our pebposhat it doesn’t require any
special software on the MN and is independent fthm access technologies. The
proposed mechanism is independent from the linkslaynd accepts all existing link-
layer device drivers. All the intelligence is immaged to the MAG to support a widest
range of MN. It will help to promote PMIPvV6 in ptae gradually in short terms and
later to optimize PMIPv6 with link-layer specificavement detection mechanism in
long terms. IChapter 5 it will be used, with a simulated IEEE 802.11 MAdyer, for
the evaluation of PMIP extensions for Scalabilityla&Route Optimization in a virtual
testbed.
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CHAPTER S-IMPLEMENTATION
AND EVALUATION

This chapter discusses on the implementation oSt IPv6 framework with RO
support under Linux operating system. We reusévtblgile IP for Linux (MIPL) 2.0.2
framework and propose a virtualization-based potedacilitate the implementation,
evaluation and deployment of SPMIPv6 with RO suppéfe setup virtual testbeds,
using a combination of User-mode Linux (UML) and-A&mulation, with the scope
of being as close as possible to real experimemtaésults and to easily migrate to the
real testbed with minor efforts. Different scenarare then defined and experimented
in both virtual and real testbed. Quantitative hssand analysis are also provided.

1. Implementation

We implemented PMIPv6 with Scalability and Routeti@jzation support while
reusing Mobile IPv6 for Linux (MIPL) version 2.0[@1]. The source code of MIPL is
used as a set of APIs providing different serviieshe interaction between the user
space and the kernel space. All the basic blockdIBL are reused in an efficient way
as shown in Figure 37.

ITUNCTL is the interface to manipulate IP tunneisLinux. It allows controlling
the creation and deletion of IP tunnels and is @m@nted in “tunctl.c” file of MIPL.

IRTNETLINK is used to manipulate the routing tabdé the IP stack, the
implementation of this interface can be found imf:c” file of MIPL. It allows adding,
deleting and updating routing entries as well é&ssrfor policy-based routing.

As for handling different events, e.g. Timeout ggerignaling message reception,
Mobile IPv6 is implemented using multi threads: Gme2ad for handling the ICMPv6
messages, one thread for handling Mobility Headessages, one thread for handling
tasks and time events. To support PMIPv6, we extease elements to create a hew
IHANDLER interface, and implement proposed handfersll necessary events.

All ICMPVv6 messages or Mobility Header messagespareed as the input to the
finite state machine through the IPARSE and IFStriiaces. The finite state machine
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is the heart of the system and makes appropriatésides and controls all other
elements to provide a correct predefined protoebBior.

We define and implement the ICACHE interface forimteining the PMIPv6
binding cache, and IROCACHE interface for maintagnthe RO associations. These
interfaces provide different important serviceshsas: allocate, add, modify, get,
delete, lock, release, etc.

As PMIPv6 implementation is built on top of MIPIt,dould be later integrated in
MIPL easily and grows in line with the standardsvadi as MIPL source code.

Scalable Proxy Mobile IPv6
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i ! (pmip_ro_cache.c)
% Finite State Machine | !
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Figure 37. PMIPv6 Software Architecture

The process for development and evaluation of PEIWith Scalability and Route
Optimization support are described in the followsagtions.

2. Virtualization-based Development Process

Future Mobile Internet has to cope with mobility mgement and multi-homing
for an Always Best Connected vision. However wogkin such a mobility and multi-
homing environment costs a lot in terms of moneyetand efforts; a new process
based on virtualization should be considered tacedhese costs.

This section describes in details the User ModeauxilUML) [62] approach that
can be adapted easily to different purposes: Vintaaworking, distributed application
development, driver or kernel development. A pradtiand unified virtualization-
based process is proposed for developing the fiMiatgle Internet protocols in Linux
environment using UML and Mobile IPv6 for Linux (FIL). The process is then
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applied to develop and evaluate the SPMIPv6 framlewsith RO support as
mentioned irChapter 3andChapter 4

UML is a Linux kernel which is compiled to run awigtual machine on a Linux
host. The virtual machine, called the guest tormjstish it with the real host machine,
can be assigned to a guest root file system aret gitiual physical resources different
from the host machine. A UML virtual machine reggira guest kernel and a guest
root file system.

The guest root file system of an UML is stored ifil@on the real host machine.
The guest root file system is a normal file that ba mounted directly to the host file
system. This allows developers to work with theggdide system without the need of
turning on the virtual machine. Copy-On-Write isotirer interesting feature when
playing with UML as it allows different virtual mhimes to run on the same guest root
file system and save the disk space by storinglifferences in “.cow” files.

Host Machine

Guest Guest Guest |
VM 1 VM 2 fen VM n N
\\
N 7 1 AN
N | 7 N access
N I e N
AN | /linux ubdO=rootfs.cown,rootfs.img >
S - . N
\\ | 7 ethO=tuntap,,, \\\
NE e N
\\ ] // \
N create
N «file»
«executable» P rootfs.cown
I s
guest kernel (linux) '<~_ Vs
T \\\ \\\\ ///
| S~
| AN ~of
! N FoSs
| e N «file»
- AN B rootfs.cow2
‘ /// //’\‘\\//
«file» é/’ \\
guest file system (rootfs.img) [\~ ~~__ S ile»
1 T~
! share rootfs.cow1
[
Iis mounted

N

% host file system

Figure 38. Virtualization with User-mode Linux

Figure 38 shows the dependency between differanpoaents of UML. The two
main components of UML are the guest kernel “linatid the guest file system
“rootfs.img”. Using COW, these components are aber@d as a template and each
commandlinux ubdO=rootfs.cown,rootfs.imgorresponds to a guest virtual machine
having access to roofs.cown (read/write) and raotés (read only). This allow to save
disk space, to create and run as many virtual mashas we want just with a script of
3 lines using théor loop.
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Figure 39. Unified Development Process for MobRan UML/real testbed

The Figure 39 shows a practical and unified pro¢essieveloping Mobile IPv6
and its extensions that can function well in batttual and real testbeds. This process
reduces the cost of equipments but also the tirdeséfort for developing, debugging,
and evaluating. The process stays the same if yaot wo develop a new kernel
module.
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Starting from the Linux kernel source, we apply theL kernel patch to add a
new architecture for UML (ARCH=um) to the Linux kel source tree. Recently
UML has been integrated into the mainline Linuxrarand no patch is needed
anymore. The developer can work on this kernel godor both real machine and
virtual machines. To develop Mobile IP, we applyPUlpatch if required, add new
functionalities to MIPL user space, and compilelftwe want to create a real test bed,
just compile this Linux kernel source in the x8@isp@mips architecture; otherwise, we
create a guest kernel running in UML architectuyreedmpiling the kernel source with
‘ARCH=um’ option in themakecommand line.

3. Virtual Wireless Networking Environment

Figure 40 shows a combination of User-mode Linua @he Ns-2 emulation for
creating the virtual wireless networking environnerhe Ns-2 emulation feature is
used to emulate the wireless environment. It cab grackets from a virtual machine
with real IPv6 stack, pass them through a simulatiedless network, and then inject
them into the destination virtual machine.

We extend the Ns-2 Emulation [63], allowing the miag of the virtual machines
into Ns-2 wireless nodes. Then we can use the Nsspagation model, mobility
model as well as other built-in models and claggdds-2 to emulate the wireless and
mobile environment.

[root@ch hostfs]e

[screen 0: mn2]

User-mode
Linux

1
Fri
e p_tupe ist 135

e 1PvE M5t Link Local target addres..

02010201 Fofd: FF1F200:100 ‘

Tuntap +Virtual bridge +Ns-2 emulatior

Figure 40. User-mode Linux and Ns-2 Emulation

In the next sections, we evaluate SPMIPv6 in aedmf WMN. We use a
combination of User-mode Linux (UML) and Ns-2 Entida, with the scope of being
as close as possible to real experimentation sesultl to easily migrate to the real
testbed. The topology is generated by the Virtuatwdrk User-mode Linux
(VNUML) [64]. To facilitate the management of UMLlirtual machines and mobility
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scenarios, we have created an interactive scrgghed vnmanager.tcl, under Ns-2
Emulation. This script provides a console to interaith virtual machines from the
host, to control the mobility of MNs, and to autdmgest scenarios.

4. Qualitative Evaluation

Different test scenarios, including both normal abdormal scenarios, are defined
and carried out to verify the correctness of themiwork. The development and
evaluation have been divided into two phases. Treeghase focuses on intra-cluster
scenarios and the second focuses on inter-clustsrasos. Here, we only describe
some important presentative scenarios.

4.1. Intra-cluster Scenarios

4.1.1. Virtual IPv6 Wireless Mesh Network Topology

In this early phase, the virtual testbed, as ithtstl in Figure 41, is composed of
one cluster with one CH, two access routers AR1/A&R8. A CN, positioned in the
Internet, is connected directly with the CH. Thare two MNs which don’t have any
specific software to support the mobility. Init\glIMN1 is attached to AR1 and MN2
is attached to AR2. IEEE 802.11 is used for theugirwireless link.

IPv6 Nodes are User-Mode-Linux
I virtual machines

S
CN
2000] (ethO) Internet
CH ) Wireless
2000::2 (eth environment are
(et O) - _ emulated by
Ns-2 Emulation

_— \ T
2001:100::1 (eth1) 2001:200::1 (ethT)
4 \

o P . N
/ AN
/ \
/ AN
)’ @) J
ARI [ 2001:100::2 (ethl) AR2 A 2001:200::2 (ethl)
= 2001:1::1 (eth0) 2001:1::2 (eth0)
MNI MN2 \@7
2001:1::/64 2001:1::/64

Figure 41. Virtual Testbed for Intra-cluster Comnuation
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The CH has two interfaces; one is connected wighGN, egress interface, while
the other one is connected to the associated Algeess interface. Each AR has two
interfaces; one is connected to the CH, egressfact while the other one is
connected to the MNs, ingress interface. Each MHN diae interface by which it
attaches to the AR. We assume here that therelRBuoaddress conflict and therefore
use a shared-prefix model with a shared prefixff121::/64 for the wireless access
link.

The following main points must be considered héiest, upon completion of the
registration process, a tunnel is created betweesdrving AR and CH which will be
used to route traffic in both directions. Secorite tlefault route, which routes all
traffic based on the MN network prefix through thgress interface of AR, is deleted
when PMIP6 daemon starts since the routing decisiger-MN based. Third point is
concerning the traffic routing. We consider theoiming and outgoing traffic of a
particular MN. For incoming traffic, a route is ated on CH which routes the traffic
through the created tunnel interface based on Middress as a destination. At AR
side, another route is also created that routedré#ffic to MN through the ingress
interface. These routes are added into the MIPI@ tahich was defined by the MIPL
code with a preference value higher than the maiting table. As regards outgoing
traffic, it is done thanks to policy based routidgPMIP routing table is created with a
default routing entry which tunnels the incomingket to the CH. A rule with high
preference is created for each registered MN addred directs the routing process to
check the source address of the routed packetserné is a match between the source
address and a registered MN address, the defauét no the PMIP routing table takes
effect and the packets will be tunneled to the CH.

4.1.2. Scenario 1: Location Registration

Description. This scenario indicates whether the AR1 is ableétect MN1 and
creates an entry for the new comer, and furthedsenPBU to start the Location
Registration procedure with the CH.

In this scenario, MNL1 triggers up its interfaced gerforms the DAD procedure,
and then it sends a RS to all routers in coverdge consequence, the AR1 will reply
back with a RA. Upon receiving the advertised nekwprefix, MN1 will auto-
configure its new global address and perform theDCfér it, now AR1 will capture
this NS message and parse it to extract the tadgress, MN [ID part, and checks its
PMIP cache for an existing entry.

Since MNL1 is a new comer, AR1 adds a temporaryeotr MN1 and creates a
PBU message to be sent to CH. Upon reception of BBCH, the PBU handler is
triggered which begins to parse the mobility heamiet its options. Then, it adds an
entry for the MN in the PMIP cache which also teggthe timer for expiry and then
creates a PBA message as a response. Furtherimer€Ht creates a tunnel with the
respective AR, which is also called the “Serving GAof the MN. In addition, it
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creates a route that direct all packets destinellMd through the tunnel interface.
This tunnel is used to encapsulate (IP-in-IP endafisn) all packets destined to
MNL1.

Upon reception of PBA at AR1 side, the PBA handketriggered and the PBA
message is parsed along with its options, thetetinporary entry previously created is
modified to a PMIP type and the expiry timer of dwry is started. Furthermore, AR1
creates a tunnel with CH and a rule based on MNitesd as source of routed packets
which will direct the routing process into the PMiguting table which has a default
route that directs all traffic through the tunnafeirface to CH. The PMIP table has a
higher preference than other tables and the defaute only exist if there is at least
one proxy binding entry in the PMIP cache, elss deleted.

Results. The MNL1 is successfully attached to the network. ®MIP binding cache
entries, associated tunnel, rules and routes alleestablished on both CH and AR1
upon the end of the Location Registration procediiteen MN1 is ready for the
communication with other nodes. This is verified the creation of its entry in the
PMIP cache of AR1 and CH, which can be checked thighVirtual Terminal service
provided by our PMIPv6 daemon. This Virtual Ternhisarvice can be accessed
through the telnet utility and allows printing dbe content of the PMIP binding cache
of the registered MNs. The same procedure andtsegtd observed for the attachment
of MN2 to the AR2.

4.1.3. Scenario 2: Intra-cluster Communication

Description. This scenario aims at testing if the data can gy routed between

MN1 and MN2. The creation of a bi-directional tuhetween AR1 and CH and

another bi-directional tunnel between AR2 and Cbhglwith the associated routes
and rules will be verified to be operational. listecenario, MN1, which is attached to
AR1, tries to pingé MN2, which is attached to AR2ence, MN1 sends an Echo
Request to MN2 and should receive an Echo Replpages

As a shared prefix is used, the NS message istseMN1 to find the MAC
address of the destination, which is MN2 in thisecaAR1 captures the NS message,
parses it and detects that the target does notdraentry in the binding cache. After
triggering the PBReq message to locate the seetity of the target MN2, it replies
back on its behalf with its own link layer addreésad then MN1 starts transmitting
the Echo Request messages using the MAC addréglof

Upon reception of the packet, AR1 checks the soarak by the rule previously
created, it will direct the routing process inte fBMIP routing table, which includes a
default route that forwards all traffic via the hahto CH. Here, the outer IP header’'s
source address is the AR1 address and the destiraddress is the CH address. The
inner header’s source address is the MN1 addraddhendestination address is the
MN2 address as the packet is destined for MN2. dtbes the packets are
encapsulated using IP-in-IP encapsulation and faehto CH.
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These packets are de-tunneled at CH which wilh&rroute the packets based on
its destination address. Since MN2 has been prelioagistered to the AR2 and CH,
the traffic will be forwarded into the CH-AR2 turneshich has been previously
created. The outer header’'s source address is @Hhandestination address is AR2.
The inner header source address is MN1 and théndtsh address is MN2. The
packet is encapsulated here and is forwarded ta AR2

Once it reaches AR2, the packet is decapsulateditaisdforwarded to MN2
through the ingress interface of AR2.

Once MN2 receives an Echo Request message, ieseptick to MN1 with an
Echo Reply message using the link-layer MAC addads8\R2. In fact, MN2 has
learned about this MAC address in a similar fastasnn the case of MN1, which has
been previously described.

As the Echo Reply reaches AR2, it is encapsuldtesugh the AR2-CH tunnel.
Like before, once CH receives the packet it dedapessithe packet, and looks for the
route based on destination address. Later, the Remy passes through CH-AR1
tunnel, which links CH to the serving AR of MN1.

Once it reaches AR1, the packet is, in turn, dadapsd and forwarded to MN1
through its associated ingress interface.

Results. Using the tcpdump utility [65] to store the tracés different interfaces

associated with the bi-directional tunnels, intg lles to be examined using
Wireshark [66], the ICMPv6 packets are verified lie tunneled using IP-in-IP

encapsulation and the routes and necessary rulédkoside are correctly added and
verified to be functional.

The test was run and some statistics were capfroadthe output of ping6 tool to
give an early idea of performance, these involveel number of packets sent and
received, the losses, if any, total time and thumdatrip time statistics:

Ping6 example from MN1 to MN2:

-- M\2 ping statistics ---

2514 packets transmitted, 2514 received, 0% packet |oss, tine
2545954ns

rtt mn/avg/ max/ mdev = 21.414/24. 666/ 151. 098/5. 549 ns

Ping6 example from MN2 to MN1:

--- M\L ping statistics ---

2508 packets transmitted, 2508 received, 0% packet |oss, tinme
2540127ns

rtt mn/avg/ max/ ndev = 21.439/24.526/76.321/3.673 s
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4.1.4. Scenario 3: Intra-cluster Mobility

Description. This scenario aims at testing if MNs can keep oimg@essions while
moving between ARs. In this scenario, once the MIN@ MN2 have been registered
to the network, MN1 starts the ping6 traffic to MMRAd later moves from AR1 to
AR2.

AR2 detects the attachment of MN1 and starts thistration procedure for MN1.
ARL1 detects the detachment of MN1 and starts thegitgration procedure. Soft states
and routing tables at ARs and CHs are updated.idgdessntinuity is assured. On-
going ping6 sessions can continue.

Results. Using the “tcpdump” command to store the traces,different interfaces
associated with the bi-directional tunnels, inta léles to be examined using
Wireshark, the ICMPv6 packets are verified to benntled using IP-in-IP
encapsulation and the routes and necessary rulégkoside are correctly added and
verified to be functional.

All PMIP binding cache entries, associated tunmeles and routes are well
updated on CH, AR1, and AR2. This is verified bg tineation of its entry in the PMIP
cache of AR2, the update of its entry in CH anddéletion of the entry in AR1, which
can be checked with the Virtual Terminal servicevisted our PMIPv6 daemon which
will print out the content of the PMIP cache of tteeresponding node.

4.2. Inter-cluster Scenarios

4.2.1. Virtual IPv6 Wireless Mesh Network Topology

The virtual testbed in this second phase is contpo$éwo cluster controlled by
CH1 and CH2, two routers AR1 and AR2 and a Relayem

The virtual testbed is illustrated as in Figure ZBere are two MNs which don't
have any specific software to support the mobilitytially, MN1 is attached to AR1
and MN2 is attached to AR2. IEEE 802.11 is usedttier virtual wireless link. The
Relay interconnects the two clusters by meanswtsto CH1 and CH2. Each AR has
two interfaces; one is connected to the CH, egimssface, while the other one is
connected to the MNs, ingress interface. Each MHN tiae interface by which it
attaches to the AR. We assume here that therelBuioaddress conflict and therefore
use a shared-prefix model with a shared prefixf121::/64 for the wireless access
link.
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Figure 42. Virtual Testbed for Inter-cluster Conmiuation

4.2.2. Scenario 1: Inter-cluster Communication

Description. This scenario aims at testing if the data can gty routed between
MN1 and MN2 belonging to different clusters. Theation of three bi-directional
tunnels: between AR1 and CH1, between AR2 and @iH&,between CH1 and CH2
along with the associated routes and rules wilvbefied to be operational. In this
scenario, MN1, which is attached to AR1, tries togp MN2, which is attached to
AR2. Hence, MN1 sends an Echo Request to MN2 aandldhreceive an Echo Reply
message.

As a shared prefix is used, the NS message istseMN1 to find the MAC
address for the destination, which is MN2 in thasee AR1 captures the NS message,
parses it and detects that the target is not uth@econtrol of AR1; therefore, it starts
the PBReq messages chain to locate the servintipsraf the target MN2. At the end
of the process, a bidirectional tunnel is establishetween CH1 and CH2, and AR1
learns that the serving entities of MN2 are CH2 ARR. AR1 then replies the NS
message to the MN1 with its own link layer addressMN1 starts transmitting the
Echo Request messages using the MAC address of ARL.

Upon reception of the packet on ARL, it will chetle source and by the rule
previously created, it will direct the routing pess into the PMIP routing table, which
includes a default route that forwards all traffia the tunnel to CH1. Here, the outer
IP header’s source address is the AR1 addresshandestination address is the CH1
address. The inner header’'s source address Sl address and the destination
address is the MN2 address as the packet is dg$tn®N2.

Therefore the packets are encapsulated using IP-iancapsulation and de-
tunneled at CH1, which will further route the patskbased on its destination address.
Since no rules are added for source based rowimdyconsequently the traffic will be
forwarded into the tunnel interface previously te€awith the serving CH2 of the
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MN2. The outer header’'s source address is CH1 lamdiéstination address is CH2.
The inner header source address is MN1 and théndgsh address is MN2. The
packet is encapsulated here and it is sent to CH2.

Once it reaches CH2, the packet is decapsulateit endestined to MN2 as in the
intra-communication case. Once MN2 receives an HRbquest message, it replies
back to MN1 with an Echo Reply message with a lay)er MAC address of AR2
found in the NA message, which is sent by AR2 basedhe ARP request issued
previously by MN2 to ask for the MAC address of MN'he message takes a path in a
similar fashion to the previous one, which is pemted from MN2 as the source and
MN1 as the final destination.

As the Echo Reply reaches AR2, it passes througtuhnel. Like before, once
CH2 receives the packet, it decapsulates the paakdtlooks for the route based on
destination address. Again, the packets pass throwgnel that links CH2 to the
serving CH1 which in turn de-tunnels the packet$ matunnel them to AR1. Here the
packets are decapsulated and forwarded to MN1 ghrthe wireless access link.

Results. Using the tcpdump command to store the traces,diferent interfaces
associated with the bi-directional tunnels, intg lles to be examined using
Wireshark, the ICMPv6 packets are verified to beintled using IP-in-IP
encapsulation, and the necessary routes and rumleAR1, CH1, AR2, CH2 are
correctly added and verified to be functional.

4.2.3. Scenario 2: Inter-cluster Mobility

Description. This scenario aims at testing if MNs can keep oimg@essions while
moving between clusters. In this scenario, once Ml and MN2 have been
registered to the network, MN1 starts the ping®itrdo MN2 and later moves from
AR1 to AR2. Since this scenario is issued with &-fwiority in the scope of our
related projects, we did not examine throughoubtier possible scenarios of inter-
cluster mobility.

Once the MN1 has moved inside the coverage of AR2, detects the attachment
of MN1 and starts the registration procedure forMN

AR1 detects the detachment of MN1 thanks to thé $ent by CH. and starts the
deregistration procedure. Soft states and routibdes at AR1, AR2, CH1, and CH2
are updated. Session continuity is assured. Orggaimg6 sessions can continue.

Results. Using the tcpdump command to store the traces,diferent interfaces
associated with the bi-directional tunnels, intag léles to be examined using
Wireshark, the ICMPv6 packets are verified to benntled using IP-in-IP
encapsulation and the routes and necessary rulegsRdn AR2, CH1 and CH2 are
correctly added and verified to be functional.

All PMIP binding cache entries, associated tunmeles and routes are well
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updated on CH1, CH2, AR1, and AR2. This is verifigdthe creation of its entry in
the PMIP cache of AR2, the update of its entry HilGnd CH2 and the deletion of the
entry in AR1.

5. Quantitative Evaluation

5.1. Virtual IPv6 Wireless Mesh Network Topology

The virtual WMN (see Figure 43) is composed of thusters under the control of
CH1 and CH2, and three routers AR1, AR2 and AR3ALMnctionality runs on CHs
while MAG functionality runs on ARs. AR1 and AR2eaunder the control of CH1.
AR3 is under the control of CH2. CH1 and CH2 aterconnected.

MN1 and MN2 do not have any specific software favhitlity management and
can be initially attached to any ARs. For simpéfion, the access links use IEEE
802.11 access technology simulated by Ns-2. MNslregbes are auto-configured
thanks to IPv6 Stateless Address Auto Configuratide assume that there is no IPv6
address conflict, and use a shared-prefix moddi wishared prefix of 2001:1::/64.
The three site-scope prefixes FEC0:1000::/64, FE@M::/64 and FECO0:3000::/64
are used for enhanced network-based movement idetgmbcedure. Three ARs are
configured with Router Advertisement daemons (RADMihich broadcast Router
Advertisements (RAs) on their ethO interface. RAmtain two prefixes and are
periodically sent every 100 ms.

CHI CH2

2001:100::1 (eth0) 2001:200::1 (eth0)
(92 ()]

(logical p-t-p link)

5 Mbps, 10ms
5 Mbps, 20ms 5 Mbps, 20ms
5 Mbps, 20ms
2001109 2 20014100::3 (eth1) 2001:200:2 (eth1)
(« @) @)
ARI1 AR2 5 Mbps, 20ms AR3
5 Mbps, 20ms @)
2L o) 2001:1::2 (eth0) 2001:1:3 (eth0)
FEC0:1000::1 (eth0) /" pEc0.2000::1 (eth0) FEC0:3000::1 (eth0)
MN2
MNT
2001:1::/64 2001:1::/64 2001:1::/64

Figure 43. Virtual Wireless Mesh Network
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Ns-2 Emulation is used to emulate the wirelessslihktween nodes. The logical
connectivity between entities in the mesh backhsukpresented by Ns-2 point-to-
point links which are characterized by bandwidtd delay. This allows us to impose
specific delay in the transmission of messages dmtventities to produce emulation
results that are closest to real experimentatisuli®

5.2. Signaling Cost in Terms of Delay

To scale the network gradually and horizontally hwitultiple clusters, extra
signaling is needed. This introduces extra delainduhe communication setup phase.
To measure the extra delay caused by the signaleghanism, we use the ping6 tool
and measure the Round Trip Time (RTT) of the fi@tket in two scenarios: (i) pre-
established route without signaling and (ii) on-denh route with signaling. Let be
the random variable representing the RTT of that fiing packet with signaling, amgl
be the random variable representing the RTT of fitet ping packet with pre-
established route without signaling. In both casss, include also the time of
Neighbor Unreachability Detection (NUD) proceduetvieen MNs and their serving
MAGs. The average signaling cost in terms of delag be calculated asean(k)-
mean(p).

5.2.1. Intra-clusters Communication.

This scenario considers the communication of twosMittached to two different
ARs inside the same cluster: MN1 is attached to ARile MN2 is attached to AR2.
Both AR1 and AR2 are under the control of CH1. Oremgistered with the Location
Registration process, the two MNs can communicéte each other through the AR1-
CH1-AR2 path using two IPv6 tunnels. The scenariepeated 50 times; 50 samples
of ry and 50 samples of are captured.

Figure 44 shows the distribution of andr, in form of box-and-whisker diagram
in the intra-cluster communication scenario. Bog-arhisker diagram is a convenient
way of graphically depicting groups of numericaltadahrough their five-number
summaries (the lower extreme, lower quartile, mediapper quartile, and upper
extreme). The average signaling cost is then catiedland depicted as the difference
between the mean of and the mean ab. In our virtual testbed, it takes in average
86.34 ms for establishing a new communication. Tdetay depends on both the
processing time at edge entities and the messagwmege delay between them. In
comparison with the RTT of ping packets between tiie MNs, which has the
average value of 90.15 ms over 500 samples, tha eday for the first packet is
almost the same and quite acceptable; especiathisextra delay happens only once
during the communication.
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Figure 44. Signaling cost in terms of delay in @tluster communication

5.2.2. Inter-clusters Communication.

This scenario considers the communication of twoshMittached to two different
ARs belonging to different clusters: MN1 is attadthe AR1 under the control of CH1,
while MN2 is attached to AR3 under the control diZZ Once registered, the two
MNs can communicate with each other through the AR{Il-CH2-AR2 path using
three IPv6 tunnels. We apply the same measuremsdntthe section 4.2.1 to evaluate
the signaling cost.
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Figure 45. Signaling cost in terms of delay in ratkister communication
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Figure 45 shows the distribution afandr, in form of box-and-whisker diagram.
In this virtual testbed, it takes in average 13808 for establishing a new inter-
clusters communication. This delay is slightly morgortant than the one measured
in the intra-cluster scenario. This is due to thespnce of the additional LMA and the
additional inter-LMA link which increase the ovdrpfocessing time and the message
exchange delay. In comparison with the RTT of piagkets between the two MNs,
which has the average value of 111.35 ms over a@tpkes, the extra delay for the
first packet is still quite acceptable; especiallythis extra delay happens only once
during the communication.

5.3. Handover Latency

This scenario considers the mobility of a MN witline cluster. Considering the
scenario in section 5.2.2, we start a UDP and a $&Rion from MN2 to MN1 and
make the MN1 move from AR1 to AR2 in the middletioé session. To emulate the
fact that all MAGs have the same shared MAC addessspecified in the base
PMIPv6 [41], we update the ARP cache of the MN1hsd the MN1 always use the
valid MAC address which corresponds to the senfiRg

Enhanced Network-based Movement Detection Phase

07:45:23,977621 IPB 20011t sfofdiffifai0s?0o > 20011y 1fefdi FFife00iB00; frag (011248) xhox > conmplex-link: UDP, length
07:45:03, 977636 IPE 2001:1::fofd:fF:fel0s P00 > 2001:1:sfofd: FFiFellBO0: frag (12481230)

07:45:24 ,0BB047 IPE 2001:1::fefd:fffell; 700 > 200131 :fofd: FF:Fell;BO0; frag (011248) xbox » commplex-link: UDP, length
07:45:24 086562 IPE 2001:1:ifcfdiffifel0iPO0 > 200131 fofd: FFFO0IB00; frag (12481230)

O7:d5:24,121289 IPE feBOrfofdrfFfels300 > £FO2::1: ICHPE, router advertizement, length 96

O7dG:24, 220224 IPE feBOrfofdrfFfeld00 > FFO2::1: ICHPE, router advertizement, length 96

0740224, 316469 TP 33 > FFO2:2L1:fFO0:E00: ICHPE, neighbor solicitation, who has fecO:2000%:fcfd:ffifed:B00, length 24
07:40:24,324802 IPG 2001132 > FFO2::1:FFO0;600; ICHPE, neighbor solicitation, who has 2001:1::fcfdiffifedl;B00, length
07140:24,324973 IPG 2001:lysfofdiffifed0sB00 > 200131:32: ICHPE, neighbor advertizement, tgt iz 200L3lizfofdiffifeldrEo0,
07140324 327262 1PG 20011132 > FFO21118FFO01600: ICHPE, neighbor solicitation, who has 2001:lisfcfdiffifedniB00, length
07140324, 327316 IPG 20011 sfofdiffifediB00 > 2001311322 ICHPE, neighbor advertizement, tgt iz 20013liifcfdiffifeliiEo0,
07:45:24 406614 IPE feB0::fcfdiffifed0:d00 > £F02::1: ICHMPE, router adwertizement, length 96 <«
07140324, 444166 IPE FeBU:‘Fch FFifel0:d0n > FFO2; 111 FFO0:600; ICHPE, neighbor solicitation, who has 200131y:fcfd:ff;fedl
OT:d5:24, 444247 IPE 2001: sifofdiffifel0: 400 ICMPE, neighbor advertisement, tgt is 200L:li:fcfo
07145:24,451103 IP6 20011 :Fch FRIFR00:700 > 2001311 3fefdiFFifel0iBO0: frag (011248} wbox » commplex-link: UDP, length
07:45:24 453066 IPE 2001:1::fofd:FF:fel0s P00 > 2001:1::fofd: FFiFedlBO0: frag (12481230)

Figure 46. UDP session log during intra-cluster riy

We use iperf tool [67] to generate UDP traffic witlrate of 128Kbps from MN2
to MN1, the packet size is automatically calculdredn the MTU by iperf. During the
handover process, we observe that 4 packets are€dose the MNL1 is registered, the
UDP traffic can be immediately forwarded to the MNHigure 46 shows a UDP
session log captured by tcpdump on MN1 during itv@ment. Once moved to the
AR2, MN1 receives the Router Advertisement (RA)NMfrdAR2, and configures a
temporary address with the site-scope prefix fe@@02/64. MN1 starts the
Duplication Address Detection process by multicesthe Neighbor Solicitation (NS)
message using unspecified source address. ARZissibe NS message and uses it as
a hint for MN1’s attachment. It verifies the attawmt by sending a unicast NS to
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MNZ1. When receiving the Neighbor Advertisement asoafirmation, AR2 starts the
Location Registration procedure.

sequence offset
MNI1 ==> MN2 (lime sequence graph)

GOOOD00
(a) Time-Sequenc diagram showing TCP traffic during
the scenario, captured at the receiver side
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(b) Time-Sequenc graph zooming the
TCP traffic during the handover
process, captured at the receiver side
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Figure 47. Time-Sequence graph of TCP sessionimtitr-cluster mobility
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We define the handover latency as the duration dmvthe last arriving packet
before handover and the first arriving packet aftesuccessful location registration.
The estimated handover latency is 384.55 ms; theddwer latency includes
approximately 260.75 ms for enhanced network-basedement detection. We note
that the handover latency is mostly impacted byrtovement detection time in this
case. A link-layer based movement detection mesharshould greatly reduce the
overall handover latency in the future.

As regards TCP traffic, we believe it is interegtio analyze the Time-Sequence
graph. This graph is versatile for analyzing thePT@otocol behavior and implicitly
shows different metrics such as congestion, RTibuifhput, etc. We use iperf tool to
generate TCP traffic, tcpdump tool to capture ttadfit and tcptrace tool [68] to
analyze the TCP traffic and to generate graphs.

Figure 47 shows the Time-Sequence graph generated the captured TCP
session between the two MNs when intra-cluster litplis considered. The gap, in
Figure 47a, represents the handover process. Takitigser look into the handover
process, see Figure 47h, during which no traffit loa delivered in both direction, we
can see that the estimated handover latency ig 4ls1I Once the registration process
at the AR2 finishes, the TCP session can contimek the sender can start the
retransmission after a certain timeout with thevstart algorithm as expected. This
retransmission procedure is the main cause fordiohgndover latency. By comparing
the handover latency in UDP and TCP case, we caonlude that TCP protocol is
more sensitive to the mobility of MNs as its cortges control behavior provokes
extra delay in the reaction of the sender. We his@ observed that if the assumption
about shared MAC address is not applied, the hardatency will be larger due to
the invalid ARP cache of MN1.

5.4. Impact of RO on Round Trip Time

We then implement and evaluate the RO in the SP®fRamework described in
the Chapter 4 Let consider the intra-cluster scenario (sectichl) and inter-cluster
scenario (section 5.2.2) with activated RO optlde use ping6 to measure the Round
Trip Time (RTT).

Figure 48 shows the cumulated distribution functadnthe RTT of 500 Echo
Request and Echo Reply samples in four casesit(@-cluster communication without
RO, (ii) intra-cluster communication with RO, (iiinter-cluster communication
without RO, and (iv) inter-cluster communicationtlwRO. The solid lines represent
the RTT in intra-cluster communication scenarioslevthe dashed lines represent the
RTT in inter-cluster communication scenarios.

In the case of intra-cluster communication, the meslue of RTT without RO is
90.15 ms and the traffic passes through AR1-CH1 @HA-AR2 tunnels; while the
mean value of RTT with RO is 49.01 ms, and thefitrgfasses directly through the
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AR1-AR2 tunnel. As illustrated in the figure, it @bvious that the RTT with RO is
much less than the RTT without RO.

In consideration of the inter-cluster communicatidhe mean value of RTT
without RO is 111.35 ms and the traffic passesutjinoAR1-CH1, CH1-CH2 and
CH2-AR3 tunnels. The mean value of RTT with RO@s15 ms and the traffic passes
directly through AR1-ARS3 tunnel. As illustrated ihe figure, it is obvious that the
RTT with RO is much less than the RTT without RO.

Thus, we can conclude that the effect of RO isucedy the RTT of traffic
communication between two MNs. As a consequencewillegain a better TCP
throughput, especially in case of inter-cluster samication.

CDF of RTT without/with RO
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Figure 48. CDF of RTT without/with RO in intra/intduster communication

5.5. Impact of RO on TCP Throughput

With regard to the impact of RO on TCP throughme,use iperf tool to generate
TCP traffic from MN2 to MN1 and analyze the thropgh graph of the captured
traffic with tcptrace tool.
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Figure 49. TCP Throughput without/with RO in intclister communication

Figure 49 represents the instantaneous throughmlloW dots), the moving
average throughpythe peaky red line) calculated as the averageqirgévious
yellow dots, and the average throughput of the eotion up to that point (the
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smooth blue line) in the lifetime of the connectitins shown that with RO, the
TCP throughput increases thanks to smaller RTT éatvMNSs.

6. Conclusion

In this chapter, we have proposed a virtualizabased process using User-mode
Linux for developing future mobile Internet protteoWe have implemented the
SPMIPv6 framework following practices of this viglization-based process.
Furthermore, the same virtualization technigue lb@sn used in combination with
VNUML and Ns-2 to form a virtual wireless networgienvironment for evaluation of
the SPMIPv6 framework. Important information asnsigng and handover costs,
latency, packets loss, RTT delay and TCP throughasitheen considered.

We have experimented the SPMIPv6 framework in tu&irlPv6 WMN testbed.
We have also provided qualitative and quantitatégilts to prove the correctness and
the advantages of the framework. The SPMIPv6 signalost has been evaluated. The
cost is expressed in terms of delay caused byxtna gignaling in the beginning of the
communication. Our results show that the signatiost is reasonable, especially as it
happens only once for each communication.

In consideration of the handover performance, wendothat a TCP session is
more impacted by mobility than a UDP session dudéocongestion control. Besides,
as the handover latency depends also on the movetatattion time, we believe that
in the future link-layer based movement detectidglh lve considered as one approach
for reducing the handover latency in SPMIPV6.

In addition, we have implemented the RO extensiod avaluated the RO
performance in the SPMIPv6 framework with differestenarios of intra-cluster
communication and inter-cluster communication. Waveh analyzed the RO
performance results with respect to RTT and TCRutihput. We conclude that
PMIPv6 with RO can provide smaller RTT, thus ineeathe resulting TCP
throughput.

The implemented framework combines different hehdis in mobile networking
to form a realistic and practical platform for freuadvanced mobile networking
researches. The framework is suitable for differeintds of applications. One of
current applications of SPMIPv6 framework with R@pport is to deploy rapidly a
mobile and wireless communication environment itegnating Communications for
enhanced environmental risk management and cizgafety (FP7 CHORIST) which
proposes solutions European safety and communisatietween rescue actors [69].
The signaling mechanism of this framework has begrart of the FP7 CHORIST
project where we use Multiprotocol Label SwitchiiMPLS) for QoS support instead
of IP tunnels. MPLS is now become more and moraufawpand MPLS support is an
important function for edge and core routers. FRese reasons, MPLS can be used as a
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transition step toward IPv6 in the All-IP architeet and leverages Proxy Mobile IP
deployment in the industry. Another applicationt@s spontaneously structure the
communication backbone of community based netw{ffkesnch AIRNET project of
the ANR — Agence Nationale pour la Recherche) [Alle developments are also
integrated in the framework of Eurecom’s Open SeWrtatform “OpenAirinterface”
[71].
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CHAPTER 6- MULTI-HOMING
FOR WIRELESS BANDWIDTH
AGGREGATION AND LOAD-
BALANCING IN PMIPVG6

This chapter investigates the benefit of multi-hognin PMIPv6. While assuming
that the signaling can maintain simultaneously iplgtbindings of a multi-homed MN
in PMIPv6, we provide a virtual SCTP tunneling nuethio overcome the limitation of
IP tunneling. The new tunneling method can allowelgiss bandwidth aggregation and
per-packet load-balancing to multi-interface mohiledes by distributing packets
simultaneously via different active radio interfacmn a per-packet basis. Furthermore,
the vSCTP tunneling can reduce the encapsulatierhead over radio links thanks to
predictive bundling mechanism, and can reduce funaeaagement complexity.

1. Problem Overview

While recent researches on vertical handover hakent advantage of multi-
homing by using bi-casting in partially overlappedverage areas to increase the
handover performance [18][19]; we considers PMIRvG multi-homing context
comprising of multi-interface mobile nodes and npldt simultaneous access
technologies in fully overlapped coverage area®riable the best use of network
resources.

We aim at the Always Best Connected (ABC) visioB][73][74] which promise
wireless bandwidth aggregation and load-balanciegtuires in fully overlapped
coverage areas. The ABC concept is consideredeagdion beyond vertical handover
between heterogeneous radio access technologiesbigest challenge toward the
ABC vision is to enable the simultaneous use oéasdechnologies, which is foreseen
as a key feature of 4G. Multi-interface nodes cistridute the traffic simultaneously
via different radio access technologies while mgvia improve the performance in
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terms of throughput, packet loss rate and end-tbektay. All these issues, related to
multi-homing, can be classified into two groupse timteraction between different

entities to maintain multiple bindings simultandguand the method of distributing

the traffic simultaneously via multiple active radinterfaces. While the former is

protocol-specific, and being discussed within d#éfe IEFT working groups, the later
is quite open and assumed to be on a per-flow basis

Driven by the lateral thinking model, this chappeesents an intelligent tunneling
framework, referred to as virtual SCTP (vSCTP) tlimy, which outperforms IP
tunneling. The vSCTP tunneling framework suppomsntls with multi-homed
endpoints and can multiplex packets to multipléaddterfaces on a per-packet basis.
As a result, mobile users and operators can beriadin wireless bandwidth
aggregation and load-balancing features. Besid&CT¥Y tunneling reduces the
tunneling overhead over radio interfaces in heaagl situation thanks to the
predictive packet bundling.

2. Multiple Care-of Addresses Registration &
Flow Binding

The objective of the IETF MONAMI6 working group [/t to deal with the
simultaneous use of multiple addresses for eithelbid Nodes using Mobile IPv6 (or
Mobile Routers for Network Mobility (NEMO) using NEO Basic Support). The
MONAMI6 working group provides a protocol extensithrat supports the registration
of multiple active IPv6 Care-of addresses [76]dagiven Home Address to allow the
Mobile Node to get Internet access through multipledio interfaces simultaneously.
For doing so, a new identification number, calleiddihg Unique Identifier (BID),
must be carried in each binding for the receiveditinguish between the bindings
corresponding to the same Home Address. The BlDsed as a search key for a
corresponding entry in the binding cache in additio the Home Address. When a
Home Agent (or a Correspondent Node in case of &k@jyitimization) checks the
binding cache database for the Mobile Node, itdess a corresponding binding entry
with the Home Address and BID of the desired bigdilfi necessary, a Mobile Node
can use policy and filter information to look ugethest binding per session, per flow,
or per packet. As regards NEMO Basic Support, nioéé a multi-interface Mobile
Router can have more than one Home Address. MdBi#® has mechanisms to
manage multiple Home Addresses based on Home Agmarnaged prefixes such as
mobile prefix solicitation and mobile prefix advsement. However those Home
Addresses are seen as separated from each otrerMilitiple Care-of Addresses
Registration extension recommends assigning oslpgle Home Address to a Mobile
Router with the assumption that applications witlt meed to be aware of the
multiplicity of Home Addresses.
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Also in the MONAMI6 working group, the conceptsftdw andflow bindingare
proposed: dlow is defined as one or more connections havingaheeslow identifier.
A single connection is identified by the source @edtination IP addresses, transport
protocol number and the source and destination mpambers. Aflow bindingis a
mobility binding extended with a flow identifiert associates a particular flow to a
Care-of Address without affecting otHfeows using the same Home Address.

An extension for flow binding [77] introduces thioWw Identifier Option, which is
included in the Binding Update message and useédoribe a flow to the recipient of
the Binding Update. Using the Flow Identifier Optimtroduced in this specification a
Mobile Node or Mobile Router can bind one or mdosvé to a Care-of Address while
maintaining the reception of other flows on anotl@zare-of Address. If the IP
tunneling method and the flow binding are usedistridute flows via multiple active
radio interfaces, the decision for flow binding mbs done by the Mobile Nodes or
Mobile Routers, based on local policies and basednformation about network
characteristics. Flow Binding extensions are hastell and require host involvement
to provide information of host flows which is nesasy for flow binding, hence are not
always directly applicable.

Using IP tunneling with Flow Binding to distribupackets on a per-flow basis has
certain shortcomings. While moving from one wirsldigk to another, the dynamic
nature of the network characteristic can also legmtive impact on the flow QoS. As a
result, the performance (e.g. throughput, end-tbamay) for both the overall wireless
network and the host is limited. Moreover, in a tilabming context, IP tunneling
supports only one address for each endpoint, teeofi® tunneling for multi-homing
implies using a multitude of bi-directional tunnelsd results certain complexities for
the tunnel management at the Home Agent and Mblaitdes or Mobile Routers.

In the next section, we present another schema arfvafding traffic
simultaneously over multiple interfaces on a peskgabasis.

3. Virtual SCTP Tunneling Framework

Thevirtual SCTP tunnelingoncept has been first presented in our paper &l
is based the Stream Control Transmission Proto8@TP) which is designed to
supports multi-streaming and multi-homing [33][3%hevirtual term signifies the fact
that we apply the concepts of SCTP to tunnels lgamnlti-homed endpoints. As a
result, a virtual SCTP tunnel and a SCTP assoadiatiee isomorphic, i.e. can be
mapped onto each other, and we can reuse the designmplementation of SCTP
with minor modifications, principally in the encajating packet structure. Thertual
SCTP tunnelings considered as a lightweight SCTP in terms otfionalities.
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3.1. Conceptual Architecture

We consider a tunnel having multi-homed endpoista airtual SCTP association
between two virtual SCTP endpoints. For a bi-dioeal tunnel, a pair of encapsulator
and decapsulator must exist at each tunnel endpdiet encapsulator is considered as
the entry point of the tunnel, and the decapsuiatopnsidered as the exit point of the
tunnel. In general, the same tunnel can be sharéifferent connections.

@CoAl

Encapsulator N @ua S N -
— (meter + scheduler) T Digerpumltos 7#>
ool oo |
< 5 lat N @coan Encapsulator
SO TS~ [N (meter + scheduler)
Vitual SCTP Endpoint " relessPaths o o1 SCTP Endpoint

Figure 50. A bi-directional virtual SCTP tunnel

For a normal encapsulation process, whenever amiimg packet is forwarded to
the encapsulator, it will be encapsulated in arapsglating packet which will later be
delivered back to the IP routing layer. Insteatt@fing packets distributed rigidly on a
per-flow basis, in which each flow is mapped to radefined radio interface, an
intelligent scheduler is introduced inside the @scéator to allow the cooperation of
different active radio interfaces and provides aiyic and flexible per-packet
forwarding. A meter estimates the inter-arrival ditof the incoming traffic, which is
later used by the scheduler for the predictive pabkindling algorithm. On receiving
an encapsulating packet, the decapsulator stripth@fouter header, restores original
encapsulated packets and delivers them back tmthiag layer.

3.2. Encapsulating Packet Structure and Packet
Bundling

The virtual SCTP tunnelingnethod can bundle multiple small packets in one
encapsulating datagram in case that multiple inngmackets are ready for processing
in the tunnel’'s queue. A similar technique caltadall packet aggregatiomas been
proposed and analyzed to be beneficial in [79]sTachnique allows all encapsulated
packets between the two vSCTP endpoints to shareame IP header and therefore
reduces significantly the tunneling overhead ower radio interfaces. As there is no
need to de-multiplex the traffic to particular apations at tunnel endpoints, the SCTP
common header is eliminated to optimize the endafisg datagram structure.
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Incoming IP packet

@cn»> @, Payload
‘ N TN ‘ ’Common Chunk header
IP header \\ |(Tag-Length-Value)

(@pA» @MR-Con;j ‘ TN Data V ‘ TL ‘ Data

~———} encapsulating data chunks———————»

One bit is needed to mark the presence of packet bundling
(e.g. LSB of flowid field in IPv6, or reserved bit in IPv4)

Figure 51. An encapsulating datagram

In the absence of packet bundling, the encapsgldttagram structure will be the
same as in IP tunneling. Only one bit in the IPdeeas required to mark the presence
of packet bundling; this can be the least signifidait (LSB) of theFlowID field in
IPv6 or a reserved bit in IPv4. On presence of gabkindling, each incoming packet
will be put in an encapsulating data chunk, of whiee chunk header is the same as
the 4-bytes SCTP common chunk header and has rimedfoT ag-Length-Value. Let k
denote the number of encapsulated packets in aapsulating packet; a valuelofl
implies the absence of packet bundling, a valuke>dfimplies the presence of packet
bundling. Figure 51 shows the encapsulating datagséth k encapsulating chunks
(k>1); each encapsulating chunk contains an encapdubaieket. Let be the size of
the " encapsulated packet. LMTU, and IPheaderrespectively be the maximum
transmission unit, and the IP header size. Theevafik must satisfy the following
constraint to avoid the segmentation.

Kk
4k +>"s < MTU - IPheader

i=1

3.3. Predictive Packet Bundling

The decision for packet bundling is basically ddr@sed on the tunnel’'s queue
length and/or in a predictive manner. The metersmess the inter-arrival time of the
incoming stream of packets. Ligtdenote the elapsed time between tha){' andn™
arrivals, this elapsed time is the instantaneousr-grrival time of the incoming
stream. The smoothed inter-arrival time at tHeamival, denoted as,, is computed
using a smoothing factar (a > 0.5):

Z—n = Z-n—lal + tn (1_ a)

The meter then passes its information to the sdaediWhen processing a packet,
the scheduler attempts to bundle it with other uetp packets and forwards the
encapsulating packet as soon as possible. If teaeyis empty, the scheduler predicts
a potential packet bundling, in a threshold-basedmer, by using meter’'s information
and wireless path characteristics. Details on howcdmpute the threshold using
wireless path characteristics require further neseand are out of scope of this work.
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If potential packet bundling is not allowed, thecket is encapsulated and forwarded
immediately; otherwise, the scheduler injects semall waiting delay to the packet
without increasing its end-to-end delay over artdkd threshold. Upon next arrival or
time out, the incoming packet is encapsulated amd/drded respectively with or

without packet bundling.

3.4. Per-packet Dynamic Forwarding

In case that no information of flows is availabte flow binding, flows can’t be
differentiated, then the traffic is seen as onefloiy and should be distributed through
different radio interfaces on a per-packet basisintrease the wireless network
performance thanks to the wireless bandwidth aggi@y Per-packet forwarding also
provides a better flexibility to increase the Idaalancing performance in compare to
per-flow forwarding.

3.5. Simplification of Tunnel Management

Unlike IP tunnelingyirtual SCTP tunnelingupports multiple addresses for each
endpoint; therefore it reduces the tunnel managememplexity and the system
resource usage. Letdenote the number of source endpoint addresseas denbte the
number of destination endpoint addresses; it isrgisd to have only one tunnel device
for the communication between the two multi-homedpmints withvirtual SCTP
tunnelingbut mn tunnel devices with IP tunneling. At the two vSC&Rdpoints, the
destination address list of the virtual SCTP asgami is synchronized with the Care-
of Address list by using predefined SCTP primitivegch asAdd IP Addressand
Delete IP Address

4. Evaluation

4.1. Encapsulation Overhead Consideration

While the encapsulation helps to hide away the tepblogy between the two
endpoints, it requires extra header which causesapmulation overhead. The
optimization of the data plane aims at increashmy éffective bandwidth usage (the
utilization) of the network resources. L&tbe the average incoming packet size, knd

is the number of encapsulated packet or the nurmob@ncapsulating data chunk,
whereas

k<k

- ‘max?’

K _{MTU - IPheadej
max 4+S

We can evaluate the lower bound of encapsulatienh@ad of each tunneling
mechanism. We define the bandwidth utilization #relheader overhead by the
following formulas:

- 112-



B

encapsulad

Overhead= Bencapsuiing ~

encapsulang

B
Utilization = —"2Y® — 1 _ Overhead

encapsulang

Encapsulation Overhead Comparison

30 \ \ \ \ \ \ \ \ \ \
| | | | | | | | | |
| | | | | | |
| I I I I I I IPV6 tunneling
| | | | | | | VSCTP over IPv6
B TR o S H S T === PV tunneling ||
: : : : : : : VSCTP over IPV4
| | | | | | | | | |
< | | | | | | | | | |
Y R S I _ [ B e
o;’ 20 | | | | | | | | | |
& | | | | | | | | | |
Q | | | | | | | | | |
% | \ | | | | | | | |
> 1 I | | | | | | | |
n | | | | | | | | |
2 15----- TS T - e - e Al [ -
o | | | | | | |
< | | | | | | |
=] | | | | | | |
] Y
o ‘ l l l l l l
2 10---- I 1 J L J I J I
I} | ! | ] | | ]
| ] | | | | |
| | | | | | |
| | i | | | |
| | | | | |
| | L | | |
5F---- | r----1
| | ]
| | | |
| | T ! |
| | | T | | nl
| | | | | | |
0 | | | | | | |
0 100 200 300 400 500 600 700 800 900 1000 1100

Average Packet Size (bytes)

Figure 52. The encapsulation overhead comparisompércent of total
bandwidth)

Figure 52 shows the header overhead comparisorebatwSCTP tunneling and
IP tunneling over both IPv4 and IPv6 with MTU of b bytes. The overhead of
vSCTP tunneling is smaller; therefore better, facket size smaller than 720 bytes
thanks to the bundling ability. While the packetesiincreases, the number of
encapsulating data chunk decreases because thet ok is limited by the frame
size, e.g. for Ethernet, the frame size is 150Cer@hwill be a peak whenever the
number of encapsulating data chunk decreases ars@é ¢he overhead increases in a
step function. Step by step, the encapsulationh@ast of vSCTP tunneling converges
to the overhead value of IP tunneling.

4.2. Delay Consideration

Of course, there exists a trade-off between thedwatth utilization and the
tunneling delay. The delay of vSCTP tunneling islqably bigger than the one of IP
tunneling delay because it is potentially influeshdey 2 factors: the encapsulating
packet transmission delay and the buffering delag (vaiting time for many incoming
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packets).
The first factor (transmission delay) is reversepprtional to the number of
encapsulated IP packets in an encapsulating pagketn the number of encapsulated
packet decreases, this factor approaches the IReling delay. Because the
transmission delay for vSCTP encapsulation is atouthe value of
IPheader+ (4+ s)k
D
IPheader+ s

+c¢ and the transmission delay for IP tunneling isuatb

+ ¢ where € is the average incoming packet sif2,is the link speed,

c is the propagation delay, amkdis the number of encapsulated packet or the number
of encapsulating data chunk.

The second factor (buffering delay) depends on tth#fic pattern. When the
number of flows increases, the arrival rate inaeathe buffering delay caused by this
factor converges to 0. Therefore, to eliminate tlsistor, we have proposed the
predictive packet bundling where the bundling psscis predicted by observing the
history of the traffic.

4.3. Evaluation of vSCTP tunneling in PMIPv6

The objective of this section is to support the A€ion in PMIPv6. We consider
PMIPv6 domain as an autonomous system under thtotasf an operator. The
PMIPv6 domain is composed of different ARs coningllheterogeneous radio access
technologies. From this point of view, PMIPv6 cam Used for inter access system
handover within an operator. A MN can have multipiterfaces of different radio
access technologies; each interface has its ovaddifess within the PMIPv6 domain.
Without loss of generality, we consider here onBP® and WLAN access networks
for the simplicity.

Incoming/Outgoing data flows

&

LMA Vi 1 SCTP
irtua
S2 <—>
@ endpoint
) _ Virtual SCTP
h 4 association
Virtual
AR; @ AR; X Interface
————
3GPP Sy Virtual SCTP
’5/ endpoint

Figure 53: Virtual SCTP endpoint and virtual SCagsociation concepts
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We consider the vSCTP tunnel between two virtual B@ndpoints as shown in
the Figure 53. One virtual SCTP endpoint is the LMyad the other virtual SCTP
endpoint, comprising multiple virtual interfacess a set of ARs. Each AR is
considered as a virtual interface. The tunnelxedibetween the LMA and a set of
ARs, allows the collaboration between ARs, andhaad by different MNs.

4
//
: P
tun{,-,j} tun{,-, k}

A -

Moved from AR; to AR,

Tunnels

Figure 54: Mappings between different spaces

Figure 54 shows the mapping between different spaddl's edge IP addresses
space, tunnels space, and ARs space. Assuméutigf denotes the tunnel between
the LMA and the set /AR, AR}. Packets addressed to MN having accegfRt@nd
AR will go through thetun; 3. Given that the MN has 2 interfaces wi@ and @,
respectively to be the edge IP addresses of thidriterface and the second interface in
the PMIPv6 domain. At one given moment, the firdeiface has access A, and
the second interface has acces8®p Routing entries fo@; and@, point at the same
tunneltung ;. Now this MN moves fromAR to AR.. On receiving the PBU, the LMA
updates its routing table to redirect MN’s packet the tun; . The tunnel is
responsible for dynamically distributing MN'’s flows packets to the most suitable
AR. Those tunnels can be manually created by adtnatdrs, or incrementally created
by observing the Location Registration process thedforwarding state in the LMA
and ARs.

We carried out an observation of this schema uide® version 2.29. We
constructed a PMIPv6 domain using IPv6 with onlg &MA and two ARs. For the
first step, the interaction between ARs and the Lidikows the standard. The capacity
and the propagation delay of the AR-LMA links agspectively 10 Mbps and 10 ms.
We measure the tunneling goodput and the averageeling delay while varying
parameters such as the number of flows, the inapihiirpacket size and the number of
encapsulating data chunks
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T
|
|
|
|
|
|
Overloaded
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Figure 56. Tunneling delay vs. number of flows

Figure 55 shows tunneling goodput normalized byttineughput of encapsulating

packets versus the number of flows when the intéved time of each flow is 20 ms

and the incoming packet size is 300 bytes, thansugh for VolP packets (e.g., if
G.711 is used, the VoIP packet size is only 22@4)ytlt shows that largérprovides

better efficiency than smallér Figure 56 points out that, in normal conditicargerk
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slightly increases the average tunneling delay. cimclusion, the number of
encapsulating chunksmay be set to one to have the smallest tunnektaydut can
be maximized for applications that tolerate to theday and jitter to have better
efficiency. The choice for this valles an open QoS problem.

From the point of view of MNs, the use of sudtiual SCTP tunnelingn PMIPv6
provides a larger wireless bandwidth, of which thgacity in terms of bandwidth is
the total capacity of the two wireless links. Assuthat a MN has two flows: one for
the file transfer and the other for the audio/vidé®am. Thesirtual SCTP tunneling
allows the LMA to use the WLAN AR for the file dafiaw and the 3GPP AR for the
audio/video flow. This scenario can even be extdrndeper-packet basis, on which,
different packets of the same flow are distributeeugh different interfaces. Figure
57 illustrates the aggregated wireless bandwidatufe with the use ofirtual SCTP
tunneling Consider the following simulation. The 3GPP lickpacity is 2 Mbps and
the WLAN link capacity is 5 Mbps. Thértual SCTP tunnelings scheduled so that
the traffic is distributed to different links orpar-packet basis, and in a simple manner
with the Round-robin algorithm. We define the off@doad as the total traffic volume
sent to the MN and measure the MN goodput thatdstatal traffic volume received
by the MN. From the result, the aggregated bandwglhot completely the total of the
two link bandwidth as expected. This is due toftw that the two links have different
capacity meanwhile we use the Round-robin algoritivmich distribute packets
equally to the two links. A weighted Round-robiig@iithm will optimize the vSCTP
tunneling (the dashed black line).

10 T T T
IP tunneling on WLAN link
9r —— IP tunneling on 3GPP link 7
—+— VSCTP tunneling .
gl Theoretical B
capacity limit
T T T T T T e e e e
7 6- Optimised - > /** u
s VSCTP tunneling e —
= 5 -~ — /
5 r i
13 /**
G 4r Ve i
3 |
2r W/V%V—V—V%V—V—V%V—V%E—v—v f
1t « .
0 | | | | | | | | |
0 1 2 3 4 5 6 7 8 9 10

Offered load (Mbps)

Figure 57. Aggregated bandwidth with virtual SCTRrteling

Continuing with the above scenario of aggregatectless bandwidth: Provided
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that at one moment, the number of served MNs iIrBGBEBP coverage increases so that
the load on the 3GPP link is going to be saturatesltunnel can switch the traffic of
certain MNs from the 3GPP link to the WLAN link ifmprove the global performance
in terms of number of "satisfied" MNs (with regaadthe MN profile and the QoS).
From the point of view of operators, the useviofual SCTP tunnelingrovides load-
balancing mechanism that allows the network opesdato manage the load in their
network. Our research results have also been @itg80] to motivate the need of
multi-homing support in PMIPV6.

4.4. Evaluation of vSCTP tunneling in NEMO

NEMO Support [81] provides seamless mobility to MeNetworks, which are
defined as network segments or subnets that cam mwd attach to any points in the
Internet topology. A Mobile Network includes one more Mobile Routers (MRS)
which connect it to the global Internet. Nodes hdithe Mobile Router, called Mobile
Network Nodes (MNNSs), are Local Fixed Nodes (LFNs)¢cal Mobile Nodes (LMNSs)
and Visiting Mobile Nodes (VMNSs). For the relategtrhinology, see [82]. NEMO
Basic Support [83] describes protocol extensionslobile IPv6 to enable support for
network mobility. One advantage of NEMO Basic Supjmthat the Mobile Network
Nodes need not be aware of the actual locationnawidility of the mobile network.
With some approaches for Route Optimization [84dpight be necessary to reveal the
point of attachment of the Mobile Router to the MeiNetwork Nodes. This may
mean a tradeoff between mobility transparency amat&kOptimization.

NEMO Basic Support describes protocol extensiondvitibile IPv6 to enable
support for network mobility. A Mobile Network isr@etwork segment or subnet that
can move and attach to any point in the InternetM@bile Network can only be
accessed via Mobile Routers that manage its movembktobile Networks have at
least one Mobile Router serving them. A Mobile Rwumaintains a bi-directional
tunnel to a Home Agent (HA) that advertises an agagtion of Mobile Networks to the
infrastructure. A Mobile Router has a unique Homed#ess through which it is
reachable when it is registered with its Home Ageftte Home Address is configured
from a prefix aggregated and advertised by its H&gent. The prefix could be either
the prefix advertised on the home link or the prefelegated to the Mobile Router.
When the Mobile Router has multiple interfaces dewthere are multiple prefixes in
the home link, the Mobile Router can have more thaeHome Address.

When the Mobile Router moves away from the homk #nd attaches to a new
access router, it acquires a Care-of Address frieenvisited link. As soon as the
Mobile Router acquires a Care-of Address, it imraty sends a Binding Update to
its Home Agent as described in [22]. When the Hohgent receives this Binding
Update, it creates a cache entry that binds theil®iétouter's Home Address to its
Care-of Address at the current point of attachm€&hé Mobile Router sets a flag (R)
in the Binding Update to indicate to the Home Agthat it acts as a Mobile Router
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and provides connectivity to nodes in the Mobilavidek.

The extension defines a new Mobility Header Optifmn carrying prefix
information. If the Mobile Network has more thaneolPv6 prefix, it can include
multiple prefix information options in a single Biimg Update. The Home Agent sets
up forwarding for each of these prefixes to the NeoRouter's Care-of Address and
acknowledges the Binding Update by sending a Bopdhtknowledgement to the
Mobile Router. Once the binding process finishdsi-@directional tunnel is established
between the Home Agent and the Mobile Router. Thedl end points are the Mobile
Router's Care-of Address and the Home Agent's add#dl traffic between the Local
Fixed Nodes and Correspondent Nodes passes thtbedtome Agent and the tunnel.
The Route Optimization is out of scope of NEMO BeSupport.

Even though NEMO Basic Support does not discussi-moining, [85] provides a
full analysis on multi-homing in NEMO with differercases of multi-homing and
related issues. In [18], an IPv6 soft handover resit;n for NEMO Basic Support
(NEMO-SHO) with multi-interface Mobile Routers, ngi packet bicasting and
combining, has been proposed and experimented.

When applying vSCTP tunneling to NEMO, one virt&CTP endpoint is the
Home Agent, and the other is the multi-homed MobReuter. Traffic from
Correspondent Nodes to Local Fixed Node is tunnbitdieen the Home Agent and
the Mobile Router through the virtual SCTP tunrselg Figure 58).

@COA1
[— Encapsulator b @na _--~ 7  Decapsulator >
(meter + scheduler) =1~ PPt
7 @conz
<T-————————————
T~ @ooan L Encapsulator
4 i ~3 N —] -]
< ezl pe e ~~__ | (meter + scheduler)

Vitual SCTP Endpoint Wireless Paths  Virtual SCTP Endpoint
(Home Agent) (Mobile Router)

Figure 58. A bi-directional virtual SCTP tunnel NEMO

We carry out the simulation under Ns-2 (versior@2®ith NO Ad-Hoc (NOAH)
routing extension and with our extensions for minlterface Mobile Routersyirtual
SCTP tunnelingind manual routing in the hierarchical addressinge. The scheduler
inside the tunnel’s encapsulator distributes tldfitrto different Care-of Addresses,
i.e. to different radio interfaces, on a per-padiais, and in a simple manner using the
Round-robin algorithm. The meter uses a smoothaatpf a of 0.6 for computing the
smoothed inter-arrival time.
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Figure 59. Simulation topology

The IPv6 simulation topology (see Figure 59) inelsihne Home Agent and two
Access Routers (ARs). Both Access Routers havedpacity of 5.5 Mb/s. Different
values of delay are used for different Home Ageotéss Router links as the first step
to simulate the difference in wireless path chaméstics. Different error transmission
characteristics will be considered in our futurerkvdt is assumed that each Mobile
Network has only one Mobile Router which has twoeeg interfaces; each interface
associates to one Access Router via the wirelegs The scenarios in which each
Mobile Network has multiple MRs [86] are not coresigld in our work.

All Mobile Routers are in the coverage of both Assdrouters and uniformly
positioned in this region. This simulates a fullyedapped coverage area of different
radio access technologies and allows Mobile Routefsave simultaneous access to
the routing infrastructure, i.e. to the Internet.e Wonsider 5 different Mobile
Networks; the number of Local Fixed Nodes insideheglobile Network is 15, 10, 10,
5, and 5 respectively.

We use two traffic classes to survey service diffiéiation: the first traffic class,
using G.728 as Pulse Code Modulation codec, canefs20 VolP flows, each flow
creates VolP packets of 100 bytes (52-bytes UDRopdy at a 20-ms sample interval;
the second traffic class consists of 25 video ¢a flaws, each flow creates packets of
1024 bytes at a 20-ms interval. A random bijectietween the set of Correspondent
Nodes and the set of Local Fixed Nodes is init@lizA flow is initialized for each pair
CN-LFN and is randomly bound to a radio interfaasdollows: for each run, generate
a random number in the range of 0.2 and 0.8 uniformly; for eaactwf] generate a
random numbek in the rage of 0 and 1; ¥ <r, bind the flow to the first interface,
otherwise, bind the flow to the second interface.
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20 flows of the first traffic class are gradualhjtialized at random starting time.
Later, 25 remaining flows of the second trafficsslare initialized in the same manner.
The observation is carried out, with 20 simulatimms, on the following metrics:
system offered load, traffic class throughput amdrage end-to-end delay. For each
metric, we also estimate and plot the 95% confidaénterval of sample means.

Figure 60 shows results for the first traffic clagad Figure 61 shows results for
the second traffic class. Figure 68ad 61a represent the impact of system offered
load on each traffic class throughput while Figedd, 60c, 61b and 61c represent the
impact of number of active Local Fixed Nodes onheket loss rate and the average
end-to-end delay for each traffic class. In allesaghevirtual SCTP tunnelingvith
predictive packets bundling feature (i.e. the nundfeencapsulating churkis greater
than one) provides the highest throughput anddtvest packet loss rate. For example,
see Fig. 55b, if the maximum tolerated packet tass for a VolP connection is 5%,
the maximum number of supported active Local Fixéades when using IPv6
tunneling, virtual SCTP tunnelingvithout and with bundling is respectively 24 (the
worst), 28 (better) and 29 (the best). In heavgHaandition, thevirtual SCTP
tunneling provides smaller average end-to-end delay anckrbitoughput for both
traffic classes thanks to the load-balancing featim overload condition, it provides
higher throughput and smaller packet loss rate Watiger delay as a trade-off.
However this trade-off is worth for applicationsg.edata transfer or video streaming,
where lost packets cause negative impact on the BeSldes, our observation also
shows that service differentiation in NEMO is stih open challenge that requires
more research efforts.

5. Conclusion

In this chapter, we have proposed a novel intalligenneling framework, referred
to as virtual SCTP tunneling that enables the Abv@gest Connected vision for
PMIPv6 and NEMO. The new tunneling method canvallireless bandwidth
aggregation and per-packet load-balancing to nmtiticface Mobile Nodes or Mobile
Routers by distributing packets simultaneouslydiféerent active radio interfaces on a
per-packet basis. Moreover, thanks to bundling raeidm, the vSCTP tunneling can
reduce the encapsulation overhead over radio bglallowing many small packets to
share the same IP header. Mitual SCTPtunnelingis optimized to achieve better
bandwidth utilization without compromise the turingldelay thanks to the predictive
packet bundling process. Besides, we can dynamicalhtrol the trade-off between
the delay and the header overhead to have bestrimarfice in different situations.

We considered PMIPv6 in a context of Always Bestn@ted where the
simultaneous use of interfaces and the dynamicgehahlP addresses are inseparable.
Applying the vSCTP tunneling to PMIPv6, traffic o multi-homed MN could be
forwarded simultaneously via different interfacé#e implemented the first proof-of-
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concept for validating the simultaneous accessast®mnder Ns-2. The simulation
results show that the new tunneling method is beiaéfor both users and operators.
From the user perspective, the bandwidth is impmtowdth wireless bandwidth
aggregation. From the operator perspective, theesystility can be improved by
switching flows/packets to the right radio inteda@s regards NEMO, applying the
VSCTP tunneling framework to NEMO is advantageousrdhe existing per-flow
solution using IP tunneling in terms of throughpacket loss rate, as well as end-to-
end delay.

Further research on the vSCTP framework could Haidg and modeling an
intelligent interface selection algorithm that shibsatisfy both network operators and
mobile users while considering the impact of défr factors such as mobility,
network traffic characteristics, limited coveragea etc. A deeper direction could be
optimizing the scheduling algorithm in consideratioof mobility, service
differentiation and feedback information about thieeless link characteristics and
wireless link capacity.
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CHAPTER 7 - CONCLUSIONS
AND OUTLOOK

1. Conclusion

Providing mobility support in the Internet has beelong-standing challenge, and
a variety of host-based mobility management sahgtiosuch as MIPv4, MIPv6,
mSCTP, and HIP have been designed. These host-trasbdity management
solutions require host stack changes, not only ftbm side of the mobile devices
themselves but also from the infrastructure as aliheir correspondent nodes in the
world wide Internet. It is the tremendous diversitymobile devices and increasing
Internet applications which have created diffi@dtifor the adoption of host-based
mobility management, and as a consequence, maivateneed for a new network-
based mobility management paradigm.

Proxy Mobile IPv6 (PMIPv6) protocol, a network-bdsmobility management
solution, is being seen as the protocol for achig\a common mobile core network,
accommodating different access technologies suchV$AX, 3GPP and 3GPP2
radio networks. It will be key protocol for achiagi inter-working between various
access technologies. In this dissertation, we famuschallenges to support Proxy
Mobile IPv6 in heterogeneous wireless networks biclv the network topology can be
statically well defined but more likely to be arhity and organized in a spontaneous
wireless mesh manner.

Scalability extension for PMIPv6 (SPMIPv6). The first challenge concerns the
scalability of PMIPv6 in large heterogeneous wissl@etworks. Scalability is a key
success factor for business applications in a dimamvironment and can be defined
as the ability of a network to adjust or maintais performance as the size of the
network increases. Constructing a scalable ardhitecwhich provides mobility
service using PMIPv6 is not an easy task, espgdialthe context of spontaneous
networks where the topology is arbitrary and canlyoseamically created and changed.
We have extended PMIPv6 to provide scalability éngé heterogeneous wireless
network in a cluster-based manner. The frameworkalked Scalable Proxy Mobile
IPv6 (SPMIPv6). We have evaluated the scalabilftpuar SPMIPv6 framework in a

- 12¢-



wireless mesh network context. A mathematical mbdslbeen used to investigate the
scalability of the framework with consideration thie wireless mesh network size,
mobile node density, and average mobile speed. nibtics, used to reflect the
scalability, are the probability of successful pett handover and the successful per-
cell handover rate. Numerical results show that SR8l provides a mechanism for
inter LMAs interactions which can horizontally agdadually scale the WMN. This
approach is less expensive than replacing the alemetd LMA and avoids the single
point of failure problem in PMIPV6.

Route Optimization (RO) for SPMIPv6. Another interesting topic is the Route
Optimization which resolves the suboptimal triangbeite in PMIPv6. Supporting
Route Optimization becomes more complicated whehilihoand scalability is taken
into consideration in spontaneous networks. We laresidered route optimization
support for PMIPv6 in general, and in particulaplag@ in SPMIPv6 with respect to
different possible RO cases. Our design provideteasame time, RO and scalability
and inherits all features from PMIPV6.

Network-based Movement Detection in Heterogeneous Environments. An
important aspect of any mobility protocol is the vament detection. However,
detecting the attachment in network-based mobilitgnagement is not trivial,
especially in a heterogeneous environment, andinesjuifferent efforts for each
wireless access technologies. The first key iddsm&ed on the converged IPv6 layer,
which is the waist of the protocol stack and thenemn core for All-IP based next
generation networks, to cover the heterogeneitynobile devices, applications and
radio access technologies. From our point of vieevrietwork must be responsible for
the movement detection in PMIPv6. The hints for ement detection can be the
Link-Layer Events, Traffic Monitoring Events or DNB. We have introduced an
enhanced IP-Layer network-based movement deteptechanism. The advantage of
our proposal is that it doesn't require any spesidiware on the mobile devices and is
independent from the access technologies. This kélp to promote PMIPV6 in
practice gradually and later to optimize PMIPv6 haiink-layer specific movement
detection mechanism in long terms. The proposecargsm is independent from the
link-layer and accepts all existing link-layer dewidrivers. All the intelligence is
immigrated to the mobile access gateway to sugpaitiest range of mobile devices.

Implementation of SPMIPv6 with RO support in a Virtualization-Based
Process. We have proposed a virtualization-based procesgyudser-mode Linux for
implementing the SPMIPv6 framework with RO suppartder Linux operating
system. Furthermore, the same virtualization tegmnihas been used in combination
with VNUML and Ns-2 to form a virtual wireless neivking environment for
evaluation of the SPMIPv6 framework. We setup waltwireless mesh testbeds with
the scope of being as close as possible to reariexentation results, which later
allowed us to migrate to the real testbed in tlopsf the FP7 CHORIST project with
almost no efforts. Different scenarios were defiaed experimented in both virtual
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and real testbed. Important information, as sigaland handover costs, latency,
packets loss, RTT delay and TCP throughput, has beesidered.

Evaluation of PMIPv6 with Scalability and RO support. The SPMIPv6
signaling cost is expressed in terms of delay @husethe extra signaling in the
beginning of the communication. Our results shoat the signaling cost is reasonable,
especially as it happens only once for each comeation. In consideration of the
handover performance, we found that a TCP sessiomie impacted by mobility than
a UDP session due to the congestion control. Besatethe handover latency depends
also on the movement detection time, we believeiththe future, a link-layer based
movement detection will be considered as one apprdar reducing the handover
latency in SPMIPv6. The RO has been evaluatedarS®PMIPv6 framework with both
scenarios of intra-cluster communication and ictaster communication. We have
analyzed the RO performance results with respe®Td and TCP throughput. We
conclude that PMIPv6 with RO can provide smallefTRihus increase the resulting
TCP throughput.

Applications of the SPMIPv6 Framework. The implemented framework
combines different hot trends in mobile networkibogform a realistic and practical
platform for future advanced mobile networking @sbes. The framework is suitable
for different kinds of applications. One of currepplications is to deploy rapidly a
mobile and wireless communication environment iredgnating Communications for
enhanced environmental risk management and cizgafety (FP7 CHORIST) which
proposes solutions for European safety and comratioits between rescue actors. In
the scope of this project, we have foreseen theofidéultiprotocol Label Switching
(MPLS) for QoS support instead of IP tunnels. MR Bow becoming more and more
popular, and MPLS support is an important functionedge and core routers. For
these reasons, MPLS can be used as a transitipntesteard IPv6 in the All-IP
architecture and leverages Proxy Mobile IP deplaymae the industry. Another
application is to spontaneously structure the comioaion backbone of community
based networks (French AIRNET project of the ANRAgence Nationale pour la
Recherche). The developments have also been itgedgia the framework of
Eurecom’s Open Source Platform “OpenAirinterface”.

VSCTP Tunneling for Multi-homing Support in PMIPv6. In next generation
networks, mobile users can access services anywdnraleanytime thanks to the
availability of mobile devices are equipped with Itiple network interfaces of
different radio access technologies in parallele WMévestudied PMIPv6 in a context
of Always Best Connected which considerslti-interface mobile nodesnd multiple
simultaneous access technologiefuity overlapped coverage are&s enable the best
use of network resources. We provided a virtual B@inneling method to overcome
the limitation of IP tunneling. The new tunnelingetinod can permit wireless
bandwidth aggregation and per-packet load-balaningulti-interface mobile nodes
by distributing packets simultaneously via diffdrewtive radio interfaces on a per-
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packet basis. Moreover, the vSCTP tunneling canaedhe encapsulation overhead
over radio links thanks to predictive bundling matism, and reduce tunnel
management complexity.

We implemented the first proof-of-concept for validg the simultaneous access
scenario under Ns-2. The simulation results shaat the new tunneling method is
beneficial for both users and operators. From ther perspective, the bandwidth is
improved with wireless bandwidth aggregation. Frima operator perspective, the
system utility can be improved by switching flowadjgets to the right radio interface.
We also applied the vSCTP tunneling framework taM\E which is a solution for
network mobility without modifications to local #xl nodes, and showed that it is
advantageous over the existing per-flow solutioteirms of throughput, packet loss
rate, as well as end-to-end delay.

2. Limitation of the work

PMIPv6 Addressing Moddl. This is the first limitation of this work as ougsults
rely only on the shared prefix assumption due tpirements from different projects.
The results should be experimented and validatedetisn case of Per-MN prefix. In
this case, we will need to define and implement eclmanism to statically or
dynamically allocate prefix to MNs.

Granularity of Communication Detection. The second limitation in the current
implementation of SPMIPV6 is that the network catydifferentiate communications
identified by a couple of source and destinatiodreslses. A smaller granularity such
as per-flow differentiation will allow more multieming scenarios.

Impact of Movement Detection on the Handover Latency. We also experienced
an impact of movement detection delay on the hagdtatency. The results would
have been better and more reliable with real |2yerevement detection.

Impact of mobility on RO. The impact of mobilty on RO has not been
investigated throughout and is assigned with apoiarity within the projects we have
been involved.

3. Perspectives

QoS with Path Diversity. The PMIPv6 protocol together with scalability, niult
homing and the RO extensions create path diversit hence, traffic can be
forwarded simultaneously through multiple pathse Ebmmunication between mobile
nodes can be delegated to the communication betthetnMAGS, either in a direct
manner or indirect manner via their LMAs. Each ph#s its own characteristics
including loss rate, delay and bandwidth. With swddion, Service Differenciation
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QoS in PMIPv6 is an interesting challenge. Proyd@®oS service to a flow can be
mapped to the problem of mapping a flow to givethpawvhile considering the QoS
demand, path characteristics, current network titnaand mobility pattern. We can
also choose symmetric communication which usesdhee path for both directions, or
chose asymmetric communication which uses diffepattts for different directions.

Optimized Scheduler for vSCTP. Further research on the vSCTP framework
could be defining and modeling an intelligent ifdee selection algorithm that should
satisfy both network operators and mobile userslewbonsidering the impact of
different factors such as mobility, network traffisaracteristics, limited coverage area,
etc. A deeper direction could be optimizing theesithing algorithm in consideration
of mobility, service differentiation and feedbaakarmation about the wireless link
characteristics and wireless link capacity.

Combination of NEM O and PMIPv6. Besides PMIPv6, NEMO also follows the
network-based philosophy which requires no modifica to network local fixed
nodes. Combining SPMIPv6 and NEMO within the clust@sed architecture can
support the mobility of CHs and ARs. Thus, it pd®é an added-on mechanism to
handle the topology changes in the wireless mesikboae while ensuring the
mobility service to MNs. Furthermore, a combinatiohPMIPv6 and NEMO will
support not only Local Fixed Nodes but also Locallife Nodes and Visited Mobile
Nodes without any modification to NEMO Basic Suppdthis combination can also
be another solution for nested NEMO [87][88] whéme tMN itself becomes the
gateway of a Personal Area Network and plays tleeatba Mobile Router.
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APPENDIX A - SPMIPV6 DESIGN
DETAIL

This section describes Scalable Proxy Mobile IFSBNIIPv6) message structures.
Besides standard mobility header messages for Pindyile IPv6: Proxy Binding
Update, Proxy Binding Acknowledgement, etc, we mefiwo new message: Proxy
Binding Request and Proxy Binding Response and ogtions for Serving Entities
Address and Source MN Address.

1. Convention

When applying PMIPv6 to cluster-based architectuse, accept the following

conventions:

= LMA = CH (Cluster Head)

= MAG = MR (Mobile Router)

= Mobile Node Interface Identifier option is usedréplace Mobile Node Identifier
option.

2. Message Format

The Mobility Header is an extension header useMbbile Nodes, Correspondent
Nodes, and Home Agents, Mobile Access Gateway, |lzsch Mobility Agent, in all
messaging related to the creation and managemdimdihgs. The Mobility Header is
identified by a Next Header value of 135 in the iedliately preceding header, and has
the following format:

Payload Proto Header Len MH Type Reserved

Checksum

Message Data

Figure 62. Mobility Header
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Payload Proto
8-bit selector. Identifies the type of header irdiately following the
Mobility Header. Uses the same values as the NRx& Header field.
Implementations conforming to this specification @BLD set the payload
protocol type to IPPROTO_NONE (59 decimal).

Header Len
8-bit unsigned integer, representing the lengtthefMobility Header in units
of 8 octets, excluding the first 8 octets. The tangf the Mobility Header
MUST be a multiple of 8 octets.

MH Type
8-bit selector. Identifies the particular mobilitpessage in question. An
unrecognized MH Type field causes an error indicato be sent.

Reserved
8-bit field reserved for future use. The value MUI& initialized to zero by
the sender, and MUST be ignored by the receiver.

Checksum
16-bit unsigned integer. This field contains tHeaksum of the Mobility
Header. The checksum is calculated from the atiitg consisting of a
"pseudo-header" followed by the entire Mobility ldea starting with the
Payload Proto field. The checksum is the 16-b&'®oomplement of the one's
complement sum of this string.

Message Data

A variable length field containing the data spectfy the indicated Mobility
Header type. Any options MUST appear after thedfigertion of the message
data specified in this document. The presence ugh soptions will be
indicated by the Header Len field within the messagVvhen the Header Len
value is greater than the length required for thessage specified here, the
remaining octets are interpreted as mobility oioriThese options include
padding options that can be used to ensure thar aiptions are aligned
properly, and that the total length of the mesdag#visible by 8. Alignment
requirements for the Mobility Header are the samdoa any IPv6 protocol
Header. That is, they MUST be aligned on an 8tdmandary.

2.1. Proxy Binding Update Message

A Binding Update message that is sent by a moliess gateway to a local

mobility anchor is referred to as the "Proxy Birglidpdate" message. A new flag (P)
is included in the Binding Update message. The oéshe Binding Update message
format remains the same as defined in the RFC andswith the additional (R) and
(M) flags as specified in the RFC 3963 and the REQO respectively.

IPv6 header (src= MAG@, dst=LMA@)
Mobility header:
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Payload Proto Header Len MH Type =5 Reserved

Checksum Sequence #

A‘H‘L ‘K‘M‘R‘ P‘ Reserved Lifetime

Mobility options

Figure 63. Proxy Binding Update Message

Sequence #
A 16-bit unsigned integer used by the receivingenta sequence Binding
Updates and by the sending node to match a returBaaling
Acknowledgement with this Binding Update.

Acknowledge (A)
The Acknowledge (A) bit is set by the sending mehilode to request a
Binding Acknowledgement be returned upon receighefBinding Update.

Home Registration (H)
The Home Registration (H) bit is set by the sendimgpile node to request
that the receiving node should act as this nodetsehagent.

Link-Local Address Compatibility (L)
The Link-Local Address Compatibility (L) bit is sethen the homeaddress
reported by the mobile node has the same inteiffgtifier as the mobile
node’s link-local address.

Key Management Mobility Capability (K)
If this bit is cleared, the protocol used for efighling the IPsec security
associations between the mobile node and the hgmet aloes not survive
movements. It may then have to be rerun.

Proxy Registration Flag (P)
A new flag (P) is included in the Binding Update ss&ge to ndicate to the
local mobility anchor that the Binding Update essiga proxy registration.
The flag MUST be set to the alue of 1 for proxyise@gtions and MUST be set
to O for direct  registrations sent by a mobitele.

Lifetime
16-bit unsigned integer. The number of time umésnaining before the
binding MUST be considered expired. A value ofozérdicates that the
Binding Cache entry for the mobile node MUST beetld. (In this case the
specified care-of address MUST also be set equtileédnome address.) One
time unit is 4 seconds.

Mobility Options
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As per this specification, the following mobilityptions are valid in a Proxy
Binding Update message (the grey options are ety implemented):

= Home Network Prefix option (mandatory)

= Timestamp option (optional)
= Mobile Node Interface Identifier option (optional mandatory)
» Link-local Address option (optional)

2.2. Proxy Binding Acknowledgement Message

A Binding Acknowledgement message that is sent lpcal mobility anchor to a
mobile access gateway is referred to as the "PM®ixying Acknowledgement"
message. A new flag (P) is included in the Bindkmtnowledgement message. The
rest of the Binding Acknowledgement message fommatains the same as defined in
RFC 3775 [22] and with the additional (R) and (Mjgk as specified in RFC 3963
[83] and RFCA140 [27] respectively.

IPv6 header (src=LMA@, dst=MAG@)
Mobility header:

Payload Proto Header Len MH Type =6 Reserved
Checksum Status K‘ R‘ P Reserved
Sequence # Lifetime

Mobility options

Figure 64. Proxy Binding Acknowledgement Message

= Proxy Registration Flag (P)
A new flag (P) is included in the Binding Acknowgmment message to
indicate that the local mobility anchor that prasabthe corresponding Proxy
Binding Update message supports proxy registratiorise flag is set only if
the corresponding Proxy Binding Update had the YPRe&gistration Flag (P)
set to value of 1.

= Mobility Options
As per this specification, the following mobilityptions are valid in a Proxy
Binding Acknowledgement message (the grey optiores @ot currently
implemented)::

= Home Network Prefix option (mandatory)
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= Timestamp Option (optional)
= Mobile Node Interface Identifier option (optior@l mandatory)
» Link-local Address option (optional)

= Status
8-bit unsigned integer indicating the dispositidrttee Proxy Binding Update.
Values of the Status field less than 128 indiché the Proxy Binding Update
was accepted by the local mobility anchor. Valyesater than or equal to 128
indicate that the binding registration was rejedigdhe local mobility anchor.

PROXY_REG_NOT_ENABLEI Proxy registration not enablt
for the mobile node
NOT_LMA FOR_THIS MOBILE_NODI Not local mobility anchor fo

this mobile node

MAG_NOT_AUTHORIZED_FOR_PROXY_RE The mobile access gateway
not authorized to send proxy
binding registrations

NOT_AUTHORIZED_FOR_HOME The mobile node is n
NETWORK_PREFIX authorized for the requesting
home network prefix
TIMESTAMP_MISMATCH Invalid timestamp value (tt
clocks are out of sync)
TIMESTAMP_LOWER_THAN_ PREV The timestamp value is low
ACCEPTED than the previously accepted
value
MISSING_HOME_NETWORK_PREFIX Missing home network prefi
OPTION option
MISSING_MN_IDENTIFIEF_OPTION Missing mobile node identifie
option
MISSING_HANDOFF_INDICATOR Missing handoff indicatc
OPTION option
MISSING_ACCESS TECH_TYPE_OPTIC Missing access technolos
type option

Additionally, the following Status values definedncalso be used in Proxy
Binding Acknowledgement message.

0 Proxy Binding Update accept
12¢ Reason unspecifit

12¢ Administratively prohibite
13C Insufficient resource

2.3. Proxy Binding Request Message

This message has a MH message structure with th@ \hid takes a value of 8 as
shown in Figure 65. This message is sent by the tMA All-LMA multicast group,
All-MAG multicast group, or to a centralized Homeyeént to find which MAG is
serving a mobile CN.
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IPv6 header (src=LMA@, dst=HA@ / All-LMA @ / All-MG& @)
Mobility header:

Payload Proto Header Len MH Type = 8 Reserved
Checksum Sequence #
L ‘R‘ Reserved Lifetime

Mobility options

Figure 65. Proxy Binding Request Message

= Mobility Options
The following mobility options are valid in a ProxyBinding
Acknowledgement message:

= Home Network Prefix option (mandatory)
= Mobile Node Interface Identifier option (optional mandatory)

2.4. Proxy Binding Response Message

This Proxy Binding Response message has structushewn in Figure 66. It
responses to a Proxy Binding Request, that askth®oMAG serving a MNID. The
MH Type takes a value of 9.

IPv6 header (src= @ of entity having info, dst= f@mtity asking info)
Mobility header:

Payload Proto Header Len MH Type =9 Reserved
Checksum Status L‘ I ‘R‘ Reserved
Sequence # Lifetime

Mobility options

Figure 66. Proxy Binding Response Message
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= Mobility Options
The following mobility options are valid in a ProBynding Response

= Mobile Node Interface Identifier option (optiorrdl mandatory)
= Home Network Prefix option (mandatory)
= Serving MAG Address option (mandatory)

3. Mobility Otions
3.1. Mobile Node Identifier Option

The Mobile Node Identifier option defined in the ®B283 [89] is a hew optional
data field that is carried in the Mobile IPv6-defih messages that includes the
Mobility header. Various forms of identifiers che used to identify a Mobile Node
(MN). Some examples of identifiers include NetkAccess Identifier (NAI), Fully
Qualified Domain Name (FQDN), International Mobiation Identifier (IMSI), and
Mobile Subscriber Number (MSISDN). The Subtypddfien the option defines the
specific type of identifier.

This option can be used in mobility messages coimgia mobility header. The
subtype field in the option is used to interpret gpecific type of identifier. This
option does not have any alignment requirements.

Type = 0x08 Option Len Sub Type

Identifier ...

Figure 67. Mobile Node Identifier Option

= Option Type:
MN-ID-OPTION-TYPE has been assigned value 8 byl#&i¢A [50]. It is an
8-bit identifier of the type mobility option.

= Option Length:
8-bit unsigned integer, representing the lengtlodtets of the Subtype and
Identifier fields.

= Subtype:
Subtype field defines the specific type of ideetifincluded in the ldentifier
field.
If the subtype is 1, this is the MN-NAI mobility tpn

= |dentifier:
A variable length identifier of type, as specifipg the Subtype field of this
option.



3.2.Home Network Prefix Option

This option is used for exchanging the mobile rodedme network prefix
information. The Home Network Prefix Option hasadignment requirement of 8n+4.
Its format is as follows:

Type = 0x07 Option Len = 18 Reserved Prefix Length

Home Network Prefix

Figure 68. Home Network Prefix option

=  Type = 0x07
Should be allocated by IANA

= Length =18
8-bit unsigned integer indicating the length of tpion in octets, excluding
the type and length fields.

= Prefix Length
8-bit unsigned integer indicating the prefix lengfithe IPv6 prefix contained
in the option.

» Home Network Prefix
A sixteen-byte field containing the mobile nod®s6 Home Network Prefix.

3.3.Mobile Node Interface Identifier Option

This option is used for exchanging the mobile rodeterface identifier. The
format of the Interface Identifier option when thaerface identifier is 8 bytes is
shown below. When the size is different, theospMUST be aligned appropriately,
as per mobility option alignment requirements spetin [22].

Type = 0x08 Option Len=10 | P Reserved

Interface Identifier
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Figure 69. Mobile Node Interface ldentifier option
= Type = 0x08

» Length = 10/variable

8-bit unsigned integer indicating the length of tpion in octets, excluding
the type and length fields. This field MUST beteet0

= |nterface Identifier

A variable length field containing the mobile nadilterface identifier. The
content and format of this field (including byteddit ordering) is expected to

be specified in specific documents that describev HiBv6 operates over
different link layers.

3.4.Timestamp Option

A new option, Timestamp Option is defined for usetie Proxy Binding Update
and Proxy Binding Acknowledgement messages. ThmeStamp option has an
alignment requirement of 8n+2. Its format is dtofes (with PadN option):

Type = 0x01 Option Len =0 Type = 0x09 Option Len =8

Timestamp

Figure 70. Timestamp option

= Type = 0x09
Should be allocated by IANA

= Length=8

8-bit unsigned integer indicating the length inetstof the option, excluding
the type and length fields. The value for thisdfiRIUST be set to 8.

= Timestamp
A 64-bit unsigned integer field containing a tin@sp. The value indicates
the number of seconds since January 1, 1970, Q0TWD, by using a fixed

point format. In this format, the integer numbé&seconds is contained in the

first 48 bits of the field, and the remaining 1@sbindicate the number of
1/65536 fractions of a second.

3.5.Link-local Address Option
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This option is used for exchanging the mobile rotiek-local address. The Link-
local Address option has an alignment requiremér@na-6. Its format is as follows
(with PadN option)

Type = 0x01 Option Len = 4 Data option (All zeros)

(All zeros) Type = 0x0A Option Len = 16

Link-local Address

Figure 71. Link-local Address option

=  Type = Ox0A
Should be allocated by IANA

= Length =16
8-bit unsigned integer indicating the length of tpion in octets, excluding
the type and length fields. This field MUST be teel6.

» Link-local Address
A sixteen-byte field containing the mobile nodé@dlocal address.

3.6.Serving Entity Address or Source MN Address
Options

Type Option Len = 16

Serving Entity Address / Source MN Address

Figure 72. Serving Entity or Source MN Address Qi

As regards the Serving Entity Address options dedSource MN Address option
(see Figure 72), we use five different values ofi@pType to classify: Source MN
address (0x0B), MAg address (0x0C), LM#4y address (0xOD), MAgy address
(OXOE) or LMAcy address (0xO0F).

= Type = 0x0B, 0x0C, 0x0D, OxOE, OxOF.

- 14C-



Should be allocated by IANA

= Length=16
8-bit unsigned integer indicating the length of tpion in octets, excluding
the type and length fields.

= Serving Entity Address or Source MN Address

A sixteen-byte field containing the address of MG that serving the mobile
node.
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APPENDIX B - VIRTUALIZATION
TECHNOLOGIES

This section introduces you to three ce most common methods of virtualizat
in Linux and identifies their relative strengthslameaknesse

1. Full Virtualization

Full virtualization, otherwise known as native uatization, is an interestir
method of virtualization. This model uses a \al machine (hypervisor) that media
between the guest operating systems and the rraielvare of the host machine (:
Figure 73. Certain protected instructions must be trapped handled within th
hypervisor because the underlying hardware isrned by an operating system bu
instead shared by it through the hyperv

Apps Apps
Guest OS5 Guest 05 e Mgmt
Hypervisor (WVMM)
Hardware

Figure 73 Full virtualization uses a hypervisor to share tlnderlyinc
hardware

Advantage Performance is less than bare hardware becauke bf/perviso
mediation. Th biggest advantage of full virtualization is thay:
operating system can run unmodified on the gueshima

Disavantage The only constraint is that the operating systemstraupport thi
underlying hardware (virtualized hardware de\
Example VMware, Microsoft VirtualPC, QEMU, Xen (extended tolf

Of all these products, VMWare has been being thede for the virtualizatio
because it supports a wide range of OS for botistgared host machines. It has b
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widely used for deploying and test complex applications in enterprises. Howe:
full virtualization totally isolates the guest O®rh the host OS; therefore it costs s¢
or more time and efforts for developing new protecon the virtual machin
(comparing to a real environmel

2. Paravirtualization

Paravirtualization is another popular technique ties some similarities to fu
virtualization. This method uses a hypervisor fbared access to the underlyi
hardware but integrates virtualizat-aware code into the guest OS itsisee Figure
74). This approach obviates the need for any recatipii or trapping because t
guest OS themselves cooperate in the virtualizationes:

Apps Apps
Modified Modified
Guest 05 | Guest QS e Mgmt
Hypervisor (WVMM)
Hardware

Figure 74 Paravirtualization integrates code into the guoperation syste

Advantage Paravitualization offers performance near that o
unvirtualized syster
Disavantage Paravirtualization requires the guest operatingesys to be

modified for interacting with the hypervisor (ext&fML). It can
only support linux O¢

Example Xen, User Mde Linux (A new architecture named ‘um’

created so there is no modification in kernel nies!

Note 1:Intel has contributed modifications to Xen to suppbeir VT-x (formerly
Vanderpool) architecture extensions. These teclgiedp while differing quite
substantially in their implementation and instrantisets, are managed by a comr
abstraction layer in Xen and enable unmodified goperating systems to run witt
Xen virtual machines, starting with Xen 3.0. Hardsvassisted virtualization ers
new instructions to support direct calls by a pataalized guest/driver into tt
hypervisor, typically used for I/O or other-called hypercalls. "Hardware" acces
are under complete control of the hypervi

Note 2 :User Mode Linux is consided as a paravirtualization solution. Howe\
it integrates a new virtualization architectureoirthe guest OS to avoid modifyil
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existing kernel modules. In this sense it can hesiciered as a full virtualization fi
linux systems.

3. Operating System-level V irtualization

The final technique, operating syst-level virtualization, uses a differe
technique than those covered so far. This methed assingle kernel for both the h
and the guests. To improve the performance, alstgugachines share e same
scheduler and kernel modules with the host machime.ensure the independe
servers from one another, each guest (private 9dras separated virtual environm:
and this require modifying the kernel at every kémodules: ieee802.11, IPv4 V6,
UDP, TCP, SCTP...

Private Private . Privata
servar server senver

Operating System

Hardware

Figure 75 Operating syste-level virtualization isolates serve

Advantage Native performanc

Disavantage Operating syste-level virtualization requires changes to
operating system kernel (even kernel modi

Example OpenVz

Developing a new protocol with this virtualizatibechnology requires using tl
notion of Virtual Environment. A module created fonning with this virtualizatiol
technology can not run in the real environmentrafoge a double effort must bone
to port the code to the real environm
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