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Résumé étendu

Les dernieres années ont vu le déferlement d’'urguerad’information sous forme
électronique, due a l'usage croissant du World Wideb (WWW). Pour beaucoup, le
World Wide Web est devenu un moyen essentiel pawrnir et rechercher de
I'information, conduisant a une forte accumulatoe données. La recherche sur Internet
dans sa forme présente devient vite exaspérariegatonnées disponibles peuvent étre
superficielles et de formes tres diverses. Lessatdurs du Web en ont assez d’obtenir des
ensembles gigantesques de réponses a leurs requBpdss, ce qui les oblige & investir
de plus en plus de temps a analyser les résultzsse de leur grand nombre. Et alors de
nombreux résultats s’averent non pertinents efiégs les plus intéressants restent en

dehors de I'ensemble des résultats.

Le Chapitrel introduit la motivation de notre travail de recherche. L'une des
principales explications concernant la difficultéeffectuer une recherche d’information
efficace est que les ressources existantes surele sent exprimées sous une forme
destinée a la compréhension humaine. En d’autresetse ces données deviennent vite
inutilisables et inexploitables par la machine ‘@tdrvention humaine s’avere étre
nécessaire pour obtenir de bon résultats. Ainsgi, dles principaux challenges envisagé par
les utilisateurs du web, tel que les fournisseurdes utilisateurs de données, est
d’'imaginer des outils intelligents ainsi que deéatties autour de la représentation et le

traitement des connaissances dans le but de @éelomhnées exploitables par la machine.

Le Chapitre 2 évalue et étudie les méthodes existas et leurs limitations.Beaucoup

de chercheurs ont déja travaillé dans cette vaecréation du Web sémantique, basé sur
le concept d’ontologie permet de rendre les doneéegpréhensible par la machine. Le

Web sémantique constitue I'une des solutions les phtéressantes proposée par la
communauté des chercheurs. L'objectif est de pepase représentation intelligente des

données qui soit exploitable par la machine. Emtdés termes, cette représentation doit
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lui permettre d’avoir une meilleure « compréhensiates documents et d’améliorer ainsi
la qualité de la recherche parmi l'informationsante. L'accent est mis sur la réflexion
nécessaire a la construction de la significationcdacept relié aux réseaux pour la
représentation des connaissances. L'idée est destears la production semi-automatique
voire complétement automatique de résultats dedgraualité. Autrement dit, I'objectif
est de minimiser l'intervention humaine est de nmagér la qualité des résultats obtenus.
Récemment, le développement d’ontologies a gagpélement I'attention d'un grand
nombre de chercheurs a travers le monde. Aussiexiste pas de réel consensus sur la

définition du concept d’ontologie.

Le chapitre 3 présente la plate-forme ToxNuc-E etel positionnement de notre
recherche autour de cette plate-formeEtant donné I'importance pratique et théorique
du développement d’ontologies, il n’est pas suranérde retrouver un grand nombre de
chercheurs, fervents et engagés dans ce domaimecherche. Dans le cadre de notre
travail de recherche nous proposons I'approchee @SN («Extended Semantic
Network ») qui représente une approche innovante dans le dentk la représentation
des connaissances et des ontologies. Contrairemenapproches classiques, basées sur
les mots clés, I'approche ESN consiste a constrdés réseaux en recherchant des
ensembles d’associations entre les nceuds sémantques relations de proximité sur

TocNuc-E.

Le Chapitre 4 précise le concept de Réseau de madation proximale, généré par des
modeéles mathématiquesL’'idée de base de ESN est de trouver une reprsemtdes
connaissances et une méthode de construction tbgige qui soit efficace afin de
surmonter les contraintes existantes inhérentes. aetherche d'information et aux
problemes de classification. Notre approche se rmdpose suivant deux phases. La
premiére phase consiste a traiter une grande ¢g@atitnformation textuelle en utilisant
des modeéles mathématiques pour automatiser laraotish d’ontologies évolutives.
Cette phase de notre proposition donne comme aésuwit réseau de mots. Celui-ci est
calculé en utilisant des outils mathématiques verdm I'analyse de données et la
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classification automatique. Ainsi, la création di@seau de proximité repose alors sur la
proximité des mots dans un document.

Le chapitre 5 étudie la modélisation des réseauxmantiques et introduit un modele

de conception proposé par nous pour permettre efface colt efficacité de la
conception. Le Réseau sémantique est essentiellement un grapbaté étiqueté
permettant I'utilisation de regles génériques,'liéritage, et de la représentation orientée
objet. Il est souvent utilisé comme une forme geésentation des connaissances, ou les
concepts représentés par les noeuds sont conreotéa l'autre en utilisant les liens
relationnels représentés par des arcs. Le Résemansgue est construit avec l'aide
d'experts de la connaissance et la compréhensiarddmaine. Il est donc principalement

construit par les hommes avec une trés bonne @Bcis

Le Chapitre 6 détaille le réseau sémantique étendiiExtended Semantic Network).La
deuxieme phase consiste a examiner attentivemede ataniere efficace les différentes
possibilités d'intégrer les informations obtenu@sidir de notre modele mathématique et a
partir du modele cognitif développé manuellemerdtt€ phase se base sur une méthode
heuristique développée dans I'extension des résetautilisant les résultats de la méthode
mathématique. Cette phase se termine en considiEramodele humain (développé

manuellement) comme le point d’entré de notre ésleaconcepts.

L’idée principale est de développer une approchaitnece combinant les caractéristiques

humaines et la théorie des concepts utilisée paalzhine. Les résultats peuvent présenter
un grand intérét dans différents champs de rechetels que la représentation des
connaissances, la classification, I'extractionfilieage des données ainsi que dans la
recherche sur le développement d'ontologies. Dansatire de ce travail de these, nous
avons discuté et nous avons mis en lumiere desoagshnovatrices concernant le

traitement et I'intégration d'information. Cettecherche présente une nouvelle méthode
de travail de collaboration s’appliquant partictéi@ent au contexte de la représentation

des connaissances et a la recherche d’information.
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Le chapitre 7 illustre quelques des expériences riksées a l'aide de notre réseau
sémantique étendu et ouvre des orientations pour deperspectives d'avenir.Les
questions concernant la représentation des comamamss, la gestion, le partage et
'extraction d’information sont passionnantes etmptexes. Cet attrait est en toute

évidence essentiellement du aux rapports entrenthe et la machine.

Le fait que nous essayons de combiner les résultatdeux aspects différents constitue
'une des caractéristiques les plus intéressaneesnatre recherche actuelle. Notre
proposition consiste a essayer de construire degogies de maniéere plus rapide et plus
simple. L’avantage de notre méthodologie par rapgax travaux précédent est que notre
approche est novatrice par le fait qu’elle combieg calculs de la machine avec le
raisonnement humain. Le réseau ainsi obtenu pets étre utilisé par des outils comme

par exemple, un classificateur de documents.

Nous considérons notre résultat comme étant steigbar l'esprit et calculé par la
machine. L'une des principales perspectives sgeditouver le juste milieu pour combiner
le concept de réseau sémantique avec le mot olétepartir du réseau de proximite.
D’autres perspectives a ce travail de rechercheaies# d'identifier cette combinaison
entre les deux grandes méthodes et de mettre er pla benchmark afin de mesurer

I'efficacité de notre prototype.
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1.1. Machine intelligence: brief history

Mankind has long been curious about how the mindksvand fascinated by intelligent
machines. One can see people's desire to unde@tanelven to create intelligence. With
today's ever accelerating advances in scienceemhaology, it is becoming increasingly
achievable that we may soon gain a complete uradetstg of human intelligence and
consciousness. Intelligence can be described asammputational part of the ability to
achieve goals in the surrounding world. Varyingelevand types of intelligence exist in all

people, many animals and few machines.

Artificial Intelligence is one such concept, whidefines the science and engineering of
making intelligent machines, especially intelligenbmputer programs capable of

understanding and imitating human intelligence. [MicCarthy, 1963] is the area of

computer science focusing in creating machinesdhatengage on behaviors that humans
consider intelligent. With this understanding ies® reasonable to assume that it will then
be possible to build artificial machines whose liigence matches, and possibly even
exceeds, that of humans. The ability to creatdligémt machines has intrigued humans
since ancient times and today with the advent efdbmputer and 50 years of research
into Al programming techniques, the dream of snmdchines is becoming a reality.

Researchers are creating systems which can mimiahuhought, understand speech,

beat the best human chess player, and countlessfetiis never before possible.

It wasn't until the post-war period (1945-1956)ttAdificial Intelligence would emerge as
a widely-discussed field. What impelled the birthAatificial Intelligence were the arrival

of modern computer technology and arise of a alitlmass. Researchers such as Marvin
Minsky, John McCarthy [McCarthy, 1959], Allen Newehnd Herbert Simon led their
students in defining the new and promising fieldhheTdevelopment of the modern
computer technology affected the Al research immknsAlthough the computer
provided the technology necessary for Al, it wa$ wmatil the early 1950's that the link

between human intelligence and machines was redlgerved. Many pioneers of Al
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broke away from the traditional approach of ari#ficieurons and decided that the human

thought could be more efficiently emulated with reoddigital computer.

The term artificial intelligence was first introdeet in 1956, at the Dartmouth conference
headed by John McCarthy regarded as the father lpfaAd since then Artificial
Intelligence has expanded because of the theomeks painciples developed by its
dedicated researchers. Through its short modetorpjsadvancement in the fields of Al
have been slower than first estimated, progressireges to be made. Since its birth 4
decades ago, there have been a variety of Al pmogrand they have constructively
impacted other technological advancements. Researclike Marvin Minsky, John
McCarthy played very significant role in the deymtent of Al. Marvin Minsky went a
step further to declare that, there may come ogewlaen our nanotechnology may even
make us immortal. The mid 60’s saw Al arrive in gvield from Military operations to
computer games. Al became the common goal of tmulgsaof different studies.
Researchers used various Al techniques and imprdvedcapability of computers in

pursuing various projects.

Various Al-related studies had developed into recaple specialties during the 70’s.
Researchers like Edward Feigenbaum pioneered geanmeh on expert systems; Roger
Schank promoted language analysis with a new warteipreting the meaning of words;
Marvin Minksy propelled the field of knowledge repentation a step further with his new
structures for representing mental constructs; [axsugenat explored automatic learning
and the nature of heuristics; David Marr improvesimputer vision; the authors of
PROLOG language presented a convenient higher émegdor Al researches. The

specialization of Al in the 70's greatly strengtbeénhe backbone of Al theories.

1.2. Research context

Since the past decade the World Wide Web (WWW) played a pivotal role in
information diffusion and sharing, leading to tremeus upsurge in information

availability in the electronic form. For many peepthe World Wide Web has become an
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essential means of providing and searching formétion leading to large amount of data
accumulation. Searching information on the web @®ns becoming an infuriating

experience due to the fact that the data availeblaoth superfluous and diverse. Web
users end up finding huge number of answers ta ®igiple queries, consequentially
investing more time in analyzing the output resudlte to its immenseness. Yet many
results here turn out to be irrelevant and onefcahsome of the more interesting links

left out from the result set.

Most of the existing machine models find it difficto analyze information independently.
One of the principal explanations for such a caadiis the reason that majority of the
existing data resources in its present form arégded for human comprehension. When
using these data with machines, it becomes higtigasible to obtain good results without
human interventions at different levels. It becoragsential to involve human expertise to

achieve dependable results.

1.3. Problems and objectives

One such widely accepted approach that represefgemation in a machine readable
form is to build knowledge domain ontology that ¢cenused in machine analysis. Several
researches have been carried out in this dire@mh some of the interesting solutions
proposed are the semantic web based ontology tiitdtec data understanding by
machines. The objective here is to intelligentlpresent data, enabling machines to

effectively analyze and read existing information.

Nevertheless human involvement still largely reradior the simple fact that ontology
design and development requires extensive domaowledge provided by human
experts. So how to find methods that can be bdétie as well as productive? What is
the method that will require minimum human supgortdevelopment and functioning?
Can an automated knowledge representation be gmaeloased on mathematical models

alone?
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The constraints in our research domain require arsto questions such as:

» Information analysis and retrieval: It is very inmfamt to find a method that is most
efficient in the present context for fast and edfint information retrieval to match
the with the resource size.

» Developing knowledge representation techniques thatnot require expert
intervention, possible automated/semi-automatedoaghes.

» Replacing classical ontology models with automaedlels.

Our responses to these research problems are bagbe past models and findings that

suggest:

» Exploring innovative approach that can build maehimderstandable knowledge
representation techniques involving minimal cost.
» Identifying methods that can combine different mede achieve a common goal

of fast and efficient information analysis for retral and classification.

In response to the following research needs wega®p solution by:
» Exploiting different mathematical models and tedueis that can propose easy and
effective methods of knowledge representation.

» Replacing human developed ontology with automatedtiwmetworks.

1.4. Our contribution

In response to the above constraints we proposievelop an innovative approach that
combines the human modeling with automated worevorts. We propose to develop
word networks that require minimum human intervamtivhich can eventually replace
ontology. The model we propose is the extendecargémnetwork which is a large word
network developed by combining human expert knogéedsed in our semantic network

model with that of machine results in our proxinmbtotype. We advocate using
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automated models in knowledge representation tgaesifor effective analysis of large

textual information.

Our proposal is to construct a network of concepissimilar lines of an ontology but
using a method where minimal human interventiore@giired. We compare this to a semi-
supervised ontology, representing certain qualitiesntology and this is later expatiated
by adding the information obtained from the autooady developed proximal network.
We recommend through our experiments that this ogethill produce similar output as
any traditional ontology but will greatly decreabe construction time, attributed to its
mathematically modeled extension method. Soméefrajor points we hope to achieve

through our approach are:

* To exploit techniques based on theories of proxirthiat will enable automatic
construction of knowledge networks.

« To make construction cost effective and productiye encouraging minimum
human intervention.

* To avoid the difficulty involved in coordinating aperation between experts and a

way to avoid their disagreements.

1.5. Report plan:

This thesis report composes of 7 chapters. We bdmgpresenting our context of research
and listing the existing approaches to tackle tteblem. We then move on to introduce
our methods and models and their roles in the gtniée last part of the report basically
details the prototypes developed using our methaas$ techniques and illustrate the

experimental results that can persuade future wotlie field.

Chapterl Introduces our motivation behind the netedne of the principal explanations
for the unsatisfactory condition in informationrietal is due to the reason that majority

of the existing data resources in its present farendesigned for human comprehension.
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When using these data with machines, it becomédsdyhigfeasible to obtain good results
without human interventions at regular levels. &® of the major challenges faced by the
users as providers and consumers of web eransatgine intelligent tools and theories in
knowledge representation and processing for making present data, machine

understandable.

Chapter 2 evaluates and studies the existing metlaodl their short falls: Several
researches have been carried out in enabling meghinunderstand data and some of the
most interesting solutions proposed are the semaveb based ontology to incorporate
data understanding by machines. The objective @ intelligently represent data,
enabling machines to better understand and enlaaptare of existing information. Here
the main emphasis is given to the thought for casshg meaning related concept
networks for knowledge representation. Eventuallg idea is to direct machines in
providing output results of high quality with mininm or no human intervention. In recent
years the development of ontology is fast gainitigréion from various research groups
across the globe. There are several definition®orablogy purely contingent on the

application or task it is intended for.

Chapter 3 presents the platform ToxNuc-E and mositg of our research around this
platform: Given the practical and theoretical intpace of ontology development, it is not
surprising to find a large number of enthusiastid @ommitted research groups in this
field. Extended Semantic Network is one such intiseaapproach proposed by us for
knowledge representation and ontology like netwewkstruction, which looks for sets of
associations between nodes semantically and prdyin@ur objective here is to achieve
semi-supervised knowledge representation techmigtle good accuracy and minimum
human intervention, using the heuristically develbpinformation processing and
integration methods. The main goal of our rese@ado find an approach for automatic
knowledge representation that can eventually bed use classification and search

algorithms of the platform ToxNuc-E.
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Chapter 4 elaborates on the concept of ProximalWwdiét modeling, generated by
mathematical models: As stated earlier the bagia @f Extended Semantic Network is to
identify an efficient knowledge representation aoitology construction method to
overcome the existing constraints in informatiotriegal and classification problems. To
realize this we put our ideas into practice viawa phase approach. The first phase
consists in processing large amount of textualrmédgion using mathematical models to
make our proposal of automatic ontology constructicalable. This phase of our proposal
is carried out by realizing a network of words nestfatically computed using different
statistical and clustering algorithms. Thus creqtn proximal network computationally
developed, depending essentially on word proximmitgocuments. The proximal network

Is basically representing the recall part of oysrapch.

Chapter 5 investigates the semantic network mogledind introduces a design model
proposed by us to enable efficient cost effectigsigh: Semantic Network is basically a
labeled, directed graph permitting the use of gerretes, inheritance, and object-oriented
programming. It is often used as a form of knowkdgpresentation where concepts
represented by nodes are connected to one andingrthe relational links represented by
arcs. Semantic network is constructed with the hefp expert knowledge and
understanding of a domain. Hence it is mainly a &urmonstructed network with very
good precision.

Chapter 6 in effect details the Extended Semangbomirk: The second phase of our
research mainly consists in examining carefully effetiently the various possibilities of

integrating information obtained from our mathemaltimodel with that of the manually

developed mind model. This phase is ensured byuaistieally developed method of

network extension using the outputs from the matiteral approach. This is achieved by
considering the manually developed semantic mindleh@s the entry point of our

concept network.

Here, the primary idea is to develop an innovatipproach obtained by combining the

features of man and machine theory of conceptss&hesults can be of enormous use in
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the latest knowledge representation, classificatiemmieval, pattern matching and ontology
development research fields. In this research w@ldlustrate the methods used by us for
information processing and integration aimed atiafiging a novel method for knowledge

representation and ontology construction.

Chapter 7 illustrates some of the experiments e@rdut using our Extended Semantic
Network and opens directions for future perspestivéhe question on knowledge
representation, management, sharing and retrienalbath fascinating and complex,
essentially with the co-emergence between man amchime. This research presents a
novel collaborative working method, specifically ithe context of knowledge
representation and retrieval. The proposal is tengit at making ontology construction
faster and easier. The advantages of our methogl@ldh respect to the previous work, is
our innovative approach of integrating machine waltons with human reasoning
abilities. The resulting network so obtained iefatised in several tools ex: document

classifier to illustrate our research approach.

We use the precise, non estimated results prowigiddiman expertise in case of semantic
network and then merge it with the machine caleda&nowledge from proximal results.
The fact that we try to combine results from twffadent aspects forms one of the most
interesting features of our current research. Véev\our result as structured by mind and
calculated by machines. One of the main futuregeatsves of this research is finding the
right balance for combining the concept networkssefmantic network with the word
network obtained from the proximal network. Ourufet work would be to identify this
accurate combination between the two vast methods setting up a benchmark to

measure our prototype efficiency.

We conclude our research report with the Bibliogsapnd the List of Publication carried

out during my PhD.
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2. State of the art: knowledge
representation, management
and retrieval
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2.1. Introduction

The initial developments in technology enabled wo@sof machines and robots that work
for humans mostly on a physical capacity. Thereehbgen instances where machine
robots were created to help humans in their dajatoactivities. Some have even proved
to be very beneficial like the robots built to helabled persons with their day to day
activities thus making them more independent. Hismaveloping machines that can help
men in physical tasks have been for more than fegades and one can find their trails
from farming and agriculture to rockets and spdaéas. However with advancement in
technology these machines are becoming more sagattesd with time and is believed to

soon match if not exceed human intelligence.

Mining for valuable and applicable information fraata was the task of our computers
over the past fifty years in the aptly termed “imf@tion Age”. However, the focus of the
21st Century will be a shift from the computer aspy a provider of basic information.
Computers of the near future will be designed toubed to extract knowledge from
information. Rapid advancements in technology,eased volume and complexity, and
the wide and easy access to information createvadeenand for the computer. The main
focus of humankind in the current century is tdizgitechnology for intellectual activities
in the emerging knowledge Age.

The technologies of the current age are transipmur focus from individual, isolated
information systems and repositories to an expamaetiange and sharing of information
in order to broaden the size and depth of knowledgélable to individuals and activities.
It is expected that by the year 2010, more thantohien intelligent computing devices

will be utilized in all aspects of the commerciav@onment.

One of the most promising and important area aéaesh currently carried out is creating
intelligent machines that can actually understand mterpret information like human
beings. The concept of Intelligence is built ugdonr fundamental principles, which
include: Data, Information, Knowledge, and Wisdom.
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For this to be a reality it is very important that develop appropriate techniques that will
actually help computer programs to interpret infation similar to humans. This requires

that the information be made available to thesehmas in formats that can be interpreted
by them. One such field which actually helps corapprograms and automated machines
to interpret and understand information is calledwledge modeling. This is a field of

Artificial intelligence where different techniqueand methods are developed for
representing information in different forms thahdae easily understood and interpreted

by machines.

2.2. Knowledge modeling

Knowledge Capture and Modeling (KCM) — or in shiknowledge Modeling — is a cross
disciplinary approach to capturing and modeling deolge. Knowledge Modeling

packages combinations of data or information intewsable format for the purpose of
preserving, improving, sharing, aggregating andcgseing knowledge to simulate

intelligence [Mach et al., 1999].

Expanding beyond Knowledge-based Reasoning (KB&)CGase-based Reasoning (CBR)
systems, Knowledge Modeling offers a shift fromdbproprietary solutions to actually
produce and circulate embedded knowledge modeddanger computational solutions in
an effort to create applied knowledge. Applied khemge is very important to the
immerging age of knowledge and information thatantributes to scores of intellectual
activities, from continuous improvement to autordaidecision-making or problem-

solving, and hence increases intellectual capitagj€nerations of humankind to come.

The fundamental goal of KCM is to bring methodoésgand technologies together in an
implementation neutral framework as a practicaloh for maximizing the influence of

knowledge. The core difference between working wiformation and knowledge is that
in addition to facts that information provides, mowledge model includes enactment of

sense or meaning and has the ability to subjegtfiexperts and/or users [Makhfi, 2003].
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As stated in his work by Makhfi, in everyday siioas, people make a variety of
decisions to act upon. In turn, these decisiong ldased on one’s preferences, objectives
and habits. The following example — Situationalet§, highlights how gender and age
play a role in the decision-making process.

/ PERSON \

_»[ DECISION ]

PERSON A [ UTILITY ]
WHAT TYP

OF CAR PERSON B

\;[ SPORT ]

FACTOR X

+ q [ DECISION ]

FACTOR Y

o /

Figure 1: Situational effects

As such, many models, like the example of Persdifréinale) and Person B(Male), can
only be executed after having a profile assignedoréfile is defined as the personnel
interpretation of inputs to a model. KCM incorper#ite quantitative and qualitative use of
information, and processes tangible and intangltigbutes that contribute to end result,
such as Person B’s decision of buy a sports ca.brlging together of quantitative and
gualitative methods enables KCM to incorporate ectbjity, which is the main

differentiator between information and knowledge.

Each model can have data, information or outpumfother models as input. As such,

models can be chained, nested or aggregated. FRsistency all inputs to a model are
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considered as “information”. As such the outputaoinodel would be referred to as

information, when used as input to another model.

Among its benefits, a Knowledge Model has the gbtlo be constantly monitored and
improved. Furthermore, Knowledge Models help uk#wn from past decisions, to assess
present activities and, just as important, to preselomain expertise. KCM saves time
and overhead costs, and reduces the mistakes frertooks. Knowledge Models are very
valuable and often outlive a particular implemeaptatand/or project. Accordingly, the
challenge of KCM is that this process must be dexighot only as an abstract idea, but as
an implementable process with the ability to aggte@nd disseminate applied knowledge

for the purpose of creating intellectual capitalgenerations of humankind to come.

2.3. What is knowledge representation?

As a basic definition knowledge representation bandefined as a subject in cognitive
science as well as in artificial intelligence. logoitive science knowledge representation
is largely concerned with how people store and ggsgnformation. However, in artificial

intelligence mainly under knowledge modeling itasway to store knowledge so that
programs can process it and use it for exampleupp@t computer-aided design or to

emulate human intelligence.

There are representation techniques such as framles, and semantic networks which
have originated from theories of human informatowacessing. Since knowledge is used
to achieve intelligent behavior, the fundamentahlgaf knowledge representation is to

represent knowledge in a manner as to facilitsagvolrg inference from knowledge.

Some issues that arise in knowledge representftiom an Al perspective are questions
like:
» How do people represent knowledge?

* What is the nature of knowledge and how do we reit?
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» Should a representation scheme deal with a paaticddmain or should it be
general purpose?

* How expressive is a representation model or lang®iag

There has been very little top-down discussiorhefknowledge representation issues and
research in this area is well aged. There are Wwmdwn problems such as spreading
activation where one faces problems in navigatingeawork of nodes, subsumption
concerned with selective inheritance; for exampte ATV can be thought of as a
specialization of a car but it inherits only pantar characteristics and classification
problems like a tomato could be classified bottadriit and a vegetable. In the field of
artificial intelligence, problem solving can be giified by an appropriate choice of
knowledge representation and representing knowldédgsome ways makes certain

problems easier to solve.

2.3.1. History - knowledge representation (KR)

In computer science, particularly artificial intgnce, a number of representations have
been devised to structure information. Knowledg@esentation is most commonly used
to refer to representations that are intended tprbeessed by modern computers, and in
particular, for representations consisting of esiplobjects, and of assertions or claims
about them. Representing knowledge in such exgiin enables computers to draw

conclusions from knowledge already stored.

Many KR methods were tried in the 1970s and ea®§0%, such as heuristic question-
answering, neural networks, theorem proving, amuegxsystems, with varying success.
However, medical diagnosis was a major applicati@a, as were games such as chess. In
the 1980s formal computer knowledge representaéinguages and systems arose. Major
projects attempted to encode wide bodies of gergralvledge [Ramachandran et al,
2005]; for example the Cyc project went throughaé encyclopedia, encoding not the
information itself, but the information a reader vl need in order to understand the

encyclopedia: naive physics; notions of time, chtysanotivation; commonplace objects
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and classes of objects. The Cyc project is manhgélycorp, Inc.; much but not all of the

data is now freely available.

Through such work, the difficulty of KR came to better appreciated. In computational
linguistics, meanwhile, much larger databases nfjdage information were being built,
and these, along with great increases in compyteeds and capacity, made deeper KR
more feasible. Several programming languages haee keveloped that are oriented to
KR. Prolog developed in 1972 [Michael et al., 1986H [Bratko, 2000] but popularized
much later, represents propositions and basic |agnc can derive conclusions from
known premises. KL-ONE (1980s) [Brachman and Sck&al985] is more specifically

aimed at knowledge representation itself.

In the electronic document world, languages wersgealeveloped to represent the
structure of documents more explicitly, such as $GMd later XML. These facilitated
information retrieval and data mining efforts, whicave in recent years begun to relate to
KR. The Web community is now especially interestedhe Semantic Web, in which
XML-based KR languages such as RDF, Topic MapsjisheEnglish [Van Renssen,
2005] and others can be used to make KR informati@ilable to Web systems.

2.3.2. Topics in Knowledge Representation

2.3.2.1. Language and notation

Many researchers think it would be best to repriekeowledge in the same way that it is
represented in the human mind, which is the ontywkmworking intelligence so far, or to
represent knowledge in the form of human langu&yehard L. Ballard [Ballard, 2004],
for example, has developed a theory-based semaystsm that is language independent,
which claims to capture and reason with the sammeaqmts and theory as people. The

formula underlying theory-based semantics is:

Knowledge = Theoryl®formation
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Most of the conventional applications and databagstems are language-based.
Unfortunately, we don't know how knowledge is resgrgted in the human mind, or how to

manipulate human languages the same way that tin@rhmind does it. One clue is that

primates know how to use point and click user fats; thus the gesture-based interface
appears to be part of our cognitive apparatus, daiitg which is not tied to verbal

language, and which exists in other animals bedidesans.

For this reason, various artificial languages aradations have been proposed for
representing knowledge. They are typically basedogic and mathematics, and have
easily parsed grammars to ease machine procesBimay. usually fall into the broad

domain of ontologies.

2.3.2.2. Ontology languages

Most of the ontology languages developed are datolar languages, and are either frame
languages, or are based on first-order logic. Mbshese languages only define an upper
ontology with generic concepts, whereas the doroantepts are not part of the language
definition. Gellish English is an example of an aagical language that includes a full

engineering English Dictionary.

Gellish English is a variant of Gellish and is anfial language, which means that it is
structured and formalized subset of natural Engtlsit is computer interpretable. Its
definition includes an English dictionary of conteghat is arranged in a taxonomy and
that is extended into an ontology. From an inforamattechnology perspective Gellish
English is a standard data model for informationdelmg and for knowledge
representation. It is a data exchange languagthéBemantic Web and can be used as a
successor of electronic data interchange techredodgn principle, for every natural
language there is a variant that is specific fat ftanguage. For example, Gellish Dutch
(Gellish Nederlands), Gellish German (Gellish Dehjsetc.
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2.3.2.3. Knowledge representation languages

XML

The Extensible Markup Language (XML) is a genenaippse specification for creating
custom markup languages. It is classified as aansitle language because it allows its
users to define their own elements. Its primaryppee is to help information systems
share structured data, particularly via the Interaed it is used both to encode documents

and to serialize data.

It is basically a meta-language proposed by the W& permits the representation of a
text document as a tree using a marking systens [@hguage was developed to simplify
the exchange, sharing and publication of data enwteb. Majority of the languages and

models used in semantic web are expressed in XML.

XML makes it possible to structure a document defjrtheir own tags according to the
needs and without considering the significance #tisicture holds to the computer
systems that will use it. The standards like XR@llark, 99] et XQuery [Boag, 2004] were
developed after considerable research on a treesemation of the XML document, that

provides the ability to navigate around the tredeting nodes by a variety of criteria.
RDF/RDFS

The Resource Description Framework (RDF) is a famwilWorld Wide Web Consortium
(W3C) specifications, originally designed as a rdata data model, which has come to be

used as a general method of modeling informaticoutlfh a variety of syntax formats.

The RDF metadata model is based upon the idea d&inmastatements about Web
resources in the form of subject-predicate-objeqbressions, called triples in RDF
terminology. The subject denotes the resource,tla@gredicate denotes traits or aspects
of the resource and expresses a relationship betwee subject and the object. For
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example, one way to represent the notion "The glg/the color blue" in RDF is as the
triple: a subject denoting "the sky", a predicaenating "has the color”, and an object
denoting "blue”. RDF is an abstract model with salveserialization formats (i.e., file

formats), and so the particular way in which a vese or triple is encoded varies from

format to format.

Figure 2: Example showing an RDF model

This mechanism for describing resources is a n@orponent in what is proposed by the
W3C's Semantic Web activity: an evolutionary stafehe World Wide Web in which
automated software can store, exchange, and udamaaeadable information distributed
throughout the Web, in turn enabling users to deigh the information with greater

efficiency and certainty.

RDFS [Lassila and Swick, 1999] is a meta model psed by the W3C. RDFS or RDF
Schema is an extensible knowledge representatrguéage, providing basic elements for
the description of ontologies, otherwise called R@€abularies, intended to structure
RDF resources. The first version was published BCWh April 1998, and the final W3C

recommendation was released in February 2004. RBIRS components are included in

the more expressive language OWL. The main cortstare as follows:

rdfs:Class allows to declare a resource as a class for o&saurces. Typical example of
an rdfs:Class is foaf:Person in the FOAF vocabuldny instance of foaf:Person is a

resource linked to the class using an rdf:type ipeg€e, such as in the following formal
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expression of the natural language sentence: 'Johm Person'. €x:John rdf:itype
foaf:Person”, The definition of rdfs:Class is recursive: rdfs:€ds the rdfs:Class of any

rdfs:Class.

rdfs:subClassOf allows to declare hierarchies of classes. For g@kanthe following
declares that 'Every Person is an Agent: “foatBerrdfs:subClassOf foaf:Agent”.
Hierarchies of classes support inheritance of @gmty domain and range (from a class to

its subclasses.

DAML+OIL

DAML+OIL is a tag language for representing ontglodAML+OIL is a successor
language to DAML and OIL [Fensel et al, 2001] thaimbines features of both the parent
languages. DAML stands for DARPA Agent Markup Laage [DAML, 2000], and
DARPA in turn stands for Defense Advanced ReseBrojects Agency and is the central
research and development organization for the Deygst of Defense. The DAML
program ended in early 2006. OIL stands for Ontpltgference Layer or Ontology
Interchange Language. DAML+OIL build on the langesdRDF and RDF Schema by
enriching it with new primitives. One can generatfer to DAML+OIL as a very
expressive logical description language. The exgiresess of the language is determined
by the types of supported constructors which petingt definition of classes and the

properties of its axioms.

OWwWL

The W3C was looking to propose a standard knowh@®©WL a web ontology language
[Dean et al, 2003], derived from the DAML+OIL [Howgks et al, 2001], a language built
based on description logic is a family of knowledgpresentation languages for authoring
ontologies, and is endorsed by the World Wide Wehg0rtium. This family of languages
is based on two (largely, but not entirely, compa) semantics: OWL DL and OWL Lite
semantics are based on Description Logics, whiole tadtractive and well-understood

computational properties, while OWL Full uses a elogemantic model intended to
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provide compatibility with RDF Schema. OWL ontolegiare most commonly serialized
using RDF/XML syntax. OWL is considered one of thendamental technologies

underpinning the Semantic Web.

The data described by OWL ontology is interpretedaaet of “individuals" and a set of
"property assertions” which relate these individuad each other. An OWL ontology
consists of a set of axioms which place constrantsets of individuals (called "classes")
and the types of relationships permitted betweemthrhese axioms provide semantics by
allowing systems to infer additional informationskd on the data explicitly provided. For
example, an ontology describing families might it axioms stating that a "hasMother"
property is only present between two individualsewhhasParent" is also present, and
individuals of class "HasTypeOBIlood" are nevertedavia "hasParent" to members of the
"HasTypeABBlood" class. If it is stated that thediwidual Harriet is related via
"hasMother" to the individual Sue, and that Hariseh member of the "HasTypeOBlood"

class, then it can be inferred that Sue is not alee of "HasTypeABBlood".

Some existing OWL ontologies may be browsed usmegditor such as Protégé-OWL to
edit the ontologies posted at the Protégé webHitere is a large collection of biomedical
ontologies available through the OBO Foundry, whick available on their download
page, as well a number of others hosted at the NB8B®ortal. Other ontologies can be
found by searching for appropriate search termb Wi¢ filetype set to ".owl" or ".rdf" or

by using the Swoogle semantic web search engine.

2.3.2.4. Links and structures

While hyperlinks have come into widespread use,ctbseely related semantic link is not
yet widely used. The mathematical table has beewd sice Babylonian times. More
recently, these tables have been used to repriggeatitcomes of logic operations, such as
truth tables, which were used to study and modeld&m logic, for example. Spreadsheets
are yet another tabular representation of knowle@gker knowledge representations are
trees, by means of which the connections amongaimetital concepts and derivative

concepts can be shown.
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Visual representations, called a plex as developgdThe Brain Technologies are
relatively new in the field of knowledge managemieut give the user a way to visualize
how one thought or idea is connected to other idgmbling the possibility of moving
from one thought to another in order to locate meguinformation. The approach is not
without its competitors [Amaravadi, C. S, 2005].

2.3.2.5. Notation

The recent fashion in knowledge representationdaggs is to use XML as the low-level
syntax. This tends to make the output of these &fguages easy for machines to parse, at

the expense of human readability and often spdozesicy.

First-order predicate calculus is commonly used asmthematical basis for these systems,
to avoid excessive complexity. However, even singyietems based on this simple logic
can be used to represent data that is well beybadptocessing capability of current

computer systems
Examples of notations:

+ DATR is an example for representing lexical knowjed

+ RDF is a simple notation for representing relatiops between and among objects

For the semantic web, one of the most importanéetspis the ability to manipulate the
semantic information of a web document such thattlachines are able to understand the
semantic data of the document. The notations ndyrdabkcribe the actual contents of the
document by associating it with semantic descngidOne could consider this more like

the meta-data of documents.

2.3.2.6. Storage and manipulation

One problem in knowledge representation consistsha# to store and manipulate
knowledge in an information system in a formal wsy that it may be used by

mechanisms to accomplish a given task. Exampleapgpfications are expert systems,
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machine translation systems, computer-aided maantn systems and information

retrieval systems (including database front-ends).

Semantic networks may be used to represent knoeldgigch node represents a concept
and arcs are used to define relations betweenaheepts. One of the most expressive and
comprehensively described knowledge representaparadigms along the lines of
semantic networks is MultiNet (an acronym for Malered Extended Semantic

Networks).

From the 1960s, the knowledge frame or just fraaseleen used. Each frame has its own
name and a set of attributes, or slots which conmtalues; for instance, the frame for

house might contain a color slot, number of floglcd, etc.

Using frames for expert systems is an applicatibolbpect-oriented programming, with
inheritance of features described by the "is-ak.liHowever, there has been no small
amount of inconsistency in the usage of the "iirk: Ronald J. Brachman wrote a paper
titted "What IS-A is and isn't" [Brachman, 1983]harein 29 different semantics were
found in projects whose knowledge representatitier®es involved an "is-a" link. Other

links include the "has-part” link.

Frame structures are well-suited for the representaof schematic knowledge and
stereotypical cognitive patterns. The elementsuwhsschematic patterns are weighted
unequally, attributing higher weights to the moypi¢al elements of a schema. A pattern
is activated by certain expectations: If a perseessa big bird, he or she will classify it
rather as a sea eagle than a golden eagle, assuh@hdis or her "sea-scheme" is

currently activated and his "land-scheme" is not.

Frame representations are object-centered in the sanse as semantic networks are: All
the facts and properties connected with a conceptogated in one place - there is no
need for costly search processes in the databalsehdvioral script is a type of frame that
describes what happens temporally; the usual exagipén is that of describing going to

a restaurant. The steps include waiting to be deageeiving a menu, ordering, etc. The
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different solutions can be arranged in a so-cadklethantic spectrum with respect to their

semantic expressivity.

2.4. What is ontology

In a nutshell Ontologies can be defined as toas alow to store domain knowledge in a
much more sophisticated form than thesauri. Weetbes assume that by using ontologies
in information retrieval (IR) systems a significagdin in retrieval effectiveness can be
measured. The better (more precise) an ontologyeladtde application domain, the more
gain is achieved in retrieval effectiveness. Ipassible to diminish the negative effect of
ontology imperfection on search results by comigniifferent ontology-based heuristics

during the search process which are immune agdiffistent kinds of ontology errors.

It is a well-known fact that there is a trade-o#tween algorithm complexity and
performance. This insight is also true for ontoésgimost of the ontology formalisms do
not have tractable reasoning procedures. Still, dasumption is that by combining
ontologies with traditional IR methods, it is pddsito provide results with acceptable

performance for real-world size document reposori

Ontology in philosophy is defined as the study einy or existence and the basic
categories and relationships involved, to determathat entities and what types of entities
exist. Ontology is considered to be the most furetatal branch of metaphysics. Ontology
thus has strong implications for conceptions ofiyeaHowever the world of computer

science and information science uses its own jargomefine ontology as a formal

representation of a set of concepts within a donaid the relationships expressed
between those concepts. It is used to reason dbheyiroperties of that domain, and also

be used to define the domain.

2.4.1. State of the art

Despite its fundamental importance, the accumulatibontologies has only just begun.

Techniques for organizing ontologies, combining K#naontologies to form larger
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systems, and using this knowledge effectively dfeinatheir infancy. There are few
collections of ontologies in existence; almostaa# still under development, and currently

none of them are widely used.

Efforts are under way to create ontologies for aietya of central commonsense

phenomena, including time, space, motion, procasd,quantity. Research in qualitative
reasoning has led to the creation of technique®ifganizing large bodies of knowledge
for engineering domains and automatic model-fortmmaalgorithms that can select what
subset of this knowledge is relevant for certagksa/Jean et al, 2006]. Although these
efforts are promising, they are only in the prehiary stages of development. The natural
language community has invested in a different foo ontological development.

WordNet [Rao, 2008], [Collins and Quillian, 1978 a simple but comprehensive
taxonomy of about 70,000 interrelated concepts ithéking used in machine translation

systems, health care applications, and World Wiad Witerfaces.

Another important development has been the creaifoeasy-to-use tools for creating,
evaluating, accessing, using, and maintaining t@asantologies by both individuals and
groups. The motivation is that ontology construtti® difficult and time consuming and is
a major barrier to the building of large-scale liigent systems and software agents.
Because many conceptualizations are intended tesékil for a wide variety of tasks, an
important means of removing this barrier is to elecontologies in a reusable form so that
large portions of an ontology for a given applioatican be assembled from smaller
ontologies, that are drawn from repositories. Tk is also only in the preliminary

stages of development.

2.4.2. Why is an ontology built?

Some of the most basic reasons [Natalya F Noy, @08l1] for building an ontology are as
follows:
* Sharing common understanding of the structure of iformation among humans

or machines is one of the most primary goals irettging ontologies [Musen M.
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A. 1992]; [Gruber 1993]. To make this concept adedet us consider an example
of several web sites containing travel informatitihthese Web sites share and
publish the same underlying ontology of the termsytall use, then computer
agents can extract and aggregate information fleeset different sites. The agents
can use this aggregated information to answer qusenies or as input data in other

similar applications.

Enabling reuse of domain knowledgevas another important driving force behind
recent surge in ontology research. For example etsddr many different domains
need to represent the notion of Date. This reptatien includes the notions of
different date format, and so on. If one group edearchers develops such an
ontology in detail, others can simply reuse itttegir domains. Additionally, if we
need to build a large ontology, we can integrateeis¢ existing ontologies
describing portions of the large domain. Similadiye can also reuse a general

ontology, and extend it to describe one’s domaimigrest.

Making explicit domain assumptions underlying an implementation makes it
possible to change these assumptions easily ifknoawledge about the domain
changes. In addition, explicit specifications ofrdon knowledge are useful for

new users who must learn what terms in the domaism

Separating the domain knowledgefrom the operational knowledge is another
common use of ontologies. We can describe a taslomfiguring a product from
its components according to a required specificatiod implement a program that
does this configuration independent of the prodactd components themselves
[McGuinness and Wright 1998]. We can then develop oamtology of PC-
components and characteristics and apply the #hgorio configure made-to-order
PCs [Rothenfluh et al. 1996].

Analyzing domain knowledgeis possible once a declarative specification of the

terms is available. Formal analysis of terms isreemely valuable when both
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attempting to reuse existing ontologies and extemdhem [McGuinness et al.
2000].

Developing an ontology is similar to defining a sétdata and their structure for other
programs to use. Problem-solving methods, domalependent applications, and

software agents use ontologies and knowledge lmaske$rom ontologies as data.

2.4.3. Ontology : definitions

There are several definitions describing an ontgldfis section states few the most

widely known definitions of ontology.

According to many dictionary definitions ontologgrcbe defined as the science or study
of being: specifically, a branch of metaphysicstial to the nature and relations of being;
a particular system according to which problemshef nature of being are investigated;
first philosophy. It is also stated as a theory aeoning the kinds of entities and

specifically the kinds of abstract entities that & be admitted to a language system.

In modern philosophy, formal ontology has been et in two principal ways. The
first approach has been to study formal ontologw gsrt of ontology, and to analyze it
using the tools and approach of formal logic: frtéms point of view formal ontology
examines the logical features of predication anthefvarious theories of universals. The
use of the specific paradigm of the set theoryiedpb predication, moreover, conditions

its interpretation.

The second line of development returns to its Hiisse origins and analyses the
fundamental categories of object, state of affgaest, whole, and so forth, as well as the
relations between parts and the whole and theis lafvdependence - once all material
concepts have been replaced by their correlativen fooncepts relative to the pure
'something’. This kind of analysis does not deaghwhe problem of the relationship

between formal ontology and material ontology fuila Albertazzi, 1996].
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A more widely know definition of ontology is by Grer, where an ontology is defined as
an explicit specification of a conceptualizatiorheTterm is borrowed from philosophy,
where an ontology is a systematic account of exégte For knowledge-based systems,
what “exists” is exactly that which can be repréesdnWhen the knowledge of a domain is
represented in a declarative formalism, the setbgécts that can be represented is called
the universe of discourse. This set of objects, @naddescribable relationships among
them, are reflected in the representational vo@aipulith which a knowledge-based
program represents knowledge.

Thus, we can describe the ontology of a progranddiyning a set of representational
terms. In such an ontology, definitions associlte names of entities in the universe of
discourse (e.g., classes, relations, functionsptber objects) with human-readable text
describing what the names are meant to denote,f@antal axioms that constrain the

interpretation and well-formed use of these ter@per, 1993].

In the philosophical sense, one may refer to arology as a particular system of
categories accounting for a certain vision of therlek As such, this system does not
depend on a particular language: Aristotle's ogiplis always the same, independent of
the language used to describe it. On the other,hanids most prevalent use in Al, an
ontology refers to an engineering artifact, constil by a specific vocabulary used to
describe a certain reality, plus a set of expsgumptions regarding the intended meaning
of the vocabulary words.

In the simplest case, an ontology describes argigyaof concepts related by subsumption
relationships; in more sophisticated cases, s@takloms are added in order to express
other relationships between concepts and to constizir intended interpretation
[Guarino 1998].

For Swartout [Swartout W. R. 1996], an ontologyaisstructured assembly of terms

describing a field and, which can be used as aensabf a knowledge base.
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Alternatively Bachimont [Bachimont, 2001] describemhtology as an outcome of
modelisation. According to him the aim of ontolagies to define which primitives,
provided with their associated semantics, are sacgdor knowledge representation in a
given context.

All these different definitions provide diverse aocdmplimentary views of an ontology
mostly depending on the field (Artificial intelligee, Philisophy,) where ontology is used.
Hence the three most widely accepted definitionsrablogy based on their filed of use
are as follows.
* Ontology: a branch of metaphysics which investigdtee nature and essential
properties and relations of all beings as such.

» ontology: a logical theory which gives an explicipartial account of a
conceptualization [Guarino and Giaretta, 1995] &y 1993]; the aim of
ontologies is to define which primitives, provideith their associated semantics,

are necessary for knowledge representation inengientext. [Bachimont, 2001]

* Formal ontology: the systematic, formal, axiomatewvelopment of the logic of all
forms and modes of being [Guarino and Giaretta5L99

2.4.4. Ontology classification

This section briefly comments on the classificat@nontology proposed [Van Heijst et
al., 1996]. They distinguish ontology based on timensions, which are as follows:
* The amount and type of structure of the concepatdin and

» The subject of the conceptualization.

The first category stating the amount and typetrofcture of the conceptualization mainly
distinguishes 3 categories namely,

1. The ontology on terminology (lexical, glossaries) et
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2. The ontology on information (data base schema) and

3. The ontology for knowledge modeling.

Similarly, the second dimension of ontology calkk@ subject of conceptualization is

mainly categorized into the following four distifats namely:

Application ontologies: basically contains all theformation necessary in

developing a knowledge model for a particular aggtion.

Domain ontologies: provides an assembly of concapdstheir relations describing
the knowledge for a particular domain.

Generic ontologies: cribbed by generic ontologies more similar to domain

ontologies, the only difference being that the epts defined here are more of a
generic in nature which actually describes the Kedge expressed by state,
action, space and components. Generally the canoé@n ontology representing
any domain are the specific concepts representiagdbmain, thus making it a

specialized ontology for that specific domain.

Representation ontologies: furnished primitive ofnfalization for knowledge
representation. These are generally used repragettimain ontologies. In this
case, the underlying conceptualization addresspesentation primitives, like
those defined in Ontolingua’'s Frame Ontology [Grub893]. Accordingly the
representation ontology is therefore an examplenefa-level ontology hence is
sometimes called as Meta ontologies.

The drawbacks of the above distinctions are thafitet dimension is far from being clear

as it is hard to see how “information ontologieah de considered as ontologies. This is

because of the fact that one is not sure if a fipaton of the record structure of a

database can be considered as an ontology accdadihg definition given by the authors,

since it belongs to the symbol level.
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A database schema can be seen as an ontology @sasoit is a conceptual database
schema, while a logical database schema belongs tgthe symbol level. Considering

this as an ontology would violate the distinctiomda by the authors between domain
knowledge and domain ontology. Rather, what cansst an ontology is the vocabulary

used to describe, but this collapses into what ha&esn called "terminological ontologies".

Consecutively, the distinction between terminolag@nd knowledge-modeling ontologies
is also not clear. Due to the problems of the mi@ion ontologies, the contrast between
them and knowledge-modeling ontologies is mislegdand the meaning of the "richer

internal structure" of the latter remains vague.

In conclusion, as stated by Guarino, there is @asaor to hypothesize a distinction among
ontologies on the basis of "the amount and typstafcture of their conceptualization"
[Guarino, 1997]. Maybe, as suggested, a distinctam be made among different

ontologies on the basis of the degree of detadl tse€haracterize a conceptualization.

A very detailed ontology gets closer to specifythg intended conceptualization (and
therefore may be used to establish consensus dbeuttility of sharing a particular
knowledge base which commits to that ontology), lupays the price of a richer
language. A very simple ontology, on the other handy be developed with particular
inferences in mind, in order to be shared amongsuséich already agree on the
underlying conceptualization. Hence one may disiisty between reference ontologies

and implemented (shareable) ontologies, or maybknefand on-line ontologies.

Very simple ontologies like lexicons can be keptlior, while sophisticated theories
accounting for the meaning of the terms used ex&bdn can be kept off-line. The second
dimension is much clearer: depending on the sulojetiie conceptualization, the authors
distinguish between application ontologies, domairiologies, generic ontologies and
representation ontologies.
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2.4.5. Ontology construction and its life cycle pro cess:

Ontologies are normally constructed to be utilizexdcomponents in software tools of
different operational systems. Their developmerdingilar to a life cycle of any software
engineering tool. Particularly ontologies are cdased as technical objects that can evolve

and posses a life cycle worth describing.

Although there is some collective experience ineli@wing and using ontologies, there is
no field of ontological engineering comparable tmWledge engineering. In particular, as
yet, there are no standardized methodologies fitdibg ontologies. Such a methodology
would include a set of stages that occur when mmgldontologies, guidelines and

principles to assist in the different stages, andatology life-cycle which indicates the

relationships among stages [Uschold et al., 1998le most well known ontology

construction guidelines were developed by Grubeulpér, 1993], to encourage the
development of more re-usable ontologies. Recetitlgte has been increased effort in
trying to develop a comprehensive ontology methoglpl[Fernandez M. et al., 1997],

[Gruninger and Fox, 1995], [Uschold and Grunind€96].

These methodologies are broadly divided into thibse are stage-based [Uschold and
Gruninger, 1996] and those that rely on iteratiwehang prototypes [Gomez-Perez,
1994]. These are in fact complementary technigMest distinguish between an informal
stage, where the ontology is sketched out usirgeeibatural language descriptions or
some diagram technique, and a formal stage wherelkology is encoded in a formal
knowledge representation language that is machonepatable. As an ontology should
ideally be communicated to people and unambiguousigrpreted by software, the

informal representation helps the former and tmmé the latter.
The stages involved in a life cycle of an ontolagy be identified as listed below:

* Identify purpose and scope:This actually falls under the category where the
administration of the project is involved. Developia requirements specification

for the ontology by identifying the intended scape purpose of the ontology is
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the fundamental stage in the design process. A-ehaltacterized requirements

specification is important to the design, evaluatmd re-use of an ontology.

Knowledge Acquisition: mainly involves the process of acquiring domain
knowledge from which the ontology will be built. $oes span the complete range
of knowledge holders: Specialist biologists; dasmbanetadata; standard text
books; research papers and other existing ontdod#otivating scenarios are
collected and informal competency questions forrfiddchold and Gruninger,

1996] - these are informal questions that the ogtpldeveloped must be able to

answer and the one’s which will be used to chetkédfontology is fit for purpose.

Conceptualization: deals withidentifying the key concepts that exist in the
domain, their properties and the relationships boddl between them; identifying

natural language terms to refer to such conceptations and attributes; and
structuring domain knowledge into explicit concegdtmodels. This is the process
where the concepts and relationships describingdthain are captured. The
ontology is usually described using some infornesiminology. Gruber [Gruber,

1993] suggests writing lists of the concepts tadatained within the ontology and
exploring other ontologies to re-use all or parttleéir conceptualizations and
terminologies. At this stage it is important to b##e results of the first step, that

of requirements gathering, in mind.

Integrating: is nothing butise or specialize an existing ontology: a taskuesdly
hindered by the inadequate documentation of exgjstintologies, notably their
implicit assumptions. Using a generic ontology,egiva deeper definition of the

concepts in the chosen domain.

Encoding: mainly involves representing the conceptualizationsome formal
language, e.g. frames, object models or logic. Trighides the creation of formal
competency questions in terms of the terminologsgaicification language chosen

(usually first order logic).
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Documentation: it is clear thatinformal and formal complete definitions,
assumptions and examples are essential to proimeteppropriate use and re-use
of an ontology. Documentation is important for defg, more expansively than is

possible within the ontology, the exact meaningeofs within the ontology.

/ Utilisation }\

Evaluation

Implementation

\ /

Knowledge
Construction Acquisition

Figure 3: The ontology building life cycle

Evaluation: is determining the appropriateness of an ontolagyits intended
application. Evaluation is done pragmatically, lsgessing the competency of the
ontology to satisfy the requirements of its apgl@a including determining the
consistency, completeness and conciseness of atogn{Gomez-Perez, 1994].
Conciseness implies an absence of redundancy imldheitions of an ontology

and an appropriate granularity

Page 45



Although there are different methodologies that das followed for successfully
constructing an ontology one is also aware of #et that none of these methodologies
developed so far actually cover all the proposetbfa, principles and criteria required to
construct an ontology. Nevertheless all the predasethodology ensures that it does list
the most important and majority of the existinggqasses such that its users are guided
efficiently in the construction process. Howevée tost commonly referred methods is
the Methontology of [Gomez-Perez, 1998] and [Fedearet al., 1997] that establishes the
stages through which the ontology moves duringliiés time and the activities to be

performed in each stage.

The other methodologies are the enterprise ontolmgy{Uschold et King, 1995], a
collection of terms and definitions relevant to iness enterprises. The methodology used
in building ontology for Tove project. Here theafjof the project is to develop a set of
integrated ontologies for the modeling of both canecral and public enterprises. Some
ontologies focus on how to bifurcate different sm@f knowledge representation [Jasper
and Uschold, 1999]. The method On-to-knowledgegSairal., 1999], was developed as a

solution to the problem faced in developing welntgies.

However, whatever the methodologie adopted buptbeess of constructing an ontology
is mainly a collaboration that requires co-operatiof domain knowledge experts,

engineers and the future users of the ontologygjiaar et al., 2000]. The environment for
developing ontologies generally requires tools sagln ontology editor which is believed
to help construction of ontology and also a knowkdepresentation language, providing
basic elements for the description of ontologiks RDFS or OWL.

Protégé [Noy et al., 2001] is one of the most welbwn ontology editor, with an

architecture that supports integration of plugdings permitting the editor to use new
functionalities. Ontoedit [Sure et al., 2002] io#rer ontology editor on the line of On-to-
knowledge. Webode [Arpirez et al., 2003] is basedalgent server environment and offers
tools and functionalities that supports the congpléé cycle of an ontology and operates

based on the method Methontology.
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2.5. Natural language processing

Natural language processing (NLP) is a subfield aotificial intelligence and
computational linguistics. It studies the problemo$ automated generation and
understanding of natural human languages. Natargtlage-generation systems convert
information from computer databases into normaksiliy human language. Natural-
language-understanding systems convert samplesirofil language into more formal

representations that are easier for computer pnogta manipulate.

The goal of the Natural Language Processing (NOPYigtopher et al., 1999] is to design
and build software that will analyze, understandj generate languages that humans use
naturally, so that eventually one will be able tddeess computer as similarly as

addressing another person.

This goal is not easy to reach. "Understanding'glage means, among other things,
knowing what concepts a word or phrase stands fior lenowing how to link those

concepts together in a meaningful way. It's irdhat natural language, the symbol system
that is easiest for humans to learn and use, tebkafor a computer to master. Long after
machines have proven capable of inverting largeioest with speed and grace, they still

fail to master the basics of our spoken and wrikkaguages.

The challenges one faces stem from the highly anabig nature of natural language. As
an English speaker you effortlessly understand rdesee like "Flying planes can be
dangerous”. Yet this sentence presents difficulitea software program that lacks both
your knowledge of the world and your experiencehviimguistic structures. Is the more

plausible interpretation that the pilot is at risk, that the danger is to people on the
ground? Should "can" be analyzed as a verb orrsua? Which of the many possible
meanings of "plane” is relevant? Depending on cdntglane” could refer to, among

other things, an airplane, a geometric object, wooadworking tool. How much and what
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sort of context needs to be brought to bear onetlipgestions in order to adequately

disambiguate the sentence? [Bates, 1995].

In NLP these problems are addressed using a mixknoiwledge-engineered and
statistical/machine-learning techniques to disamnig and respond to natural language
input. In theory, natural-language processing iseay attractive method of human-
computer interaction. Early systems such as SHRDWOtking in restricted "blocks
worlds" with restricted vocabularies, worked extetynwell, leading researchers to
excessive optimism, which was soon lost when th&tesys were extended to more
realistic situations with real-world ambiguity andomplexity. Natural-language
understanding sometimes referred to as an Al-camppgoblem require extensive
knowledge about the outside world and the abildymanipulate it. The definition of

"understanding"” is one of the major problems inuredtlanguage processing.

One example of knowledge representation methodgubiatural language processing
techniques is Latent Semantic analysis (LSA). LSAaitechnique in natural language
processing, in particular in vectorial semantidsarmalyzing relationships between a set of
documents and the terms they contain by producirsgtaof concepts related to the
documents and terms. LSA [Landauer et al., 1998]use a term-document matrix which
describes the occurrences of terms in documents #& sparse matrix whose rows
correspond to terms and whose columns correspordbéaments, typically stemmed

words that appear in the documents.

A typical example of the weighting of the elemeottshe matrix is tf-idf (term frequency—
inverse document frequency): the element of theimat proportional to the number of
times the terms appear in each document, wherdeares are upweighted to reflect their
relative importance. This matrix is also commorstandard semantic models, though it is
not necessarily explicitly expressed as a matnmgces the mathematical properties of
matrices are not always used. LSA transforms theuroence matrix into a relation
between the terms and soroencepts, and a relation between those concepts and the

documents. Thus the terms and documents are nomedctlg related through the concepts.
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3. ToxcNuc-E platform- a wide
framework
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3.1. Introduction

Collaboration literally means an action or a wodkmpleted in common with two or
several persons. It is a group activity where irligals unite to form groups or unions
with an intention to attain an objective. We camdfievidence of group activity in many
living beings ensuring early completion of taskgl dmetter security against possible
dangers. Every member in the group experience®rbegsults when tasks are being

accomplished in a co-ordinate group then attaittimglividually.

This definition of collaboration is best defined[fPenalva and Commandre, 2006] where
collaboration is defined as a hypothesis of calecintelligence relative to the capacity of
a group of cognitive actors and artificial agentsattain a superior performance as
compared to the addition of individual performancdence, one can conclude that in
every group activity, self interest forms a decgdfactor to motivate collaboration.

Collaboration and sharing is relatively a develgpiarea in research introducing a
methodology for the planned capture and re-usergdrozational knowledge. Successful
application of collaboration practices involves thaderstanding and constructive use of
organizational learning and information flows withthe organization. Co-operation and
collaboration is becoming more important in thelewvm context of global network, thus

placing the user at the centre of a collective cke{Shetty et al., 2006].

Collaborative work can either be of the nature, ieheach group member is involved in
every activity with the work being highly interagti or where each group member is given

an individual task.

In this chapter we introduce a collaborative platfocalled ToxNuc-E a brain child of
CEA in collaboration with other research laborasrin France. The ToxNuc-E is a
platform completely dedicated to research relateduclear toxicology in living beings.
This is a user friendly platform with built-in apgdtions and features which not only

guides the platform members in efficiently using thlatform for information retrieval
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and management but also encourage the users te istiamation about their research
activities with the rest of the registered membamnsthe platform belonging to different

communities.

3.2. Toxicologie nucléaire environnemental
plateforme (ToxNuc-E)

A multi-field inciting program was set up to prinigrstimulate the emergence of a
community of experts and young researchers arowstdka touching the public health and
the environment. This program mainly handled thestjon of including/understanding
the mechanisms of actions of heavy metals and radalides on the various levels of
organization of the living beings. Hence was aptlgmed Toxicologie Nuclear
Environnemental Platforme. The research progranfumdamental was a multi-field

project which implied on a great number of researgh

Some of the current activities in the platform ax&nly concerning the disciplines such as
biology, chemistry, medicine and physics. The misks of the committee of this
program are to manage and provide all the necedsaty and applications for easy
interaction among the vast community of researcimaved in the program. This will in
turn favor and support communication leading tminfation exchange between actors

(researchers) of the Program.

The Program first initiated in the year 2001 at BEA (Commissariat a I'Energie
Atomique), is now extended to four organizationgedearch partners: the CEA, CNRS,

Inra and Inserm some of the well known researcbrktbries in France.

The idea of this platform raised from several goest on nuclear toxicology like: What
are the effects on the living organisms from themadnts such as the radio nuclides or
heavy metals and metalloids used in medicine, reBea for industrial activities? How a

toxic element does reach its molecular target? \Wntain cells of a body are more
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sensitive? How certain cells or organizations tesisne of the elements which can be

toxic?

The answer to these questions will actually make#sible to have a thorough knowledge
of the impact of the entropic activities on humaalth and its environment. The “law of
91" on the nuclear waste, has in addition led terain number of technical solutions in
the year 2006. But none of law asks for study afcmogy or impact of this waste on

human health or the environment around them.

The recent studies dedicated to studying the extenticlear toxicology on living beings
are very few and scattered in France and as welhbmsad. Some of the field and
methodologies used integrate very little the priopes of the revolutionary techniques of
genomic and biotechnologies. Contradictory to thasservations, research in biology and
genetics develops at a vertiginous speed and alrgébources of post-genomic that are

available to renew the field of toxicology are Higheglected in biology.

In order to contribute to this society and humaaltherelated questions, fresh impulse was
given to this research within the framework of agiting multi-field program titled
“Nuclear Toxicology”. This program set up at the ACkvas extended to the national
community (CEA, CNRS, Inra and Inserm) over theiqeer2004-2007 and is entitled

“Program Environmental-ToxNuc-E Nuclear Toxicologiiénager, 2004].

3.2.1. Scientific objectives of the program ToxNuc- E

It is a question of including/understanding thech@isms of actions of heavy metals and
radio nuclides on the various levels of organizatioom living organisms (molecular,

cellular, bodies and fabrics, whole organizatiansyrder to propose preventive technical
solutions, provisions of effective monitoring andluions to decontaminate these

elements distributed in certain compartments otribygic chain.
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The chemical elements were identified in dialoguth warious actors involved in the
nuclear die; in industry and in research, andteofisnteresting elements was brought out.
These elements are listed as follows: tritium, e, boron, carbon, cobalt, selenium,
strontium, technetium, cadmium, iodine, cesium,dJearanium, plutonium, and
americium. From the year 2004, zinc, copper andehizere also included in the study

list.

However, the state of the art on this domain way veeak to be used in helping the
researchers in actually identifying these elementss resulted in focusing the studies in
two different fields called environmental toxicolognd human toxicology. In these two
fields, it is mainly a question of being interestedth the biological effects of these
substances and the molecular and cellular mechan@imtransport, of toxicity and

detoxification.

* In case of environmental toxicology, it helps todst the mechanisms of transfer of
the geo-sphere towards the biosphere by the mdahe dacteria and the plants
and also to imagine applications to decontamindie terrestrial or water

environments.

» Similarly in case of human toxicology, it will beeeficial to imagine applications
for treatment of contamination by targeting thedsts on the elements uranium
and plutonium. The organizations around which thssglies are focused are
preferentially those whose genome is sequencedbieteria, yeast, arabidopsis,

human cells, mouse, rats etc to name a few.

The above approach allows the massive use of thboahe of genomic (transcriptome,

protéome, métabolome).
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3.2.2. The mobilization and the organization of the
Program

The human means always does exist: it is only atoure of mobilizing them based on
some clearly defined scientific objectives. The C&#@anized meetings to include some
of the major researchers in the biological, chemipaysical and informative fields.
Committees were organized and co-coordinators adfiéor each research project were
chosen and several researchers geographicallyrsispevere brought into contact through
this platform.

The registered members on the platform ToxNuc-Eewaver 700 researchers from
diverse fields, working on topics related to nuclexicology. In very short period vast
information were collected on the platform. Oncesth tasks were completed the focus
shifted on other problems like efficient data maeragnt, easy information retrieval and
safety about confining one’s research results éodtiher members of the platform only
known professionally due to similar research irttyevere needed to be resolved. These
solutions would automatically encouraged reseasctmr the platform to exchange
information and discuss the research requirememts abservation with other existing
members of the community. Thus leading to a colatdee proceeding to resolve issues

concerning to nuclear toxicology

3.2.3. Development and evolution of ToxNuc-E progra m

The program committee and its management respengiblthe first part of the program
(2001-2003) identified twelve scientific projects be selected for the period. Each of
these projects controlled by one or more coordisaittcludes various specialists such as
biologists, chemists, doctors, physicists, pharstaciThe program mobilizes 99 men per
year of statutory personnel primarily CEA but afsrsonnel from CNRS, Inra, Inserm
which are the partners of of the CEA in the projddte program also finances 30 post
doctorates and 15 doctorates.
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These 150 men per year correspond in fact to mie 250 researchers established in
several areas and concerning various operatioredtains of the CEA. These source data
encouraged the members of the Management of Programstall communication and

management tools making it possible to create anaamity around the Program.
Some of the tools developed by the program famisnbers are as follows:

The newsletter - the Letter of the Nuclear ProgrEmmicology is a monthly recto-back
which is used as a bond between the researchetheoprojects and allows a fast
circulation of information useful to all. It is @san external tool of communication with

the committee of the CEA and also with our sciemthd industrial partners.

A cycle of continuous training - the people to Isediin the existing research projects are
the statutory doctorates, post-doctorates, teciméciand researchers (CEA, CNRS,
Inserm, Inra) intervening within the framework b&tprogram of Nuclear Toxicology, in
whole or part of their diversified initial formatip working time (biologists, chemists,

physicists, pharmacists, doctors...) .

Some of the additional awaited development resaoftsthe action are as follows:
integration of common concepts, improvement of tiapacity of interaction between
scientists resulting from various disciplines foe realization of the program. The trainees
acquire a base of common knowledge in toxicologgnégal, target concepts of the
poisons, experimental methods,); the biologistpkment their knowledge in chemistry
and analytical chemistry; the chemists supplemegit knowledge in cellular biology and
molecular biology; the chemists and the biologistgpplement their knowledge in:

statistics applied to toxicology; epidemiology; plojogy of target bodies to name a few.
3.2.4. Assessment and prospects

The scientific assessment of the period 2001-280&si follows: 79 publications with a

factor of average impact of 4,17 including 6 pudtiicns with a factor of impact higher
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than 10 (average: 14,70); 4 articles of synthesiseferred works; 8 cards of synthesis
summarizing the principal results by chemical elensudied and 4 patents deposited.
The human assessment is more difficult to quatttfiyever a bringing together very Net

between biologists and chemists, in the broad sensbéserved.

This for example led to the appropriation of thalgtical step by the biologists and the
taking into account of the complexity of the wodd living organisms by the chemists.
Without the detailed attention of all the sciemtifiomponents, technical and administrative
support of the CEA, this program could not haveobee a success. On this same set of
themes, and with the same rigor in the selectiah@fprojects and their follow-up, we will
continue the adventure with our colleagues of CNR& and Inserm. The program
“Environmental Nuclear Toxicology” was initiated 2004 per one three years duration by

selecting the best teams of the four organizatodmesearch partners.

3.2.5. Building the collaborative platform

The reference frames of knowledge of the nucleasgmam Toxicology Nuclear
Environmental are mainly developed and are manhgete LGI2P within the framework
of URC EMA-CEA contract between the two labs.

The URC is a mixed structure created by the CEA thedSchool of the Mines of Alés,
which carried out the technical development offplat using the content management
system developed by LGI2P called the GSITE. Sevydedforms currently are supported

by GSITE especially in the European networks okedgace or national networks.

A platform of collaborative work of the type “Reésrce frame of knowledge” is intended
to help a scientific community to develop its cotlee processes: presentation of the
researchers and the teams, presentation of theégmogapitalization of information and
results, shares knowledge, internal communicafibng of institutional documents, joint

workspaces, forums of exchanges, specialized toapspiffusion of information to
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general public. Advanced functions of dynamic ography of the contents (evolutionary

trees and matrices) make it possible to followathelution of the data bases.

Each researcher registered in the program is aibatdr authorized to deposit documents,
to consult the filed documents, to communicate Whi# other researchers. A system of
management of the confidentiality makes it possiblprotect the diffusion of information

to the centre among the existing research comnaegnitside the platform.

A follow-up meeting and a report/ratio of differesthges is maintained once in every six
months. During these meetings, each project graitesva progress report and presents its
results to the management of program. Followingehmeetings, the management of the

program organizes a session of restitution on dvarecement of all the projects involved.

3.2.6. Technical requirements on the platform

With every passing year the platform is experieg@rtremendous surge in the number of
users registering on the platform thus leading gooaving database of information. This is
mainly because the platform being one of its kiposvides a secure and common space
for researchers to actually interact with the othesting researchers on the platform. It
helps research groups geographically dispersedctoalaconnect with other similar
research groups and thus exchange their reseatalisdend information through the

platform.

It is currently assumed that this platform is orighe largest platforms dedicated to the
research area of nuclear toxicology with a largse of information. The information
are the data diffused by the users of the platfooncerning their research groups, projects

and the innovative developed in the domain.

However it is becoming very difficult to manage #ie data that is being input into the
platform by its existing and new users. This is hoe simple reason that the amount of

data flow on the platform in so high that it isarlg difficult to be managed by humans.
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This is mainly because as and when the data floveases it becomes necessary that more

personals are employed to manage these data fldwsmainly leads to 2 major problems

» A steep increase in the costs involved in the @ogras a result of employing
more engineers to manually tackle the problem td daerflow in the platform.

* There is a high possible risk of data mismanagemdnle employing manual
management of data. This is a very important con@specially when highly

confidential and important information are involved

Thus it became very evident that the platform elyplools and techniques to manage and
tackle the information overflow. The committee r@sgible for the platform approached
its collaborative partners LGI2P who were initialgsponsible of all the technical features
of the platform. This is when our research teamcihivas actually involved with a
development of an innovative knowledge represesriadgchnique was associated with this

platform.

As a member of this research team | was handetaikeof analyzing and developing a
prototype to be used on ToxNuc-E based on my rekdarding. The following chapters
entail the detailed approach adopted by us to e¢atks problem. The entire document sets
and data used in the different stages of my reBeamre provided by the ToxNuc-E
plattorm. These documents were the most recent argfse activities and

innovation/findings in the domain of nuclear toxmgy. My phd are as listed below:

3.3. Graph editor

During the initial stages of my | realized the regment of an application that can help us
visualize results stored in tables of our datab&see my work predominantly dealt with

modeling graph networks, it was very important theisualize graphs constructed every
time a new model is built. This basically helped umelerstand the developments as well

as the requirements of my design model.
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To address this requirement our research groupgleédo develop an editor application
called graph editor which can be used for both aligation and editing purpose. The
application was programmed using mainly the javd pinp coding. The functionality of
the applications was primarily designed to supp@tialization of network structures and

also in editing them where ever needed.

While initially designed largely for visualizing éhconstructed results, the graph editor
also offered functionalities and features usingahihe user of the application would
actually build his/her own graph network. The vigaion of results was a very important
parameter of my research in order to understandiffexent stages of the development of
designs of the model. It also made the editingestilts for testing very convenient. As per
the users requirement one could easily make chatogése existing results and if the
changes were a desirable result than the user cawel these changes into database by

erasing the previous entries.

The editing functionality of the graph editor be@aof enormous importance in the initial
stages of the research work. This is mainly becafighe fact that the initial research
involved building some models along with expertsnir varying domains to develop
concept networks. The graph editor made this tasl as it was very convenient to build

new networks using this application as well as n&ilanges to existing networks.

Below is the design window of the graph editor gné¢ed into Toxnuc-e website:
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Figure 4: Snapshot of graph-editor ToxNuc-E platfor —m

3.3.1. Design specifications

Graph editor is mainly designed using a main pathelt supports the graphical
visualization and a second panel that containsttioé bar with all the functionality

buttons. This design was adopted mainly to sepdnateisual panel from the tool bar as
the functionalities were constantly evolving anchde the tool bar required frequent

redesigning.
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The interface of this application is designed usimgstly the features from java swing and
all the functional features built in the graph editool are coded using the php language.

The figure below shows the tool bar of the grapitoedvith its functional features.

‘ H v | * | - |Selectatype: ‘vl * | - | B ‘D Weight [ ] Fix Relax

: -
| Select a domain =l Altype ]! ¢| t J| Jl * |

Figure 5: Graph editor tool bar

The buttons in the tool bar helps the applicatisaruo create and construct new graphs,
visualize and edit existing graphs by saving angnges made on the existing graphs. It
also contains functions that can be used to viewlts in different forms.

The second line of the tool bar helped the uséh@igraph editor to select a domain under
which the user would like to build a new graph mwexisting graphs. If the user decided
to select an existing graph then the rest of tmetfanality buttons here helped the user

carry out any required changes to the existing agtw

In order to save space buttons are visualized usyntpol language. All the buttons that
necessary validates an action is represented bgytinéo ¥ . This symbol replaces the

letter OK which is commonly used in many interfaces. Simjléne symbols* and =

represents functionalities used to either add tateenodes from a table respectively. Also

the button with the symbc ® is used to identify the node which will be comsitl as

the centre point of a network.

These buttons allow us to create new graphs usidgshand links. It also gives an option
of saving the changes made by the user on to tladalse using the button for backup with

a save symb B . The nodes created can also be deleted if theims®t satisfied with
his creation. We can also drop tables from theb#esta using this editor. This is done by
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selecting a particular table from the domain andntlselecting the button with a

subtraction symbol from the second line.

Similarly the first line of the tool bar is predamantly used to create new tables, firstly by
naming the new table and then creating nodes acsl warder this table. The arcs to be
drawn between nodes are chosen from the drop dosviu ithose a type which holds a set
of relational links predefined by us. The typeslioks used here are similar to those
already explained in the semantic network protatypieese links have been chosen to

depict the actual relation between the nodes ictmstructed graph. The symb* and

= next to the chose a type is used to add or reranwarc between any tow nodes of the

network.

The check boxes shoy— "o L 1 Relas help the user in visualizing the weights of
nodes; fixing the position of certain nodes andrilax button for relaxing the nodes thus

making the network spread out for proper visuaidrat

The main programming of graph editor is done udsihg java language due to its
simplicity in usage and integration with differgiatforms. Certain parts of the editor are

programmed using php for easy communication wighghp server.

Some of the main advantages we envisage using @difgr are:

» Easy and efficient visualization of any construcpedtotype of our models. The
visualization gives a clear picture of the desigrdel as one is able to view a real
time visual of a graph and thus easily identifydials.

» The second most important utilization of the gragglitor is for building new
graphs. This will greatly minimize the time andaet§ used to build new networks,
particularly in case of semantic networks whereeetgare involved. This feature

also makes it very easy to make change to existiogels.
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Once the graph editor was developed we first imtiegk it into locally loaded version of
the Toxnuc-e platform. This helped us greatly isalgring our results during the

development stages of our models.
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4. Proximal network prototype
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4.1. Introduction

Classifying documents and data is essential toetheient management and retrieval of
knowledge. The classical approach followed in doeninclassifications are the methods
where the classification is typically assigned twonlans knowledgeable in the subject who
actually read the entire document sets. In mangelarganizations, huge volumes of
textual information are both created and examiaed,some form of categorization of this
textual information flow is always required. Onejangroblem in document retrieval is of

determining whether a document is relevant to tnery] This determination is inherently

inaccurate, since human experts can differ on jueigments with respect to the same
document and query pair, even with the whole docunawailable and a considerable

range of background information on which to draw.

The document and query representations availableomputer programs are less in
quality; hence the results may be less preciseeftlesless, the number of documents of
potential interest to a human searcher far excedas one could hope to read. This has in
a way helped to limit a search to relevant topigsabsigning one or more subject codes
from a prearranged list. One can find a large nundfesuch classification systems
available for document collections, excluding thetfthat manually assigning these codes

to documents is time consuming and expensive.

This chapter presents an alternative method thmabeaused for automatic classification of
documents. The proposal is to use the proximigpith to estimate the existing proximal
relation between documents. The idea is to devalonodel that can actually calculate
the commonality between the document contents lyyaimg their proximal nature with

one another. This relation between documents kan be used to classify them into

different categories.

Effective machine-generated solutions would obvpusncrease efficiency and
productivity. A computer can process informationamuaster than humans. With the
explosion of electronically stored text, efficien@nd productivity is of increasing

importance. Beyond the immediate gains, howeverthé great promise of enabling
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machines to analyze and examine free text and rakect decisions. We see a greater
picture where such automated models can be incatgubiwith models based on human
decision making, to form what we call hybrid modetsking efficient and productive

knowledge representation feasible.

4.2. Understanding and definition

Proximity in general is defined as the distanceveen objects or entities in consideration.
It can also be defined as the ability of a persothimg to tell when it is near an object, or
when something is near it. This sense of proxirkégps us (living beings) from running
into things in our everyday life. The above statidinition of proximity can also be

applied when measuring the distance from one obgeghother object.

The simplest proximity calculations can be employedcalculate distance between
entities, thereby avoiding a person away from thing can hit. Hence, proximity basically
defines how far or near an entity is from/to anotkatity. The basic and the most
important parameter in calculating proximity betwdeo entities will be the measure of

distance separating the entities.

The concept of proximity is largely used in medialds to describe human anatomy with
respect to positioning of organs. When the physicstance of internal organs is defined
from one another they use proximity as the definpagameter. In these cases, one can

state the distance of organs from each other bplgistating their proximity.

Alternatively, proximity can also be defined assgness between two entities. In this case
the parameter for closeness of the entities chwerelie the state, quality, sense or the fact
of being physically near one another. This sendseofg proximally closer to one another
can be used in data analyses for processing amgaratation of word entities in any
given textual information. Here word entities candsouped and or related based on their

position and occurrence in any given textual data.

This categorization can be used to understanddiagivie proximity of these words in a

given sentence, paragraph or even a document. féatare of proximity in analyzing
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textual information makes it possible to understémel positioning distance of the word
entities occurring in the processed textual infarama This will enable understanding the
score of the relation it shares with the other wemtities occurring in the same document

or text.

The basic theory of proximity is concerned with #weangement or categorization of
entities that relate to one another. Proximity lestw entities is often believed to favor
interactive learning, knowledge creation and intiavalt is necessary to understand why;

when entities of a similar nature are grouped togrethe information becomes a unit.

This provides an observer with a clue to the cohgep are communicating rather than
being confronted with unrelated entities. When mber of entities are close in proximity
a relationship is implied. If entities are logigalpositioned they connect to form a

Structural Hierarchy.

The proximal prototype model is built based on sheictural hierarchy characteristic of
proximity where proximity between words, documeaitsi information is used to for the

logical positioning of words.

The arrows here indicate the
physical closeness connecting the
entities

Figure 6: Entities connected proximally
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The proposed model is largely based on the distaspect of proximity, where word
entities are measured for closeness in a givenespa@ text which reads “Raul owns a
beautiful car. A white cat is on the car.”, one easily identify that the word “Car” and
“Cat” match best in terms of proximity. But the samvord pair fails to make a match
when seen in terms of sense or meaning, a Car @ad does not make the best word pair.
This particular example clearly exemplifies the eflacf proximity based on their

occurrence in a given phrase or document.

The proximal prototype model built based on thecemt of proximity between entities; is
primarily used in analyzing huge amounts of texteth or information. The main focus
of this model lies in optimizing the time requiréal analyze large amounts of textual
information. Here the emphasis is on attaining gjta(recall) of information processed in

a given time span. The proposed model enableg aridsfficient system for data analysis
and representation. The model basically processdsal information for word entities

and their proximity. Each word pair thus obtaineadrinly this processing is given a

proximal value P.

The above information obtained from our proximadtptype model is then used to create
a network of word pairs, called the proximal netoilThe proximal network is

fundamentally a colossal word network in which werttities represent the nodes of the
network and the proximal values they share betvieem represent the arcs joining these

nodes (word entities) in the network.

The main functionality of this model as mentionadier lies in its ability to process huge
amounts of textual data and create a list of psmxksvord entities. These word entities are
then fed into the mathematical programs which dediga proximity value for each word
pair created by the model. The proximity parametexr numerical value assigned to each

word pair and is stored in the word matrix obtaiasdan output result from our model.

This parameter simply defines how close a word p&iin any given network after
analyzing a given document. This feature of our eh@hables easy and quick processing

of huge amounts of textual information in compaelif negligible time. The model thus

Page 68



enables efficient processing, retrieval and managerof information from any set of

documents.

4.3. Proximal prototype model

The past decade has witnessed tremendous upsurdgefoirmation availability in

electronic form, leading to large amounts of datauaulation. The availability of too
many information resources has made data manageamentmbersome task for all
companies and organizations. It has become verprapt for organizations to come up
with innovative techniques to help them manage amaintain their ever growing
information database. The major issue here is iffieudty faced in processing this huge
database for specific information. It has becomzeasingly important to arrive with
newer processing techniques with features to psog#fermation efficiently and more

rapidly.

It is very important to understand that when preges for specific information from a
pool of available information resources; it is vergtural to have a higher quality of
resource data when the information has been egttaby covering various different
resource channels. Similarly it is also highly ess¢ that when we search for data the
processing agent should be able to identify moshbar of possible good information
resources supporting our search. This attributeecdll is a very important factor to be

considered while developing any processing teclenfquinformation retrieval.

The main concern that we try addressing here isspeed and recall factor, while
processing large amount of information or data.t¥}eéo emphasize on the importance of
the above factors in any information managementratrieval tool. These features will
distinguishingly help develop processing tools whiare capable of managing and
retrieving information from vast data resourcesyveificiently without actually slowing

down its speed.
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Addressing these issues is our data processingitpehcalled Proximal Prototype model.
This model firstly aims at managing data by processhrough large amounts of
information quickly for efficient data managemefithe other issue that this model
addresses in the recall factor to improve the guah data retrieved using the technique.
The objective here is to intelligently represertagdanabling machines to better understand

and enhance capture of existing information.

Here the main emphasis is given to the thoughtctmrstructing closely related word
networks for knowledge representation used forrmfdion management and retrieval
using software programs. Eventually the idea islitect machines in providing output

results of high quality with minimum or no humaneirvention.

4.3.1. Architecture and design

The proximal prototype primarily helps in procegsthe information resources to form a
network of word entities which can be used in infation management and retrieval. The
network of word entities thus formed called as pr@at network is a completely
automated network of words derived from the infaioraresources fed into the proximal
prototype model.

This network primarily represents the possible woalrs (extracted from the given
information resource) and the proximity value oéd4d word pairs. These word pairs are
created by the statistical calculations that we legnduring the various processing stages

involved. Below is a block diagram of the proxinpabtotype model.

The information resources that are given as inputhe proximal prototype model are
basically a set of documents containing textuabrimiation. This model is designed to
process data that are textual only and therefonaataprocess any graphical images or
designs. Although the prototype is built to procesg format documents only, the actual

input document given to the prototype in the ihisi@ge at input can be of any format.
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Figure 7: Block diagram representing  proximal prototype model

This is because of the fact that all input documemtl be automatically converted into
text format by the external document converterudet in the prototype before entering
the processing stages that follow. The entire pyp® model is built using java as the

programming language.

Our proximal network model can be largely compdmetatent Semantic Analysis (LSA)
model [Landauer, 1998] a technique in natural lagguprocessing. The LSA can use a
term-document matrix which describes the occurrermfeterms in documents; it is a
sparse matrix whose rows correspond to terms andsevitolumns correspond to
documents, typically stemmed words that appeahéndocuments. A typical example of
the weighting of the elements of the matrix isdff-{term frequency—inverse document
frequency): the element of the matrix is propordioto the number of times the terms
appear in each document, where rare terms are gptedi to reflect their relative
importance.

This matrix is also common to standard semantic elspdhough it is not necessarily
explicitly expressed as a matrix, since the matlieadaproperties of matrices are not

always used. LSA transforms the occurrence mattx a relation between the terms and
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some concepts, and a relation between those canargtthe documents. Thus the terms
and documents are now indirectly related throughdbncepts. LSA technique finds its

primary use in:

» Compare the documents in the concept space (detgechg, document
classification).

» Find similar documents across languages, afteyaingl a base set of translated
documents (cross language retrieval).

* Find relations between terms (synonymy and polygemy

» Given a query of terms, translate it into the cgiepace, and find matching
documents.

The Proximal prototype model is also built on a elogkry close to the LSA model. In
the Proximal prototype model we have incorporatéd@rtant processing stages namely
1. Pre-treatment process
2. Mathematical modeling process and
3. Post treatment process
The output of the post treatment process is thedvpair matrix with proximity value
between them representing their closeness in angspace. This matrix is actually

visualized using the graph editor model developedddetailed under chapter 3.

The textual documents input to our proximal modei be of any size and format. These
texts are considered as the information pool bypitedotype. The prototype through its
processing stages actually gathers and collectthallinformation to be identified and
selected to form the proximal network. This is pyteased on the proximity weight give
to the links (detailed later in the chapter) conimgceach word pair by our processing

agents.

4.3.1.1. Pre-treatment process
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This processing stage is mainly involved in prapgriinput documents for the
mathematical processing stage. Here, in this psotes input document is processed in
several stages and an output of word frequencyimaticreated with rows representing

the words and columns representing the documenénam

We basically carry out 2 different pre-treatmerdgasses in the proximal prototype model
namely the

1) Mots-creux pre-treatment process

2) Mots-pleins pre-treatment process

Pre-treatment
Mots-creux

e . ||‘ ||‘
Pre-treatment
Mots-plein

Figure 8: Proximal network pre-treatment process

Mots-creux pre-treatment process

In the mots-creux pre-treatment processing teclenipe input documents are primarily
processed for any hollow words present in the desunThis is carried out by feeding the
input document into a java program which basicdtlgpks for pre-defined and pre-
identified hollow or empty words present in the doent. Once these hollow words are
identified by the java program they are systemHyicdeleted from the input document.
This document is then fed into a program and tceéteextract the rest of the words

retained in the document. These extracted wordaetrelly built into a word document
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matrix which forms the output stage of the preitreant process. This is stored as an input

for the later processing stages in the proximalgiype model.

Data : text document : doc

Result : SQL table : Result-Table

Tablel «— Mots-Creux(doc);

Table2 « ACP(Tablel);

Vect — new Vector();

Do 1000 timesVect.add(K-Means( Tablel ));
Table3 «— InsertAverage(Vect);

Tabled «— Co-Word (Tablel):

Ttably < Mean(Table2, Table3, Tabled);
Result-Table « Stemming(Tabled):;

oo =~ S oo ke W

Algorithm 1: General algorithm: mots-creux

The above algorithm represents our proximal prg@tysing the Mots-creux pre-
treatment process as represented in line 1. Téerthwerage in line 5 does the average
calculation on the results stored in Vect and itsstire averaged result into the data. The

Vect contains all the result obtained while doi®§Q times K-Means.

Mots-Pleins Process

Similar to mots-creux pre-treatment this procestesigned to identify the word entities in
the input document which are later used to formahgput of word document matrix. But
unlike in mots-creux process here we process g idlocuments to actually extract word
entities which are identified and considered thestmimportant in the given context or
topic the document represents. The input docungemmassed through the java program
which is designed to identify and extract a listvadrds from the document. The java
program actually matches the words of the inputudwnt with that present in the

predefined list provided and extracts them in tfeeess.
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Data : text document : doc

Result : SQL table : Result-Table

Tablel «— Mots-Pleins{doc);

Table2 «— ACP(Tablel):

Vect «+— new Vector():

Do 1000 timesVect.add(IK-Means{ Tablel )):
Table3 «— InsertAverage( Vect):

Tabled «— Co-Word (Tablel):

Ttablb «— Mean(Table2, Table3, Table4):

Result-Table «— Stemming(Tableb):

o~ & 0k W e

Algorithm 2: General algorithm: mots-pleins

The program therefore extracts all the words thaticmwith its predefined list and stores
them on to a separate data base. The pre-defingdl lisbactually defines a set of words
that most represent a domain that is under corstider This list was generated after
consulting and following guidance from the expesfsthe domains we are currently
focusing on for experimenting our prototype. Onloese words are extracted using the
java program they are then transformed and stosed word document matrix which

forms the input for the mathematical modeling pssce

The results obtained by the above 2 methods otrpegment process is actually stored
into a Mysql database. These database resulth@neused as input information for the
mathematical processing model. The result at etagfe £an be visualized using the graph

editor tool.
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Word occurrence Matrix

Doc
Word 1 2 3 4 5 6 7 8 9 10
A 1 5 6 0 0 6 5 4 10 2
B 0o 4 7 142 3 5 7 1 2
C 16 4 6 0 0 0 0 0 0 3
D 5 5 4 4 4 6 9 4 8 6
E 1 1 1 5 5 5 5 4 19 2

Figure 9: Word document matrix

4.3.1.2. Mathematical modeling process

Mathematical modeling process is the second stdg@racessing in our proximal
prototype. The input given to this model is theutesatrix obtained from the previous
processing stage. In this pre-treatment processathgal proximity between word pair
entities are calculated based on several stalisind mathematical models. The 3
different models used for calculating the proximigtween word pairs occurring in the
input document are as follows

* Principle Component Analysis

* K- Means Clustering and

* \Word Association

Our processing model in actual is based on thesbematical models but are slightly
customized to satisfy our processing criteria. Tikigssentially achieved by altering and
adding certain simple computations where ever rmkedava has been used as the
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programming language to build all these mathemlatmadels. Each of the above
mathematical models, process the input data andda® an output in the form of a word

pair matrix with a numerical value assigned toheafcthese word pairs.

The assigned values are computed based on thaeksser proximity of word pairs in the
projected space. In our model all projections aeglenin a 2 dimensional space. Every
word projected in the given space is compared witlihe other projected words in the
same space for closeness or proximity. This measfupeoximity ranges between 0 and 1
and is later scaled to 0 and 100 for computatieage. Here, O represents the least value
of proximity indicating least matched word pair ab@0 indicating the best match for a

word pair in terms of proximity they share.

However it is not mandatory that every word in thieen space shares a proximal
relationship with every other projected word in tame space. In fact if the proximity
between a word pair is lower than 25 (0.25) we hdesigned our algorithms to discard
such word pairs. This is mainly because in ourrla@emputations word pairs with
proximity value lower than 25 does not make a sigamnt change in the final result. This
decision was made based of trials that we conduas#lg word pairs with proximal
values lower than 25. We noticed that networks &atrasing word pairs with proximal
values lower than 25 did not provide any addition&rmation when being used in our

data retrieval techniques.

Each of the above 3 algorithms will provide us anetical proximity value between each
word pairs. Each of this value has been computédrently based on the 3 different
algorithms we employed. It is not necessary thathal 3 outputs obtained from the above
algorithms have similar word pairs. Since each ho$ talgorithm employs completely
different approaches in calculating the proximiglues it is highly probable that one
technique might assign a higher value to a word ggicompared to the value obtained by

the word pair through other methods.
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However the outputs obtained from each of theserdiigns are compared and the
common word pairs prevalent across the output maftptained from each of these 3
different methods are extracted and then storexdtire database for further computations.
The outputs from each of these algorithms are taerbined using the simple calculation

of mean derivation and a single value for each vpaid is estimated.

Principle Component Analysis (PCA)

PCA [Pearson, 1901] is a technique used to redudédimensional data sets to lower
dimensions for analysis. It is mostly used in exalory data analysis and for making
predictive models. PCA generally involves the chittan of the eigenvalue

decomposition [Jolliffe, 2002] of a data covariameatrix or singularvalue decomposition
of a data matrix, usually after mean centeringda for each attribute. The results of a

PCA are usually discussed in terms of componentsand loadings.

PCA can also be defined as a way of identifyinggoas in data and expressing the data in
pattern to highlight their similarities and diffees. Since patterns in data can be hard to
find especially in data of high dimension, wheragfical representation in either difficult

or impossible, PCA emerges as a powerful tool falyzing such data.

PCA is mathematically defined as an orthogonaldirteansformation that transforms the
data to a new coordinate system such that theagteaériance by any projection of the
data comes to lie on the first coordinate (calleel first principal component), the second
greatest variance on the second coordinate, armhSBCA is theoretically the optimum

transform for a given data in least square terms.
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Figure 10: Data from Arabidopsis projected using PCA

PCA can be used for dimensionality reduction [felli2002] in a data set by retaining
those characteristics of the data set that congilmost to its variance, by keeping lower-
order principal components and ignoring higher-omees. Such low-order components
often contain the "most important” aspects of tlaad However, depending on the

application this may not always be the case.

For a data matrix, XT, with zero empirical meane(d#mpirical mean of the distribution
has been subtracted from the data set), wherereachepresents a different repetition of
the experiment, and each column gives the resubis fa particular probe, the PCA

transformation is given by:
Y =X"W
= VX

where, VX WT is the singular value decomposition (svd) of. XT
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PCA has the distinction of being the optimal lindeansformation for keeping the
subspace that has largest variance. This advarttagever, comes at the price of greater

computational requirement if compared, for examigehe discrete cosine transform.

Data : SQL Table : table
Result : SQL Table : result-table
1 vectl « Covariance(table);
2 vect2 « Svd(vectl);
3 vect3 — Do-distance(vect2);
4 vectd — Filtre(vect3, filtre value);
5 InsertTable(result-table, vectd):
6 Return result-table;

Algorithm 3: PCA

In the algorithm the Svd projects the words in a tdimensional space using the

algorithm: NumericalTools.svdcmp.
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Figure 11: PCA results visualize d using graph editor
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In our model we utilize the functionalities of PQA plot the word pair network to
calculate the overall proximity in the chosen doeais. We first input the word frequency
matrix into the PCA Java program. The program perfoall the PCA mathematical
calculations on the input data and return resuli word to word matrix. Once the word
pair calculation is completed, the program plotsi®af all the word pairs thus calculating
the word proximity. The result matrix produced bg tPCA program is then fed into the

graph editor which in turn plots the word netwoliktained using PCA analysis.

We currently are using the singular value decontosfunction called the SVDCmp( )
function [Golub and Kahan, 1965] which calculaies position of the word processed in
a given dimensional space. Based on this projeqtraximity between these projected
word pairs are calculated, which is inverse of #wtual distance using the Euclidian
formula. The values obtained by this algorithm mbgtween the value of 0 and 1. These
values are then pre-treated and all values betWesmd 0.25 are eliminated or discarded

and the rest of the matrix is stored in the databas

These pre-treated values are then used to obtaimelwork of words based on their
values shared between each word pairing. Thereéareh word is connected or linked to
every other proximally related word in the netwoflis in turn forms a word network
which can be viewed in the graphical display showme above algorithm can be applied

on documents to connect them based on their proximproduce document network.

K- Means Clustering

K-means is one of the most famous clustering dlgms. It is an algorithm used to
classify or to group objects based on attributesfies into K number of group. K is a
positive integer number. The grouping is done bwimizing the sum of squares of
distances between data and the corresponding cleesteroid. Thus the most important

purpose of K-mean clustering is to classify theaddf-means utilizes the Euclidian
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method to calculate the number of clustering reslaind to decide which data falls into

what cluster.

K-means [MacQueen, 1967§ one of the simplest unsupervised learning algors that
solve the well known clustering problem. The pragedollows a simple and easy way to
classify a given data set through a certain nunobetusters (assume k clusters) fixed a
priori. The main idea is to define k centroids, doeeach cluster. These centroids should
be placed in a cunning way because of the factdiffarent location cause different result.

So, the best choice is to place them as much ashpp@$ar away from each other.

Centroids

Clusters

Representation of
words in a given
space

v

Figure 12: A sample of K -Means projection

The next step is to take each point belonging tpvan data set and associate it to the
nearest centroid. When no point is pending, thst fatep is completed and an early
grouping is done. At this point we need to re-clat®ik new centroids as barycentre of the
clusters resulting from the previous step. After nave these k new centroids, a new
binding has to be done between the same data sgs pmd the nearest new centroid. A
loop is thus generated and as a result of this lwepmay notice that the k centroids

change their location step by step until no momnges are done. In other words centroids

do not move anymore and stays stable even whextiders repeated.
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Figure 13: Flow chart illustration of K -Means cl ustering algorithm

Although it can be proved that the procedure willegys terminate, the k-means algorithm
does not necessarily find the most optimal confijon, corresponding to the global
objective function minimum. The algorithm is alsigrsficantly sensitive to the initial
randomly selected cluster centers. The k-meangitiigo can be run multiple times to
reduce this effect. The diagram shows a flow cHapicting the typical functioning of K-
Means clustering. As can be seen in the above ¢loavt, in K- means algorithm, several
numbers of iterations are carried out in the loaflwa data no more changes its cluster

and pending there is no room for new cluster foromat

K-means is a simple algorithm [Moore, 2003] that leeen adapted to many problem
domains. As we are going to see, it is a good dlgorto work with for distance
computations in our proximal prototype model. Thanary mathematical equation that
K-Means employs is the Euclidian distance metritke formula for the Euclidian
distance between a point X (X1, X2, etc.) and ap¥i(Y1, Y2, etc.) is:
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d= ~/ = (x,-y)
=1

In our prototype we employ k-means algorithm witrsimple aim of calculating and

identifying word entities that tend to group togatland thus forming a cluster. We pass
the word document matrix obtained from our previgusecessing into the K-means
algorithm. This algorithm begins its iterationsiuntord entities form stable clusters. The
initial value for K has been determined by us aaredom basis. This was primarily due to
the fact that the value of K in our experimentagiatid not play a significant part in

determining the actual grouping of word entitieswéver, we have decided to maintain a
uniform value throughout all iterations for all féifent data mainly for consistency

purpose.

Data : table sql : Table
Result : table sql : Vector res,ect
Clusters «— new Vector();
Clusters.init;
forall (word w € Tuble) do
while (unstable(Clusters)) do
‘ Do-Euclian(w, Clusters);

O ol W -

end
end
6 forall (Word Pair(wl,w2) such as wl, w2 € getWords(Ci)) do
7 ‘ vect.add((wl w2 1));
end
8 forall (Word Pair(wl,w2) such as wl € getWords(Ci), w2 € get Words( (),
where i!=j) do
‘ vect.add((wl w2 0));
end
9 Return vect;

Algorithm 4: K-Means

In the algorithm line 2 presents all the words withco-ordinates in one single cluster e.g.
(C1,.....Ci..., Cn), where C1= ((wl 2 3) (w 4 5 6)).eTbo-Euclidian in line 5 calculates
the distance between the words using the Euclidiaration. GetWords, in line 6 returns

the words from the formed clusters. Once the allgoriis activated it begins the iterations
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to form word clusters. These iterations are comthuntil the number of clusters remains
stable and there is no more possibility of wordanging clusters. Once we obtain the final

result of our k-means algorithm, we then assignesto each of the word pairs.

We employ a simple Boolean method to actually deitee the proximity of these word
entities. Here we do not intend to compute theaalistance of word entities from one
another, but what are significant to our reseantérest are the word entities appearing in
the same cluster. We simply assume that word esititccurring in the same cluster form a
good word pair and assign a value of 1 and similallword entities that do not occur in
same cluster are assumed to make bad word pairsesnog assigned a value of 0.

Table 1: Snapshot of K-means result database

aRnu_users_TiTer |

s
g Zf;f!.i';" Database Gsite - table dormain_kneans running on jocafhost
- :E::::ZF”"’ Showing rows 0 - 29 (20785 total)

L = SQL-query : [Edit]

g == SELECT * FROM “dormain_kmeans™ LIMIT O, 30

el

ey Show - |[B0 | rows starting from [0 s |5
g in | horizontal = mode and repeat headers aﬂeer cells

el

& Id Labell Label2 Weightl Weigh2 Type

g Edit Delete 1 absorption  americium a7 3 a

; Edit Delete 2 absorption  biochimie == 4 a

g Edit Delete 3 absorption  biologie 56 A4 a

e Edit Delete 4 absorption cesium 99 1 a

3 Edit Delate 5 absorption  criblage 83 17 o

g Edit Delate E absorption homme ri=l 21 o

g Edit Delete 7  absorption hplc B4 36 a

3 Edit Delete 2 absorption icp ms =0 20 a

; Edit Delete 9 absorption in vivo 99 1 a

3 Edit Delete 10 absorption inorganigues =i=] 12 a

g Edit Delete 11 absorption interaction == 4 a

ey Edit Delete 12 absorption metaux lourds =0 20 a

3 Edit Delete 13 absarption phosphate [=t=] 1 o

3 Edit Delete 14 absorption physico chimie [=Ta} 10 o

g Edit Delete 15 absorption proteines 72 28 u]

e Edit Delete 165 absorption purification 27 73 a

3 Edit Delete 17 absorption seguencage 85 15 a

g Edit Delete 18 absorption speciation [=1=] 12 a

? Edit Delete 19 absorption spectrophotometrie 89 11 [n]

During our initial K-means algorithm testing we icetd that some word entities tend to
behave differently by changing their cluster groegch time K-means algorithm is
initiated. We termed these word entities as indeeis/ord entities which always wobble

between 2 clusters. This was basically becauskeofact that they were the border word
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entities of these 2 clusters. This resulted in wamtties sometimes appearing in either of

these different clusters in different K-means pssogg.

To solve this problem we decided to carry out K-nseaver several times to obtain more

consistency. We realized after several trial amdreuns that 1000 K-means run gave fair

enough understanding of which cluster maximum tis@sdecisive word entity belonged

too. Hence for this reason we decided to run k-nagarithm for over a 1000 number of

runs. However, each run began with a differentis@point in the given space. Each time

the k-mean was run its final data was recorded segarate database linked with the run

number. Once all 1000 runs were completed we tlvenaged out the value for all the

word entities and stored the end result in the kmmseoutput database.
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Figure 14: An illustration of one of the K-Means cl

usters

The basic idea of using K-means in our proximitycektions was mainly to involve

clustering perspective to project our data and yapipé Euclidian distance metrics in

calculating the proximity between our word entities K means we actually project data
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to form different groups. Word entities occurring @ach of these groups or cluster are
considered to be proximally close while word easitioccurring in different clusters are

assumed to be proximally a bad match.

The figure displays the word network graphical esentation obtained using K-means
clustering. Here the K-means algorithm separates @asrd and using the Euclidian’s
calculation forms different clusters. Words seemprgximally closer are put into the
same cluster and then a Boolean value is proviégemting on whether a word is listed
in a given cluster. The resulting values of wordsspnt in clusters are then compared and
averaged to obtain a more precise result values f@sult is stored on to the database and
then utilized by the graph editor to showcase teevark obtained using the K-means

clustering as detailed earlier.

Word Association

Word association is a method in which a person Hagdirst word they think of when a
particular word is said, which may help to discoabout how parts of the mind work. In
the proximal prototype model we try to calculate fhroximity of word entities using

approximation method of word association algorithm.

Word association is a common word game [Packar@l[lthvolving an exchange of
words that are normally associated with one anot@eice an original word has been
chosen, usually randomly or arbitrarily, a playdt find a word that they associate with it
and make it known to all the players, usually byirsg it aloud or writing it down as the
next item on a list of words so far used. The m@ayer must then do the same with this
previous word. This continues in turns for any kngf time, but often word limits are set,

so that the game is agreed to end after, for instad00 words.

Usually, players write down the next word by mereging the first word that comes to
their mind after they hear the previous one. Samesi however they may put in more
thought to find a more creative connection betwgmnwords. Exchanges are often fast

and sometimes unpredictable (though logical paitezan usually be found without
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difficulty). Sometimes, a lot of the game's fun caise from the seemingly strange or
amusing associations that people make between wibridsalso found amusing what you
can get from an original word, and how they contdistinctly, for example, from the

word "tea" you could get the word "murder”.

It is believed by some that the word associatiomga&an reveal something of a person's
subconscious mind (as it shows what things thepct® together); however some are
skeptical of how effective such a technique cowdrbpsychology. However, more often
than not, most of the fun of the game comes fromenbng the erratic links between
words, where the amusement comes from wonderingdwmneone else's mind managed

to make such an association.

Certain popular psychologists have shown an alititgredict people's word associations,
and some suggest that humans actually find it défigult to disassociate words such that
they become more predictable when told to do sordW&ssociation has been used by
market researchers to ensure the proper messagevsyed by names or adjectives used
in promoting company's products. Word associati@atesl back to Avicenna, who
developed a system for associating changes inutse pate with inner feelings, which is
seen as an anticipation of the word associatidn ltethe early years of psychology, many
doctors noted that patients exhibited behavior they were not in control of. Some part
of the personality seemed to have an influencehah person's behavior that was not in
his/her conscious control. This part was, by fumttiunconscious, and became so named

the Unconscious.

Carl Jung theorized that people connect ideasinfgzl experiences and information by
way of associations [Jung and Jaffé, 1965], thaasdand experiences are linked, or
grouped. For instance given the word 'volcano'ommon word people might submit
would be 'lava’, and this would result in a vempsy connection between 'volcano' and
'lava’. On the other hand, given the word 'volcafeaver people might associate it with

something like 'birthday party', resulting in ay&reak connection or no connection at all.
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In some of the association experiment used duriady eexperimentation by Galton
[Forrest, 1974], the subjects were asked to respordstimulus word with the first word
that comes to their mind. These associative regsoase therefore explained using the
principle of learning by contiguity. It is noticéldat objects once experienced together tend
to become associated in the imagination, so thanvwany one of them is thought of the
others are likely to be thought of as well, in Hane order of sequence or co-existence as

before. This is clearly related to the mental asdimn by contiguity.
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Figure 15: Word association using co-occurrence

According to the law of contiguity, the associatgirength between two words should be
a function of the relative frequency of the two d®ibeing perceived together, i.e. the
relative frequency of the two words occurring toget With these assumptions holding
true it should be possible to predict word assamiat from the common occurrences of

words in texts.

In our word association algorithm the co-occurreoica word pair entity in a given set of
documents is analyzed. Here very simple and basathematical calculations (i.e.

covariance) are used which provide a word pairlaeveanging from 0 to a maximum of 1.
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In our algorithm we utilize combination of word asg&tion and co-occurrence. That is we
count the number of instances (frequency of ocagega word pair co-occur in a given

phrase of a document under consideration usingseemptions detailed above.

Data : SQL Table: table
Result : SQL Table: table

1 vect «— new Vector():

2 forall (i=1 until i=n) do

3 forall j=1 unti j=m do

4 if (Mij < Mkj) then

5 val — (MKkj)?/(Mij * Mkj)

6 vect.add((getWord(Mjj), getWord(Mkj), val)):
else

7 val — (Mij)?/(Mij * Mkj)

8 nvect.add((get Word(Mij), getWord(Mkj), val));
end

end
end

9 result-table < CreateTable(vect):
10 Return result-table;

Algorithm 5: Word association

The value for each word pair is obtained using ftvenula below where Cij and Ckj
represent the value of the words they represemsé kalues are being compared for word
association and the following formula is used tdaob a value representing the word

association of co-occurrence between these pairs.

if Cij <CKkj
then
(Ckj)#(Cij*Ckj)
else
(Cij)¥(Cij*Ckj)
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The values thus obtained for each word pair is 8tered into the data base as a word pair
matrix. These matrixes can be graphically repregsknsing the graph editor as shown in

the figure.

The result matrixes obtained using the above talgarithms are then combined using the
mean equation. Here word entity pairs presentlithal three results are extracted and a
mean value is calculated for each of these word gu#tities. This result is stored as the
final result matrix which is then used by the gragglitor to produce a graphical view of

the proximal network.

The combination of the above results is curredtipe by finding the mean of the three
values. We do not rule out the possibility of usingre sophisticated algorithms that can
give a more precise result when combining the abvegalt. More precisely algorithms
that would minimize the information loss occurriaigthis stage using our current method.
One such method that we can suggest using andreserply working on is the linear

approximation calculus.

4.3.1.3. Post treatment process

This is the final processing stage in our proxip@totype model. In this stage the output
matrix obtained from the previous process is subgeto partial/ selective stemming using
an external stemming algorithm. In the stemmingcess the inflected or derived words
are reduced to its base or root form using the i@ algorithm. However we decide on
which words in the results matrix requires stemmig have chosen to carry out partial
stemming as we believe that, by applying completmming we might subject our data to
the possibility of losing useful information neededbuild our proximal network. Hence
we have pre-defined a set of words we considenacessary to be subjected to stemming

process in each knowledge domain.
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Figure 16: An extract of proximal network

The output from this process is then stored inMyaql database. This data can be later
visualized using the java application graph editorvisualization as detailed in the earlier

chapters. In our proximal network we construct woetivork around a central word entity

which actually represents the domain subject orclvitihe entire network is constructed.

Figure 16 illustrates an example of a proximal retwisualized using the graph editor

program. Here the proximal network is built on théject Arabidopsis. This means that
the documents we initially chose to be used inpyarprocessing stages were all related to
the Arabidopsis domain. However the figure illagds the proximity of word entity

Arabidopsis with all the other word entity it isogimally related to in our network.

Hence the main idea here is to analyze large amoohtdata very quickly and then
develop a representational network which can depetrelationship shared by the word

entities in these documents which can be machaatde.

We initially started with 3 research topics for wainiwe considered building the proximal
network. Once the initial results proved very datiiory we decided to extend from 3
research topics to 15 topics. Hence the docunmotsessed are relating to the research

activities carried out in the chosen 15 fields fribra ToxNuc-E project namely

» Altération réparation
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» Arabidopsis

» Bactéries

« Chélation biologique

* Cibles moléculaires

» Décorporation

* Geénotoxicologie

* lode

* Levure

» Méthodologie et spéciation
* Nephro et toxicocancérogenése
e  Stress oxydant

» Toxicogénomique

e Transfert sol plantes

* Transporteurs

This proximal network primarily evaluates word ées based on the physical distance
that separates word entities formed after usingpoocessing models. Currently, we have
successfully processed around 3423 words comptitgigactual physical occurrence. We
have been able to successfully build a proximawost of over 50,000 word pair, an
extract of which is seen in the above figure dépicthe Arabidopsis proximal network.
Each of these word pair is related using the valb®ined from the prototype and is

connected using the simple UML link of associatigailed in the following chapter.

This data processing method in itself can be inddpetly used for processing large
number of documents in an efficient and productiaey. The fact that the small time
taken for processing huge amounts of data makes itmportant aspect in ontology

construction for multiple domain scalable.

4.4. Limitations

One of the major limitations of our proximal protpé is that the end result is completely
dependent on the type of into provided to the madehce the quality of documents used
as an input has direct impact on the quality of thsults obtained. Hence it is very
important that we ensure that the documents arkrelesenting the knowledge domain

for which the proximal prototype is built.
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The other possible areas for future research goeog new algorithms that might be
used in our mathematical modeling process. Cugrdatlsimplicity we have restricted our
use to the three classical algorithms but it wdadddefinitely interesting to see the results

when more varied mathematical models are employethé calculations.

It is also very evident that this model will enahle to automate data analysis and
representation by a large extent but however itsiracy is largely limited by the input

data. Over main idea for developing this model wees fact that the large amounts of
research materials present on the ToxNuc-E platioeeded systematic processing and
classification. These documents were too large amahy in number for manual

classification. Since this was a virtual platfornthw700 more researchers’ connected, it
became increasingly difficult to maintain the do&ms uploaded by the members. It
became necessary that we employ models that wadbdle easy and fast processing of
such documents. Proximal network does precisebmiien used with our other models in

our knowledge representation approach.
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5. Semantic network
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5.1. Introduction

Semantic Network can be defined as a labeled, tdolegraph with nodes representing
physical or conceptual objects and labeled arcsesepting relations between objects.
This permits the use of generic rules, inheritarsoe] object-oriented programming. A
semantic network is often used as a form of knogded:presentation with directed graph
[Collins and Quillian, 1969] consisting of verticespresenting concepts and edges or
nodes representing semantic relations between theseepts. Semantic network is

basically used as a technique to represent knowlgdg machine readable form.

The basic anatomy of a semantic network can beridesicusing the 2 principle elements
[Sowa, 1987] representing any semantic network.

1. Concepts They are nothing but ideas or thoughts that maganing.

2. Relations: These mainly describe specific kinds of links datienships between

two concepts.

The figurel? represents a simple semantic netwbidoncepts and relations. Here rose,
flower, plant, perfume represent the concept nodegshe network while the arcs
connecting them to one another are the; is-a,qdaatid has (associative) relations drawn

between the concept nodes.

ROSE S8 ,/ FLOWER —_has ,/ PERFUME

. ) T

part-of

PLANT

-

Figure 17: Semantic network depicting relation between nodes

The concept of semantic network is now fairly aidhe literature of cognitive science and

artificial intelligence, and has been developedarmany ways and for so many purposes
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in its 20-year history that in many instances ttngest connection between recent
systems based on networks is their common ancé&dte/term semantic network as it is
used now might therefore best be thought of asxéime for a family of representational

schemes rather than a single formalism.

Semantic network is revolutionizing the way peogtel organizations visualize, store and
communicate knowledge through the practical apptinaof semantic network theory

[Quillian, 1968]. Semantic networking is based eerathirty years of research in artificial

intelligence, cognitive psychology, mimetic and rteag theory, and has been

independently proven to be significantly more difex in the transfer of knowledge.

Semantic networks can also be termed as a comnpenafymachine readable dictionary
as they represent data such that it can be eagéispreted by machines.

5.2. State of the art

The idea of linking concepts together is very qddrhaps dating as far back as Aristotle
when he explored and systematized the classicagoatation theory initially proposed
by Plato the Greek philosopher. Using the classteéégorization Aristotle analyzed the
differences between classes and objects. He alghedpintensively the classical
categorization scheme in his approach to the ¢iesson of living beings establishing

this way the basis for natural taxonomy.

The classical Aristotelian view claims that categ®mare discrete entities characterized by
a set of properties which are shared by their mesnb@ analytic philosophy, these

properties are assumed to establish the conditidmsh are both necessary and sufficient
to capture meaning. According to the classical yieategories should be clearly defined,

mutually exclusive and collectively exhaustive.

The oldest known semantic network was drawn in 3ecentury AD by the Greek
philosopher Porphyry in his commentary on Ariststleategories. Porphyry used it to

illustrate Aristotle’s method of defining categariBy specifying the genus or general type
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and the differentiae that distinguish different sypes of the same super type. A Tree of
Porphyry version drawn by logician Peter of Spaii829 illustrates the categories under

substance, which is called the supreme genus andis¢ general category.

An arbor porphyriana or Porphyrian [Jevons, 187& s it is commonly known, created
by Porphyry, is a hierarchical (tree structuredptogy, construction in logic consisting of

three rows or columns of words; the middlemost wbécontains the series of genus and
species, and bears some analogy to the trunk. dthenges, containing the differences, are

analogous to the branches of a tree.

Supreme genus: /Substancex

Differentiae: material immaterial
Subordinate genera: \ Body \Sp‘irll
Differentiae: anima< \inanimate
Subordinate genera: Living me ral
Differentine: sensi( \\in sensitive

Proximate genera: Animal XPlant
Differentiae: ration< \Tr rational

Species: Human \Bea st
Individuals: Socrates Plato  Aristotle etc.

Figure 18: Tree of porphyry

The arbor porphyriana has also been known as pcaéicamentalis. It is a known fact
that until the late 19th century, the tree of pgrghwas being taught to students of logic.
Despite its age the tree of Porphyry representedh@mon core of all modern hierarchies

that are used for defining concept types. The firgilementations of semantic networks
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were used to define concept types and patternselations for machine translation

systems.

Silvio Ceccato the founder and director of thetf€enter for Cybernetics in Milan, Italy
in 1961 developed co-relational nets, which weigedaon 56 different relations, including
subtype, instance, part-whole, case relations,hiinselations, and various kinds of
attributes. He used the correlations as pattemngumling a parser and resolving syntactic

ambiguities.

Margaret Masterman’s (a pioneer in the field of paomational linguistics) system at
Cambridge University also in 1961, was the firstb® called semantic network. She
actually developed a list of 100 primitive concéggies, such as folk, stuff, thing, do and
be. In terms of those primitives, her group defired¢onceptual dictionary of 15,000
entries. She organized the concept types intoteedatwhich permits inheritance from
multiple super types. The basic principles and ewamy of the primitive concepts have

survived in more recent systems of preference seosdirass and Wilks, 1983].

Semantic nets for computers were first inventedRiohard H. Richens of the Cambridge
language research unit in 1956 as an interlinguanfachine translation of natural
languages. They were developed by Robert F. Simnadnthe system development
corporation, Santa Monica, California in the ed860s and later its modern incarnation
featured prominently in the work of Ross Quillian1966, when Quillian wrote his PhD
thesis which described a system for allowing themmeg of words to be modeled on a
computer such that computational use of these mgamwould be possible. This became
the basis for the idea of a semantic network. Sthea, several decades of research have

refined the idea to its fullest modern expression.

Among current systems, the description logics idelthe features of the Tree of Porphyry
as a minimum, but they may also add various extessi They are derived from an

approach proposed by Woods in 1975 and implemémtégtachman in the year 1979 in a
system called Knowledge Language ONE (KL-ONE) [Braan et al., 1991].
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The Tree of Porphyry, KL-ONE, and many versiongle$cription logics are subsets of
classical first order logic (FOL). They belong tetclass of monotonic logics, in which
new information monotonically increases the numtfeprovable theorems, and none of
the old information can ever be deleted or modif8dme versions of description logics
support non monotonic reasoning, which allows defalies to add optional information
and cancelling rules to block inherited informati@uch systems can be useful for many

applications, but they can also create problentooflicting defaults.

Although the basic methods of description logiesas old as Aristotle, they remain a vital
part of many versions of semantic networks and rokieds of systems. Much of the
ongoing research on description logics has beemtddvto increasing their expressive
power while remaining within an efficiently comphbta subset of logic [Brachman et al.
1991]; [Woods and Schmolze 1992].

The most established example of semantic netwarkgssing approach is the Collins &
Quillian Semantic Network Model [Collins and Qualli, 1970]. This approach states that
the meanings of words are embedded in networkstloéromeanings. Knowledge is
validated and acquires meaning through correlatiith other knowledge [Harley, 1995].
The connections within a semantic network are imd¢ associative in nature and the links
within the network have a semantic value. In thdi@and Quillian model semantic nets
are composed of simple concepts, concrete-abstia) relations and part-whole
(attribute, is, has, can) relations.

The schema theory of Rumelhart and Ortony [ Runmebyad Ortony, 1977] claims that
personal knowledge is stored in information packetschemas that comprise our mental
constructs for ideas. Each schema we construatsepts a mini-framework to inter relate
elements or attributes of information about a tapito a single conceptual unit. These
mini-frameworks are organized by the individualoird larger network of interrelated
constructs known as a semantic network. These mk$ware composed of nodes:
representations of schemas. Ordered labeled neddtijos define the propositional

relationship between the nodes.
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Two recent description logics are DAML and OIL [Haeks et al., 2001], which are
intended for representing knowledge in the semangb [Berners-Lee et al., 2001], a

giant semantic network that spans the entire letern

The Semantic Web is an evolving extension of therlivéVide Web in which the
semantics of information and services on the wetleftned, making it possible for the
web to understand and satisfy the requests of peopl machines to use the web content.
It derives from W3C director Tim Berners-Lee's oisiof the Web as a universal medium

for data, information, and knowledge exchange [HeTN2007].

At its core, the semantic web comprises a set sigdeprinciples (design issues, W3C ),
collaborative working groups, and a variety of dimgptechnologies. Some elements of
the semantic web are expressed as prospectiveefyiossibilities that are yet to be
implemented or realized [W3C, 2008]. Other elemafithe semantic web are expressed
in formal specifications [Herman, 2007]. Some oégé include Resource Description
Framework (RDF), a variety of data interchange faisn(e.g. RDF/XML, N3, Turtle, N-
Triples), and notations such as RDF Schema (RDR8)tlke Web Ontology Language
(OWL), all of which are intended to provide a fotndascription of concepts, terms, and

relationships within a given knowledge domain.

5.3. Types of semantic networks

There are several elaborate types of semantic metvomnnected with corresponding sets
of software tools used for lexical knowledge engingg, like the Semantic Network
Processing System (SNePS) of Stuart C. Shapirop[@hand Rapaport, 1992] or the
MultiNet (Multilayered Extended Semantic Networlgradigm of Hermann Helbig which
is especially suited for the semantic representatibnatural language expressions and

used in several NLP applications.

One can consider mind map to be a very free formartof semantic network. By using

colors and pictures the emphasis is on genera@mgastic net which evokes human
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creativity. However, a fairly major difference betn mind maps and semantic networks
is that the structure of a mind map, with nodegagating from a centre and sub-nodes
propagating from nodes, is hierarchical, whereasasgic networks, where any node can

be connected to any node, have a more hierarcéticedture.

In the 1960s to 1980s the idea of a semantic liak developed within hypertext systems
as the most basic unit, or edge, in a semantic arktwlhese ideas were extremely
influential, and there have been many attemptgtbtgped link semantics to HTML and
XML.

An example of a semantic network is WordNet [Wort\Ne®02], a lexical database of
English. Such networks involve fairly loose semardgssociations that are nonetheless
useful for human browsing. It is possible to reprgdogical descriptions using semantic
networks such as the existential graphs of ChaBle®eirce or the related conceptual
graphs by John F. Sowa. These have expressive mmual to or exceeding standard first-
order predicate logic. Unlike WordNet or other tali or browsing networks, semantic
networks using these can be used for reliable aatioin logical deduction. Some
automated reasoners exploit the graph-theoretidures of the networks during

processing.

Machine implementations of semantic networks werrst fdeveloped for artificial
intelligence and machine translation, but earli@rsions have long been used in

philosophy, psychology, and linguistics.

The common feature to all semantic networks iscadative graphical representation that
can be used either to represent knowledge or tpastiputomated systems for reasoning
about knowledge. Some versions are highly inforrbat, other versions are formally
defined systems of logic. Following are six of thst common kinds of semantic

networks [Sowa, 1987], each of which is discussedktail in the following sections:
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Definitional Networks: This emphasizes the subtype or is-a relation between a
concept type and a newly defined subtype. The tieguhetwork, also called a
generalization or subsumption hierarchy, supponis tule of inheritance for
copying properties defined for a super type taalks subtypes. Since definitions
are true by definition, the information in thesetwmrks often assumed to be

necessarily true.

Assertional Networks: These are designed to assert propositions. Unlike
definitional networks, the information in an asgeral network is assumed to be
contingently true, unless it is explicitly markedtiwa modal operator. Some
assertional networks have been proposed as motid¢he @wonceptual structures

underlying natural language semantics.

Implicational Networks: These use implication as the primary relation for
connecting nodes. They may be used to represeterpatof beliefs, causality, or

inferences.

Executable Networks: These include some mechanism, such as markenpgassi
attached procedures, which can perform infereng@ss messages, or search for

patterns and associations.

Learning Networks: These build or extend their representations byuiaog
knowledge from examples. The new knowledge may @ddhe old network by
adding and deleting nodes and arcs or by modifyingierical values, called

weights, associated with the nodes and arcs.

Hybrid Networks: This is basically a combination of two or moretloé previous
techniques, either in a single network or in segarbut as closely interacting

networks.
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Some networks have been explicitly designed to emgint hypotheses about human
cognitive mechanisms, while others have been dedignmarily for computer efficiency.
Sometimes, computational reasons may lead to thee sanclusions as psychological
evidence. The distinction between definitional asdertional networks, for example, has a
close parallel to Tulving’s distinction between seric memory and episodic memory
[Tulving and Donaldson, 1972].

Network notations and linear notations are bothabsp of expressing equivalent

information, but certain representational mechasisme better suited to one form or the
other. Since the boundary lines are vague, it ossible to give necessary and sufficient
conditions that include all semantic networks whaleluding other systems that are not

usually called semantic networks.

Hence a semantic network can be defined as fundaityea system for capturing, storing
and transferring information that works much theneaas the human brain. It is robust,
efficient and flexible. It is also the basis formyeefforts to produce artificial intelligence.
Semantic networks can grow to extraordinary conipiexecessitating a sophisticated
approach to knowledge visualization, balancing tleed for simplicity with the full

expressive power of the network. Semantic netwonky be traversed via concept list

views, via their relations, or by retracing thernsaistory.

5.4. Semantic network- general design

Semantic network as described earlier is a labeliedcted graph with nodes representing
physical or conceptual objects and labeled arcsesepting relations between objects.
This permits the use of generic rules, inheritarmed object-oriented programming.
Semantic networks are knowledge representatiomsefiénvolving nodes and links (arcs
or arrows) between nodes. The links are directedaiveled; thus, a semantic network is a
directed graph. In print, the nodes are usuallyasgnted by circles or boxes and the links

are drawn as arrows between the circles as in &igar
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Figure 19: Semantic network structure

The above figure represents the simplest form skmantic network, a collection of
undifferentiated objects and arrows. The structfréhe network basically defines its
meaning. The meanings are purely which node hasirgep to which other node. The

network defines a set of binary relations on ao$ebdes.

A Semantic network is basically a node-link struetas nodes in the network represent
concepts and the links represent the relationsl@pvéen these concepts. To move
semantic nets from this abstract realm to somethioge concrete, let us consider an
example from the structure of university. To begimply, let us introduce two nodes and

a link.

is-a

OXFORD » UNIVERSITY

Figure 20: Semantic network depicting the is  -a link

The node on the left labeled "Oxford" is linked tlee node on the right, labeled
"University", and the arrow is labeled "is-a". Osdois an example of a university. The
diagram, in other words represents the fact thateths a binary relation between a
university, oxford, and the concept of a universi@nother node with the label
"Cambridge" and a "is-a" link from this node to théniversity" node could be added,

again representing that "Cambridge" is a type ofiVirsity".
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is-a
OXFORD » UNIVERSITY

CAMBRIDGE

Figure 21: Semantic network depicting is-a link

If a college node is added to Figure 21, the stmecof the network becomes apparent as
shown in Figure 20. Universities generally contd@OLLEGE" entities. To add an
example of a college, add a node labeled "CHRISTURBH" and two links - one from
the college " CHRIST CHURCH " to "OXFORD" labelei$-a-college-in" and one from
the node " CHRIST CHURCH " to the node "COLLEGEbBd#ed "is-a". This illustrates
that Christ Church is a college in the Oxford Umnsity.

is-a
UNIVERSITY

OXFORD > \—/

is-in-university

is-a
CHRIST CHURC QLLE_GE/

Figure 22: Semantic network showing different level s of is-a relation

It is now important to note a point or two of pddsisemantic confusion. Notice that the
nodes in this small network are not all of the satype. The node labeled

"UNIVERSITY" represents the generic or meta or slaoncept of a university; it
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represents the abstract concept of a universitaritbe thought of as possessing properties
common to all universities. The node "OXFORD" reyar@s an individual instance of the
node "UNIVERSITY".

The same is true of the relation between the nateléd "COLLEGE" and the node
labeled "CHRIST CHURCH?". The node "COLLEGE" agaéptesents the concept of a
college that is common across all particular c@iedone instance of such a college is the
node labeled "CHRIST CHURCH?". In order to distirgjuibetween these two types of
nodes, the class nodes become boxes and the iastenies become ellipses, as in
Figure23.

OXFORD IS- UNIVERSITY

is-in-university

is-a
CHRIST CHURCH COLLEGE

Figure 23: Different types of semantic nodes

Another class node, labeled "STUDENT", that repnese¢he abstraction of items in a
category, can now be added. Along with that, ataime “of an”, labelled "DANNY", is
added. Thus, another "is-a" link and a new linkudent-enrolled-in", must be added to
the node "DANNY" and the node "CHRIST CHURCH?" resipeely. These new additions
are shown in Figure24. The information now beingresented is that Christ Church is a

college affiliated to the oxford university and ti@hrist church has student named Danny.

As the nodes proliferate, the meanings of theseslimeed to be considered. It should
become apparent that not all links are alike. Sbinks express only relationships between
nodes, and are therefore "assertions" of the nafutee relationship between two different

nodes. For example, the link "student-enrolled-in" Figure24, which illustrates the
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relationship that the college Christ Church hasudent named Danny. For instance, the
node labeled "DANNY" is an instantiation of thesdanode labeled "STUDENT".

OXFORD S8, UNIVERSITY

is-in-market

is-a

CHRIST CHURC COLLEGE

student-enrolled-in

» STUDENT

Figure 24: Semantic network different relations

OXFORD » UNIVERSITY

\_ﬁn market
CHRIST CHURCH—> COLLEGE
\Went enrolled-in

DANNY STUDENT

\—@wng

Figure 25: Semantic network with different nodes an d relations

DEGREE
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In Figure 25, more nodes and links are introducethé original network. There is now a
"DEGREE" class node with an instance node "MFE"e Tihk "studying" conveys the
information that student Danny is a student in ME&urse. Our network now has a
representation for information about the studerden®anny. For instance, the network
above conveys the information that Danny is a stud¢udying a degree called MFE
offered in Christ Church College affiliated to @&ford University.

Another import characteristic of the node-link reggntation is the implicit "inverse" of all
relationships represented by the directional arrdivthere is an arrow going from one
node to another, this also implies the reversat ttiere is an arrow from the second node
to the first. In Figure 26, there are the nodeglkdh "CHRIST CHURCH" and "DANNY"
with the link labeled "is-a-studen-in".

The direction of the relationship is that "DANNY & Student in CHRIST CHURCH".
Further, some linguistic terminology for our binarglationships could be used:
"DANNY" is the subject and "CHRIST CHURCH" is th&ject, and "is-a-student-in" is

the verb or action or link between them.

is-a-student-in

DANNY » CHRIST CHURCH

Figure 26: Semantic relationship showing an inherit ance relation

This "DANNY is a Student in CHRIST CHURCH" relatiomplies the inverse
relationship that "CHRIST CHURCH has a student raidANNY", as shown in Figure
27.

is-a-student-in
DANNY |  CHRIST CHURC

\-—-__—/ has-a-student

Figure 27: Inverse relations in semantic network
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The representational or expressive power of semamgiworks has been discussed thus
far. As with any kind of knowledge representatichesme, a way of inferring knowledge
that is not directly represented by the schemeesded. The ability to work with
incomplete knowledge sets a knowledge representagpart from a database. To give an
example of what can be gleaned from the semantveank in Figure 25 that is not directly
represented, consider Figure 28. It is an extractb Figure 25 containing only three
nodes and two links.

MFE

is-offered student-of

DANNY

iy ——

Figure 28: Partial representation

The information explicitly represented is that #tedent named Danny is a student of the
MFE course offered by the Christ church collegee irtverse relationship between Danny
to MFE, i.e. that MFE is-the degree-studied by Baisrshown in Figure 29.

MFE

is-offered
deare-studiec

Figure 29: Inverse relation
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This discussion has introduced the concept of easémnetwork consisting of nodes and
links with nodes representing concepts and theslipresenting relationships between
these concepts as described earlier. The discusdgan briefs the distinction existing
between instance nodes and class nodes: the foapersenting general notions of the
latter; of which there may be many types. The cphoé links which extend from the
instance node level to the class node level has detiled in the above sections. It also
elaborates on the reversibility feature of thetretal links. The method of inferring new
relationships between nodes from existing onedss axplained. Thus the discussion

provides a detailed explanation on the definitiod design of a semantic network.

5.5. Semantic Network Prototype Model:

5.5.1. Introduction

The past decade has withessed a tremendous upsung@mation availability in various
forms, attributed mainly to the ever mounting ug¢éhe World Wide Web (WWW). This
increase in information availability has made infiation analysis an extremely difficult
and cumbersome task. It is becoming increasinglyasmt that we need machines to
analyze this information for us humans. But théicifty here is that not all information is
machine understandable and consequently cannonhdlgzad using machines. This is
simply because of the fact that majority of thiformation is in the format understandable
by humans only. This has made it very importanirtake information available in a
format which can be easily analyzable by machines.

This basically requires good knowledge represemaechniques which enable machines
to understand and analyze information. It is theeefof paramount importance to
represent these large amounts of information usiffigient knowledge representation
techniques. Knowledge representation is a subjeatognitive science as well as in
artificial intelligence and knowledge modeling. dognitive science it is concerned with

how people store and process information. In ardéfiintelligence (Al) and knowledge
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modeling (KM) it is a way to store knowledge sottpeograms can process it and use it
for example to support computer-aided design oreraulate human intelligence. Al

researchers have borrowed representation theooesdognitive science.

There are representation techniques such as framiles, and semantic networks which
have originated from theories of human informafowacessing. Since knowledge is used
to achieve intelligent behavior, the fundamentahlgof knowledge representation is to
represent knowledge in a manner as to facilitafier@mce (i.e. drawing conclusions) from

knowledge by humans as well as machines.

In the field of artificial intelligence, problem Isting can be simplified by an appropriate
choice of knowledge representation. Representimmgvietge in some ways makes certain
problems easier to solve. For example, it is edsiéivide numbers represented in Hindu-

Arabic numerals than numbers represented as Rooraerals.

One of the widely accepted knowledge representagohniques is the semantic network
where knowledge is represented such that it isilples®r machine programs to analyze
the information represented by the network. A sdioanetwork or net is a graphic

notation for representing knowledge in patternsirgérconnected nodes and arcs as

detailed eatrlier.

An example of a semantic network is WordNet, astioead earlier is a lexical database
of English. It groups English words into sets ofi@yyms called synsets, provides short,
general definitions, and records the various seimasgtations between these synonym
sets. Some of the most common semantic relatioiisedieare meronymy (A is part of B,
i.e. B has A as a part of itself), holonymy (B &rtpof A, i.e. A has B as a part of itself),
hyponymy (or troponymy) (A is subordinate of B; A kind of B), hypernymy (A is
superordinate of B), synonymy (A denotes the sasnB)aand antonymy (A denotes the
opposite of B). WordNet properties have been stuéfiemn a network theory perspective
and compared to other semantic networks createsh fRwget's Thesaurus and word

association tasks respectively yielding the thifeth@m a small world structure.
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5.5.2. Model design

In our prototype model we use semantic network pieaision model to obtain a network
of concepts representing the knowledge domain @d funder consideration. In our
research, semantic network is basically used aslad increase the overall efficiency of
our model. The semantic network in our researchicgmi constitutes for a small network
of concepts representing any chosen domain. Thigrdgmrameters of our semantic
network are almost similar to any standard semaméiwvork design with only a few
changes in certain design areas and in the retdtinks used in connecting these

concepts.

Our semantic network model mainly contains concegtsesented by nodes as is common
to any classical semantic network. These conceptthan linked to one another based on
the relationship they share with each other thugrgmg into a network using our
relational links. These links fundamentally formethrcs of our semantic network. The
main idea during the design process of our semamgiwork model was to retain the
original features of a semantic network and sliglatiter relational links between these
concepts. The relational links used in our semargtevork model is explained in detail in

the following sections.

Another important distinction of our semantic netkwvérom any other standard semantic
network is the size of the network itself. Thissimply because of the fact that we have
decided to limit the number of concepts in our secanetwork to not more than 100

nodes. This was decided inspired by the schemaeseptation defined by the great
philosopher Kant. We rationale this approach basedhe thoughts reflected by the

empirical concepts and their schemata defined byt &co, 1999].

Kant defines his empirical concepts as a concepbefract thought, a thought that can be
considered common to several perceptions. Whenrgoirieal concept is said to contain
an object, whatever is thought in the concept rbesntuited in the mental representation

of the object. Examples of intuitive perceptionatthare the content of empirical concepts
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are vague images that are imagined in order to exina concept with the perceptions

from which it was derived as their common feature.

On similar ground what we devised is our semanéitvork concepts as a concept of
concrete thought, a thought that can only be pessihen attached to a particular subject
or domain. What we devised is a set of conceptngfdomain that can be considered as
most representative of the domain. These conceptde considered as the heart of the
domain representing each and every important asplethat knowledge domain. We
believe that to build an effective semantic netwirks actually sufficient to build the
network using a set of concepts considered to bst nmeportant in representing that
particular field or domain.

In our semantic network prototype model we havate an entry point in the network
which actually represents the center of the netwdtis can be compared to the mind
maps modeling [Buzan, 2000] where a diagram is trse@dpresent words, ideas, tasks etc
that are linked to and arranged in radial posiioound a central key concept (word) or an
idea. The elements in a mind map are arrangediirglyi according to the importance of
the concepts, and are classified into groupingandires, or areas, with the goal of

representing semantic or other connections betwedions of information.

Similarly the center node in our model is consideie be the central and most important
concept in the network which is later surroundednbges connected semantically. The
center concept always bears the name of the doitsaihfor which the semantic network
is being built. In this semantic network prototythe central concept (node) considered to
be the most representing concept of the domaiivenga numerical value of 1 which is
the highest value assigned to any concept in theank. This numerical value is actually
useful in calculating the value of each concepth& network and thus determining its

importance in the entire network.

The center of our semantic network is then conmetieseven different concepts called
categories, which operate as the categorizing qisce the network. These seven

concepts are actually predefined concepts whichateady existent in the semantic
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network model irrespective of the knowledge fiefddomain it is built to represent. These
concepts can be varied depending on the topic oichwthe network is built. These
concepts actually helps us subgroup the underlgamgepts more clearly and distinctively

as sub concepts or concepts that relate in meamithg over lying categories.

5.5.2.1. Concept categories

The seven concept categories introduced by usdigsacts as subdivisions of the main
domain or topic for which the semantic network &nlg built. These seven categorizing
concepts were chosen based on the advice and sioggesrovided by domain experts.
The concepts were chosen such that it coverechallvarious aspects and information
concerning a topic, required is constructing a s#imanetwork for the particular

knowledge domain.

These concept categories in point of fact helnudassifying the concepts under seven
broad divisions. The examples stated in the folimrsections are more specific to the
topics or domains concerning to the research choig by the laboratory that we have
agreed to collaborate and work with. The topics ra@nly related to the research in
Nuclear Toxicology on living beings. But neverttedeur model is a generic model i.e., if
we need to use this semantic network model on #rgr eesearch topic it is possible to do
so either using the same seven categories or lhymodifying these seven predefined
concept categories with the categories more peaittine the knowledge domain in

consideration. However, it is very important to ex¢bhat the seven categories currently
defined by us are such that they are largely doneairiopic independent hence can

generally be used in for all topics.

However, should a need arrive where the categoeesls renaming then in that case the
user simply needs to chose different categoriesithiact summarize all the aspects that
are considered important in representing a domairwhich the user intends to build a

semantic network. These seven categories in favige guidance to the user to build the

rest of the semantic network even when the usesgzses minimum domain knowledge.
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This is simply because of the fact that the sevategories help the user to better
understand and represent the connectivity/relatieahing shared between the concepts
and thus can connect the concepts appropriatelgn Evthe user with minimum domain

knowledge simply follows the design procedure ands set by our model, the user is sure
to achieve an end result which will produce a yastrong semantic network for any

knowledge domain. This fact will actually make tiv®del increasingly automated by

reducing the time and input needed from the uske 3even predefined concepts we
currently built into our semantic network prototyp@del, were based on the assumption
that these concepts will be largely suitable asgmies representing a knowledge domain,
when building semantic network either for the cotneesearch collaboration topics or any

other arbitrary topic. The so called categorizingaepts are as follows:

» Disciplines: This concept mainly groups all the related coneépat correspond to
the different disciplines of the knowledge domaon Which the network is built.
For example, let us consider a semantic network boirepresent the domain
called history. Here this example is chosen rangdioi ease of understanding.
While considering the domain history one can easifer that the topics like
American history, Chinese history, Ancient histetg. all fall under the category
named disciplines. Hence it is very easy for a ts@mmediately categorize these
concepts as concepts related to the category tisxidt is very important to
understand that these predefined topics are natigefind hence can be altered
depending on the knowledge domain one is workinglmmur prototype example
built on Arabidopsis discipline groups concepts likio-informatique, genetique,
metabolatique to name a few.

» Tools: This is another subdivision in our model whichibaky helps in grouping
concepts related to the tools and techniques t@ircassociated to a domain. If
we consider an example of Arabidopsis semantic ortvWone of the networks
built by us on the research topic called Arabidepsive can easily identify that the
categorizing concept tools groups concepts likeemdbr biology, spectrometry,
and speciation which are some of the importantstaded in the Arabidopsis
research.

Page 116



* Molecules: This is the third type of subdivision and very &fie to the research
topics on which we are testing our model. This stibn is mainly targeted to
group concepts related to molecules. Some exangiesnodes like peptides,
enzymes to name a few.

» Biological Models: This concept basically enables grouping of alldbecepts of
the topic or domain which fall under the biologicalodels category. Some
example of concepts that come under the biologitaldel for the topic
Arabidopsis are genes, mutant germination etc.

e Organisms: This division basically groups the nodes relatedrganism division
for example, in the case of Arabidopsis the nodaathplant is grouped under this
category.

» Types of Study: This mainly groups all the nodes representing ifferént fields
of study involved related to the research topin.the semantic network built on
Arabidopsis this division mainly groups nodes likeitro, Invivo to name a few.

* Technical Interest: This division mainly identifies and groups togetltencepts
representing all the technical aspects that angpedsable in actually representing

the research topic.

The crucial task in our semantic model design isdentify the 100 concepts most
representing a research topic for which the netvimtk be built. Once this task has been
accomplished, our next goal is to actually categothese 100 concepts under the seven
predefined category concepts elaborated in theeeaskction. These concepts can be
actually considered as seven super classes to walithe other concepts in the network
are connected based on the relation they sharecdieepts are categorized based on the

expert advice.

These seven concepts also carry the numerical \wdl@ewhich is similar in value to the
center node. This part of our model remains comtoaal semantic networks built using
our model irrespective of the topic. The value digriged to the center node and the seven

categorizing nodes will also remain the same igespe of the domain topic.
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It is important to understand that concepts canadly belong to more than one super
class concept. This is basically because some ptsmeepresent features or functions
inherited from more than one super class. In themgte Arabidopsis considered earlier
the node representing the concept plant actualbnigs to super class organism as well as

the super class called biological models.

It is also sometimes possible that the featurefewf concepts represent more than one
super class as they exhibit inherited charactesigtiat can be found to be derived from
different super classes. This aspect of concepisriting features from several different
classes is termed as multiple inheritances. Mpeeifically multiple inheritance [Meyer,
1988] refers to a feature of some object-orientedjamming languages in which a class
can inherit behaviors and features from more tha@ super class. This contrasts with
single inheritance, where a class may inherit fraitmmost one super class. Multiple
inheritances [Keene, 1989] basically allows a clastake on functionality from multiple

other classes thus inheriting functionalities frorare than one super class.

5.5.2.2. Relational links

The arcs used to connect the nodes in our semaetiiork are called the relational links.
We fundamentally use 4 types of relational linksr¢present the different relationships
shared by the concepts of the semantic network.fdinelinks chosen to be used in our
semantic network model are similar to the linksdusethe Unified Modeling Language
(UML) [UML, 2000]. It is a standardized visual spfgzation language for object
modeling. UML is a general-purpose modeling langutat includes a graphical notation
used to create an abstract model of a systemyedfey as a UML model.

Each of these links represents a relationshipttitemconnected nodes share. The links in
our semantic network prototype are always pointedatds the super class or concept to
which the other concept is connected. For exanigtericept B is part of concept A then
the arrow head of the composition link in our modél be pointed towards concept A.
Another important characteristic of the relatiolaks in our semantic network prototype
model is the fact that they are unidirectional nie@rthat the inverse relation does not

exist in our semantic network prototype model. Thes been done basically to keep the
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model in its simplest possible form so that theegnation of models that we intend to

achieve in the later stages of our research bectesgsomplicated.

The 4 types of relational links used in our sentanétwork model are as follows:

Association link

Association in UML is a relationship between twoasdes. Links represents the
relationship between objects. Association definew ltlasses communicate with each
other, and link represents a state of the systeeravhn object sends some message to
another. In our semantic network prototype th@easion link is used to represent simple
relations that associate different classes with anether. Below is an example of an

association link.

An association link is normally a straight line wrabetween two concepts believed to be
associated with one another. The association lamkeither be a one to one association or
one to many. In the illustrated example we seedl@ncept named “Person” is associated
to the class named “Company” by the associatioaticel of “Employee”. Here the

concept “Person” shares a simple employee assatiaiih the concept “Company”.

CONCEPTA —2550c@ted oo\ cepT B
Person Epo)ce Company
Salary —
Figure 30: illustration of association relational | ik
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Similarly the same concept “Person” can also batedl to another concept named “Job”
by the associative relation of “Salary” depictingetationship where a person takes a job
for the salary he or she earns. Hence the reldtlokaof association is used to represent

the simple association relation shared by concepts.

Composition link

Composition is a form of aggregation with strongnewship and coincident lifetime of
part with the whole. The multiplicity of the agge¢g end may not exceed one (it is
unshared). The parts of a composition may inclddsses and associations. The meaning
of an association in a composition is that anyo$ebjects connected by a single link must

all belong to the same container object.

A composition may be thought of as a collaborationvhich all of the participants are

parts of a single composite object.

Part of
CONCEPT A CONCEPT B
WINDOW
Scrollbar Title Body
SLIDER HEADER PANEL
Figure 31: lllustration of composition relational | ink
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The composition link is typically used to represta relation between all the objects that
constitutes to form one complete object. Here eVame part is deleted or moved the
whole concept gets affected. Similarly, we use tbenposition link in our semantic
network prototype to represent the relationshipvbeth a single or a set of concepts or
classes that group to represent another conceptatss. The composition link in our
semantic network prototype relates a single or gmiuconcepts to another concept in the

network by depicting a part-of relation betweemthe

This can be better illustrated using the examplereta composition link is used to relate
classes or concepts. In our prototype a compaosiicshown by a solid-filled diamond
adornment on the end of an association path atfaichthe element for the whole. This is

a widely accepted notation for composition linkriany different models.

The figure 31 depicts simple composition relatibared between the concepts. Here one
can see that a class “Window” is basically compaxfdtie concepts “Slider” representing
the scrollbar, the “Header” representing the téted the “Panel” representing the body.
One can see that all these concepts share a peetatibn with the concept “Window”
Here even if one of the compositional conceptsnaoeed the concept “Window” losses

its original representation.

Instantiation Link

In simple terms this relational link can be defirzsda representation of an idea in the form
of an instance of it. In programming terms, it dendefined as creating an instance of a
variable using a specific value. It can also bengef as the act of creating an ‘instance’ of

a generic unit by replacing its formal parametgra lset of matching actual parameters.

Instantiation is basically an identifiable occuenor occasion of something. In object
oriented programming, producing a particular objom its class template is called

instantiation. This involves allocation of a stwwet with the types specified by the
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template, and initialization of instance variablgh either default values or those

provided by the class’s constructor.

Instance of
CONCEPT A CONCEPT B
Instance PEUGEOT Instance
CAR
PEUGEOT
207
PEUGEOT PEUGEOT
107 Instance 3 307

Figure 32: lllustration of instance relational link

Similarly in our prototype model instantiation réten is used in representing a particular
concept which is actually an instance of anothercept. In the instantiation relation the
instance has the same qualities as that of theepbnichas been instantiated from. The
only difference here is that the instance classither verbalized or numerated to
specifically represent that particular idea at s@ecific instance. The meaning expressed
when instantiation link connects two or more congep our semantic network is simply

that one concept is just an instance of the otbecept under given specifications.

In our prototype model we use an association pating with a filled circle to represent
the link of instantiation as depicted in the figB2. This can be understood by the
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following example stated. In the figure we see thatconcept “Peugeot” is linked to the
concepts “Peugeot 107”7, “Peugeot 207" and “Peu@@adt. One can clearly understand
that although all the instant classes are basicalg produced by Peugeot they each

individually represent in particular a specific ¢ymodel or instance of a Peugeot car.

Inheritance Link

In simple description inheritance can be definedhasreception of genetic qualities by
transmission from parent to offspring. In objedeated programming, inheritance is a
way to form new classes (instances of which arkedadbjects) using classes that have
already been defined. The new classes, known agedeclasses, take over (or inherit)
attribute and behavior of the pre-existing classdsch are referred to as base classes (or

ancestor classes).

Inheritance is also sometimes called generalizati@sause the inheritance link actually
shows the Is-a relationships which represents atuley between classes of objects. For
instance, a "fruit" is a generalization of "appl&range”, "mango” and many others. One
can consider fruit to be an abstraction of apptange, etc. Conversely, since apples are
fruit (i.e., an apple is-a fruit), apples may natlyrinherit all the properties common to all

fruit, such as being a fleshy container for thedsafea plant.

In addition to the properties inherited from itpsuclass the inheriting class can also have
its own set of features unique to the class onlg. gklvantage of inheritance is that
modules with sufficiently similar interfaces carash a lot of functionalities, reducing the
complexity of the program. Inheritance is typicalgcomplished either by overriding
(replacing) one or more methods exposed by angestdny adding new methods to those

exposed by an ancestor.

There are many different aspects to inheritancdfei@nt uses focus on different
properties, such as the external behavior of objeictternal structure of the object,

structure of the inheritance hierarchy, or softwangineering properties of inheritance.
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One common reason to use inheritance is to crgegeiadizations of existing classes or
objects.

Is-a
CONCEPT A CONCEPT B

— CAULIFLOWER

Is-a Is-a
\ 4 v
VEGETABLE FLOWER
Figure 33: lllustration of inheritance relational | ink

The inheritance link used in our prototype modedrsh most functions analogous to a
standard inheritance link. Our prototype permitacapts inheriting features from one or
more super class concepts. Thus our prototype sigpfiee multiple inheritance features.
Multiple inheritances [Keene, 1989] refer to a ¢eat of some object-oriented

programming languages in which a class can inhsiitaviors and features from more
than one super class. In our prototype we usesaacation path ending with a filled

arrow head to indicate an inheritance link showisw@ relation between concepts. The

diagram shown depicts concepts inheriting feattreea one or more super classes.

Here the concept “Cauliflower” inherits featureenr both the concept “Vegetable” and
“Flower”. Hence it is inheriting from more than oseper class or concept, therefore

depicting multiple inheritances.
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Determining Values for each of the relational link  s:

We decided on the values denoted to each of tiedsgonal links on a completely random
basis. We chose to value compositional link at @d@dBwed by the instantiation link at
0.80 and inheritance link with a value of 0.75. Haer, we are considering of exploring

this aspect in the future perspective section ofresearch.

5.5.3. Semantic network construction:

Once the fundamental design of our semantic netlwaskbeen finalized, the next task in
our prototype building is to actually build a sei@ametwork using our design. This is an

important stage in our prototype design cycle dué¢he fact that our design is actually

being put to test. During this stage we needechtmse a topic for building the semantic
network using our design model. We decided to baoildfirst semantic network using our

design model on the topic called Arabidopsis, whe&cbne of the main research areas on
the ToxNuc-E platform.

Given that the topic was from the biology domainmvias essential that we consult a
specialist from the field who can help us in idBmig the 100 most important concepts
from the field Arabidopsis. We decided to conshé tomain specialist from CEA to help
us with this task. After several deliberations lesw our research teams, we decided to
split the task into two categories. First part lpetime task of actual identification of the 100
concepts most representing the domain Arabidopsisthe second task is semantically

linking these concepts using our design model.

We initially began with our first task by contagisome of the domain experts from CEA
who were ready to spare some time in helping us$ the required data to be used in our
research project. Our initial task was to actugbyher all the data available on the topic
Arabidopsis from the ToxNuc-E database. Once we thé&l data we then began the
analysis task. The data obtained from the ToxNutatabase was actually processed such
that it enabled us in identifying the concepts odog maximum number of times as well

as most commonly used in the entire data set.
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Table 2: snapshot of the questionnaire: 7 concept ¢

ategories of Arabidopsis project

Projet : Arabidopsis
— _ _ _ Type In vivo In vivo
Catégorie Concepts en frangais Traduction anglaise dw: d In vitro In vitro
Plante Plant elude In planta In planta
Organismes | Arabidopsis thaliana Arabidopsis thaliana
Arabidopsis Arabidopsis Biochimie Biochemistry
Biologie Biology
Métal lourd Heawy metal Biologie moléculaire Molecular biology
Radionucléide Radionucleide Biologie cellulaire cellular Biology
. Uranium Uranium Discipli Génétigue Genetics
T?xlquﬂes Césium Cesium SCIPINES Franscn ptomique Transcriptomics
diintérét o mium Cadmium Protéomique Proteomics
Cuivre Copper Mét{abolomique Metabolomics
Zinc Zinc Spéciation Speciation
Physiologie Physiology
Peptides Peptides
Phytochélatine Phytochelatin Ar?b'dODS'S Arabidopsis
. Pois Pea
Protéines Proteins
Glutathion Glutathione Tabac Tobacco
Molécules —— - Plantule Seedling
Metallothionéine Metallothionein Celllles Cells
Acides aminés Amino acids Mitochondrie Mitochondrion
Enzymes Enzymes Vacuole Vacuole
Transporteurs Transporters Membrane Membrane
: : Modéles | Cytosquelette Cytoskeleton
Transcriptome Transcriptome biologiques |Chloroplaste Chloroplaste
Protéome Proteome Organe Organ
Métabolome Metabolome Feuille Leaf
Outils RMN NMR Graine Seed
IR-UV Infra Rouge-Ultra Vialet Racine Root
Spectrométrie Spectrometry Mutant Mutant
Spectrométrie de masse Mass spectrometry Géne Gene
Chromatographie Chromatography Voie métabolique Metabolic pathway
Signalisation cellulaire Cell signaling

Once these concepts were identified, they were sta@med into a database. This data was
later passed to all the domain experts along wjgheadesigned ranking sheet as shown in
the figure. This sheet actually contains 3 coluniiee first column contains a listing of all
the concept from the database followed by threamné stating the importance of these
concepts in the domain from Highly important, impot to Not important. The experts
are advised to rate each of these concepts basethenn level of importance in
representing the knowledge domain. Based on tlppnsg of this survey we were able to

extract the 100 most important concepts for eaofept on the ToxNuc-E platform.

Once the concepts were rated by the experts wecthese the top 100 concepts based on
its ratings. This was then stored into anotherlzta for future use. Now the task was to
divide these 100 concepts into the seven predefah@skses in our semantic model as
described in the earlier section. In order to aghithis we created another survey model
where we listed the 100 concepts chosen by us lms#te previous concept rating survey
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response and then sent another survey to all tiigipating domain experts to identify the

class or division they think each concept shouldfader.

When this survey response was received, we analyi=g responses with the help of a
couple of domain experts who volunteered to helwitis our analysis. We along with the

domain experts analyzed the responses of the oeszarbased on which we actually
determined the final categorization of concepts the seven predefined divisions. Once
the concepts were separated into the seven catsgour next task was to relate these
concepts to represent them as a semantic netwdnik. réquired that we identify the

relationship each concept shared with the otheceyats in the network, although it is not
necessary that every concept be related to evémr @oncept present in the semantic

network.

This is the most crucial part of the semantic neknapnstruction due to the fact that this
stage requires complete human intervention. Iteig/ ymportant for us to establish the
correct relations between the concepts in the nétwihis is the only part of the model
where concepts are related based completely on rerpert’'s knowledge about the
knowledge domain. Therefore, it is very importdmttwe consult more than one domain
expert to accomplish this task. We therefore ingdl\2 domain experts who with our

assistance built the semantic network based odesign model.

We firstly provided the domain experts with the b§ concepts to be used in building the
network. We later introduced them to the set oditiehal links that they need to use to
represent the relations that they think the corscepare with each other. It was however
decided that we use the compositional link to cehtiee center of the semantic network
with the seven predefined categories. This is ngddelcause of the fact that these seven
categorizing concepts were so chosen that thegsepted different aspects of the centre
concept and were actually in way composing theezesdncept. Once the relation between
concepts was established we then stored them ataabase to be used by the graph editor

program for visualization of the semantic network.
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The figure 34 is the semantic network built on theic Arabidopsis visualized using the
graph editor. We see that the center of the netwsdtways represented by the concept
named Arabidopsis which carries the name similathe®s domain name which is also
called Arabidopsis. The center of the networkhisnt connected to seven concepts using
the compositional link as seen in the illustrati@me can notice that these seven concepts

are the predefined categories designed by us tiddte users of our model.

In planta Bio informatigue Biophysigue

Biostatistiques

e Type d etudes ptomig
Metabolarmigue

Recepteur memhranaire Chimie Analyique

Biotechnologies
Physiologie

e
Metabolisme -

Molecules

o
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Figure 34: Semantic network on Arabidopsis visualiz ed using graph editor

Each of these seven categories is in fact usedcasraecting concept between the centre
concept and the rest of the concepts present irs@mantic network model. Using these
seven concepts, will essentially help us categaaslz¢he other concepts in the network
very efficiently even with minimum knowledge on tdemain. This as a matter of fact
enables a person with very little domain knowledgebuild a fairly knowledgeable

semantic network using the prototype model we psepo
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One can notice that the seven concepts are therectad to the rest of the concepts using
the relational links provided in our model. It mportant to note that a concept can be
connected to one or more of these seven relatiorked as depicted in the figure. In the
illustration we can see that the concept namedntBlas connected to two of the seven
categorizing links namely “Modeles Biologique” (lmgical models) as well as the
concept named “Organisms” (organisms). It can aklsmoted that the relation it shares

with both categories are similar.

The semantic model so developed is basically usedii research to form a core part of a

wider network in information representation whichl We detailed in later chapters.

5.5.4. Usage and Limitations:

Although our semantic network model is easy to tgvand use for our users, one of the
important limitation is the size of the networkeifs We chose to keep our semantic
network model limited to a small size with subsiht small number of nodes basically
for two reasons:

» Firstly we wanted to make the semantic network riogeasy and cost effective.

* The second reason being our desire to develop @lmddch requires minimum

expert input thus reducing the construction time.

However, it is evident that the number of nodesmweerporate into our semantic model is
directly related to the accuracy of our prototypsults. This means that we can actually
increase the precision of our model by increadmegcbncept limit that we have set for our
model.

The second aspect is the part where we predefirensmtegory concepts in the network.
This will actually force our semantic model usevsfdllow the hierarchy structure from
moving from an entry node towards the domain speaibdes connected to one another
through our generic categorizing concept. Even whise limitations in our model, we

have been able to demonstrate through our expetanenototypes that our semantic
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network model is a very close comparison to a @aksemantic network both in structure

and performance.
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6. Extended Semantic Network:
Hybrid model for knowledge
representation
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6.1. Introduction

One has witnessed an outburst in information abgip ever since the arrival of the

dotcom era. This has led to the ever growing canoster the problem of information

flood due to the availability of increasing charmér information to flow across. The

overabundance of information coupled with lack mfbrmation management techniques
has created the information management and retpesblem. The World Wide Web has
been extremely successful in congregating datarwyiging simple tools to its users, thus
encouraging more information exchange and diffusion

Although this has been a great boon to the manttiedmain downfall to this system is

now the effort required in finding and identifyintpe required data. It has become
extremely difficult for users to actually find reknt information and one tends to very
easily get lost in the bundles of information paed by the internet. Hence it is of utmost
importance to develop solutions which can enablehimgs to easily and efficiently

categorize this information for its users. This Iwéventually enable machines to
understand and categorize data leading to efficidotmation management and retrieval

practice possible, with little difficulty.

Choosing appropriate knowledge representation fiismafor building an information
retrieval model can pose a challenge. The typeestiption can range from a highly
precision based model to very detailed recall @gfimodel. There are several knowledge
representation models that make comparison of gicecibased and recall based models
approaches. In this particular case comparisons atan be draw between models
developed with complete human intervention withsthbeen developed with minimum or
no human intervention at all. The main challengeehs to identify and develop a model
which can actually combine the advantages of higigsipion human developed model and

the high recall semi-automated approaches.

We principally present a hybrid knowledge represeom model calledExtended
Semantic Network (ESN)developed by us in response to the growing denfand
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efficient and productive automated knowledge regmesgtion techniques. These techniques
are mainly required to resolve the current crigi;ytormation management and overflow.
Although there have been several knowledge reprasem techniques developed by
various research groups and firms, finding thetrigformation in easy and efficient way

still remains a huge challenge that has been wideknowledge.

This is mainly due to the reasons that majority teése knowledge representation
techniques are firstly very expensive to build dmehe high cost involved in developing

them and also due to the fact that they are higimlg consuming and difficult to develop.

Using the ESN knowledge representation techniqueattempt to establish the idea of
combining different methodologies used in develgpimowledge representation models
to build one hybrid model. In this hybrid model W harmonizing different factors such
as high precision, high recall, cost effectivenesasy to build and most importantly
minimizing human intervention in the process. Thedsl mainly uses the recall factor
from the machine developed model which is combiwéd the human developed model

possessing the precision functionality.

The model chiefly targets in providing ontology dilgraphs with nodes and vertices
representing information in a format that can beduby machines to understand these
information. We also argue that it is not necessarglways have very high precision to
actually obtain benefiting and satisfying end resuMVe also discuss about how, efficient
knowledge representation techniques can be dewklopgependent of the natural

language processing techniques (NLP).

6.2. Extended semantic network prototype

There are numerous technologies existing in vargamains ranging from information
technology to medical science. These entire teclgied target in fulfilling various tasks

expected of them. They are able to achieve thisidiyg a set of features possessed by

Page 133



them, which in fact represents their individual ntiy and usage. However, as one
believes there always exists opportunity to imprdwe existing models by either adding
new features or by combining the different alreadisting models / techniques with new

ideas.

Consequently, hybrid models are created by the omatibn of one or more such
technologies such that the existing technologissfiorm into a more sophisticated model.
This is where the term hybrid appears in the dsiouns In broad terms, hybrid refers to a

product obtained by combining two or more differpraducts.

There are several perspectives of the word hylas®t on the context it is used. In case of
genetic studies, a hybrid is basically the restikambining elements from two or more
different existing species. But when it comes talithg with automobiles, a hybrid refers
to a vehicle whose power train combines the aspgatdferent technologies (i.e. gasoline
and electric) to improve efficiency and reduce aioiss. Likewise, in case of information
science a hybrid model represents techniques daseldy combining and deriving

functionalities from two or more different modetsdchieve a particular objective or goal.

Hybridization creates a marriage between diffetenhnologies leading to creation of an
end product which inherit functionalities by combm available features from both the
parent models. This will actually create a modetg@ssing a combination of all the
desirable qualities thus making it richer in quabind efficiency for the purpose it was
developed initially. In majority of the cases hybmodels are created to mainly serve
some of the purposes as stated below:

» To create new models using existing ones to agtuadlolve a specific issue which
otherwise is not possible using either of the pameodels. This will actually help
gather the most desirable qualities of existing e®g@acked into one single model
helping obtain high quality end results.

» To maximize the benefits obtained by combining fiomalities present in different
models. This will mainly cut down on the numberddferent (hardware/ software)

models used, thus saving on the time and costuedah any operation.
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* To chuck out all inutile contents and functionalitiof a model thus retaining only
the desirable functionalities of any model and ¢bgrimprovising it by adding

other important functionalities.

Extended semantic network is one such hybrid matleloped as a knowledge
representation tool. The main idea here is to addaed overcome the existing constraints
in achieving efficient information classificatiomdh retrieval as discussed in the earlier
sections. Our model mainly addresses the issuesemung the features like precision,
recall, and human intervention level. In the pragubsnodel we try to create a balanced
match between these features and analyze the adesnand disadvantages while doing

SO.

Extended Semantic Network is a resulting modelinbthfrom the collaboration between
two conceptual word networks, one automaticallystarcted Proximal Network and the
other manually constructed based on design modadlsdcthe Semantic Network. Here,
the primary idea is to develop an approach by ftimng a combination of features and
functionalities from both man and machine theorgaficept [Sowa, 1984], which can be
of enormous importance in the latest informatianieeal, classification, pattern matching

and ontology development research.

SEMANTIC + PROXIMAL — EELEANNDT%
NETWORK NETWORK — O ok
Meaning based Distance based )

word pair word pair Hybrid knowledge

representation method

Figure 35: Schematic representation of EN S

We propose to envision and create a novel methaewvne data representation model is

partly derived from mind modeling techniques andtlpabased on the mathematically
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operated machine model. This enables our modeiherit functionalities from both the

underlying models. This is depicted by the figuredhown below.

Our principle objective in building ESN is to combithe advantages of two different
models of knowledge representation. We categorimeSemantic Network as a purely
precision based model which requires considerahlenam intervention during its

development stage. On the other hand we categotizd’roximal Network model as a
recall model which is mainly developed using matagoal algorithms with minimum or

no human intervention during its development prec&e ultimate goal of our Extended
Semantic Network model is to help information tel mechanisms recall information

that is both accurate and relevant.

Firstly, it is very important to understand theeliof balance between precision and recall
factor in any efficient knowledge representationhtéques. Both these factors are the
most important parameters to consider while evadgathe measurement of efficacy in
many existing techniques and models. However, sofrthe knowledge representation
techniques rely mainly on the precision parametatexssome other models consider recall

as a more important parameter in many informatearch and retrieval models.

Secondly Extended Semantic Network focuses on alrapproach of using machine built
network to replace actual human constructed netsvtiiat are currently used in many
existing knowledge representation models. Herejdea is to understand and analyze the
extent of variations caused in the actual infororatclassification carried out as an
evaluation, using a machine constructed model mithimum human input instead of the

standard human developed network.

Our basic idea is to understand the performance s#mi-automated model as against a
completely human modeled knowledge representaticmnique. We believe that by using
the combined advantages of both machine and huroastracted model we achieve
results similar if not better to those obtainedhgshuman constructed model. But in the

process we are making our model semi-automatedwduts as a huge advantage coupled
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with the factor that our knowledge representationdet requires minimum human

intervention.

Our proposal is to construct a network of concepissimilar lines of an ontology but

using a method where minimal human interventioreégiired. We compare this to a semi-
supervised ontology, representing certain qualitiesntology and this is later expatiated
by adding the information obtained from the autooady developed proximal network.

We propose that this method will produce similatpot as any traditional ontology but
will greatly decrease the construction time, atti@al to its mathematically modeled
extension method. Some of the major points we hoehieve in ontology construction

through our approach are

* To minimize time of construction using automatedchiae developed models
without sacrificing on the quality of result by mtining a good tradeoff between

precision and recall.

« To make construction cost effective and productiye encouraging minimum

human intervention.

* To avoid the difficulty involved in coordinating aperation between experts and a

way to avoid their disagreements.

6.3. Precision verses recall in knowledge
representation models

The main idea of building a knowledge representatitodel is to enable machines to
interpret information like humans. These knowledggresentation models basically form
the core of many information search and retrieeahhiques. It is very important that
these knowledge models are able to represent &ey giomain both in breadth and depth.
A model should be so designed that, it is able aodke vastness of the available

information as well as demonstrate accuracy whé&iaving data. Developing such
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knowledge representation models will very much diippinformation search and

retrieval.

Figure 36: Precision versus Recall

In the figure2, the recall and precision dependhenoutcome of a query represented by an
oval and its relation to all relevant documentstlom left hand side and the non-relevant

documents to the right hand side. The more corestiits (red), the better is the outcome.

But to build such efficient models it is very impamt to understand the underlying factors
that actually help machines analyze and retriet@nmation. It is very important for any
information retrieval model to firstly identify thentire available information source and
then subsequently be able to extract the right ttata the vast pool of information for
any submitted query. Hence some of the most impbréavaluating factors for any
knowledge representing model are to retain a higicipion and recall ability. Precision
and recall are two widely used measures for evialgathiefly the quality of results in

domains such as Information retrieval and Stafsttassification.

Precision is a term that can have slightly difféner@anings, depending on the context in
which it is used. It can be defined as a measurdghef closeness of a series of

measurements of the same material. In laboratprisssion is expressed ase@efficient
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of variation which is nothing more than the standard deviatimddd by the mean and

expressed as a percentage.

In engineering, science, industry, and statistm®cision characterizes the degree of
mutual agreement among a series of individual nreasents, values, or results. However,

in computing, precision can be defined differertlysed on the context. It can be the
precision of number of digits with which a valueespressed or the units of the least
significant digit of a measurement; for exampleg iheasurement is 17.130 meters then its
precision is millimeters. In evaluating the perfamee of information retrieval systems

precision is the fraction of the information reteel that are relevant to the user's

information need.

Precision and accuracy are closely used terms rdiggg confusions over their usage.
While accuracy is the degree of veracity, preciscam be stated as the degree of
reproducibility. However, it is not possible to iedlly achieve accuracy in individual

measurements without precision.

| {relevant information}N {retrieved information}

Precision =
| {retrieved information}|

Figure3: Equation of Precision

Most of the ontology and semantic network basedwv@dge representation models are
usually high when it comes to retrieval effectiveseThis is mainly due to the quality
demonstrated during the initially building procesfssuch models where concepts are
related on the lines of human reasoning. This @sstiat with the guidance of such
models machines are able to interpret queries airtol humans and thus provide relevant

search results.
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Another important parameter to be considered herthé breadth of such knowledge
representation models. It is very important thasthmodels are able to actually capture as
much relevant information as possible. This ensthvasfor every query submitted every
possible aspect is considered and thus there isnfoomation loss due to limiting
information sources. This is called the recall pater of an information retrieval

technique.

Recall is the fraction of the information that edavant to the query that is successfully
retrieved. Recall can also be defined as a measfircompleteness. In binary

classification, recall is called sensitivity. Socéin be looked at as the probability that
relevant information is retrieved by the query. &kis the parameter that ensures that all
possibly sources of information is considered aeftected as a result to a submitted

query.

| {relevant information}n {retrieved information}|

Recall =
| {relevant information}|

Figure 4: Equation of Recall

During this process it is very likely that someeilavant information sources are also listed
thus actually reducing the overall precision fadbthe system. In order to achieve a good
recall it is very important that the knowledge esg@ntation system actually support a huge
knowledge base. This means that it should be capafbidentifying all possible sources

for a submitted query.

It is trivial to achieve recall of 100% by returgimll available information in response to
any query. Therefore recall alone is not enoughdmat needs to measure the number of
non-relevant documents also, for example by comguitie precision. Often, there is an
inverse relationship between precision and rewdiére it is possible to increase one at the

cost of reducing the other. For example, an infdionaretrieval system such as a search
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engine can often increase its recall by retrievimge documents, at the cost of increasing

number of irrelevant documents retrieved thus destng) precision.

Similarly, a classification system for deciding wher or not, say, a fruit is an orange, can
achieve high precision by only classifying fruitsttwthe exact right shape and color as
oranges, but at the cost of low recall due to thelmer of false negatives from oranges

that did not quite match the specification.

It is well accepted that a good Information retahR) system should retrieve as many
relevant documents as possible i.e., have a hgdllyand it should retrieve very few non-
relevant documents i.e., have high precision. Unfately, as mentioned earlier these two
goals have proven to be quite contradictory over years. Techniques that tend to
improve recall tend to hurt precision and vice-gerBoth recall and precision are set

oriented measures and have no notion of ranke@vatr

Researchers over the years have used several tgaofarecall and precision to evaluate
ranked retrieval. For example, if system desigfees that precision is more important to
their users, they can use precision in top temventy documents as the evaluation metric.
On the other hand if recall is more important teresone could measure precision at 50%
recall, which would indicate how many non-relevdatuments a user would have to read

in order to find half the relevant ones.

One such measure is average precision, a singledaheasure most commonly used by
the IR research community to evaluate ranked rettiAverage precision is computed by
measuring precision at different recall points (4896, 20%, and so on) and averaging
[Salton and McGill 1986]. Building models demonstrating a good badarbetween
precision and recall is one of the most importartega in the current scenario in
information retrieval systems. Extended Semantidwidek is one such knowledge
representation model that uses the precision b@sethntic Network and the recall based
Proximal Network models to develop a hybrid modetbmbining the advantages of both

the parent models.
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6.4. Semi-automatic knowledge representation
model

Knowledge representation models are often seemsis building blocks for the semantic
web, as they provide a shared and reusable piekaailedge about a specific domain.
With the rapid development of semantic web, thdeseamd complexity of knowledge
representation models are growing fast. Majoritythed existing models are constructed
based of expert knowledge about a specific domé&iwowledge representation techniques
like ontology are entirely based on expert knowkedgout a domain. Here each and every
concept present in a domain is carefully selecteeiperts and the relational links are

drawn between them based on these expert opinions.

However, in most of the cases one can find thaentioan one expert input is required in
constructing such models for broader purpose. Heheeconstruction of large-scale
models will involve collaborative efforts of multgpdevelopers. This means that there are
several opinions to be considered while buildinghsmodels. However, collaborative
construction of knowledge representation models isomplicated task. The primary
challenge ahead of constructing a large-scale kedyd representation model is how to

harmonize different developers with different knedde backgrounds to work together.

It is very important to understand that for effitigesults it is very important that the
experts involved in building such knowledge repnégton models agree on co-operation
at different levels. It is very common to noticatthhere will be several disagreements of
opinions among the different experts involved. Tikisnainly due to the fact that most of
these developers posses different knowledge bagkdrand hence share different views
about any domain. Hence it is a very complicatesk taf actually coordinating their
diverse views. This becomes more complicated ie chtarge scale models where several
different researchers from different knowledge araee involved in building the same

model.
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Another important factor of concern is the costoined in developing such large models
using expert knowledge. It is a known fact that slsdleveloped using expert intervention
is very expensive and not affordable to one andraik is where the idea of creating semi-

automated knowledge representation model arises.

If one is able to build these knowledge represeantanodels using minimum expert input,
where majority of the tasks are automated usinfgrifit algorithms it becomes increasing
affordable to build ontology at all levels. In thigethod by eliminating or minimizing the
involvement of experts we are able to avoid thesyids complications involved in
handling these experts as well as bring down the po/olved to build such models.
Extended semantic network explores this possibalftipuilding knowledge representation
techniques by automating their construction usingth@matical models. At different
levels of our research we illustrate our findingd aaxperimental results to enable the

evaluation our model against a benchmark provideekisting models.

6.5. Extended semantic network design and
modeling

The idea in developing Extended Semantic Network iglentify an efficient knowledge
representation method to overcome the existingtc@ings in information retrieval and
classification. We employ a hybrid technique wherathematical models are combined
with human developed concept networks. The combimirocess is done based on the

frames model while the network is extended onithes|of graph theory.

To realize this we put our ideas into practice aiawo phase approach. The first phase
primarily consists in processing large amount ofuel information using mathematical
models to make our proposal of automatic knowledgeesentation model construction
scalable. This is carried out by realizing a nelwof words mathematically computed

using different statistical and clustering algamith
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Thus creating a proximal network computationallyweleped, depending essentially on
word proximity in documents as detailed in the pmd network chapter. This phase also
involves the process of building small semanticwoeks developed using human
intervention and expertise.

On the other hand, the second phase consists mieixa carefully and efficiently the
various possibilities of integrating informationtaimed from our mathematical model with
that of the manually developed mind model. Thiadeieved by employing a heuristically
developed method of network extension using thepuist from the mathematical
approach. Here, we consider the manually develgeedantic mind model as the entry

point of our concept network.

This is achieved by carefully designing the cormmnprocess of the mathematical
models with the human developed semantic modelsgusie design model of Frames
[Minsky, 1975] and [Brachman and Schmolze, 1983je Becond part of this process
involves in actually extending the network whilgéeirtonnecting the concepts from both
models using graph theory [Biggs et al., 1986].

6.5.1. Design modeling:

The design process of extended semantic netwomhkapity focuses on addressing some of

the key problems faced in the existing knowledgeesentation models as stated below.

» The first and foremost issue in designing exterskdantic network is to maintain
good precision and recall level in the model. We & achieve this by building a
very effective semantic network foundation using semantic network model and
as well build our proximal network from a set ofjthiquality relevant documents
using the mathematical models.

* The second issue is about how far our models caraum@mated. This entirely

depends on how well we are able to integrate ouhemaatical model with the
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mind model. Hence it is very important to underdtéire requirements to chose an
appropriate technique that would help us achieige The automation will actually

eliminate all the complexities involved in buildisgch models.

e The third important factor is the time and costaled in building knowledge
representation models. We would like to provide @leh which is fast, efficient,

productive and also accessible by all.

To begin with our design process of extended samaetwork we firstly consider the
semantic network as the entry point of the entirecture, which is then extended using
the proximal network. Based on our analysis of mthnetworks we clearly identify with
the fact that our semantic network represents mdbe upper classes which have a
significant position in any specific domain. Simija our proximal network mainly
represents the different instances of these cldsseg used in different context. We
integrate our approach in two levels, as listed\wel
e Frames and

» Graph theory

We use the frame system to actually draw the oeldtetween the semantic network and
the proximal network. Once this link is establisivesl then continue to extend this model
by simply employing the graph theory design.

As a first step in building the extended semangtwork model, the entire semantic
network developed on any specific domain is congpfeteplicated including its central
node as can be seen from the figure. This will fas1the centre core of the model based
on which rest of the network is built. This impligmt our extended semantic network will
also have a center concept with same name as thainldor which it is built. This will act
as an entry point with a weight of 1 which is thghest weight given to a node in our
design model.

Page 145



PROXIMAL NETAORK

SEMANTIC NETWORK

CENTRAL NODE

Figure 37: Extended semantic network design

The reason for choosing our semantic network maedethe core part of our extended

semantic network is basically to establish theofwihg requirements:

» First and foremost reason is for the fact thatsemantic network is uniquely built
by experts based on their extensive knowledge aheutiomain. This means that
each node and the relational link shared betweeatesion this network are
carefully chosen after proper expert analysis. Whilsautomatically make it a very
reliable network with a good precision factor.

* The second point to consider is that the semametiwaork is a small network with a
maximum of 100 nodes. Each of these nodes cahreembst representing concept
of any specific domain in consideration. Thus tledgarly represent the most
representing concepts of that domain.

* The other important reason is the nodes in the semaetwork. These nodes are
so weighted that they all carry a value which isagls above 0.5 (50). This will
provide very reliable weights to later nodes whetakulation is involved while

using this model in any search or retrieval tool.
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All the concepts present in the semantic netwoek @nsidered as super classes which
will actually guide us in connecting the nodes fritra proximal network. The theory used
in connecting the nodes from proximal network othi® semantic network core; based on

frames structure is detailed below.

Frames were initially proposed by Marvin Minskyhis 1974 article "A Framework for

Representing Knowledge". He explains that a framean artificial intelligence data

structure used to divide knowledge into substresuby representing stereotyped
situations. Frames are connected together to forronaplete idea. The frame contains
information on how to use the frame, what to expestt, and what to do when these
expectations are not met. Some information in tlaené is generally unchanged while
other information, stored in terminals, usually mp@. Different frames may share the
same terminals.

A frame's terminals are already filled with defauétlues, which are based on how the
human mind works. For example, when a person &"lboy kicks a ball,” most people

will be able to visualize a particular ball (suck a familiar soccer ball) rather than

imagining some abstract ball with no attributes.

According to Minsky one can think of a frame aseawork of nodes and relations. The
"top levels" of a frame are fixed, and represenngd that are always true about the
supposed situation. The lower levels have manyitelsy which represent "slots" that are
filled by specific instances or data. Here, slots properties describing the Frames. Each
terminal have the ability to specify conditions @ssignments must meet. Collections of

related frames are linked together into frame-syste

For visual scene analysis, the different framesao$ystem describe the scene from
different viewpoints, and the transformations be&twene frame and another represent the
effects of moving from place to place. For non-aiskinds of frames, the differences

between the frames of a system can represent actianse-effect relations, or changes in

conceptual viewpoint. Different frames of a systenare the same terminals; this is the
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critical point that makes it possible to coordinatérmation gathered from different

viewpoints.

An example is KL-ONE [Brachman and Schmolze, 1985jell known knowledge

representation system in the tradition of semanétworks and frames; representing a
frame language. The system is an attempt to overg@mantic indistinctness in semantic
network representations and to explicitly represmmiceptual information as a structured

inheritance network.

Frames in KL-ONE are called concepts. These forenanchies using subsume-relations;
in the KL-ONE terminology a super class is saidstdosume its subclasses. Multiple
inheritances are allowed. Actually a concept isl gai be well-formed only if it inherits
from more than one other concept. All conceptsepkthe top concept, must have at least

one super class.

In KL-ONE descriptions are separated into two basasses of concepts: primitive and
defined. Primitives are domain concepts that atefulty defined. This means that given
all the properties of a concept, this is not sigfit to classify it. They may also be viewed
as incomplete definitions. Using the same viewjndef concepts are complete definitions.
Given the properties of a concept, these are nageasd sufficient conditions to classify

the concept.

The slot-concept is called roles and the valugh®foles are role-fillers. There are several
different types of roles to be used in differemtigiions. The most common and important
role type is the generic RoleSet that capturedabiethat the role may be filled with more

than one filler.

However in case of extended semantic network weagligirfollow the frame structure by
representing the concepts derived from our semamtwork model as a frame based
model with nodes and relations structure. Theseesi@ways remain fixed and hence

represent the top level of the frames system. ‘Eneastic network model will constantly
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remain as the core of the entire model. Howeveratex levels of our frame system are
actually created using the nodes obtained fronptbgimal network model. These nodes
actually represent terminals in our model which @®enected to its preceding levels. The

upper levels are represented by the nodes frors@uantic network prototype.

The idea here is develop a design system basedhah whe two models can be easily
converged to obtain our extended semantic netwarein This will actually help us in
automating a very large part of our knowledge repnégation model using machine built
model which is incorporated with the semantic nekwonodel built using expert
knowledge. This automated processing involved im owdel will actually help us
immensely in reducing the complications that aremadly involved in building such

knowledge representation models involving seveoahan experts.

However there are a set of predefined design proes that is followed while building
our extended semantic network model. These areefinedl after extensively analyzing
the requirements of our model. They actually hedpdacide which proximal node should
be connected to which semantic node. These desigoegures are detailed in the

technical design section of this chapter.

The extended semantic network is basically a ndtwbtained by extending our semantic
network model by using the nodes from our proximetiwork model. However, once the
initial combining is made using the frame structure develop our model based on the
graph theory design.

In mathematics and computer science, graph theompe study of graphs, which are
mathematical structures used to model pairwisdioals between objects from a certain
collection. A graph in this context refers to aledlion of vertices or nodes and a
collection of edges that connect pairs of vertidgegraph may be undirected, meaning that
there is no distinction between the two verticesoamted with each edge, or its edges may
be directed from one vertex to another.
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Alternative models of graph exist; for instancerapfp may be thought of as a Boolean
binary function over the set of vertices or as aasg (0,1)-matrix. A vertex which is the

basic element of a graph is simply drawn as a modedot. The vertex set of G is usually
denoted by V(G), or V when there is no danger offesion. The order of a graph is the
number of its vertices, i.e. |V(G)|.

An edge which can be defined as a set of 2 elemerdsawn as a line connecting two

vertices, called end-vertices, or endpoints. Aneeddh end-vertices x and y is denoted by
xy. The edge set of G is usually denoted by E(Gyiomply E. The size of a graph is

denoted by the number of its edges, that is |E(G).

Applications of graph theory are primarily, but retclusively, concerned with labeled
graphs and various specializations of these. Sftrestthat can be represented as graphs
are ubiquitous, and many problems of practicalregecan be represented by graphs. The
link structure of a website could be represented lirected graph: the vertices are the
web pages available at the website and a directge fEom page A to page B exists if and
only if A contains a link to B. A similar approadan be taken to problems in travel,
biology, computer chip design, and many other §elthe development of algorithms to

handle graphs is therefore of major interest in pat@r science.

A graph structure can be extended by assigningightveo each edge of the graph. Graphs
with weights, or weighted graphs, are used to ssre structures in which pairwise
connections have some numerical values. For examipée graph represents a road
network, the weights could represent the lengteadth road. A digraph with weighted
edges in the context of graph theory is called @voik. This aspect of representing

networks using graphs is the functionality thagrests us.

In our extended semantic network design we usel¢fiaition of vertices to represent the
concepts nodes of our network. Similarly we usedé#nition of graph edges to actually
represent the relational links connecting the no@es design also uses the property of

directed graph where the edges are directed bylglstating its start and end point. In our
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model we use unidirectional property of the grampeoty where all our edges are directed
from one concept to the end concept node, thus ngakis a directed knowledge

representation network.

The other import feature of graph theory used inroadel is the ability of these directed
edges to actually carry weights representing thvellef relation the connected nodes
share. These weights help us represent the impertah each node in our knowledge
representation model, especially when used in Beand retrieval tools. Thus once we
have been able to establish a connection betweersémantic nodes with that of our
proximal nodes using frame system we then enlamgeeptended semantic network with
the nodes obtained from the proximal network basethe graph theory system. Since the
proximal network built using mathematical modelsusially a very large network, it is
very likely that our extended semantic network espnts an infinite graph with a very

large number of vertices and edges.

6.5.2. Technical design

This section entails the technical details invohadbuilding our extended semantic
network. We begin our design process using thet@dse tables containing the semantic
network output and the proximal network output. iEa€ these tables has five columns
each. In case of proximal network the first twourohs represent the word pair, the third
column represents the relational edge they sharge whe fourth and fifth column
represent the proximity and distance the word phaare with one another. Similarly the
semantic network has the first three columns simidahat of the proximal network table

whereas the last 2 columns both represent the ¥geajlthe edges.

We firstly begin our design by simply copying thatiee table of semantic network into
the database table of extended semantic networkhwdgain has 4 columns representing
the word pair, relational edge and the weight sthdmethe word pair. Once the semantic

network is copied into the new table, we then statprocess of connecting our proximal

Page 151



network nodes to the semantic network nodes. Bhdone by identifying the connecting
words between the two tables.
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Figure 38: Extended semantic network visualized usi ng graph editor

The above graph represents the graphical view efddita obtained by combining the

results from Proximal and Semantic network.

We start with the word in the first column and tfirsw of our ESN table and compare it
with the proximal network table. If we find the vdomatching then we carry out a breadth
and depth finding by collecting all the word nodeshe process as well as their relational
values. All these nodes are then stored in the Ef®M with the proximity value they
share with one another.

However if in any place we find more than one valoe any particular word pair we
consider an average of this value and store thesage as the end result. It is also
important to note that while building this relatibetween nodes we make sure that every

node is assigned a level number such that no ealain be draw from a lower level node
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to a upper level node while the vice versa is adldvas illustrated in the below figure
number. Where SO, S1 etc represent the word lexkttee arrows show the possible paths

allowed.

SC

<D
\

Figure 39: Relational flow illustration

For example, we start from the base word level whie tag as level 0. We then add on
the next level word to the level 0. Hence thengassibility of level O connecting to a word

of level 1 but not vice versa.

In the ESN algorithm shown below explains the edntiea of how the ESN network is
constructed using the data obtained from the semaetwork and the proximal network.

The algorithm mainly creates the extended semanagtiwork by extending the semantic
network with the data used from the proximal nekwvofhe main objective of this

algorithm is to return all the possible paths thetisfies value(path) > LIMIT. By doing

this we are actually increasing the depth of thevaek using the data obtained from the
proximal network.

In line 2 we obtain the result path for a word. STtd achieved by setting a LIMIT until

which all the obtained paths are retained. Th&dded to the paths

ESN Algorithm-
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Data : SQL Table: table
Result : SQL Table: table

1 ESN (int node, double value evaluation, Vector V_current path, Vector
V_current value, Vector V_result)
if (value_evaluation >LIMIT) then

res — new Result(V _current path, V_current value);

V _result.add(res):

return;

[“LENTEN VI &)

end
if (isMarked(node)) then
‘ return;
end
markerNode(node):
V — V_current _chemin.copy():
VV — V_current value.copy();
V.add(node);
10 VV.add(value _evaluation);

o o o~ @

11 Vayeet— getSuccessors(node);
12 fag—0;
13 forall (i=0 ; i< Veyee.st2¢();1 + +)do

14 node_suce — V_succ.elementAt(i);
15 if (lisMarked(node succ)) then
16 flag++;
17 edge — node.toString() i node_ suce.toString();
18 valedge— table _wvalue edge.get(edge);
19 val — val_edge * value_ evaluation;
20 ESN(node_suce,value_evaluation™val_edge, V, VV, V_result, map);
21 disMarkNode(node__succ):
end
end

22 markNode(node);
if (value evaluation="LIMIT and flag——0) then
23 Rres «— new Result(V, VV);
24 String res_ string «— res.toString();
25 V_result.add(res);

end

Algorithm 6 : Extended semantic network

-obtained earlier to find the entire depth. Theeliiunction in line 5 backtracks all the
nodes that are marked to show the path followedewinding the depth of the network.
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But when doing so incase the program comes acrassl@ which satisfies the LIMIT set
but not yet marked then the line 6 in the algorghenables us to identify such nodes. The
line 11 in the algorithm helps us to identify theesessive nodes and then the calculations
are repeated of them. In case there are no moreessigce nodes to mark then the

algorithm goes directly to line 22.

Thus the extended semantic network is formed usiagesults of SN and PN. This ESN
network was mainly developed on the knowledge domaoncerning the ToxNuc-E
platform as the entire data sets used in our exyeriation was provided by the ToxNuc-E
project. Hence the main objective was to use ouX BE®del to develop several ESN

networks for different knowledge domains on the Nlog-E platform.

6.6. ESN in ToxNuc-E

Once the designing of the extended semantic netwaskachieved the next stage was to
test its effectiveness. This required that we dgvehodels based on real time data using
our knowledge representation technique. Since esgarch work initially started with the
goal of helping the ToxNuc-E platform manage itghhvolume of information flow, we
decide to build our prototypes on 2 of the 15 dommairom the ToxNuc-E research

platform namely,

* Arabidopsis Thaliana
+ MSBE

The entire document set and information required Hoilding these prototypes were
provided by the ToxNuc-E platform. The main objeetwas to use our extended
semantic models to build tools on the platform theduld facilitate information

management and retrieval. Some of the applicabdrmar extended semantic network on

the platform are,
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Semi-Ontology like networks: The extended semantic network model can be used
to develop ontology like knowledge representatiagtwork on any specific
knowledge domain, which can have a important rolehie research activities
carried out both within as well as outside the TogNE platform. It provides a cost
effective semi-ontology like networks that can le¥eloped automatically using a
set of documents by any person with or without lkemywledge on the domain. The
so developed networks can be used by several obsgesups on various projects.
They have several application like used as a knbydenetwork to understand the
domain and represent a domain, to be used in teath as search engines,
classifiers etc to name a few.

Document Classifier: These knowledge networks while used in combinatigh
classification tools would help the platform in @uwiatically managing the
information by enabling automatic classificatioramgt the 15 listed projects of
every new document entrant.

Virtual Library: In this application for every document, ESN conmsgutn n-
dimensional vector, where n is the number of ToxHuprojects. A row of one
vector is a value depicting the degree of inteoéshe document for the associated
project. Now the aim is to visually display the garities between documents with
respect to their vectors. That means, we want aagérwhere documents are
represented by dots, and if two dots are clogeg#ns that the two documents are
similar. This application is called Virtual docuntdibrary in Molage. It takes in
entry the documents in the form of the set of natisional vectors and computes a
distance matrix between documents using Euclidigtanice. Each document is
assigned to a dot. Then it iteratively searchesrdiguration of the dots on the
plane that respects distances between documenket®een two dots, there is one
"ideal" distance, which is the Euclidian distancemputed between the two
documents, and the "observed" distance, whichdsattiual distance between the
dots on the plane.

The goal is to find a configuration of the dots tthaninimize
the differences between "observed” and "actual'tadies. In order to

find this configuration, positions of dots are updh as if they were
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attached with each other by springs. This techniguealled "Multidimensional
scaling using Force directed placement”. When tbegss is finished, the user can

identify clusters of dots on the plane which repreéslusters of similar documents.

Among the above listed applications we would liag@tesent the results obtained from the
document classifier. This results obtain througlis texperiment will serve as an
illustration of the role of extended semantic nekgoas a knowledge representation
technique.

6.6.1. Document classifier design and construction

The extended semantic network in itself is a knogéerepresentation technique which
can help in information search and retrieval whikked along with other search and
classification tools. In order to apply our extethdemantic network model to practical use
we developed a document classifier which will use information obtained from our

extended semantic network in indexing any new danim

This document classifier uses the extended semaetwork knowledge model to classify
documents based on their inclination to any speddpic knowledge domain that are
listed in the document classifier’s database. Seimple methods of occurrence are used
to actually calculate the inclination of the documnéeing processed. Every input
document is firstly processed by analysing its eotsg and matching them with our

extended semantic network sets.

This will enable our document classifier to actyadlentify the domain / domains that the
document represents or belongs to. This procesalsd come with a list of inclination of
the new document against the listed extended s&agitvorks in the document classifier
database. This is because the document classiéieryriooks for inclination of any new
document entry against a set of extended semasiticonks stored in its data base. Each of

these extended semantic networks actually represleatspecific area or research domain
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it has been built on. The document classifier ubesresults obtained from the domain
inclination analysis to decide which domain / damsathe new document most represents

and should be listed under.

= Extended Semantic Metworks

Open
[ ARATOD [C] ARATA1 [ ARAT2 ]
[ ARDNO [ ARDN1 [ ARDNZ2
[ MSBED 1 MSBE1 1 mMSBE2

[ Occurrence [ | Hodeval [ CompOcc [ CompHod

| ok || clearan || cancer | r

Figure 40: Document classifier

A step by step explanation detailing the functigniri our document classifier tool used to

calculate the domain inclination of any new docutigistated below:

» First step in the document classifier is to builee tset of extended semantic
networks each representing a specific domain offthweéNuc-E platform. Once the
extended semantic networks are ready, they aredsioto the data base of the

document classifier tool.
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The next step is to provide a new document to theuchent classifier, to be

classified under one or more of the 15 projects@adwout in the platform.

The document is firstly analysed and compared walitthe 15 ESN networks using
the 4 functions namely Occurrence, NodeVal, Comp&ut Comp Node as show
in the figure. These functions basically calculates frequency of occurrence of
each of the word concepts present in the netwotkengiven document and later
calculates the value of its matching using the ealiven to each of these word

concepts in the ESN network.

Finally the document classifier calculates the petage of belonging for the given

document against the 15 ESN networks and classifeedocument accordingly.

This classification of documents using our ESN meks actually enables us to
show our users what the document is actually abadtto what percentage is it
addressing a field of interest without actuallydieg the entire document. This
will significantly reduce time of processing newcdments as well as provides an
automated approach to easily handle large amodiriscument that are loaded by

the platform users.

Although this application has been currently buoiltinly focusing on the ToxNuc-
E platform users, however it can be easily extenttechny other platform.
Similarly the ESN network can be used on any tapid with any such application.
The figure number shows a snapshot of the resigigayed by our document

classifier on the platform ToxNuc-E.
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Table 3: Snapshots of the document domain inclinati on using document classifier

2 id projet cuumunateurlnbrcuauteur! tire  impact factor  ARAB TSP BAC CB o] CW WSBE NT ST T
Wethodologie NIA 5

3 | 200500085 17836711 27311002 30.084243 18086520
4 | 200800006 A 12 75771581 93.718031  73.802800
5 | 200800023 Bourguignen 5 [: 30 32080900
6 | 200800024 15
7 | 200800089 Arabi [ J2.001082
8 | 200800030 Arabid Bourguignon 13 100.0338388 52.200887 51.0.
9 | 200800091 Arabid Bourguignon 8 B 95 17.757767
10| 200800092 Arabidopsis Bourguignen 10 81.510172 89.90018: 32.575083
11| 200800093 Arabidopsis Bourguignen [ 53.381377 60189714 53.702381 33370826
12
13 4912858 57274790 51024818 629084567 DI 67.083437 49378169 39.315354 58518306 36619827
14
15
16| 200400123 Bactéries | NIA ]
17| 200400124 Bactéries WA 4
18| 200400125 Bactéries | NA 5
19| 200400126 Bactéries | NA 7
20| 200400127 Bactéries | MIA ]
21| 200400132 Bactéries  MIA 4
22| 200500024 Bactéries | MIA 8
23| 20050003 Bactéries  MIA 5
24| 200500044 Bactéries  MIA 8 2z
25| 200500047 Bactéries | NIA 3 13.431002
%
a 21975515 31907878 68152744 538026877 #DMI 43753719 63.569334 32631685 31767452 21.599589
pii]
2
30
Che Ferrand ]
31| 200400129 bl 14633853 17.0372 58.831549 18908822 15688500
A §
2| 200500008 b 5
A 7
33| 200500022 biol 3BEISI 41214847 55827230 54801000 42.336800| 35.078252| 33279027
Cheltion WA 5
34| 200500029 biok 36.188132 30838699 31628400 22.091218 26.400728
A 7
35| 200500090 biol 51.156390 72404388 53.757720| 50.885162| 50.5935%0
Cheltion WA 2
36| 200500151 bl 4590333 33.096025 38.269702  91.102207 29.580038  36.733160| 33616197 13.503129| 20.463459
Ferrand 5
37| 200500174 biologique 33.305744 33714802 42439018 35.289830 22026148
Chelation  Ferrand 7
38| 200800018 biol 44043808 3BBMZMT  S0.A02187 TT.ETEEMZ 61643702 50.585700| 50.021997| 46.388857| 31.852885
& Z
39| 200800118 bl 20.523431 22.134875 61.335014 40485323 31751318 1386 27.278781)  18.006718
40
4 26312520 32803663 40940868 689853477 #DMI! 45445034 39.836649 38.946875  30.071091  21.945387

For instance, let us consider a database contasengral documents on a particular topic.
A user needs the best 20 documents related totdhis from the database containing
several hundred documents. If the user has to gogh every document to find the best
20 results it will take several weeks of work armdnsthing which is highly impractical.
But by using our approach the same can be achievialv hours time without requiring
for the user to actually posses specific knowlealy¢ghe domain.

When the same documents classified by our docuniassifier were manually classified
it not only took considerably more effort and titmet the manual classification could not

provide the information of how many different knedfje domains the document might be
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addressing. We noticed that the results by oursifies highlighted information about
certain documents belonging to the original domarabidopsis showed inclination to
other domains like MSBE a detail not specified lumthnd unless the document is
completely read by the user. This information weesnsmissed by the manually classified
result. The correctness of our classifier result @monstrated to the domain experts over

several meetings and was validated and approvéldeny for its effectiveness.

O cea - cf

ToxNuc-E

PRESENTATION Cartographie thematique du document par projet
Programme ToxMNuc-E
Management de Programme
PROJETS SCIENTIFIGUES Al .
WIE DU FROGRAMME iération réparation 04
RECHERCHE COMBINEE Arabidopsis 35
AnNUAIRE ET JOURNALX Bactéries 100
EDR”M Cheélation biologigque 3004
TS PRATIEES Cibles meolecularres 45%
VIDEDS SEMINAIRES Dé i '
—) Ecorporation 705
NEWS Génotoxzicolagie 24%
Tode 16%
Levure 209
ANDIR Imane Méthodologie_et spéciation 253
PIEILE @l Hephre et toxicocancérogents 20%
KURAS Laurant Stress o%ydanF 18%
Toxzicogénomicue 16%
Reena SHETTY Transfert sol plantes 15%
(U] Transpotteurs 14%

Figure 41: An example of documen tindexation as represented on the
ToxNuc-E platform

6.7. Experimentation and Validation

We conducted an experimental analysis on the egiden by the document classifier to
validate its performance. Firstly, a set 5 sciéntifocument series were chosen from the
ToxNuc-E document database. These documents wereclassified against 9 domains
from the ToxNuc-E project using the document cfassi The percentage inclination
results obtained is as shown in the figure below.

The figure shows 5 document series classified agaire domains Arabidopsis (ARAB),
Transfert sol plantes (TSP), Bactéries (BAC), Cigéta biologique (CB),Cibles

moléculaires(CM), Méthodologie et spéciation (MSBEEphro et toxicocancérogenése
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(NT), Stress oxydant (ST) and Transporteurs (T)e Tocument classifier is able to
highlight the inclination of each of these docunseagjainst the domains specified. Here
one not only identifies a single domain that thewnent represents but can also identify

other domains the document might be related t@aaeen seen.

100 4

90

80
Document
Series

Series]
o Series2
o Series3

Series4
W Seriess

70 v

60 17

% Inclination 50 -

40

30

20 +

10 1

B M M3EE NT 5T T

ToxMuc-E Projects

Figure 42: Domain inclination % of new documen  ts on ToxNuc-E calculated using the

document classifier

We later classified the same set of documents thghhelp of domain experts. During this
classification the experts were able to identify tomain the document most represented
but however over looked the information each docunield about other domains. The
domain the experts identified as most matching dach of these documents when
compared with our document classifier results pdoeebe the same but the results from
the document classifier also identified the infotiorathe documents contained related to
the other domains.
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In the above illustrated graph representing theuwubbtained using a document classifier
we see how each document is classified based opetiventage inclination it has against
each domain name. In the example let us consigeddicument represented by series 4.
One can clearly see that this document has theesiiglomain inclination for Arabidopsis
and least inclination for the domain MSBE. Hencecan be clearly inferred that the
document is mainly related to Arabidopsis domaia igrof interest to researchers working
in this domain. However our document classifieuulssalso highlights the information
that the document has on other domain. In this pl@ame see that the series 4 has
Information related to CB, TSP and T domains. Tietps highlight the information

related to other domains that an expert from abfit domain can easily overlook.

Another important aspect of the document classi§ighe fact that it not only is accurate
as an human expert but also faster than an eXfyerconducted an experiment where we
recorded the time taken by human as compared talecument classifier to analyze a

given scientific document and the results wereesmély positive.

m Manual

W ESN

Figure 43: Proto type time compa rison in classifying new documents

The graph shows the time taken by the documensitilrsas compared to a human in
analyzing and classifying a new document. The ewyts were carried out for sets of

100, 200 and 1000 pages. One can clear see thamthéaken by the document classifier
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is considerably lower as compared to the time tdkemn human expert to classify the

same.

6.8. Conclusion

Through our extended semantic network model wetdrgxplore the possible ways of
combing human intelligence with machine computationorder to improve overall
efficiency and productivity of knowledge represeiota models. Through our experiment
results we attempt to illustrate the fact that gdiybrid models like extended semantic
network one might obtain results far more satigfymot only in terms of efficiency alone
but also in the overall productivity of the taskeWhereby encourage more and more
researchers to explore this approach in differesdtl§ and harvest the advantages of this

approach.
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/. Conclusion and perspectives
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In this chapter we conclude this thesis report bgsenting a summary of the various
contributions our research model is able to offed also present the possible future
prospects of our research work. This chapter haa beoadly divided into two parts. The
first part mainly illustrates the principle contwiion we have been able to make and also
presents the different topics we have researched@lensecond part of this chapter largely
concentrates on the future perspectives that aaareh work promises and the possible
developments of the work.

7.1. Contribution

Throughout this research report we have made ampttin highlighting the various
problems and shortcomings in the current existimglels and the methods that are being
employed in knowledge representation and retripvatesses. One of our primary goals
right through our research work is to propose modeld solutions in making knowledge
representation a reliable automated process. We &gplored the various possibilities of
replacing expert intervention by employing datacpssing methods that are entirely
supported by machines using mathematical models.

The question on knowledge representation, manadgersearing and retrieval are both
fascinating and complex, essentially with the cecergance between man and machine.
This research report presents one such novel colsite working method, specifically in
the context of knowledge representation and redtieVhe proposal here is to make
ontology construction cost effective, faster anslyga design. In this division we envisage
and highlight the advantages of adopting our meilugy as compared to the existing
methods and models. We explore the prospect afdoting an innovative approach of

integrating machine calculations with human reasgmibilities.

After having carried out a thorough research andysbn the different existing approaches
and models in knowledge representation technigweswere able to more specifically

identify the problem existing in making knowledggpresentation an automated process.
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More particularly we concentrated on exploring waysincreasing the involvement of

machines and subsequently minimizing human intéiem the process.

However as seen in chapter 2 we carried out a tighroesearch on the various knowledge
representation models that currently exist and gsepto develop a model that is
automated requiring minimal human intervention. ivainly concentrate our research on
exploring possible techniques that would help naehito analyze and interpret data more
efficiently and in a cost effective manner. We tipert forth our approach that addresses
the issues of how the current knowledge representaitodels can harvest the advantages
of the mathematical model that helps in analyzergé amounts of data in considerably
small time and using this approach we build owstfimodel called the proximal network.
We mainly position this model as the part of owgegrch work that largely contributes in
enabling us to automate our data analyzing. Theimia network using various statistical
models creates a network of words based on proxiafitvords in any given document.
This model basically represents our machine modgl mo human intervention required
in actual positioning of the word concept and degjcbn its distance from one another.
We build our proximal network model using the doems provide by the ToxNuc-E
platform. Although our model can be generalized aash be used on any set of
documents, in our current prototype model we hawniy used documents from the

platform in all our experimental results.

In the Semantic network chapter we primarily sttiy existing semantic network models
and propose a customized model sufficing our gbahaking it requiring minimal expert
intervention. This model although developed by etgpbas been customized such that it
will require very little input from humans for threodel to work. Our main goal here was
to customize the existing techniques into modeds tlan be easily used by our users with
very little or no domain knowledge to develop Setitanetworks. We use our prototype
to illustrate examples of different topics derivieain the ToxNuc-E platform. This model
basically being considered as human developed modrir approach forms the heart of
our model with acts as a building base of the kedgé representation model we propose.
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In chapter 5 we argue the importance of automatiegdesign process of knowledge
representation models. We show how essential itoiggenerate automated / semi-
automated models providing satisfactory results #ms be used in helping machines
analyze and understand information to helps usbetanage information. This chapter
basically introduces our idea of finding a way betw approaches which are either
completely automated but might not efficient enoogltompletely human developed but
not economic enough. We try to identify a balanetween these 2 approaches by
accommodating and combining both models. This apgras we named is the extended
semantic network which actually forms and growsrira small semantic network with

limited nodes into a vast word network with on &erage of about 90,000 interconnected
word concepts. We basically use simple techniqoesntarge small semantic networks
into bigger word networks based a few defined cimon$ to enable automatizing of

knowledge representation models.

We use the precise, non estimated results provagidadiman expertise in case of semantic
network and then merge it with the machine caled&nowledge from proximal results.
The fact that we try to combine results from twifedtent aspects forms one of the most
interesting features of our current research. Véenour result as structured by mind and

calculated by machines. The main objectives tleintend to address through this
approach are:

» Exploring the possibilities of designing an autoeadsapproach for knowledge
representation with minimum human intervention.

» Presenting models that would enable semi-auton@tadtomated networks.

» Developing models that would make knowledge repriagion efficient, easy, cost
effective and fast.

We were able to illustrate the applications of ptoposed model through the tools such as
document classifier and virtual library as detailadthe earlier chapters. We basically
show the possible ways of how existing knowledgeresentation methods which are

completely dependent on expert knowledge can baeteaky replaced with automated
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systems that would be able to bail out expertaetdion to a large extent. We make an
effort to draw attention to the fact that it is matcessary that all knowledge representation
models be developed by experts themselves. Infaggha combination of human and
mathematical models would actually provide a betésult while considered in a wider

scenario.

We open doors for future research in this regargroyiding few results through our tools
such as document classifiers that have been useebbtime data and whose results have
been actually used in classifying documents onltheNuc-E platform and have proven to
show considerable consistency and accuracy. Itales helped us open doors n facts
where our tool is able to analyse a document agaiset of domains as specified by the
user. This will infact allow considering researaftoi a new area where a document
originally belonging to one particular domain migidantain information that might be
useful to a researcher belonging to another resetmain or field of study. This possible
overlap of knowledge we are able to identify antlisirate through our various

experiments form a very promising area of resetraxplore further.

The ToxNuc-E presently with around 660 researchegstered with their profile,
background and area of research interest are @lysdistanced in different geographical
locations. Our research is applied in this platfaonprovide these researchers knowledge
representation tool like ESN which can be utilizednformation retrieval specifically in
limiting the information they desire to obtain aaldo in identifying information specific
to their interests. As explained earlier we havsidaly carried out our experiment on 15

different domains of this platform and developgut@totype for each one.

The results of our algorithm have been used tstiiédde our finding rather than actually
evaluate it against other models. However we ha@enhbable to demonstrate that our
approach is able to produced very large and vasi wetworks in very small time and the
user can develop such networks on any domain hieedesith actually requiring very

little knowledge on the domain itself. Our experitee also display the fact that the
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vastness of the extended semantic network is $wathttdisplays a very high recall factor

on any particular domain of interest.

Another important factor of our network is the slenpomputations that we in point of fact
employ and this makes our model not only faster \®ry simple to use and easily
adaptable into different tools. We demonstrate ughoour experimental prototypes that
the extended semantic network is able to provigelte on similar lines to that of NLP

based models for indexing but without actually vty the heavy computations that
normally NLP-based models are based on. In ourcagbr if a user needs specific
information on any specific subject it is enoughcttange the input documents for the
proximal network. Based on these documents theeenétwork is reconstructed in a time
span of 30 minutes.

7.2. Perspectives and future work

The question on knowledge representation, managerskearing and retrieval are both
fascinating and complex, essentially with the cecemgance between man and machine.
This research presents a novel collaborative wgrknethod, specifically in the context of
knowledge representation and retrieval. The prdpisséo attempt at making ontology
construction faster and easier. The advantagesuoimethodology with respect to the
previous work, is our innovative approach of intsggrg machine calculations with human

reasoning abilities.

7.2.1. Hybrid: combining machine results with human

expertise

One of the important aspects in our research wattergial for future work is finding a
more reliable approach and an effective methodcéonbining the two different results
one derived from the machine model and the otluen the semantic model. As presented
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previously we currently extended our semantic nétwosing the results from our
proximal network model based on the graph theopr@gch. However it will be a very
interesting aspect to research into and find péssilgorithms that can be used in mapping
these two results in a more effective manner. Sofrine areas we would suggest and
would like to research on are mapping techniquesciafly used in neural networks,

hybrid models and other similar models.

An additional area with scope for future reseasckthe way we combine different results
from different statistical models in our proximaétwork model. Due to the several
constraints that guided our research work we weable to actually explore the various
possibilities that one would experiment in combgnithese results. We have chosen to
ignore the fact that each of these statistical rhadld its unique approach of analyzing
the data from the documents that are input, indégatty calculate results that noticeable
differ from the one another. We currently have @mo use a simple mean calculation
technique to find a combination of all the differestatistical models in our proximal
network. However, it will be of great interest tgpore the various possible combinations
that could be applied on these results to find st effective way of finding the

combination between them.

7.2.2. User specific modeling- Personalising search

and classification

Multi-user environments provide the necessary ttmlallow individuals to communicate
and share information. Examples of such environmeagn be found in computer
supported collaborative work, learning managememstesns, communities of common
interests, and peer-to-peer systems. Due to thet gramber and diversity of users and
types of information, the system should facilitatgers' interaction. Supporting users in
multi-user adaptive environments requires an unaeding of the interaction that takes
place, which is shaped not only by the individualsaracteristics, but also the group

members' individual behaviours, their relationshgrsd the dynamics of their interaction.
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The new information to be represented includesrimé&tion about the users and groups,
and the collaboration and relationships betweemsugéhese models could then be used
for different purposes (e.g., supporting collabioratsupporting group awareness in multi-
user environments and sustainability of groups) iandifferent areas (e.g. collaborative

environments, communities of common interest ortikagent environments) [Sheth and

Maes 1993].

User modeling is one way of obtaining predictivaleation of real-world tasks by trying
to represent some aspect of the user's understarigiowledge, intentions or processing.
And there are many different techniques that assl us build user models. User models

can be divided into the following three categories:

- Hierarchical representation of the user's tasksgaadl structure.
« Linguistic and grammatical models.

« Physical and device level models as this appetirefield - Adaptive Document.

The first category deals with the issue of formiola of goals and tasks. The second
category deals with the grammar of the articulatranslation and how it is understood by
the user. The third category deals with articalatnot at the high level of human

understanding but at the human motor level.

We see a great opportunity in exploring the varimethods to construct a user model
prototype based on the data we obtain from the Tox website. We intend to monitor
the behaviour; interests and research works caoigdby the members of ToxNuc-E
Platform and then build a model unique to each.ud®s model in fact builds a profile for
each user and in turn stores the details obtainéul @ database. These details are utilized
to better understand the user requirements thupinigelthe user in efficient data

management, sharing and retrieval.

We envisage an enormous prospect in combining siee mnodeling technique into our

extended semantic network model to actually custenuur knowledge representation
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model to each user on the platform based on thesubehavioural pattern. This will
enable us to narrow down and actually identify tbgearch interests of each and every
user on the platform and thus provide them withdoetervice by making information of
their interest readily available to them througteithprofiling. We find this a very

challenging and interesting future prospectivediar research model.

7.2.3. Semi-automated Ontology network

We have been able to demonstrate the ability of models to develop large word
networks using statistical models. We have alsabide to use these networks as a
knowledge representation model in tools used fassifying documents and information.
However it will be very interesting if we are alite validate our approach of developing
large semi-automated networks that can actuallyacep ontology use in tools and
techniques that require knowledge representatisigdenodels displaying a combination
of recall and precision. This fact is what distirgies us from the original ontology. By
using our model the users not only are able to dimgbod recall and precision combination
but are also able to use our knowledge representatiodel to develop such networks
without actually possessing any knowledge aboutdbmain. Our model promises to
provide a good alternative to any classical ontplogterms of not only efficiency and
recall factor but also in making it simple to desi@gnd build and making it highly cost

effective due its automated feature.

We would consider in actually continuing our reskain the future in this area to carry
out more experiments to validate our approach amdliate it in comparison to classical

ontology models.

7.2.4. Finding inter—relation and over lapping betw  een

domain subjects
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Another important aspect that our research highdighthe possibility of using knowledge
representation models like extended semantic n&téeonot only categorize information
but also highlight the similarities between infotioa that are otherwise considered

unconnected.

We have been able to show initially illustratiorfgtlas fact through the experiments that
we carried out on ToxNuc-E platform using our doeuin classifier. As detailed
previously we were able to highlight the fact thattain documents although classified as
belonging to a particular field of study might algacontain information about other
research fields that might be of interest to défdérresearchers. Using our extended
semantic model we were able to easily (in termeftdrt and cost) develop several ex
ended semantic networks and use them to actuallpmiyg classify documents based on
their contents but also demonstrate a percentagjfeeofinclination towards each subject.
This helped us in highlighting the inter-relatiobstween documents and research fields
which otherwise in majority of the cases are owwked or completely ignored. We
believe that there is considerable scope in pugsa@inmore detailed research in this
particular aspect to validate these findings inaerconcrete manner by carrying out more

experiments and research.

7.2.5. Collaboration and Sharing specific to ToxNuc  -E

Our research has been able to demonstrate basewdr &kmowledge representation model
on ToxNuc-E platform that users when provided wibmvenient tools are more willing to
share their research work and findings with theliofv researchers. This is for the simple
fact that it feels more convincing and convenieliew they are provided with authentic
ways for them to evaluate their work as well asabke to stay connected with the rest of
the research community. They see this as an opptyrto enhance their knowledge rather
seeing it as a barrier where they will have to fdificulties in managing safe information
exchange. We identify this as a very interesteggearch area for future research activities

that research groups mainly involved in collabamatnd sharing should explore.
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It will be very encouraging for users when provideith easy and efficient tools that will
help persuade the different research groups toesimiormation with the rest of the
research community. Encouraging people to colladbara topics of their research interest
on platforms such as ToxNuc-E which helps bringrésearch groups geographically
distanced seems a very important factor in collatdoe research. This approach makes
collaboration stronger and more convincing whenpsuged with tools and models

facilitating information diffusion and sharing.

On an overall context we have mainly aimed throwgin research to highlight the
importance of designing automated models in thereotir scenario of information
overflow. We have also attempted simultaneouslyotech base on the various current
short comings that we have been able to identifinduhe course of our research work. In
this section we have basically summarise the flietisone could follow up on from where

we have left for further deliberation.
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