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1.1 Space Propulsion

1.1.1 General Context

Space, or outer space, is defined as the relatively empty regions in the universe between
celestial bodies. In the case of planets surrounded by an atmosphere, the latter is of
course considered part of the planet and not space. It is also a region that mankind has
wanted to explore for as long as Man has looked up from the ground. Contrary to the
popular belief that it is a perfect vacuum, it contains atoms and particles with a density
around ten per cubic centimeter [1]. For comparison, the density of air at sea level for a
temperature of 20◦C is 2.5× 1019 per cubic centimeter.

There are many reasons to send objects in space. Because of the atmosphere turbulence
and city lights, observations of space are difficult and have limited accuracy. These issues
can be solved by sending a telescope to space, as was the case with the Hubble Space
Telescope [2]. Once in space, such a telescope can study the Earth (photos, meteorology,
etc.), other celestial bodies (planets in our solar system, other solar systems, galaxies,
etc.) or space itself (density of particles, radiations, etc.). An object orbiting a planet
is called a satellite whether it is natural, e.g. Moon orbiting the Earth, or man-made,

1



2 CHAPTER 1. INTRODUCTION

e.g. Hubble Space Telescope. A satellite can also be used for telecommunications: phone,
television, GPS system, etc.

To achieve these objectives, a method to put the object in space and then move
it, referred to as space propulsion, is needed. Any movement is described by Newton’s
laws [3]:

• Every body persists in its state of being at rest or of moving uniformly straight
forward, except insofar as it is compelled to change its state by force impressed,

• The change of momentum of a body is proportional to the impulse impressed on the
body, and happens along the straight line on which that impulse is impressed,

• For a force there is always an equal and opposite reaction: or the forces of two
bodies on each other are always equal and are directed in opposite directions.

In a simpler form, these laws state that for an object to move, it has to push on another
object. For instance, a pedestrian is able to walk because he is pushing on the ground
with the combination of gravity keeping him on it and friction that allows him to create
a force parallel to the ground. Any mean of propulsion works in the same way: cars with
tires on the ground, boats with propellers on water or wind on sails, etc. As space is
nearly empty (no ground to push on), these classical methods of propulsion cannot work.

To solve this problem, one has to look at the third Newton law. On Earth, as an
object is thrown, the thrower appears not to move. This is because the force impressed
on him is transmitted to the ground through friction. In space, the sender is not held and
will move in the opposite direction of the thrown object. This effect can be seen when
two skaters (weak friction on the ground) push on each other and end up going away from
one another. Intuitively, the faster the object is thrown, the faster the sender moves in
the opposite direction. This is the principle on which space propulsion operates: a mass
is accelerated and ejected from the vehicle. As a consequence, a part of the mass of the
vehicle, called propellant, is used for propulsion.

Assuming that the variation of the total mass of the vehicle is negligible compared to
the initial total mass M , the second Newton law can be written as

Force = M
dv

dt
, (1.1)

with v the velocity of the vehicle and t time. Using the same law, the force on the vehicle
T called thrust can be expressed as

T = − d

dt
(mpvex), (1.2)

with mp the mass of the propellant and vex the velocity of the ejected propellant compared
to the vehicle. To simplify the problem, the exhaust velocity is assumed to be constant,
resulting in

T = −vex
dmp

dt
. (1.3)

The mass of the spacecraft can be separated into two categories. On the one hand, the
propellant which will be ejected. On the other hand, the body of the spacecraft and its
cargo, also called the payload. The mass of the latter being constant,

dM

dt
=

dmp

dt
. (1.4)
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Combining (1.1), (1.3) and (1.4) yields

M
dv

dt
= −vex

dM

dt
, (1.5)

which can be rewritten as
dv = −vex

dM

M
. (1.6)

For a straight line motion, this equation can be integrated from the initial state (vi,Mi) to
the final state (vf ,Mf ). Defining ∆v = vf − vi as the increase in velocity, the integration
gives

∆v = vex ln
Mi

Mf
. (1.7)

The specific impulse Isp is defined as the ratio of the propellant exhaust velocity vex to
the gravitational acceleration g [4]. Equation (1.7) can thus be rewritten as

∆v

g
= Isp ln

Mi

Mf
. (1.8)

It can be seen from this equation that there are two ways to maximize the increase in
velocity: either by increasing the exhaust velocity, or the mass expelled (ratio Mi/Mf ).

1.1.2 Rocket Versus Electrical
Two main propulsion methods can be used. The first is called rocket propulsion and relies
on the fast expansion of a heated gas, channeled into the proper geometry. The second,
electrical propulsion, consists of creating a plasma composed of ions and electrons where
the ions are accelerated outward by electromagnetic forces (potential difference between
two plates acting on ionic charges in the simplest case).

Rocket Engine

The heated gas for rocket propulsion can be created with a multitude of designs [5], with
three as the main ones:

• chemically powered: two propellants or more, whether solid or liquid, react together
to create the heated gas. One propellant is a fuel and the other one an oxidizer,

• electrically powered: a monopropellant is heated electrically either directly or through
an arc,

• nuclear powered: the nuclear reaction is used to heat the propellant.

To optimize the thrust created by the heated gas, a nozzle is placed at the exit of the
combustion chamber. The nozzle is the element converting most of the thermal energy
into kinetic energy. The exiting gas velocity is a few kilometers per second.

As it can be seen on figure 1.1a, the expansion of the heated gas results in pressure
forces (gray arrows) on all surfaces of the combustion chamber and the nozzle. Any
pressure force perpendicular to the gas exhaust does not provide thrust (no outline) as
it is compensated by an opposite one. Parallel to it, a positive thrust is provided (blue
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Combustion
chamber Nozzle

Gas

(a) (b)

Figure 1.1: Rocket principle (a) with the expansion of the heated gas (gray arrows):
part of the pressure does not provide thrust (no outline), part does (blue outline) and
part provides a negative thrust (red outline). Ariane 5 (b) combines several rocket
engines to put satellites in orbit [credits Ariane Espace].

outline) when the force is opposite to the gas exhaust, and negative (red outline) when in
the same direction.

Ariane 5, figure 1.1b, combines several rocket engines to take its payload from ground
to orbit. Moreover, it is separated in different stages that burn one after the other. For
its main core stage [6], liquid hydrogen (fuel) and liquid oxygen (oxidizer) are used as
propellants, and fed in the combustion chamber with two turbo-pumps. A thrust of
1390 kN is thus provided in vacuum with a specific impulse of 432 s. As much as 170 t of
propellant is ejected in 540 s.

Electrical Propulsion

A plasma is a collection of charged particles, with or without a neutral background, moving
freely in a volume. In equilibrium, as electrical forces interact with the particles, a plasma
is neutral on average. It is created by applying enough power to a gas to partially or fully
ionize it (an atom is separated into an ion and an electron in the general case). Since only
ions are used to create thrust, the process is optimized when the plasma is fully ionized:
any neutral entering the chamber is turned into an ion, accelerated and provides thrust.
The electrical power can either be direct-current or alternating-current. As thrusters
are meant to be operated in space, the background pressure is zero. The pressure in
the chamber resulting from the gas injection is thus low: plasmas in electrical thruster
are low-pressure plasmas. In the case of an alternating-current electrical power, these
plasmas can be created via three main modes of power coupling [7], shown in figure 1.2:
capacitive (a), inductive (b) or wave heated (c).

The classical geometry of a direct-current discharge consists of a positive anode at one
end and a negative cathode at the other. When the constant electric field between the
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Figure 1.2: Modes for plasma creation with an alternative-current electrical power:
capacitive (a), inductive (b) and wave heated (c) in the case of a helicon wave which
needs a static magnetic field to be launched.

two electrodes is high enough, the neutral gas is ionized and a plasma is created. The
advantage of these discharges, compared to alternating-current ones, is that all plasma
parameters are constant, and thus more easily investigated. However, the structure of the
discharge is quite complicated.

The simplest structure of a capacitively coupled discharge consists of two plates sur-
rounding a volume where a gas is introduced. The applied power creates an electric field
between the two plates. When this electric field is strong enough to ionize the neutral
gas, a plasma is created. As a plasma is quasi-neutral, most of the potential difference
occurs in a small region, called a sheath, near the polarized plates. The plasma density
obtained is of the order of 1016 m−3. For the discharge to be considered capacitive, the
characteristic length of the plates should be small compared to the vacuum wavelength
of the electric field when the applied power is alternating [8]. Otherwise, a standing wave
effect occurs [9] with the consequence of the induced magnetic field playing a role in the
discharge equilibrium [10], as in an inductively coupled discharge.

In an inductively coupled discharge, the magnetic field induced by a current creates
and sustains the plasma. The applied power is coupled to the plasma with a coil which
can be either around the plasma volume or placed next to one of its containment walls.
This results in the creation of an evanescent wave in the plasma. The walls of the plasma
volume should be made out of dielectric material to allow the electromagnetic field to
penetrate. The plasma density about 1017-1018 m−3 is higher than capacitively coupled
discharges. It should be noted that in the case where the antenna is close to the wall, a
capacitive coupling does occur, resulting in a simultaneous capacitive and inductive power
coupling.

The last mode of power coupling is the wave heated discharge. The waves can either
be created outside of the plasma, as in microwave discharges [7], or created directly in the
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plasma itself by another mode, such as helicon discharges [11, 12]. In the case of a helicon
discharge, a static magnetic field is necessary for the wave to exist in the plasma. Several
helicon modes exist [13, 14] and require specifically designed antennae to be efficiently
excited. The typical plasma density around 1018-1019 m−3 is higher than both previously
discussed modes.

The electrical nature of the ion acceleration allows high exiting velocities, therefore a
high Isp, to be reached. However, as the neutral gas is used at low pressure, the expelled
mass is small. The resulting thrust is usually low with a maximum around 1 N. As an
example, the Hall thruster BPT-4000 [15] at a maximum power of 4.5 kW delivers a thrust
of 254 mN with an Isp of 2150 s.

Comparison

Rocket and electrical propulsion have different characteristic values: high thrust and low
Isp for the first, and low thrust and high Isp for the second. Therefore, on average, they
are used for different types of missions.

As a rocket engine expels a lot of propellant, it cannot be used for long term missions
where the weight and volume of the stored propellant would be too large. However, it is
the only method of bringing an object from ground to orbit with thrusts ranging as high
as a few meganewtons.

The situation for electrical thrusters is the opposite as the thrust is very small com-
pared to a rocket engine. Nevertheless for a small weight and volume of stored propellant,
this low thrust can be sustained for an extended time. Electrical thrusters are well suited
for long missions.

In the case of sustaining a satellite in orbit around Earth where friction forces due to
the atmosphere need to be compensated, either propulsion method is reasonable since the
required thrust is low and the propellant usage scarce enough for a rocket engine not to
be cumbersome.

However, there is a significant drawback to electrical propulsion: the electrical power
needed to operate electrical thrusters is not directly available from the power conversion
systems on satellites and probes [16]. These systems convert the power collected by
solar panels into usable power at given voltages and currents. Depending on the type
of electrical thruster, the demand in voltage or current is too high for classical power
conversion systems. An additional power conversion subsystem, therefore, is needed which
adds weight to the spacecraft. As the mass of the power conversion subsystem depends on
the amount of power required, an efficiency parameter is the mass to available power ratio
called specific mass in kgkW−1, multiplying the classical efficiency of a power supply (ratio
of delivered power to consumed power). In the case of Hall thrusters, specific masses can
be as high as 10 kgkW−1 for power efficiencies as high as 93%. Again, as voltage and
current requirements depend on the type of thruster, the power efficiency also depends
on it: for ion thrusters, the maximum power efficiency is around 88%.

1.1.3 Electrical Propulsion
As described previously, the electrical propulsion relies on the creation of a plasma where
the positive ions are accelerated and expelled to create thrust. Two main categories of
electrical thrusters are currently being used for space missions: the ion thruster and the
Hall thruster.
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Figure 1.3: Ion thruster principle (a) with three stages: plasma creation, ion ac-
celeration (grids) and neutralization (cathode). Picture of an ion thruster (b) with
the exiting ion beam [credits NASA JPL].

Ion Thruster

Three stages characterize an ion thruster: plasma creation, ion acceleration and neutral-
ization. These can be separated in three different regions of the thruster as can be seen
schematically in figure 1.3a.

The different modes possible to couple energy to a plasma were presented in sec-
tion 1.1.2. The electrical power can either be direct-current or alternating-current. The
aim of the first stage is to obtain a fully ionized plasma for a minimum power, with the
ideal situation of every atom or molecule converted into an ion. However, an atom can
also be excited without separating into an ion and an electron. The two types of reac-
tions possible can be written in the case of xenon (a widely used propellant for electrical
thrusters) as

Ionization : Xe + e− → Xe+ + 2e− (1.9)
Excitation : Xe + e− → Xe∗ + e− (1.10)

Both processes are functions of the electron energy. For Maxwellian electrons and a
temperature below 8 V (9.3×104 K), the excitation rate exceeds the ionization rate. This
means that the ionization process is fairly inefficient for such electron temperatures. The
design for the power coupling should minimize the part used for excitation by producing
electron temperatures as high as possible, or non-Maxwellian distributions with enhanced
tails of high energy electrons. One containment method is to employ a magnetic field
cusp, using permanent magnets around the plasma volume.

Once the ions are created, they need to be accelerated, thus forming an ion beam
which can be seen in figure 1.3b. Although not the only possibility, the main method of
ion acceleration consists of biased grids. This mechanism relies on the fact that a charged
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particle is accelerated in a steady electric field: potential energy is transformed into kinetic
energy. A minimum of two grids is necessary: the screen grid and the acceleration grid.
The role of the first grid is to ensure that no electrons enter the acceleration region where
they would be accelerated back into the plasma region and damage the thruster. The
potential difference between the two grids accelerates the ions outward. As grids are
constantly bombarded, the choice of material is important for a long thruster lifetime: a
low sputter erosion rate for the given propellant is needed. The main materials used are
molybdenum, carbon-carbon composites and pyrolytic graphite. Two erosion mechanisms
occur on the accelerating grid: the barrel erosion and the erosion due to secondary ions.
As ions are accelerated, a part of them is collected by the accelerating grid resulting in
barrel erosion: the edges of the grid holes are sputtered. At the same time, ions that
left the thruster can undergo charge exchange collisions yielding a fast neutral and a slow
ion called secondary ion. This slow ion, called a backscattering ion, is then accelerated
toward the thruster because of the bias of the accelerating grid. A third grid positioned
after the accelerating grid collects these secondary ions and preserves the accelerating
grid, increasing its lifetime.

The fact that positive ions are leaving the thruster leads to a negative charging of the
thruster body, which would end up in attracting the expelled ions, canceling the thrust.
The exiting ion beam, therefore, needs to be neutralized, which is realized by an electron
emitting hollow cathode placed at the thruster exit. There are thus two charged beams
leaving the thruster, one positive and one negative. The cathode is a vital part of the
thruster, and several materials and geometries are used depending on the conditions.

Hall Thruster

Contrary to ion thrusters where the three stages correspond to three different regions,
a Hall thruster combines all of these into one chamber. It is a gridless thruster, which,
therefore, eliminates the grid lifetime issue of ion thrusters. The characteristic specific
impulse is usually lower than that of ion thrusters, but the absence of current limitations
due to grids makes its thrust capabilities similar to ion thrusters.

The geometry of a Hall thruster is cylindrical with its axis in the direction of the
thrust, see figure 1.4a. The plasma region is annular, as can be seen in figure 1.4b, and is
set between an anode where the gas is introduced and a cathode at the exit of the thruster.
Contrary to ion thrusters, the cathode does not only act as a neutralizer for the exiting ion
beam, but is also part of the discharge mechanism. A part of the electrons emitted by the
cathode feeds the channel where the plasma is created and sustained; another part flows
with the exiting ion beam for charge neutrality to be fulfilled. The magnets, placed at the
center and outside of the thruster body, create a radial static magnetic field. Given the
mass ratio between electrons and ions, an intermediate value of the magnetic field confines
the electrons (Larmor radius smaller than the system) but not the ions (Larmor radius
bigger than the system). As the diffusion of electrons is impeded by the magnetic field,
the potential difference between the anode and the cathode is distributed and electrons
are not accelerated toward the anode. Instead, electrons have a helical motion in the
channel due to the E×B drift. Ions created in the plasma are thus accelerated outward
and provide thrust.

Similarly to ion thrusters, two main processes occur: ionization (1.9) and excita-
tion (1.10). The aim is once again to reduce the power dissipated in excitation to op-
timize the thruster. The electron temperature is higher in the channel and estimated
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Figure 1.4: Schematics (a) of a Hall effect thruster: the plasma is created between
the anode and the cathode with electrons confined along the magnetic field lines.
Photo (b) of a Hall effect thruster.

around 25 V (2.9×105 K), which results in a better ionization to excitation ratio.
A Hall thruster lifetime is limited by the erosion of the channel wall (dielectric) and

the cathode lifetime. The material for the channel wall should have a low sputter erosion
rate with the propellant, xenon in most cases. A widely used material is BNSiO2.

1.1.4 Newer Concepts
Concepts other than the ion thruster and the Hall effect thruster are being developed,
but are yet to be used on actual probes or satellites. Some aim at higher power to obtain
higher thrusts (VASIMIR), and others on a physical effect present in plasmas to create a
gridless and anodeless thruster (HDLT).

Variable Specific Impulse Magnetoplasma Rocket

The VASIMIR thruster was invented by F R Chang-Diaz and has been in development
since 1979 [17]. This thruster is composed of three stages: the plasma is first created
with a radio-frequency antenna, then heated with a radio-frequency booster, and finally
a magnetic nozzle transforms the energetic ions into fast moving ions.

In order to reach the highest plasma densities possible, a helicon mode of power cou-
pling was chosen with as much as 30 kW delivered to the antenna. The radio-frequency
booster consists of an ion cyclotron resonance: the ions are magnetized with a strong
magnetic field, and an electromagnetic wave with a period equal to the period of rotation
of the ions around the magnetic field lines is applied. The resulting local electric field is
always in the same direction as the ion motion, accelerating the ions which end up with
a high azimuthal velocity. A magnetic nozzle consists of a strong magnetic field diver-
gence. As the strength of the magnetic field decreases, the azimuthal velocity of the ions
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is transformed into axial velocity (magnetic moment and energy conservation) [7].
The VASIMIR thruster is being tested with different propellants [18] and a recent

agreement with NASA allows future tests on the International Space Station.

Helicon Double Layer Thruster

The HDLT was invented by C Charles and R W Boswell with a patent filed in 2002 [19]. As
a gridless and cathodeless thruster, it removes two main lifetime limitations of thrusters.

This thruster is also based on a helicon power coupling for the creation of the plasma.
The radio-frequency used for the first prototype was 13.56 MHz. The set of coils creates
a magnetic field not only for the helicon wave to exist in the plasma, but also provides
a magnetic field divergence at the exit of the thruster. This divergence is a possible
condition for the appearance of a double layer. The latter is defined [20] as two equal
but oppositely charged, essentially parallel but not necessarily plane, space charge layers.
The regions around it have to satisfy quasi-neutrality. The potential profile over a double
layer, therefore, is an elongated step function (Poisson equation). The double layer in the
HDLT appears with a negative potential difference between where the plasma is created
and the thruster exit: ions going through the double layer as they diffuse are accelerated,
which makes the HDLT a gridless thruster. Moreover, as the downstream plasma is
quasi-neutral, there is no need for neutralization: the HDLT is a cathodeless thruster.

The main limitation of this thruster concept comes from the relatively small poten-
tial difference over the double layer. As this potential difference is responsible for the
acceleration of the ions, the specific impulse of this thruster concept is limited.

The concept of the HDLT was studied at Laboratoire de Physique des Plasmas (LPP)
during Nicolas Plihon’s PhD thesis [21] in the context of an ESA report [22].

1.2 PEGASES: Plasma Propulsion with Electronega-
tive GASES

1.2.1 The Idea

The PEGASES thruster is a very recent electrical thruster concept developed in the
Laboratoire de Physique des Plasmas (LPP), with a patent [23] filed in late 2005. Its
principle is a consequence of studies done on a helicon reactor with electronegative gases.
An electropositive gas is a gas that, in a plasma state, yields positive ions and electrons.
Examples of such gases are argon (Ar), krypton (Kr) and xenon (Xe). The ionization
reaction that creates the plasma can be written as

Ar + e− → Ar+ + 2e−, (1.11)

for an argon plasma. The plasma equilibrium results of the interaction of two species, the
positive ions and the electrons. An electronegative gas yields positive ions, negative ions
and electrons. Oxygen (O2) and sulfur hexafluoride (SF6) are examples, among others.
Two processes take part in the creation of the plasma: ionization and attachment. The
main ionization reaction is similar to electropositive gases:

O2 + e− → O+
2 + 2e−, (1.12)
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in the case of oxygen. The attachment reaction needs a molecular gas as electrons are too
energetic to attach directly to a neutral. Part of the electron energy is absorbed by the
molecule, which either breaks down into atoms and molecules or transforms the electron
energy into rotational and vibrational oscillations. The breaking down reaction is called
dissociative attachment:

O2 + e− → O− + O, (1.13)

for oxygen. Otherwise, it is direct attachment:

SF6 + e− → SF−
6 , (1.14)

for sulfur hexafluoride. In the simple case of oxygen, there are three charged species that
interact for the plasma equilibrium, one positively charged and two negatively charged.
For bigger molecules, several species of positive ions and negative ions can be created,
giving a more complex equilibrium. As a result, electronegative plasmas are prone to
instabilities [24, 25, 26].

Since the power is coupled via a helicon mode, a static magnetic field is necessary and
modifies the behavior of charged species as a circular motion is superimposed on their
trajectories. The radius of such circular motions is called the Larmor radius and can be
expressed as

rL =
mv⊥
|q|B , (1.15)

with m the particle mass, v⊥ its velocity perpendicular to the magnetic field, q its charge
and B the strength of the magnetic field. Comparing the Larmor radius of a species
and the characteristic length of the plasma volume gives a rough indication whether it is
magnetized or not. As positive and negative ions have comparable masses, there are two
characteristic Larmor radii in an electronegative plasma, that of the electrons and that of
the ions. The mass ratio between electrons and ions (5.8 × 104 for O+

2 ) is such that the
Larmor radius for electrons is much smaller than the one for ions. Therefore, it is possible
to choose a magnetic field strength for a given characteristic dimension where electrons
are magnetized but ions, both positive and negative, are not. Considering the cylindrical
geometry of a helicon reactor, the electrons may be confined to the center where they are
created, while ions may diffuse more rapidly across the magnetic field. An electron-free
plasma, or ion-ion plasma, may be created in the periphery of the electronegative core.
This is possible since quasi-neutrality can be fulfilled with two oppositely charged species.
A steady-state ion-ion plasma can be created in this way.

The idea behind PEGASES consists of using both positive and negative ions for thrust,
contrary to classical thrusters using positive ions only as can be seen in figure 1.5a–
b. The general structure of PEGASES is similar to a classical electropositive thruster:
a propellant is ionized by applying electrical power and the ions are accelerated with
an electrical method to create the thrust. However, there are many subtleties. First,
an electronegative propellant is chosen and yields three species: positive ions, negative
ions and electrons. Second, between the plasma creation and the ion acceleration is an
additional stage where the electrons are filtered by a static magnetic field. Third, both
ion species are accelerated to provide thrust. After different acceleration methods were
considered, biased grids were chosen and will be discussed in chapter 7. Finally, there
is no need for neutralization with a cathode as the accelerated beam is neutral to begin
with. In order to maximize the plasma density, a helicon mode is chosen as the power
coupling method.
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1.2.2 Advantages of PEGASES

Not only is PEGASES a revolutionary thruster concept because it uses both positive
and negative ions for thrust, but it also possesses key advantages compared to classical
electropositive thruster.

As described above (1.2.1), the ion beam created for the thrust is neutral, rendering
a neutralizing cathode unnecessary. Therefore, the PEGASES thruster lifetime is not
limited by the cathode lifetime. Compared to Hall thrusters, the elimination of the cathode
ensures that no electrons are accelerated back toward the plasma chamber, which is a
source of wall erosion, and a thruster breakdown possibility.

In an electropositive thruster, the process of neutralizing the ion beam with electrons
should end with the recombination between these two species, but in the case of PE-
GASES, the recombination happens between positive and negative ions. The velocity
component of ions contributing to the thrust is along the thruster axis, with any other
component either useless or deteriorating the total thrust. For optimization, the beam
should be neutralized as soon as possible as a singly charged beam will diverge due to
electrical forces, the same charge particles repelling one another. As the recombination
between positive ions and negative ions is significantly faster than that of positive ions
and electrons, a beam divergence is less likely to happen for the PEGASES thruster.
For comparison in the case of oxygen, the reaction rate for the recombination between
O+

2 and an electron is 2.2 × 10−14/
√
Te m3s−1, and for the recombination between O+

2

and O−, 5.2 × 10−14(0.026/Ti)0.44 m3s−1. The ratio between the two constant factors of
these reaction rates is 2.5. The temperature dependence further increases the ratio of
ion-ion recombination to electron-ion recombination: for the typical values of Te = 3 V
(3.5×104 K) and Ti = 26 mV (300 K), the ratio becomes 4.1. For an electron temperature
of 10 V (1.2× 105 K) and the same ion temperature, the ratio is 7.5. It should be noted
that the ion-ion recombination rate is even faster for other gases like sulfur hexafluoride
(SF6) and dichlorine (Cl2).

When grids are used to accelerate ions, the grid lifetime is limited by erosion due
to backscattering ions, described in section 1.1.3. This process is also limited by how
fast ions are neutralized. Since the recombination for the PEGASES thruster should
be significantly faster, the grid lifetime should be increased in the case of a PEGASES
thruster using grids for ion acceleration.

1.2.3 Timeline and Financing

The PEGASES thruster project began with the filing of a patent by Pascal Chabert on
December 7, 2005 [23]. This patent describes the basic idea of this new thruster concept
(see 1.2.1). At that time, no experiments or modeling had been done.

I began working on this project in March, 2006, for a four month long internship which
was part of my Plasma Physics Master Degree. I investigated ion-ion plasmas created in
the helicon reactor and worked on the early beginning of sheath modeling for ion-ion
plasmas.

I obtained a three year PhD grant in May, 2006, to begin in September, 2006. This
grant was financed by Ecole Polytechnique and required me to spend a minimum of two
months abroad for a collaboration. Concurrently, an ANR Jeunes Chercheurs grant was
awarded to Pascal Chabert, to be used for this project. Two Post-Docs were recruited for
PEGASES related work. Ane Aanesland obtained a Marie Curie grant (Europe) for a du-
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ration of two years on the experimental aspects of the PEGASES thruster. Albert Meige,
through the ANR Jeunes Chercheurs, worked for eighteen months on PIC simulations.

The first year of the project (September 2006 - August 2007) was spent designing the
first PEGASES prototype and ion-ion plasma sheath modeling with fluid models, PIC
simulations and kinetic models. A group of students from Ecole Polytechnique took part in
both aspects of the PEGASES project for their Projet Scientifique Commun (PSC), with
two hours per week dedicated to it. I supervised two students working on the experiments
and a third one on ion-ion plasma sheath modeling. A visit to Pivoine 2G, located in the
ICARE laboratory, was organized. It consists of a large test chamber for thrusters where
different diagnostics, among which a thrust scale, can be used to characterize a thruster
model. One of the tested thrusters was the Hall thruster PPS1350-G which was chosen
as the propulsion system on the Smart-1 mission coordinated by the European Space
Agency. By the end of the year, the first PEGASES prototype was assembled, along with
its vacuum chamber and electrical diagnostics.

During the second year (September 2007 - August 2008), the PEGASES prototype was
characterized, as well as evolutions of the first design. The kinetic study of ion-ion plasma
sheaths was continued. Another group of students from Ecole Polytechnique picked up
where the previous one had left off: experiments on the PEGASES prototype and ion-ion
plasma modeling. I once again supervised two students working on the experimental part
of the project. As was required by my PhD grant, I spent ten weeks (between March
and May) at UC Berkeley, California, to work with Allan J Lichtenberg and Michael
A Lieberman from the Electrical Engineering and Computer Science department at UC
Berkeley, on the magnetic electron filtering in electronegative plasmas to obtain an ion-ion
plasma. Fluid models were developed in the case of an oxygen plasma. During this year,
EADS-Astrium, a european company in space propulsion, took interest in the PEGASES
thruster, bought the patent back from Ecole Polytechnique and started a collaboration
with the laboratory.

The third year (September 2008 - August 2009) saw the continuation of experiments
on the PEGASES prototype and further evolutions of its design. The collaboration with
UC Berkeley on the magnetic electron filtering went on. On November 28, a new patent
on the PEGASES thruster [27] was filed by Pascal Chabert, Ane Aanesland, Albert Meige
and me. In the context of the collaboration, it was paid for by EADS-Astrium. At the
start of the year, Ane Aanesland became a permanent researcher in the laboratory on the
PEGASES thruster, specifically on the experimental part. Also, Lara Popellier started
working in March on the experimental aspects of PEGASES during an internship, part
of her Plasma Physics Master Degree. She will be picking up the work on the PEGASES
project from where I left off during her PhD thesis to start in September, 2009.

1.3 Outline
First, a short background on plasma physics is presented in chapter 2, with the various
models and diagnostics which were used for this thesis. The models range from PIC
simulations, through kinetic models, fluid models, to global models. The notations are
also defined. Two types of diagnostics were used, Langmuir-type probes and a retarding
field energy analyzer. Electronegativity measurement techniques are also presented, with
an emphasis on the electrostatic probe technique, used in this thesis.

The PEGASES thruster can be divided into three stages: the ionization stage, the
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magnetic electron filtering stage, and the ion acceleration stage. These stages form the
structure of this thesis, which moreover, is divided into experimental results in part I and
modeling results in part II.

Ionization Stage

• In chapter 3, the different experimental setups are described: the helicon reactor,
the PEGASES thruster prototype I, the vacuum chamber for the thruster, and the
matchbox for the thruster.

• In chapter 4, the ionization stage in the first PEGASES prototype is investigated,
with emphasis on the energy coupling, the positive ion flux, the mass efficiency, and
the electron temperature profile.

Magnetic Electron Filtering Stage

• In chapter 5, the experimental aspect of the magnetic electron filtering is investigated
with Langmuir-type probes, a retarding field energy analyzer, and electronegativity
measurements. First, in the helicon reactor in which ion-ion plasmas were originally
obtained, then, in the PEGASES thruster prototype I, in which ion-ion plasmas
could only be obtained after design improvements.

• In chapter 6, the fluid modeling of the magnetic electron filtering, the result of the
collaboration with UC Berkeley, is presented. It consists of numerical and analytical
solutions to the fluid equations of the model. The role of electron and positive ion
axial losses (along the magnetic field lines) is stressed. The scaling of the main
outputs (negative ion flux and thruster radius) is described as a function of the
main parameters.

Extraction and Acceleration Stage

• In chapter 7, the structure of sheaths in ion-ion plasmas is investigated. The problem
is first treated with basic fluid models, corresponding to two extreme cases of ion-
ion plasmas. The existence of a Bohm criterion for ion-ion plasmas is then shown
with PIC simulations and a kinetic model. With this Bohm criterion fulfilled in
the kinetic model, two cases are studied: high voltage sheaths corresponding to a
biased grid, and low voltage sheaths corresponding to the potential structure with
dielectric walls (floating potential). It will be shown that the classical scaling law of
the floating potential in the electron-positive ion case is woefully wrong for ion-ion
plasmas.

In chapter 8, the different conclusions from the work presented in this thesis are sum-
marized, as well as a brief overview of the future of the PEGASES thruster project.
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Chapter 2

Models and Diagnostics for Plasmas
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Whether for experiments or modeling, various plasma models are needed to under-
stand the plasma equilibrium. These models, as well as notations and units, are first
described. The diagnostics used to characterize the plasma equilibrium in experiments
are then presented. These are Langmuir-type probes, voltage and current probes, retard-
ing field energy analyzer, and the various instruments and computer programs. Finally,
electronegativity measurement techniques are presented, with emphasis on the one used
in this thesis, the electrostatic probe.

2.1 Models for Plasmas

2.1.1 Notations and Units
General Notations

As plasmas are modeled in this thesis, three species are involved. For any variable related
to one of these species, a subscript is used: (e) electrons, (+) positive ions, and (-) negative

17



18 CHAPTER 2. MODELS AND DIAGNOSTICS FOR PLASMAS

ions.
The charge of a particle is noted q with the elementary (electron) charge e. The density

n is given in m−3, the velocity v in ms−1, the flux Γ in m−2s−1, the mass m in kg.. The
potential is written as ϕ in V, the electric field as E in Vm−1 and the magnetic field as
B in G. For the temperature, the choice is made to use volts, with the following relation
between volts and kelvins

T (K) =
e

kB
T (V ), (2.1)

with kB the Boltzmann constant. It can be calculated that 1 V is equivalent to 1.16×104 K.
The vacuum permittivity is noted as ε0.
The ionization fraction, electron density divided by the neutral density, is written as

ne/ng. The ratio of negative ion density to electron density is noted as α = n−/ne. The
ratio of electron to negative ion temperature is γ = Te/T−. The edge-to-center density
ratio is noted h, and represents the drop in the density from the center of the plasma to
the sheath edge.

Fluid Notations

The reaction rates are noted K: Kiz for ionization, Katt for attachment, Kdet for detach-
ment, and Krec for ion-ion recombination. The neutral density is written as ng. Similarly,
the frequencies are noted ν, with νiz = Kizng the ionization frequency for instance. In
the case of collisions with neutrals, the momentum transfer rate is noted Km and the
frequency ν. In the case of electrons, νe = Km,eng.

The plasma frequency of a species is noted ωp, with the following expression

ωp =

�
q2n

ε0m
. (2.2)

As to the cyclotron frequency, it is noted ωc

ωc =
qB

m
. (2.3)

2.1.2 The Various Models
A plasma is a collection of charged particles (electrons and ions) and neutral particles
(background neutrals and excited neutrals). Following the position and velocity of each
and every particle as a function of time for all possible interactions (electric force, colli-
sions, etc.) is an accurate description and its principle is similar to the N-body problem
where the position of all particles is followed as a function of time with Newton’s laws.
However, such a problem cannot be solved, whether analytically or numerically, due to
the sheer amount of information needed: a six-dimensional vector (three for position and
three for velocity) as a function of time (continuous if analytical, with a small enough
time step if numerical) for all particles. For the example of a neutral gas with a pressure
of 10 mTorr in a volume of 1 cm3 (very low pressure in a very small volume), there are
3.3× 1014 particles to account for, leading to 6.6× 1014 particles for full ionization (each
neutral yields an ion and an electron). Moreover, a complete description of all interactions
between the particles is not feasible.

However, it is possible to use macro-particles to describe the plasma equilibrium, with
each macro-particle representing a large number of real particles. These simulations are
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called Particle-In-Cell (PIC) simulations [28]. The cells are defined by the mesh points and
are used for the calculation of the fields on the mesh points. The macro-particles do not
interact with one another with the Coulomb force, but through the fields. The collisions
between macro-particles can be taken into account through Monte-Carlo simulations. PIC
simulations can be used in one, two or three dimensions, but the computations, even in
one dimension, are quite time-consuming. For example, the PIC simulations presented
in chapter 7 were more than a week long for 2 × 106 macro-particles and an average of
2000 cells.

Kinetic description

The first order of approximation is called the kinetic description. Instead of following
individual particles, a distribution function for each species is considered with the position,
velocity and time as function parameters: f(r,v, t). For any given (r0,v0, t0), this function
returns the number of particles at the position r = r0 with the velocity v = v0 for
t = t0. Using the continuity equation for the distribution function over dt, the Boltzmann
equation can be obtained

∂f

∂t
+ v ·∇rf +

F

m
·∇vf =

∂f

∂t

����
c

, (2.4)

with F the sum of the forces applied on the particle. The right hand side term is called
the collision term and accounts for elastic and inelastic collisional processes, among which
are particle creation and loss. When it is assumed to be zero, the Boltzmann equation
becomes the Vlasov equation

∂f

∂t
+ v ·∇rf +

F

m
·∇vf = 0. (2.5)

For further simplification of equations (2.4) and (2.5), the number of dimensions can be
restricted to one or two. The Vlasov equation in one dimension is written as

∂f

∂t
+ v

∂f

∂x
+

F

m

∂f

∂v
= 0. (2.6)

This equation is used in chapter 7 for the modeling of sheaths in ion-ion plasmas. For
a characteristic sheath size smaller than the ion mean free path (distance between two
collisions for ions), the collisionless assumption is justified.

Fluid description

The next order of approximation is the fluid description. Here, all quantities are the result
of an integration over the velocity components of the distribution functions. A moment
of order i of the distribution function f is defined as the integration of the product of this
function and its argument (here velocity) to the ith power,

Mi(f)(r, t) =

���

R3

vif(r,v, t)dv. (2.7)

By definition of the distribution function, the first moment i = 0 is the density at (r, t),
and the moment i = 1 is the average velocity at (r, t). To obtain relations between the vari-
ables, the Boltzmann equation (2.4) is integrated using the definition of moments (2.7).
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The equations are called continuity equation for i = 0 (direct integration), momentum
conservation for i = 1 (integration of mvf) and energy conservation for i = 2 (integration
of 1

2mv2f). The knowledge of all the moments of a function, i.e. i ∈ N, is equivalent to
the knowledge of the function. Since solving all moments of the Boltzmann equation is
impossible, only a few are considered (two in most cases, sometimes three). The issue
with this limited approach resides in the fact that one variable needed to solve the mo-
ment of order n is solution of the moment of order n + 1. For example the temperature,
solution of the energy conservation, is needed to solve the momentum conservation. As-
sumptions are thus needed to close the system and obtain as many variables as equations.
When solving two moments of the fluid equations, the particle temperatures are usually
determined by considering an additional equation, such as the power balance (described in
equations (2.14) through (2.16)). In the numerical integration of the fluid model presented
in chapter 6, a constant electron temperature is determined by the boundary conditions.

Fluid models presented in chapters 6 and 7 of this thesis are one-dimensional (r = x)
and steady-state ( ∂

dt · = 0).
The general expression of the continuity equation is

∇(nv) = G− L, (2.8)

with G the creation term and L the loss term, both of which come from the collision
term in the Boltzmann equation (2.4). Ionization is an example of creation term and
recombination an example of loss term. The continuity equation is thus the evolution of
the flux as particles are created or lost.

An approximation of the momentum conservation equation is

eT∇n
� �� �
pressure

± en∇ϕ
� �� �
E force

+mnv∇v
� �� �

inertia

+mνnv +mv(G− L)
� �� �

collisions

= 0, (2.9)

with ± being + for positively charged particles or − for negatively charged. The pressure
term uses the assumption of constant temperature as the full expression is e∇(Tn). The
electric force term comes from the fluid electric force ∓enE and the definition between
potential and electric force E = −∂ϕ

∂x . The inertia term is the remnant part of the total
derivative

d

dt
· =

� ∂

∂t
+

dx

dt

∂

∂x

�
· =

� ∂

∂t
+ v

∂

∂x

�
· . (2.10)

There are two kinds of collisions taken into account. The first corresponds to collisions of
the particle with background neutrals, and the second to momentum losses when particles
are created or lost. This second term is usually combined with the inertia term by using
equation (2.8) and yields the general expression of the momentum conservation equation

eT∇n
� �� �
pressure

± en∇ϕ
� �� �
E force

+m∇(nv2)
� �� �

inertia

+ mνnv
� �� �
collisions

= 0. (2.11)

It should be noted that m∇(nv2) is referred to as the inertia term although it is the
combination of the inertia term from the total derivative and the collision term from
creation and losses.



2.1. MODELS FOR PLASMAS 21

Global description

As the variables were integrated over the velocity from the kinetic to the fluid description,
they are now integrated over the position to obtain the global description. Such models
are often called 0D models as the dependence on the position has been removed and
variables characterize the plasma in its entirety. Their goal is to relate the plasma and
what is exterior to it: how the power is coupled, what happens at the walls, etc.

The plasmas considered are always enclosed in a volume, defined by surrounding walls.
As a plasma is created, the electrons and ions diffuse, to be lost either in the volume
(recombination for positive ions for instance) or at the walls (recombination). Due to the
mass ratio, the electron diffusion is faster than that of the ions: more electrons are collected
at the walls, which becomes negatively charged compared to the plasma potential. In turn,
positive ions are accelerated towards the wall while electrons are confined to the center of
the discharge (electropositive case). Since a plasma should be quasi-neutral, the potential
difference is localized near the walls, in a region called the sheath. The complete structure
is thus plasma/sheath/wall.

With a radio-frequency excitation of frequency ω, the ions cannot respond to the
electromagnetic field as ω is higher than the ion plasma frequency. The plasma frequency
ωp for a particle is defined as the frequency with which it responds to a perturbation, and
its expression is

ωp =

�
q2n

ε0m
. (2.12)

The scaling between the frequencies is

ωp+ < ω < ωpe. (2.13)

Therefore, the power is only coupled to the electrons, with a simplified power balance
written as

d

dt

�
3

2
neeTeVT

�
= Pabs − Ploss, (2.14)

with Pabs the electrical power absorbed by the plasma, Ploss the electron power lost in
the plasma and at the walls, VT the total volume of the plasma, and a 3

2 factor as the
plasma considered is three dimensional. With ET the total energy loss per electron-ion
pair created (dependent on the electron temperature), the power lost in the plasma can
be written as

Ploss = Γe
Awall

VT
ET (Te), (2.15)

with Γe the electron flux at the walls, and Awall the area of the walls. In a steady-state
regime, the absorbed and lost power compensate one another

Pabs = Ploss. (2.16)

As the electron flux is proportional to the electron density, equations (2.15) and (2.16)
mean that for a relatively constant electron temperature, the electron density is propor-
tional to the applied power. It should be noted that the power balance presented here
was simplified for the sake of clarity.
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2.1.3 Maxwellian Species

When a species reaches a thermodynamic equilibrium, its velocity distribution function
can be expressed as a function of its temperature

f(v) = A exp−mv2

2eT
, (2.17)

with A a normalization factor, usually determined by the density with n =
�
R f(v)dv. It

can be seen that this expression is in fact a balance between kinetic energy (12mv2) and
thermal energy (eT ).

Although the considered plasmas are never in thermodynamic equilibrium, it is possible
for some species to be in such an equilibrium on their own. For instance electrons are
often assumed to be Maxwellian in global models and simple fluid models.

The kinetic model in chapter 7 uses Maxwellian-based distribution functions as as-
sumptions to solve the Vlasov equation (2.6).

2.1.4 Boltzmann Relation

The Boltzmann relation is derived from equation (2.11) for the electrons. They are as-
sumed to be massless, the inertia term is dropped, and collisionless. This equation becomes

eTe∇ne = ene∇ϕ, (2.18)

where only two terms are kept, pressure and electric force. Simplifying it yields

∇ne

ne
=

∇ϕ

Te
. (2.19)

For x = 0, which usually corresponds to the center of the plasma, the electron density is
set to ne0 and the potential to zero. Equation (2.19) can be integrated between 0 and x

� x

0

d(lnne) =

� x

0

dϕ

Te
, (2.20)

which gives the expression of the Boltzmann relation

ne(x) = ne0e
ϕ(x)/Te . (2.21)

With the approximation in (2.18), the electron density is only a function of the potential.

2.2 Diagnostics

Two kinds of electrical diagnostics were used to characterize the plasma: Langmuir-type
probes and a retarding field analyzer. These require additional instruments and computer
programs for repetitive and/or fast measurements.
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Figure 2.1: Sheath-free I-V characteristic (a) and actual I-V characteristic (b) for
plasmas where the electrons dominate the equilibrium. The current from negative
charges (electrons and negative ions) is arbitrarily chosen as positive.

2.2.1 Langmuir Probes
Principle

The idea of Langmuir-type probes consists of placing a conductor in the plasma and
looking at the collected current for a given bias or range of bias. The curve of the
collected current as a function of polarization voltage is called an I-V characteristic, with
the arbitrary choice of plotting the electron current as positive, and the positive ion current
as negative as a consequence.

The plasma potential Vp is the potential at which the plasma sets itself in regards
to the surrounding walls in order to confine electrons when these dominate the plasma
equilibrium. As a result, all species, regardless of their velocities, are collected by a
conductor biased to this potential. The floating potential Vf is the potential for which a
biased probe would collect a net current of zero. Although the net current is zero, positive
(ions) and negative (electrons, negative ions) charges are collected.

In a case where temperatures are negligible for all species, an I-V characteristic would
be a step function centered around Vp with I(V < Vp) = I+sat and I(V > Vp) = I−sat. In
an electron dominated plasma, however, the electron temperature is too high (∼ 3 eV) to
be neglected while the ion temperatures are low. This means that an important part of
the electrons have a high velocity, with the ability to overcome potential barriers. With
the assumption of a Boltzmann equilibrium (see equation (2.21) in section 2.1.4), the
expression of the density of electrons for a given voltage applied to a conductor is

ne(V ) = ne0e
(V−Vp)/Te . (2.22)

Assuming a thermal flux for the electrons, the current is

Ie = Ie0e
(V−Vp)/Te with Ie0 = eAne0

v̄

4
= eAne0

�
eTe

2πme
, (2.23)

with A the area of collection. As V is decreased from Vp, the electron current is decreasing
exponentially. The resulting I-V characteristic can be seen in figure 2.1a. Increasingly,
as soon as V reaches Vp, all electrons are collected which is the reason why there is a
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saturation for V > Vp. As V is decreased from Vp, more and more electrons are repelled,
until a certain voltage where all electrons are reflected and the collected current is a
pure positive ion current. During this phase, the floating potential is reached when the
potential difference (Vf −Vp) reduces the electron current to the positive ion current. For
smaller values of bias, the current saturates to the positive ion current.

The previous description does not take sheaths into account for the saturation currents.
As the bias |V − Vp| is increased, either toward the negative or positive current, a sheath
is formed between the plasma and the conductor. The size of this sheath increases with
the potential difference |V − Vp|. As a consequence, the volume of the sheath region
increases, which means that the collection surface (sheath surface) is increased with |V −
Vp|. Therefore, there is no saturation for V > Vp or V < Vp with all electrons reflected, but
an increase of absolute collected current. Although the scaling is the same for electrons
and ions, this increase is more significant in the case of electron collection because of the
temperature difference between electrons and ions. The resulting I-V characteristic can
be seen in figure 2.1b.

An I-V characteristic can be used to obtain different plasma parameters. The first
parameter is the floating potential as it can be easily determined from an I-V characteristic:
I(Vf ) = 0. The second parameter is the plasma potential. For V < Vp the current follows
an exponential (repelled electrons) and its curvature is thus positive. For V > Vp, it is
slowly increasing as a result of sheath expansion with a negative curvature. Therefore,
the point I(Vp) is an inflection point and can be determined by calculating the second
derivative with d2I(Vp)

dV 2 = 0. The third parameter is the ion current Ii. Although there is
no flat saturation current because of sheath expansion, the ion current can be determined
using the Orbital Motion Limited theory [29] for a cylindrical collector which gives Ii(V ) ∝�

V − Vp + const with the proportional factor depending on the probe dimensions. The
fourth parameter is the electron temperature Te that can be obtained with the assumption
of Boltzmann electrons. Taking the logarithm of the electron current in (2.23) gives

ln Ie = ln Ie0 +
V − Vp

Te
. (2.24)

The electron temperature can thus be determined from the slope of ln Ie as a function of V .
It should be noted that if the ion current is non-negligible compared to the electron current,
the electron temperature is obtained from the slope of ln (I − Ii) versus V . The last
parameter is the electron density, determined from the current at Vp and equation (2.23)
where the expression of the average velocity v̄ is a function of the electron temperature.
Since there is no sheath at V = Vp, the area of collection A is the probe area.

The situation for an ion-ion plasma differs from the electron dominated one as both
species, negative and positive, have comparable masses and temperatures, usually much
lower than the electron temperature in a classical electron-ion plasma. Because of sym-
metry, the floating potential is zero and the saturation currents are the same: the I-V
characteristic is symmetrical around the value V = Vf = 0. I-V characteristics, therefore,
can be used to determine whether a plasma is electron dominated (asymmetric) or an
ion-ion plasma (symmetric), as it will be discussed in chapter 5.

Radio-frequency Discharges

For a radio-frequency excited plasma, the plasma potential oscillates at the same frequency
as the excitation. Harmonics, mainly the second one, can also be found. This means that
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Figure 2.2: I-V characteristics with a radio-frequency excitation with the cor-
rect one (blue), two shifted characteristics at maximum radio-frequency amplitudes
(dashed blue curve), and the average one obtained with a probe for a few points (red).

the I-V characteristic of such a plasma oscillates around the correct I-V characteristic, as
can be seen in figure 2.2 [30]. The correct average of the I-V characteristic is shown in blue:
parameters obtained with it are the plasma parameters. As the plasma oscillates at the
excitation frequency, the I-V characteristic is shifted from the correct average between the
minimum excitation voltage (left dashed blue curve) and the maximum excitation voltage
(right dashed blue curve). A probe measuring the I-V characteristic with a time constant
bigger than the period of the excitation would obtain an average of all the shifted curves
(red curve). Parameters obtained from this curve are meaningless. Therefore, a method
to obtain the correct average is needed.

To do so, inductances are placed in series of the probe collector which resonate with
the parallel capacitance at a frequency equal to the excitation frequency (13.56 MHz)
and its second harmonic (27.12 MHz). These inductances, moreover, are placed as close
as possible to the collector to optimize the filtering. As a result, only the direct-current
component of the current is collected, giving the correct averaged I-V characteristic.

Magnetic Field

An I-V characteristic is obtained by collecting currents at different bias values. With
a strong enough magnetic field, the Larmor radius of the plasma species can become
comparable, or even smaller, than the length of the collector. As electrons are much
lighter than ions, they are the first to be magnetized. When magnetized, not all electrons
entering the sheath around the collector are collected, resulting in an underestimation of
the electron current. The electron current Ie being the main part of an I-V characteristic,
the latter is decreased yielding to incorrect plasma parameter calculations.

Although models were developed to take the magnetic field into account [31, 32], the
small dimension of the probe used for measurements allows us to assume that it is smaller
than the Larmor radius (a few millimeters for Te = 3 V and B0 = 250 G). Moreover,
the direction of the filament compared to the magnetic field lines plays a role in how the
magnetic field affects the electron current collection. With the filament parallel to the
magnetic field lines, electrons tend to circle around the filament instead of being collected.
The underestimation of the electron current is strong in this situation. With the filament
perpendicular to the magnetic field lines, the circling motion of the electrons does not
affect their collection. The effect of the magnetic field is small in this situation. All
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Figure 2.3: Schematics (a) of the filament probe with three inductances in series
and photo (b) of the filament probe.

measurements done with filament probes in either the helicon reactor or the PEGASES
thruster prototype were done perpendicularly to the magnetic field lines. This and the
value of the Larmor radius justify the assumption of an unchanged electron current even
in the presence of the magnetic field.

Filament Probe

The probe used for I-V characteristic measurements is a filament probe (see figures 2.3a–
b). The filament itself is either a platinum or a tungsten one. The melting point of
tungsten (3422◦C) is higher than that of platinum (1768◦C). As a probe is sometimes
biased above the plasma potential, the accelerated electrons that are collected heat the
filament up, making tungsten safer to use than platinum. However, a plasma of sulfur
hexafluoride reacts with tungsten resulting in the destruction (etching) of the filament,
which does not occur with platinum. The filament holder is anodized to minimize the
interaction with the plasma and the current collection. With a worn out filament holder,
undesirable electric arcs can occur between the filament and its holder while the filament
is biased. The coaxial cable links the last inductance to the connection on the panel. The
inductances and the coaxial cable are protected from the plasma by a pyrex tube.

A choice of two inductances with a resonant frequency of 13.56 MHz and a third one
with 27.12 MHz was made to ensure proper filtering of the radio-frequencies [21]. Each
inductance was tested with a network analyzer to determine its correct resonant frequency
as the commercial inductances used have a relative error of 5%, leading to a range from
12 MHz to 15 MHz for 13.56 MHz for instance.

For all measurements, whether in the helicon reactor or on the thruster, the probe
was mounted on a translator allowing radial measurements over 30 cm. The probe can be
moved without breaking the vacuum of the chamber. The reference for distances is the
middle of the filament.
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Figure 2.4: Schematics (a) of the planar probe with distances in mm and sheath
profiles for V1 and V2 with V1 > V2 (negative polarizations); photo (b) of the planar
probe.

Planar Probe

The ion current Ii can be calculated from the I-V characteristic using the Orbital Motion
Limited theory with a filament probe where the sheath expansion is taken into account.
As this theory assumes that the particles are collisionless, it quickly becomes invalid as
the sheath size increases. However, the geometry of the probe can be optimized for ion
current measurements limiting the sheath expansion: with a planar probe, the collection
area of the sheath varies little as the potential difference |V −Vp| is increased. This can be
further optimized with a guarded planar probe: the probe is surrounded by a conductor
polarized to the same potential. The sheath in front of the probe is thus parallel to the
probe: biasing the probe negatively from V1 to V2 with V1 > V2 increases the volume of
the sheath region, but does not change the collection area, as can be seen in figure 2.4a
with two sheath profiles for two biases. The guarded planar probe used in the experiments
is shown in figure 2.4b. The planar probe, diameter 6 mm, is separated from the guard
ring, diameter 15 mm, by a 0.5 mm gap. The collection area of the planar probe is
Ap = 28.3 mm2 which gives the following relationship between the collected current Ic in
A and the current density Jc in Acm−2

Jc =
Ic

28.3× 10−2
. (2.25)

As the electron current is usually bigger than the ion current, a large collection area results
in high currents. To avoid this, planar probes are only used in the ion part of the I-V
characteristic.
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Figure 2.5: Schematics (a) of the multi-planar probe and photo (b) of the multi-
planar probe. A small interstice separates each probe from the metal casing, while a
dielectric material (polysulfone) separates the conducting surfaces of the probe and
the main body supporting the probe.

Multi-Planar Probe

Given the cylindrical geometry of the first PEGASES prototype, the ion current exiting
through the extractor tubes is not uniform. The natural expansion of a plasma in a
cylinder is radial while the direction of the extractor tube is the same as the cylinder
at the center only and makes an angle otherwise (the further away from the center, the
bigger the angle). In order to investigate the ion current over the area of the extractor
tubes, a multi-planar probe was designed.

This probe, shown in figures 2.5a–b, consists of a combination of five planar probes
incased in a conducting surface that can act in the same way as a guard ring. Each probe
is connected via a coaxial cable to a specific pin of a IEEE-488 connector (maximum of
36 pins), with the addition of a coaxial cable linking a pin of this connector and the body,
acting as a guard ring, where the probes are encased. The switching behavior control and
the analog-to-digital converters are placed in a box which is the intermediary between
the probes and the computer. The direct-current generator used to bias the probes is
connected to this box. Although a simultaneous reading of all the probes would be ideal,
it is not possible. Instead, each probe is read one after the other, with a total read time
for five probes of the order of 100 ms. In case of instabilities, this characteristic read
time could alter the measurements. A program in LabView, written by Philippe Auvray,
controls the box and collects the measurements. These are shown in a graphical form
where the color intensity (from white to dark blue) gives the value of current compared
to the other probes.
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2.2.2 Voltage and Current Probe
Coaxial Probe

During his PhD, Sebastien Dine designed a probe capable of measuring both voltage and
current at high power on a coaxial cable connection for a wide range of frequencies [33]. As
both are measured simultaneously, the phase difference can be deduced, with a limitation
for high frequencies.

The voltage is measured by capacitive coupling between the center of the coaxial cable
and a conic conductor placed near it and shielded from perturbations as it is encased
in the outer conductor of the coaxial cable. The conic shape was chosen for a better
frequency response.

The method to measure the current is similar to an inductive probe, often called B-
dot probe. A variable current in a conductor creates a variable magnetic field, whose
flux is collected over an area, resulting in a potential difference (Maxwell equations). The
perturbation of the measurement can be modeled as an additional inductance around
1 nH in the circuit, and is negligible compared to other inductances, e.g. tens of nHm−1

for the coaxial cable.
To limit the coupling between the two measurements, the devices are set apart. This

distance is the reason for the limitation of phase measurements between the voltage and
the current: for high frequencies, the distance is no longer negligible compared to the
wavelength of the voltage and current. An intrinsic phase difference between the voltage
and current is introduced and depends on the frequency.

High Voltage Probe

In order to measure the voltage across the antenna, a point-to-point high voltage probe is
needed. The high voltage probe used was a Lecroy PPE20kV, with a maximum measured
voltage of 20 kV. The upper end of the bandwidth is 100 MHz, meaning that measure-
ments of the first two harmonics (13.56 MHz and 27.12 MHz) are possible. The probe is
connected to an oscilloscope to read the measurements.

2.2.3 Retarding Field Energy Analyzer
A retarding field energy analyzer, commonly called RFEA, uses an adjustable potential
barrier to determine the kinetic energy of the collected particles. A minimum of two grids
is thus necessary to create the potential barrier [34], but designs with four grids were
developed [35]. For a potential barrier Vb, the minimum velocity vb required to overcome
this barrier is given by the conservation of energy

1

2
mv2b = eVb, (2.26)

which means that the collected current with the distribution function f(v) for a given
polarization Vb is

I(Vb) =

� +∞

√
2eVb/m

f(v)dv. (2.27)

For each value of bias on the probe, the collected current corresponds to all particles
with a kinetic energy higher that the potential difference, and decreases as the bias is
increased (figure 2.6a). The shape of the distribution function can be obtained by taking
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Figure 2.6: Collected current (a) and derivative of the collected current (b) for an
RFEA probe. V0 corresponds to the center of the symmetrical distribution function.

the derivative of the collected current (figure 2.6b). In figure 2.6, the distribution function
of the particles presents only one peak centered around V = V0, which means that the
particles are mono-energetic. In the case of two populations with two different mean
energies, the collected current would show two steps.

In the two-grid design, the first grid (G0) is grounded and provides an equipoten-
tial. The second grid, called the reject grid (R), is biased to a value ensuring that the
oppositely charged species is completely reflected. The collector is biased with the retard-
ing potential, which is swept from zero (ground) to a value where the collected current
reaches zero (energy higher than the maximum energy of the particles). As particles are
collected, secondary electrons are emitted. The current is then overestimated in the case
of positive particles, and underestimated for negative particles. To remedy this problem,
two additional grids are placed between the reject grid and the collector. The third grid
from the plasma is the discriminating grid (D), and is where the retarding potential is
applied. The fourth grid is called the secondary grid (S) and fulfills two roles: the col-
lected species is accelerated again, and a potential difference higher than the maximum
energy of secondary electrons is set with the collector, ensuring that emitted electrons
are collected. The contribution of the emitted electrons to the current is thus zero. The
structure of the analyzer is presented in figure 2.7a for positive ion energy analysis, and
its implementation is shown in figure 2.7b. The distance between the first grid and the
collector is 1 mm. The reject grid (R) is biased at −50 V, which reflects all electrons since
the typical electron temperature is between 3 and 5 V. The discriminating grid (D) is
biased between 0 and 100 V. The secondary grid (S) is biased to −20 V and the collector
to −10 V: the resulting 10 V difference is sufficient to collect all emitted electrons.

As particles are accelerated and decelerated between grids, a collision with another
particle would randomly prevent the collection. The mean free path for collisions is the
key parameter to determine whether this issue arises or not, and depends on the pressure.
A maximum value for the pressure thus corresponds to an analyzer length. Introducing
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Figure 2.7: Schematics (a) of a retarding field energy analyzer, and grid and col-
lector biases for positive ion energy measurements: Ground, Reject, Discriminating,
Secondary and Collector. Photo (b) of the analyzer with the hole where the particles
enter at the center and two of the pins for the polarization of the grids.

a differential pumping in the analyzer is another way of avoiding the problem, and was
implemented for the analyzer used in experiments.

2.2.4 Instruments
Current Measurement Box

For Langmuir-type probes and for a retarding field energy analyzer, a current resulting
from a bias is to be measured. Good care in designing the circuit should be taken as one
can perturb the other. A resistance is introduced in the circuit composed of the probe
and the direct-current generator, and placed between the generator and the ground (see
figure 2.8a). The current collected with the probe Ic is unperturbed and can be obtained
from the voltage across the resistance VR using Ohm’s law (Ic = VR/R). However, the
bias of the probe Vbias is no longer that of the generator Vgen, but its combination with
the voltage across the resistance

Vbias = Vgen + VR, (2.28)

which can be easily taken into account.
For the implementation of this box (see figure 2.8b), two resistance values can be

used: either 100 Ω or 1 kΩ. A stronger signal (tenfold) for the measured voltage across
the resistance is obtained with the higher value of the resistance. However, as these
resistances are limited power-wise (250 mW), the resistance with the lower value is able
to withstand higher currents

Pmax = RI2max. (2.29)
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Figure 2.8: Circuit (a) for the current measurement and implementation (b) of the
box.

In some cases, the current measurements need to be averaged. This can be done by
placing a capacitor in parallel of the measurement resistance. The characteristic time for
this circuit is given by

τ = RC, (2.30)

which gives the minimum frequency that can be considered filtered

f =
5

τ
=

5

RC
. (2.31)

For the mass efficiency measurements presented in chapter 4, this frequency was chosen
at f = 50 kHz with a resistance R = 1 kΩ. The value of the needed capacitor is thus
C = 100 nF.

Devices and Communication Protocol

The bias of probes is done with a JFA BIP 100-1 direct-current generator, capable of
±100 V and ±1 A. Although these values may seem high, electronic currents as high as
300 mA can be collected and a good positive ion current saturation profile might need
voltages as low as −60 V.

A Keithley 2000 multimeter is used as voltmeter. Three averaging modes can be set
for this high-precision voltmeter, depending on the timescale to be investigated.

The oscilloscope is a Yokogawa DL 1640. It is capable of a sampling rate as high
as 200 MSs−1. Using the Nyquist-Shannon sampling theory, the maximum frequency for
observed signals is 100 MHz. Mathematical functions, such as fast Fourier transform
(FFT), are available for signal analysis.

For computer programs, described in section 2.2.5, to be able to control and record
measurements, a way of communicating between devices is needed. As the GPIB protocol
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(IEEE-488) is available on all devices, it is chosen as communication protocol. A GPIB
card installed in the computer allows it to be linked to measurement devices.

2.2.5 Computer Programs
For speed and accuracy, electrical measurements involving I-V characteristics or energy
analysis are done with computers. A commercial system, Scientific Systems, provides a
complete analysis of I-V characteristics with a box containing measurement circuits and
a direct-current generator, which is linked to a computer for the interface. Computer
programs were developed in the lab for Langmuir-type probes and the retarding field
energy analyzer.

Scientific Systems

It is an automated system to obtain and analyze I-V characteristics, to be later saved
on a computer. A single box contains all devices necessary to polarize the probe and
measure the resulting collected current. The connection between the probe and the box
is a coaxial cable, and the one between the box and the computer is a specific cable for
which a proprietary card is needed.

Any characteristic is recorded on 201 points for a specified voltage range in the interval
[−95, 95] V, which means that the voltage step depends on the voltage range. Even when
filtering inductances are used, the characteristics still need to be averaged as frequencies
below the excitation frequency are present in the plasma. Two averaging methods can be
used and combined:

• # sample per point: for each polarization value, the collected current value can be
taken several times,

• # sweep per characteristic: the entire I-V characteristic is taken several times.

Both methods are usually combined and the final I-V characteristic corresponds to a
double averaging.

The analysis of I-V characteristics, which follows the description in section 2.2.1, was
designed for filament probes as the calculation of the probe area requires the length and
radius of the filament. Additionally, the mass of the main positive ion is needed. In
plasmas created in molecular gases, such as sulfur hexafluoride (SF6), the main positive
ion is not obvious and needs to be determined, with a mass spectrometer for instance.
As with any measurement, noise is present with the signal, which is problematic since a
second derivative is needed to determine the plasma potential. The nth derivative of a
signal with a frequency ω is amplified as follows

dn

dtn

�
A cos (ωt+ φ)

�
= Aωn cos

�
ωt+ φ+

nπ

2

�
. (2.32)

This means that the second derivative of the signal is often lost in the second derivative
of the noise. To solve this problem, a Savitzky-Golay smoothing filter is used [36]. At
every point of the I-V characteristic, the curve is locally fitted with a polynomial curve
of order n (order of the derivative) on at least 2n+ 1 points centered around the current
point.

P =
n�

j=0

cjx
j
i . (2.33)
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with xi the points of the I-V characteristic. The value of the nth derivative on the center
point i = 0 can then be obtained with

x(n)
0 = n! cn. (2.34)

The polynomial fit is done with a least-squares fit that minimizes the total mean-square
error.

Lab-made Programs

All programs were written in C++ with a GPIB library obtained with the Yokogawa
oscilloscope. The first instances of the Langmuir-type probe and RFEA programs were
written by Nicolas Plihon during his PhD thesis [21], which were then modified. Additional
programs were also written to control other devices.

The Langmuir-type program was written to overcome the limitation of the Scientific
Systems box which requires the user to start the system for each characteristic. Its analysis
part was first compared to the automated analysis and showed the same results for the
same Savitzky-Golay parameters (order of the polynom, number of points). It should be
noted that these parameters can be freely adjusted with the program, as tuning might be
required for a better analysis, contrary to the automated system.

The principle of the retarding field energy analyzer is very similar to Langmuir-type
probes: measurement of a collected current for a range of biases. The end result, however,
is the first derivative itself.

2.3 Electronegativity Measurement Techniques

2.3.1 Review of Techniques
In an electronegative plasma, a third species, the negative ions, takes part in the plasma
equilibrium. There are now two negatively charged species, the negative ions and the
electrons, with a high mass ratio (∼ 3 × 104 for O−). Therefore, the electronegativity
α = n−/ne is a key parameter in determining which species dominates in the electrical
equilibrium. For instance in an ion-ion plasma (electron free), α → ∞. Several diagnostics
are available to measure the negative ion density:

• laser-induced photodetachment,

• mass spectrometry,

• ion acoustic wave measurement,

• electrostatic probe (used in this thesis).

Laser-Induced Photodetachment

The laser-induced photodetachment technique [37, 38] consists of measuring the electron
density with a Langmuir-type probe before and during a laser pulse. The role of the laser
is to detach electrons from negative ions, which means that the laser frequency should be
chosen carefully to ensure that all negative ions are detached, regardless of energy. The
surplus of electron density during the pulse thus corresponds to the density of negative
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ions. The electron density is measured with a Langmuir-type probe placed in the laser
beam. As both electron and negative ion densities are measured, the electronegativity
can be obtained directly.

However, this diagnostic is difficult to use in a small device because of the laser which
must be calibrated and aligned. Additionally, windows are required in the plasma reactor
for the laser beam to reach the region to be investigated, as well as the Langmuir-type
probe which should be placed carefully in the laser beam.

Mass Spectrometry

Mass spectrometers can separate charged particles by mass and charge. Several designs
are possible:

• sector type: the charged particle goes through a region with a static magnetic field
and its trajectory change, due to the Larmor radius which depends on the charge
and mass of the particle, is measured,

• time of flight: the charged particle goes though a region with a constant electric field
and its time of flight and velocity, depending on the charge and mass, are measured,

• quadrupole: a radio-frequency quadrupole field is set in a region which the charged
particle traverses, with only one mass to charge ratio being able to pass through,
meaning that only ions fulfilling this condition are collected.

With these diagnostics, negative ions can be identified precisely, which is especially useful
for plasmas in molecular gases where several species of ions are present: the main negative
ion can be determined.

However, these diagnostics are usually placed outside of plasma reactors and can sel-
dom be placed in the volume of a discharge, hence there is no spatial resolution. As
described in section 2.1.2, the potential near the walls in a plasma reactor is usually
created to accelerate positive ions and retard electrons because of quasi-neutrality. This
means that extracting negative ions is only possible under certain conditions: either by
studying a plasma where the sheath is governed by negative ions and not electrons in
the case of high electronegativity [39] or by pulsing the discharge [40]. Moreover, mass
spectrometers are heavy to use.

Ion Acoustic Wave

The calculation of the phase velocity of ion acoustic waves shows that it is dependent on
the positive ion to negative ion density ratio for both fast and slow modes [41]. In the
case of the fast mode, plasma antennae can be used to determine the phase velocity [42].

However, this technique requires additional measurements with Langmuir-type probes
to determine the electron temperature (a parameter of the phase velocity expression)
and the positive ion to electron density ratio. Similarly to mass spectrometry, spatial
resolution is difficult to achieve because of the measurement method. In this technique, a
propagating wave is measured.

Electrostatic Probe

The technique relies on the analysis of an I-V characteristic measured by a Langmuir-type
probe., and was for instance used in Nicolas Plihon’s PhD thesis [21]. Langmuir-type
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diagnostics are easy to use and cheap to implement. The principle of the technique is
presented in the next section.

Since Langmuir-type probes are used, measurements are difficult in highly reactive
plasmas due to the deposition on or the destruction of the probe itself, and in highly
magnetized plasmas due to the underestimation of the current of magnetized species.

2.3.2 Electrostatic Probe

Principle

This technique was developed by Pascal Chabert during his PhD thesis [43], and was used
to characterize a sulfur hexafluoride helicon discharge [44].

In electronegative plasmas, the positive ion flux at the entry of a sheath is modified by
the presence of negative ions at the sheath edge. The Bohm velocity, minimum velocity of
positive ions entering the sheath, is then modified. A measurement of positive ion current,
therefore, contains information on the electronegativity α, and can be expressed as

I+sat = eA1Γs(α), (2.35)

with A1 the area of a (usually planar) probe and Γs the positive ion flux at the sheath
entry. As it was described in section 2.2.1, a planar probe is the best choice for an
accurate measurement of the ion saturation current, especially in the case of a guarded
planar probe. The positive ion density depends on the parameter of the discharge and
should be normalized. This is done by considering the electron flux. The current collected
at the plasma potential is a combination of all species currents as there is no retarding
field, and can be written as

I(Vp) =
1

4
eA2(−ne0ve,th − n−0v−,th + n+0v+,th). (2.36)

The considered velocities are thermal velocities because there is no electric field as species
are collected: vth =

�
8eT/(πm). The factor 1

4 comes from the fact that a three-
dimensional distribution function is integrated to obtain the flux in one direction. Since
there is no sheath, the area of collection is the area A2 of a (usually filament) probe. With
an electron current collected, a filament probe is preferred. The contribution of the ion
currents is negligible for α < 100 because of the difference in temperatures and masses.
Using cs =

�
eTe/m+ the ion acoustic speed in the absence of negative ions, the ratio of

currents Rgas for a specified feedstock gas thus is

Rgas =
I(Vp)

I+sat
=

�
A2

A1

��
m+

2πme

ne0cs
Γs(α)

. (2.37)

A model of an electronegative discharge is now needed to express the ratio of electron
flux ne0cs to the flux of positive ion flux Γs(α). This model was developed by Sheridan
et al and its complete description is presented in [39]. A one-dimensional electronegative
plasma is considered with electrons, positive ions and negative ions. Both electrons and
negative ions are assumed to be in Boltzmann equilibrium but positive ions are considered
cold (inertia effect and no pressure). With this model, the ratio of positive ion to electron
flux can be solved analytically for two cases: small electronegativity (α � 1) and high
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Figure 2.9: Ratio of positive ion flux at the sheath to electron flux versus the
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electronegativity (α � 1). This ratio is a function of electronegativity α and ratio of
electron to negative ion temperature γ
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(2.38)

The ratio of fluxes is shown in figure 2.9 as a funtion of electronegativity for ratios of
temperatures γ ∈ [5, 10, 20, 50]. The first part of each curve before the knee corresponds
to the α � 1 case, and the second part after the knee to α � 1. Because the plasma
potential at the sheath edge is double-valued in the first part of the curves, the model is
only valid in the second part. It should be noted that in the case of an electropositive
plasma (α = 0), this ratio is 1

2 .

Limitations

The first limitation comes from the ratio of probe areas in equation (2.37). In theory,
between the fact that there is no sheath for V = Vp and the fact that a guarded planar
probe cancels sheath effects on the current collection, this ratio is correct. However,
the uncertainty around the exact plasma potential value (determination from a second
derivative on a noisy signal) and the fact that a guarded planar probe is not perfect mean
that there are sheath effects and that the area of current collection for both probes is not
the probe area. A way of determining the ratio of collection areas

�A2
A1

�∗ is thus needed.
Equation (2.38) shows that for an electropositive plasma (α = 0), the ratio of fluxes
(ne0cs)/Γs is constant at 1

2 . Assuming that the sheath size is the same for the measured
gas and argon, the ratio of collection areas can be determined by measuring the ratio of
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currents in argon

Rargon =

�
2m+

πme

�
A2

A1

�∗

= 216

�
A2

A1

�∗

. (2.39)

The validity of the model (α � 1) comes from the structure of an electronegative
plasma which depends on the electronegativity. For low electronegativity, the equilibrium
is governed by the electrons, and negative ions are confined to the center of the discharge.
The plasma near the walls is an electropositive plasma. For an intermediate electroneg-
ativity, negative ions dominate in the center of the discharge, but as the ion densities
decay toward the walls, the electrons take over and oscillations can be seen near the edge
until the Bohm velocity is reached for positive ions. For high electronegativity, negative
ions dominate the entire discharge. The positive ion flux at the sheath entry depends
strongly on the negative ion density. The model is only valid in the last case. Depending
on the value of γ = Te/T−, there is a minimum value of α for the model to be valid. For
example with γ = 50, it can be seen in figure 2.9 that this minimum value is α = 6. Any
electronegativity below this value cannot be investigated.

Finally, the relation between the positive ion to electron ratio Γs(α)/(ne0cs) shows a
strong dependence on γ. As the negative ion temperature is difficult to determine in most
cases, it is a limiting factor for the electrostatic probe measurement of electronegativity.
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Chapter 3

Experimental Setups
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The idea behind PEGASES came from the study of the structure of an electronegative
discharge in the helicon reactor in LPP [44, 21, 45]. It was indeed observed that an ion-ion
plasma is created in the periphery of the diffusion chamber when electrons are confined to
magnetic field lines but not ions. Further studies were done in the helicon reactor during
this thesis to characterize an ion-ion plasma and its formation. These would help in the
design of the first PEGASES prototype.

The PEGASES thruster is housed in a vacuum chamber, on which probes and analyzers
can be connected. The power is coupled to the antenna via a matchbox.

All these setups are described in this chapter, before the presentation of the experi-
mental results in chapters 4 and 5.

3.1 Helicon reactor
This reactor, shown in figure 3.1, has a cylindrical geometry and is divided into two
chambers: a source chamber on top of a diffusion chamber (see figure 3.1a). The turbo
pump is connected sideways above the source chamber and the gas feed at half height
of the diffusion chamber. Without power applied, the neutral gas is introduced in the
diffusion chamber, goes up through the source chamber and is extracted above. The
volume of the helicon reactor, shown in figure 3.1b, is 24 L.

Two sets of two coils can be used to create a static magnetic field, one around each
chamber. In the diffusion chamber, the magnetic field on the axis in gauss was calculated

41
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Figure 3.1: Schematics (a) and photo (b) of the helicon reactor.

as a function of coil current in ampere

B (G) = 14× I (A). (3.1)

With a high enough current, the coils can heat up quickly to a temperature much higher
than the room temperature. In order to limit the influence of such temperature on the
plasma through the walls, the coils are set at a distance from the walls (3 cm).

The plasma is created with a Boswell-type antenna, wrapped around the pyrex tube
of the source chamber, and excited at 13.56 MHz. Without a static magnetic field, the
power coupling can be either capacitive or inductive. When a static magnetic field is
applied, helicon waves can be launched in the source chamber. The antenna is a copper
sheet of dimensions 10× 1.2 mm and follows the design described by Boswell [11], which
is capable of exciting different modes of helicon waves (see section 4.1.1). It is cooled by
a fan located to the side, which also cools the pyrex tube of the source chamber. The
radio-frequency generator is an RFPP RF30H, with a maximum power output of 3 kW
and pulsing capabilities. The output impedance of the generator is matched to that of
the plasma with a matchbox using an L-circuit (see section 3.3.2).

Pressure measurements are made with an MKS baratron connected at half height
of the diffusion chamber. This gauge, with a maximum measuring pressure of 1 Torr,
consists of a capacitance measurement between a membrane and a reference surface. The
vacuum is obtained with two pumps, a primary pump and a turbomolecular pump. The
primary pump is a Leybold rotary vane vacuum pump (with Fomblin as a pumping fluid)
capable of pumping 40 m3h−1. The turbomolecular pump is an Alcatel ATP 400C with
a pumping capability of 400 Ls−1. This combination results in a background vacuum of
2×10−6 mbar, with an intermediate pressure around 10−3 mbar between the two pumps. A
floating grid is placed above the source chamber to neutralize the plasma before it reaches
the turbomolecular pump. The gases used for experiments were argon (Ar), oxygen (O2)
and sulfur hexafluoride (SF6). As oxygen and sulfur hexafluoride are corrosive gases, a
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Figure 3.2: Prototype I of the PEGASES thruster: schematics (a) and photo (b).

turbomolecular pump is needed. Nitrogen (N2) is introduced in the pump as sealing gas
to protect it, especially in the case of oxygen.

Probes can be mounted at half height of the diffusion chamber through two vacuum
connections facing each other. Two glass/pyrex windows, also at half height and facing
each other, can be used for optical diagnostics.

3.2 PEGASES, Prototype I

3.2.1 Geometry
To design the PEGASES thruster prototype, the ion-ion plasma creation in the helicon
reactor needs to be understood. The plasma is created in the source region and expands
in the diffusion region, whose diameter is much bigger than the source region (32 cm
compared to 13 cm). As the feedstock gas is electronegative, electrons, positive and
negative ions are created. However, the electronegativity α is usually low and the electrons
dominate the electrical equilibrium. Without a downstream static magnetic field, this
plasma would diffuse in the bottom chamber with little change in its composition. The
introduction of a static magnetic field, however, changes that. Its strength is chosen so
that electrons are magnetized but ions are left unmagnetized. The electrons are created
in a column roughly the same diameter as the source region, in either the source or the
diffusion region. The fact that electrons are not only created in the vicinity of the antenna
is due to the wave heated power coupling: the helicon wave propagates in the column. In
the diffusion region, the periphery of the column is not easily accessible to electrons, while
ions can diffuse without magnetic confinement as long as quasi-neutrality is fulfilled.

The design of the first PEGASES prototype, shown in figure 3.2 (schematics (a) and
photo (b)), is largely based on the helicon reactor. In order to leave the matter of the
ion acceleration open, two extraction zones are set. For instance, positive ions could be
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extracted in one and negative ions in the other. For the sake of symmetry, the choice of
a double helicon is made: the source region is flanked by two diffusion regions, with one
on either side. As with the helicon reactor, the geometry is cylindrical. However, the
diameter is kept constant between the source and diffusion regions. Two openings, one in
each diffusion region, are made and allow the plasma to diffuse radially into the extraction
tubes. The cylinder is made of pyrex (insulating walls), as in the source chamber of the
helicon reactor, with an outer diameter of 6 cm and an inner diameter of 4.6 cm. The
inner cross-section of the extraction tubes is a 4.4 × 4 cm rectangle with a 2 mm wall
thickness. The total volume of the thruster (cylinder + extraction tubes) is 0.84 L.

As described previously, the static magnetic field is an essential part in the PEGASES
design. Not only does it act as an electron filter which confines electrons and allows
ions, both positive and negative, to diffuse into an ion-ion plasma region, but it is also
a necessary condition for the helicon wave to exist in the plasma, resulting in a high
density plasma. The ideal situation would be to create a static magnetic field where
all field lines are parallel to one another: the column where electrons are created and
confined would be easier to control. Such a situation is possible with a solenoid around
the cylinder containing the plasma and on the condition that that solenoid is longer than
the cylinder in order to avoid edge effects near the solenoid ends. However, the solution
of the solenoid cannot be used as ions are to be extracted radially. A set of four coils is
thus placed symmetrically around the cylinder (see figure 3.2): two extraction zones are
readily available, and the connection to the antenna is simpler since it can be direct. A set
of two coils would be easier to implement, but the divergence of the static magnetic field
would be stronger. Permanent magnets were excluded, as the direction and strength of
the magnetic field cannot be changed, contrary to coils, where the direction and amplitude
of the current can be used as parameters to set the magnetic field. Moreover, the current
can be set independently in each coil, allowing the possibility of a variety of magnetic
configurations, as can be seen in figure 3.3. These magnetic field simulations, performed
with the FEMM software [46], show the magnetic field lines and the magnetic flux density
for three coil configurations of the PEGASES thruster. In figure 3.3a, the current is in
the same direction for all the coils. Thus, the magnetic field lines in the thruster cylinder
as roughly parallel to one another. In figure 3.3b, the current in the two coils to one side
of the antenna is opposite to the current in the two coils on the other side of the antenna.
This creates a zero of magnetic field at the center of the thruster cylinder. In figure 3.3c,
each coil has a current opposite to its direct neighbors. Therefore, there are three zeros
of magnetic field along the axis of the thruster: at the center and at each extraction
tube. The magnetic electron filtering can only occur in figures 3.3a–b where tha magnetic
field lines are perpendicular to the direction of extraction, which means that the case of
figure 3.3c cannot be used. The difference between figures 3.3a and 3.3b lies in the source
region with parallel field lines in the former, and a zero of magnetic field in the latter.

In order to be close to the ideal situation of parallel magnetic field lines, the choice is
made to set the current in the same direction for all coils. Figure 3.4 shows the profile
of the magnetic field strength on the cylinder axis for three values of the coil current
(I ∈ {1, 2, 3} A) in this case. The coils are set in a series circuit with a total resistance,
including two additional wires to connect the coils to a generator, R = 16.7 Ω at room
temperature. This value can go up to 25 Ω rather quickly during an experiment at
I = 3 A as the coil heats up (ohmic heating). As the impedance of the coils changes
during an experiment, the setting of the direct-current generator should be chosen with
care, especially the maximum voltage. The surface temperature of the coils is monitored
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(a) (b) (c)

Figure 3.3: Magnetic field lines and flux density in the PEGASES thruster with
the left edge as thruster axis for three coil configurations: (a) the current flows in the
same direction for all coils, (b) the current in the two top coils is opposite to that of
the two bottom coils, (c) each coil has a current opposite to its direct neighbors. The
structure of the thruster (cylinder and the extraction tubes) and the coils is shown
in blue lines.
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Figure 3.4: Magnetic field on the cylinder axis in Gauss as a function of position
for three values of the coil current: 1 A (blue), 2 A (red) and 3 A (green). The
maximum value for I = 3 A is 278 G.
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with a thermocouple to prevent overheating. Since the coils are in vacuum, an additional
issue arises: any material placed in vacuum is subject to outgassing, which consists of
molecules of the material detaching from it. On top of polluting the plasma, the integrity
of the coils could be compromised in the case of a high outgassing rate. Kapton insulated
copper wires are used because of the low outgassing rate of this polyimide film.

In the case of parallel magnetic field lines, electrons diffuse slowly across them, but
travel fast along them. Except near the end walls, the plasma potential, therefore, is
constant over the length of each magnetic field line. Metal plates are placed at the ends
of the cylinder to independently control the plasma potential. This should be possible
as the cylinder is made of insulating material, which means that the potential at the
cylinder is not constrained. The magnetic field lines, however, are not parallel because
of two factors. First, the inner diameter of the coil corresponds to the outer diameter of
the cylinder resulting in edge effects between coils. Second, the strength of the magnetic
field is not constant over the length of the cylinder (see figure 3.4), which adds to the
divergence of the magnetic field lines.

For a given coil current, the magnetic field strength shows a ratio of 2 between extrema
(minimum at the center of the thruster cylinder and maximum at center of the two central
coils). Therefore, the magnetic field conditions for experiments are stated with the coil
current in amperes. The actual value of the magnetic field can be deduced from figure 3.4.

3.2.2 Source Region
As mentioned previously, the source region in the first PEGASES prototype is located
at the middle of the cylinder containing the plasma. The antenna, through which the
power is coupled, is wrapped around the cylinder. It consists of a copper sheet with its
dimensions chosen to support currents at high power. Copper was chosen because of its
high conductivity. With a radio-frequency excitation, especially at high power, shielding
of the circuit is needed. This is provided by a metal casing around the antenna, connected
to a metal panel (wall of the thruster chamber) and a shielded matchbox. The connection
between the matchbox circuit and the antenna is done with two copper rods. Since the
casing of the thruster is made of metal, short circuits could happen between the antenna
and the casing in vacuum. To avoid this issue, the volume between the cylinder and the
casing is kept at atmospheric pressure through a connection on the thruster chamber.
Early experiments showed that a lot of heat is produced when the power is applied to the
antenna. A flow of pressurized air set at 4 bar was introduced next to the antenna as a
cooling system. The air flow exits through the matchbox, which is connected on the other
side of the thruster chamber panel where the thruster is set.

Two designs of antenna were used: a Boswell-type antenna and a simple three-turn
loop antenna. The first design is a downscale of the helicon Boswell-type antenna, with
sheet dimensions 8× 1 mm and a average radius of 7 cm as it is not in contact with the
cylinder (polysulfone supports are used to maintain the antenna). It is 6 cm long, which
leaves 1 cm on each side before the metal casing to avoid short-circuits. The second design
consists of a copper sheet of dimensions 7×0.8 mm wrapped three times around the pyrex
tube. The radius is the same as the outer radius of the cylinder: 6 cm. It is shorter than
the Boswell-type antenna, being roughly 5 cm long.

The gas is introduced through a small pyrex tube fused at the center of the main
cylinder and connected to a gas feed placed between the copper rods for the antenna. It
should be noted that the connection between the two pyrex tubes is a structural weakness,
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Figure 3.5: Values of the magnetic field in Gauss in the extraction tube with the
two permanent magnets shown as rectangles. The z-axis represents the cylinder axis,
with the center of the thruster on the left hand side, and the side of the thruster on
the right hand side.

which requires careful handling when hooking or unhooking the gas connection.

3.2.3 Additional Magnets
Along the evolution of the first PEGASES prototype, the decision was made to enhance
the magnetic electron filtering by adding permanent magnets in the extraction region.
A set of two magnets was placed around one extraction tube, one on each side, as is
shown in figure 3.5. The measurements of the magnetic field strength were done with
a magnetometer for static magnetic field with a precision of 200 G, i.e. the right-center
measurement is 2300 G ± 200 G. This low precision is due to the magnetometer principle:
the flux of magnetic field is measured over an area too big to be negligible compared to
the dimensions of the extraction tube, and the flux is maximum when the magnetic field
is perpendicular to the measurement area, which is difficult to achieve as the magnetic
field lines are not parallel, especially near the edges of the magnets.

The permanent magnets create a secondary magnetic electron filter. Electrons are first
filtered by the magnetic field created by the coils around the thruster cylinder, and filtered
again in the right hand side extraction tube by the magnetic field created by the magnets.
The plasma diffusion in the two extraction tubes can be compared to understand the role
of the magnetic field in electron filtering (see chapter 5).

3.3 Thruster Chamber and Matchboxes

3.3.1 Thruster Chamber
In order for the thruster prototype to be operated, a vacuum chamber is needed. This
vacuum chamber must house the prototype and probes to be used for measurements, and
be connected to a turbomolecular pump, itself connected to a primary pump. A metal grid
is placed between the chamber and the turbomolecular pump to neutralize any residual
plasma near the pump. The chamber, shown in figure 3.6, consists of a cylinder with
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(a)

(b)

Figure 3.6: Chamber housing the thruster (a) and view of the chamber and its
surroundings (b) with the matchbox (center), the power generator (right hand side)
and pressure gauges (on top of the chamber).
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the thruster prototype attached on one end, probes inserted at the other end, and the
turbomolecular pump connected underneath at half length of the cylinder. The pressure
measurements are set on the opposite side of the pump. Two windows in pyrex are set
on each side of the cylinder. The total volume of the chamber, including the tube for the
turbomolecular pump and the two windows, is 216 L. The chamber volume is very large
compared to the thruster volume for two reasons. First, the end panel opposite to the
thruster should be placed as far as possible in order to avoid wall effects, which consist of
particles recombining at the wall and being reflected back in the thruster. As a thruster
is meant to be operated in space, wall effects need to be negligible. The second reason is
that this thruster chamber will be used for further evolutions of the thruster prototype
and other prototypes of the PEGASES thruster. As the size and volume of future designs
cannot be predicted, these designs are more likely to fit in a larger thruster chamber.

The thruster is fixed at the center of the end panel, with the gas connection and
the two copper rods for the antenna passing through an opening. On the other side,
the matchbox is connected with a cylinder. This cylinder has two outside connections:
one for the feedstock gas and one for the cooling pressurized air. All pieces involved are
made out of metal to provide shielding for the radio-frequency power transmitted from
the matchbox to the antenna in the thruster. On top of that, a coaxial cable is used to
connect the matchbox to the power generator, RFPP RF30H with a maximum output
power of 3 kW and pulsing capabilities.

The vacuum is obtained with two pumps in series: a turbomolecular pump is connected
underneath the chamber and a primary (dry) pump to the turbomolecular pump. The
turbomolecular pump is a Boc Edwards with a pumping capability of 2500 Ls−1. The
primary pump is a Boc Edwards dry pump capable of 100 m3h−1. These values of pumping
speeds are higher than the helicon reactor because the chamber is roughly ten times bigger.
Pressure measurements are made with a Pfeiffer Penning gauge for the base vacuum, with
a value at 10−7 mbar, and with a Pfeiffer Pirani gauge between the two pumps, with a
value of the order of 10−3 mbar. A Penning gauge consists of a cold cathode set to a high
voltage with a measurement of the ion current, which depends on the pressure. A Pirani
gauge is a single wire heated by a current: its temperature is related to the pressure of
the gas surrounding it, as the thermal conductivity of a gas depends on the pressure. The
operating pressure is measured with a MKS baratron gauge (see 3.1) with a maximum
value of 0.1 Torr.

As the gas is introduced into the thruster cylinder, it first expands in the thruster
volume (0.84 L) and then in the chamber volume (216 L). The resulting pressure in
the thruster and in the chamber, therefore, are different, with a higher pressure in the
thruster. The pressure measurements with the baratron gauge are thus underestimations
of the actual pressure in the thruster. The value of the entering gas flow in standard cubic
centimeter (sccm) is chosen as parameter instead of the measured pressure. The pressure
in the chamber as a function of the gas flow rate is shown in figure 3.7. It can be seen
that the relation is fairly linear. The gas input is controlled by a shielded massflow with
a maximum output of 100 sccm for argon, and a scaled maximum of 144 sccm for oxygen.

The end panel opposite to the one with the thruster is where all electrical probes are
connected. Figure 3.8 shows two Langmuir-type probes (filament to the left and planar
to the right) installed on this end panel. Both probes can be moved along their axis,
allowing spatial scans. As it can be seen in figure 3.6, the holes are set in front of the two
extraction tubes: probes can thus be placed along the radius of the thruster either inside
or outside. The third hole is a pyrex window through which the thruster can be observed
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Figure 3.7: Pressure in the thruster chamber in mTorr versus the gas flow rate in
sccm. The squares correspond to measurement points, and the line to a linear fit.

Figure 3.8: Filament probe (left) and planar probe (right) installed on the end
panel of the thruster chamber.
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Figure 3.9: Circuit for the power coupling with the radio-frequency generator, the
matchbox and the antenna and the plasma.

in operation. The metal pipe that can be seen in figure 3.8 is the implementation of the
optimized neutral injection discussed in section 5.4.2 of chapter 5.

The two large pyrex windows on either side of the chamber are set with a distance
from the thruster end panel matching the length of the thruster. The extraction tubes
and the region outside, therefore, can be observed to place probes accurately. In future
work, these windows can be used for laser based diagnostics on the exiting plasma plane.

3.3.2 Matchboxes
The matchbox is an essential part of the power coupling to create a radio-frequency
excited plasma. Contrary to direct-current generated plasmas where the power is coupled
directly, the fact that the voltage and current are propagating must be taken into account
for radio-frequency generated plasmas.

The impedance (Z̃) of a circuit element is a complex value defined as the ratio between
the voltage (Ṽ ) across this element and the current (Ĩ) flowing through this element

Ṽ = Z̃Ĩ with Z̃ = R + jX = Zejθ, (3.2)

with the resistance R (impedance in case of a direct-current circuit) and the reactance
X. The expression Zejθ gives directly the ratio Z between Vmax and Imax, and the phase
difference θ between the voltage and the current. If the impedance changes along the
circuit, part of the power is reflected at the interface with a coefficient Γr while the other
part is transmitted with Γt

Γr =
Z̃2 − Z̃1

Z̃1 + Z̃2

and Γt = 1− Γr, (3.3)

with Z̃1 the impedance of the first part of the circuit and Z̃2 of the second one.
In the case of plasmas, the power generator (Z̃g) and the combination of the antenna

and the plasma (Z̃p) have very different impedances, resulting in little power coupled to
the plasma. The matchbox Z̃m is inserted between the generator and the antenna, with
a total impedance Zm,p for the matchbox, the antenna and the plasma. The value of
Z̃m can be adjusted to minimize Γr. The matchbox used for the experiments is called
a L-circuit matchbox with two high voltage capacitors connected as shown in figure 3.9.
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The capacitor connected in parallel is called the load capacitor (CL) and the one in series
is called the tune capacitor (CT ).

Two sets of variable capacitors were used for experiments:

- first set: CL = 210− 500 pF and CT = 620− 2600 pF

- second set: CL = 12− 500 pF and CT = 7− 1000 pF

It should be noted that in the actual matchboxes, each capacitance is in fact a parallel
combination of several capacitors, and the value of the capacitance is the sum of the
capacitors involved.

It will be shown in chapter 4 that the matchbox circuit design may also be changed in
order to minimize the amount of applied power coupled capacitively to the plasma.
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The first stage of the PEGASES thruster is the ionization stage where the electric
power is applied to the feedstock gas to create and sustain the plasma. The efficiency of
the power coupling is crucial in the case of thrusters as the available power in spacecrafts
is generally limited. The PEGASES prototype I, as its name suggests, was the first
implementation of the PEGASES concept. As experiments were run, they showed that
the first design of this prototype could be improved. The PEGASES thruster prototype I
thus underwent two evolutions: the antenna was changed, and the matchbox circuit was
modified.
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Three aspects of the ionization stage were investigated. First, the positive ion current
density was measured in the extraction zone, as the plasma diffuses from the thruster
cylinder. Second, the mass efficiency, which is the ratio of ion flux to neutral flux, was
evaluated. Finally, as most plasma processes are governed by the electron temperature,
the latter was investigated as a function of radius, from the center of the thruster cylinder
to the outer edge of the extraction tube.

Although the PEGASES concept is based on electronegative gases, the study was done
with argon (electropositive gas) and oxygen (electronegative gas). In a noble gas plasma,
mainly two types of charged particles are present (electrons and singly-charged positive
ions) which makes the plasma creation and sustainment easier to obtain and understand
compared to electronegative plasmas where at least three types of charged particles can
be found (electrons, positive and negative ions) leading to different energy couplings and
instabilities.

4.1 Power Coupling, Symmetry and Stability
In a radio-frequency discharge, three coupling modes are possible: the capacitive, the
inductive and the helicon mode (see section 1.1.2). As the plasma densities obtained are
highest with the helicon mode, this is what is aimed at for the PEGASES thruster. The
properties of this mode are first described.

4.1.1 Helicon Mode

In a capacitive discharge, the electrons are heated by the oscillating sheaths. Since sheaths
are small regions near the walls, a very small part of the plasma is actually heated. For
inductive discharges, the electrons are excited by a penetrating electromagnetic wave. As
it is absorbed by the plasma, the heating happens in a small region characterized by
the skin depth (characteristic length of an exponential decrease). The helicon mode is
different from these two modes in that the electron heating occurs in the whole plasma
volume since the helicon wave can propagate anywhere in this volume.

In the presence of a static magnetic field, the plasma becomes anisotropic: charged
particles are no longer free to diffuse in any given direction. The diffusion along the
magnetic field differs from the diffusion across it. Similarly to the diffusion of charged
particles, the propagation of waves is changed from the isotropic case and depends on
the direction, along or across the magnetic field. The dispersion relation, therefore, is
different in the two cases and requires the definition of a plasma dielectric tensor instead
of a plasma dielectric constant to take into account the different directions. The dispersion
relation in magnetized plasmas shows that waves with a frequency lower than the electron
plasma frequency can propagate in the direction of the magnetic field [47]. These waves
can be separated into two categories depending on their polarization. Left-hand polarized
waves are called Alfvén waves and right-hand polarized whistlers, among which helicon
waves form a sub-family. The role of waves in magnetized plasmas can be traced back to
Hartree in 1931 [48] and Alfvén mentioned an application to sun spots in 1942 [49]. As
to helicon waves, the name comes from the rotating polarization which results in a helical
motion [50].

The polarization describes how the electric field rotates around the magnetic field
when looking in the same direction as the magnetic field. Right-hand polarized waves thus
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rotate clockwise and left-hand polarized waves counter-clockwise. As a charged particle
rotates around a magnetic field line, a wave rotating in the same direction seems almost
constant (and is constant when there is resonance) while the wave rotating in the opposite
direction oscillates at an even higher frequency. On average, only the wave rotating in
the same direction can accelerate the particle as the average of a sinusoidal oscillation is
zero. Since radio-frequency excited plasmas are considered where the ions cannot react
to the electromagnetic field, but electrons can (see section 2.1.2), only one polarization
is capable of heating the electrons. When looking in the same direction of the magnetic
field, an electron has a clockwise motion. Right-hand polarized helicon waves, and not
left-hand polarized Alfvén waves, can heat electrons.

Different modes of helicon waves, referenced by their mode number m, are possible
and describe different electromagnetic patterns in the azimuthal plane as the wave propa-
gates [51]. The mode m = 0 is the simplest one and possesses point symmetry. This means
that it can be excited with simple antenna geometries, such as a single loop. The modes
m = ±1 possess a more complicated azimuthal geometry and require specific antenna
designs to be excited. Examples of these designs are the double-saddle antenna (Boswell-
type) [11], the Nagoya antenna (type III) [52], and the helical antenna [53]. However, it
was shown that only the m = +1 mode provides an efficient power coupling. As antennae
capable of exciting the m = ±1 modes can also excite the m = 0 mode, the total heating
is better with these antennas. It should be noted that for m = 1, the antenna creates a
spatially varying electromagnetic field with maxima near the ends of the antenna. This
distance results in a specific wavelength for the helicon waves, which means that only
harmonics of this fundamental wavelength can be sustained.

Each mode and harmonic of a helicon wave is characterized by a limit density below
which it cannot be launched. This means that the plasma has to be created by other
coupling modes, such as capacitive and inductive, before the helicon mode can be reached.
Once the threshold density is reached, the plasma density is increased by the helicon
waves. This is the reason why the plasma density as a function of electrical power is not
continuous as different modes are reached and increase the plasma density.

4.1.2 Design Evolution
A Boswell-type antenna, shown in figure 4.1 after it was removed, was first used. The
power coupling proved very weak. As the capacitors of the matchbox were changed to
no avail, the antenna was determined to be the cause of the poor power coupling. It was
thus changed for another design. Moreover, aiming at reducing the capacitive coupling,
the matchbox circuit was modified.

Boswell-Type Antenna

A filament probe inserted at the center of the cylinder through the left extraction tube,
which is only 7 cm away from the antenna region, could not measure significant currents.
Although very small, the filament probe was enough to extinguish the plasma once inserted
in the thruster cylinder. Measurements with a planar probe biased to −60 V at the edge
between the cylinder and the extraction tube, i.e. at r = 2.9 cm, were done in argon at
10 sccm and P = 200 W for different values of the magnetic field from 0 to 3 A. The
average measured current density was J ∼ 50 µAcm−2. This very small value of the
current density, in addition to the fact that an unbiased filament probe in the middle of
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the plasma extinguishes it, shows a very poor power coupling. Moreover, as the plasma
was localized near the antenna, it points to a weak capacitive coupling.

At first, the gas feed was introduced through the matchbox and the cylinder connecting
it to the thruster. As a metal wall of the matchbox was replaced with a metal grid, the
matchbox was still shielded but could also be looked into. Since the gas feed was a plastic
tube placed in-between the two copper rods connecting the antenna to the matchbox, a
plasma could be created and would take part of the electrical power from the plasma that
should be created in the thruster cylinder. The higher neutral density in the plastic tube
would also enhance plasma creation or diffusion into the tube. This proved to be the case
as a plasma in the plastic tube was observed as far as 20 cm from the gas entry in the
thruster cylinder. In order to prevent such plasma formation, two steps were taken. The
plastic tube was replaced with a metal tube going through the metal cylinder connecting
the matchbox to the thruster chamber panel. A grid was placed at the connection to the
small pyrex tube to neutralize any particles diffusing upstream.

In order to estimate how much power was coupled to the plasma, and how much was
dissipated in the antenna, the following experiment was done at P = 200 W for 20 sccm
in argon. First, with argon flowing in the thruster, the reflected power is minimized by
tuning the matchbox. Second, the gas flow is stopped. The difference in reflected power
gives an indication of how much power is actually coupled to the plasma. The difference
turned out to be a few watts and shows that the antenna could not couple the power to
the plasma.

Two L-circuit matchboxes were used with the Boswell-type antenna. The first one
consisted of an automated matchbox with capacitor values CL = 210− 500 pF and CT =
620− 2600 pF. The reflected power is measured in real-time and a circuit controlling the
two capacitors tries to minimize this reflected power. This optimization in reflected power
proved impossible to achieve as the circuit would try to lower the capacitor values to their
limit. This behavior shows that the power coupling was definitely not a helicon mode
which the matchbox was designed for. As the second matchbox, manually operated with
lower capacitor values CL = 12− 500 pF and CT = 7− 1000 pF, showed no improvement,
the issue lay elsewhere.

Figure 4.1 shows the Boswell-type antenna after it was removed from the thruster. All
support pieces are made of polyfulfone which melts at a temperature higher than 185 ◦C.
In the design of a double-saddle antenna, the copper sheet is wrapped for a quarter of a
turn above itself. The polysulfone melted around this region, resulting in a short-circuit.
The heating of the antenna is additional proof that the electrical power was not coupled
to the plasma but was lost in the antenna itself.

Since this implementation of the Boswell-type antenna proved unable to reach proper
plasma densities, results in the following sections and chapters only consider the second
antenna (three-coil antenna).

Three-Coil Antenna

Therefore, the antenna was changed for a simpler design which is optimized for inductive
heating, but is also capable of launching helicon waves in three modes m ∈ {−1, 0, 1}. This
design is a three-coil antenna wrapped directly around the pyrex cylinder and centered
around the small pyrex tube where the gas is introduced, as can be seen in figure 4.2.

The connectors making the junction between the antenna and the copper rods are set
above the antenna to avoid short-circuits. Although the design of the antenna is based
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Figure 4.1: Boswell-type (double-saddle) antenna used in the first design of the
PEGASES thruster prototype I, after it was removed from the thruster.

Figure 4.2: Three-coil antenna wrapped around the thruster cylinder and centered
around the gas injection.
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Figure 4.3: Reflected power in W in argon for P = 200 W. The magnetic field is
varied with the coil current from 0 to 3 A, and the gas flow from 5 to 75 sccm.

on a loop, which can only launch helicon waves in the m = 0 mode, the angle between
the loops and the plane perpendicular to the magnetic field makes the modes m = ±1
possible.

The larger the number of turns, the stronger the electromagnetic field that is created
in the cylinder. At the same time, high powers require a large enough cross-section for
the current to flow in the conductor which results in a large sheet, with turns that must
be kept apart to avoid short-circuits. Three turns were chosen as a compromise between
electromagnetic field strength and preventing short-circuits.

Experiments in argon for the same flow (10 sccm) and power (200 W) as for the first
antenna showed a dramatic improvement in power coupling. The experiment with a planar
probe placed at the cylinder and extraction tube edge, and biased to −60 V was redone.
The current density was measured to be around J ∼ 50 mAcm−2. This corresponds to a
factor of 103 increase.

To characterize the power coupling with the three-coil antenna, figure 4.3 shows the
reflected power in argon for an applied power of P = 200 W, as a function of magnetic
field for a coil current from 0 to 3 A and gas flow from 5 to 75 sccm. It can be seen
that the reflected power is negligible over most of the parameter space. The applied
power, therefore, is coupled properly to the matchbox and the antenna, except at very
low pressure (5 sccm). The influence of the magnetic field, moreover, can only be seen at
high current (I = 3 A), with a small increase in reflected power.

Modified Matchbox Circuit

The circuits of the two matchboxes were classical L-circuits, with a load capacitor and a
tune capacitor (see section 3.3.2). In such a matchbox circuit, one of the antenna ends is
connected directly to the ground, meaning that whatever the incoming voltage or current
is, the potential at this end remains zero. The L-circuit and the corresponding voltage dis-
tribution are shown in figure 4.4a. The voltage across the antenna is highly asymmetrical
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Figure 4.4: Matchbox circuit and voltage across the antenna for the L-circuit (a)
and the new design (b). The voltage across the antenna for the new design is shown
in the symmetrical case where the voltage amplitude is the same at both antenna
ends for two cases: opposite-phase (solid line) and in-phase (dotted line).

with most of the capacitive power deposition near one end of the antenna. This induces
large potential fluctuations in the plasma and makes probe diagnostics problematic. In
addition, it also induces a very large sputtering rate of the thruster cylinder near the high
voltage end of the antenna.

The new matchbox circuit corresponds to a Π-circuit, where the tune capacitor and
the antenna have switched positions from an L-circuit. Neither of the antenna ends is now
grounded. The voltage across the antenna now depends on the phase difference between
the two ends, which itself depends on the impedance of the antenna and the capacitor
(LC-circuit). The two simple cases of opposite-phase (solid line) and in-phase (dotted line)
are shown in figure 4.4b. Since the antenna length (∼ 60 cm) is much smaller than the
characteristic wavelength of the excitation at 13.56 MHz (∼ 22 m), there are no additional
oscillations in the antenna. For the in-phase case, the voltage is thus constant over the
antenna. As there is no potential difference across the antenna, it consists of a capacitive
coupling and, therefore, should be avoided. In the opposite-phase case, one can see a
zero voltage in the middle of the antenna: the voltage distribution corresponds to two
antennas with the previous matchbox circuit. However, the amplitude of the oscillation
on each end of the antenna is half of the previous amplitude (L-circuit), since the voltage
is now distributed over the antenna. The fluctuation and sputtering issues, therefore, are
reduced; it is the better case. However, these two cases are purely theoretical.

The actual voltage amplitudes were measured with a point-to-point high voltage probe
in argon for 30 sccm at P = 100 W with two magnetic field values with coil currents 0
and 1 A. The gas flow was chosen at 30 sccm, a value with a proper power coupling. The
power and magnetic field strength, however, were chosen lower than the optimum in order
to keep the voltages at the antenna ends low. The voltages are summarized in table 4.1.
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B [A] CL tip [V] CT tip [V]
0 250 1530
1 125 1000

Table 4.1: Voltages on both tips of the antenna in argon for 30 sccm and 100 W.
Two magnetic field strengths are considered with coil currents 0 and 1 A.

It can be seen that the voltage across the antenna does not correspond to the opposite-
phase case previously discussed, but is almost the reverse of the voltage distribution for
an L-circuit: the voltage amplitude of the tip connected to the load capacitor is very small
compared to that of the other tip (tune capacitor).

For the modified matchbox circuit, the influence of the applied power is investigated
in figure 4.5 in argon. The reflected power as a function of magnetic field, coil current
from −3 to 3 A, and gas flow, from 5 to 80 sccm, is shown for P = 100 W (figure 4.5a)
and P = 300 W (figure 4.5b). It can be seen that the applied power cannot be properly
coupled to the matchbox and the antenna at low pressure, below 20 sccm, whether at 100
or 300 W. For these gas flows, the neutral and plasma densities are too low for the design
of the matchbox circuit. At low power, values of the magnetic field higher than a coil
current of 2 A, whether positive or negative, prevent a proper power coupling. At high
power, the magnetic field has little effect on the reflected power as it stays below 20 W,
which corresponds to 7%.

The influence of the feedstock gas (modified matchbox) is shown in figure 4.6 where the
reflected power can be seen at P = 300 W for argon (figure 4.6a) and oxygen (figure 4.6b)
as a function of magnetic field, coil current from −3 to 3 A, and gas flow, from 5 to 80 sccm.
The first important feature is the fact that a plasma cannot be obtained for 5 sccm in
oxygen. Moreover, the reflected power quickly becomes comparable to the applied power
for a magnetic field above a coil current of 2 A, independently of direction. The power
coupling, therefore, is weaker in oxygen than in argon, and will be further investigated in
section 4.2.

Before its modification, the matchbox circuit consisted of grounding one end of the
antenna. The resulting alternating voltage across the antenna was thus highly asymmet-
rical, as was discussed in the previous section for the first antenna. By switching the
antenna and the tune capacitor, the circuit of the modified second matchbox aimed at
symmetrizing the alternating voltage across the antenna. This was clearly not achieved
as the point-to-point voltage measurements on the antenna showed that the ratio between
the voltage amplitude on both ends of the antenna could be as high as 8 (magnetic field
with a coil current of 1 A in table 4.1).

4.1.3 Plasma Asymmetry
The first prototype of the PEGASES thruster was built as a double helicon in order
to keep the issue of ion acceleration as open as possible: positive ions could be ejected
from one extraction tube and negative ions from the other one, for instance. For such a
scenario, the plasma creation should be symmetrical for the ejected plasma to be overall
neutral. In the other case of both ion species being ejected from each extraction tube,
symmetry is also required to prevent any rotational effect: as the thrust is greater on
one side, the thruster and the body to which it is attached have a rotation motion. The
three-coil antenna setup of the PEGASES thruster prototype, however, was characterized
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Figure 4.5: Reflected power in W in argon for P = 100 W (a) and P = 300 W
(b). The magnetic field is varied with the coil current from −3 to 3 A, and the gas
flow from 5 to 80 sccm.
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Figure 4.6: Reflected power in W in argon (a) and oxygen (b) for P = 300 W. The
gas flow is varied from 5 to 80 sccm in argon, and from 10 to 80 sccm in oxygen;
the magnetic field with the coil current from −3 to 3 A.
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by a plasma creation asymmetry.
As can be seen in figure 3.4 in section 3.2.1, the magnetic field is not constant over

the length of the thruster cylinder, with an especially strong gradient in the source region
between the two central coils. With a weaker magnetic field, the field lines diverge outward
from the axis of the thruster cylinder. Although the magnetic field lines are roughly
symmetrical with respect to the center of the thruster cylinder (middle point on the axis),
the gradient in the source region plays an important role, especially since the antenna is
asymmetrical. In the case of capacitive and inductive modes, the divergence only affects
the plasma diffusion, which can lead to asymmetries. For the helicon mode, however, the
divergence plays a greater role, since the helicon waves propagate preferably along the
magnetic field lines.

In cases where the asymmetry was stable, the power coupling mode was seen to play a
role in whether the brighter extraction tube was the left or right hand side one. This effect
was seen as the magnetic field strength was varied with the coil current from 0 to 3 A.
Without magnetic field, the discharge was inductive. For small values of the magnetic
field, the discharge was still inductive (usually called magnetized inductive). The right
hand side extraction would be brighter, meaning a higher plasma density. As soon as
the helicon mode was reached for a high enough magnetic field, corresponding to a step
in plasma brightness and density, the left hand side extraction tube would become the
brighter one. The plasma creation and diffusion, therefore, were clearly dependent on the
power coupling mode.

As the copper sheet was curved by hand to obtain the three-coil antenna, the space
between two turns could not be made constant. The radio-frequency excitation, therefore,
was slightly asymmetrical, which is enhanced by the diverging magnetic field lines. In
capacitive or inductive mode, the plasma diffusion is changed by the magnetic field line
divergence, which could lead to a higher plasma density in one side of the thruster cylinder.
As plasma densities much higher than the first antenna were reached, helicon waves were
launched and propagated in the thruster cylinder. The propagation of helicon waves,
as described in section 4.1.1, occurs mostly along the magnetic field lines. The strong
divergence in the source region means that the helicon waves cannot propagate in the
whole thruster cylinder. The electron heating is thus stronger in some parts of the thruster
cylinder.

For all the parameters investigated for the second antenna, whether the matchbox cir-
cuit was modified or not, the plasma density was always higher on one side of the thruster
cylinder, resulting in a higher plasma density in one of the extraction tubes. Interestingly,
the higher plasma density could be in either side of the thruster cylinder, whether steady
or oscillating between the two sides. As the plasma densities were much greater than for
the first antenna, the difference in light intensity was less obvious. Depending on the pa-
rameters, a color difference could still be seen, indicating different electron temperatures.
This confirms that the electron heating was not symmetrical.

4.1.4 Instabilities

The stability of the plasma is an important factor for a thruster. As the flux of exiting
ions depends on the plasma density, fluctuations in plasma density lead to fluctuations in
thrust (outgoing ion flux).
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Frequency Spectrum

For all experiments, the frequency f = 50 Hz could be observed. However, this is not an
oscillation in the plasma due to the plasma itself or the matchbox circuit. The cause of
this oscillation is the direct-current generator used to bias the probes, whether filament or
planar. In France, the electrical network uses a frequency of 50 Hz, which the generator
could not properly damp.

As the plasma was excited at f = 13.56 MHz, this frequency was obviously present
in the plasma. Moreover, a plasma is a non-linear object, meaning that higher harmonics
of the fundamental frequency can be created. Fast Fourier transforms of the collected
current signal on an oscilloscope showed that the second harmonic at f = 27.12 MHz was
usually strong, but the third harmonic at f = 40.68 MHz could not be detected.

At first, the plasmas proved to be extremely unstable. The cause was found out to be
the mass flow that was perturbed by the electromagnetic field from the antenna.

Some very low frequency behaviors could be observed in the plasma. The oscillation
of the brighter side (higher plasma density), described above, was found to occur with
frequencies between 0.1 Hz and a few tens of Hz. Also, the plasma was seen to be flickering
in some cases. At constant plasma conditions, the plasma would turn itself on and off at
frequencies between 1 Hz and a few tens of Hz.

An additional frequency around 1 kHz was usually found in the plasma. The actual
frequency could vary between 500 Hz and 4 kHz.

Mass Flow Instability

The first few plasmas created with the three-coil antenna were extremely unstable. How-
ever, this was not due to the plasma itself or an interaction between the matching circuit
and the plasma, but to the mass flow regulating the gas flow. As it was unshielded, the
electromagnetic field created by the antenna perturbed the control on the gas flow. If the
gas flow was set at 20 sccm for instance, the pressure measurements with the baratron
showed that the gas flow could oscillate between 0 sccm and 40 sccm. These extrema of
course depend on the choice of applied power and how close the mass flow was to the
thruster chamber. The mass flow was thus changed for a shielded one. From this point
on, the gas flow in the thruster was steady and matched the set value, proving that the
issue was indeed coming from the unshielded mass flow.

It should be noted that the issue of the unshielded mass flow never came up with the
Boswell-type antenna, whether the first or second matchbox was used. This is additional
proof that the electrical power applied to the implementation of the Boswell-type antenna
was not properly converted into an electromagnetic field which in turn would excite the
plasma.

Asymmetry Oscillation

It was mentioned previously that one of the extraction tubes was always brighter than
the other. Sometimes, this difference in brightness would be accompanied by a color
difference, meaning that the electron temperatures were different. In most cases, the
asymmetry was oscillating. This means that the extraction tube showing a higher plasma
density or electron temperature would change between the left and right hand sides.

Although the dependence on the parameters could not be determined, the frequency of
the oscillation changed with the gas (whether argon or oxygen), the gas flow, the applied
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power and the magnetic field strength. The frequency of this oscillation was found to
range from values as low as 0.1 Hz, meaning that the reversal of the high plasma density
could take 10 seconds, to values higher than 10 Hz, which the naked eye cannot properly
resolve.

The asymmetry oscillations, moreover, were far from regular in most cases. The first
irregularity was the fact that at constant parameters, the frequency was not constant,
but would vary around an average frequency. This makes it difficult to interpret these
oscillations in terms of energy coupling or plasma diffusion altered by the geometry since
the oscillation frequency appeared to be random. The duty cycle of these oscillations
was also irregular. For instance, the plasma density could be higher in the left hand side
extraction tube for 90% percent of the time, but this value could become 10% as the
plasma was sustained without changing any parameter.

It should be noted that for similar frequencies, from 1 Hz to a few tens of Hz, the plasma
was found to be flickering (turning itself on and off) at constant plasma conditions. This
behavior could not be explained.

Plasma Instability

A plasma instability was found around f = 1 kHz, from 500 Hz to 4 kHz. A possible
explanation for this plasma instability could be the neutral density variations in the
thruster volume. The gas is introduced at the center of the thruster cylinder and is pumped
out of the thruster through the extraction tubes. Two effects occur simultaneously with
the neutral density. The first one is the distribution of the neutrals between the two sides
of the thruster which may vary and not be symmetrical. Although the thruster design is
symmetrical when it comes to the gas injection, the gas distribution cannot be controlled.
The second effect is due to neutral depletion [54, 55, 56, 57, 58]. The two main processes
for the plasma creation, ionization and attachment, depend on the neutral density. In the
low pressure case of the thruster, this density cannot be assumed constant as the plasma
density is not negligible compared to the neutral density. Before the plasma is created,
the neutral density reaches a steady-state between the gas injection and the gas pumping.
As soon as the plasma is created, neutrals are turned into ions and electrons, decreasing
the neutral density. With a decreased neutral density, the source terms for the plasma
sustainment decrease, leading to a lower plasma density. Since less neutrals are turned
into ions and electrons, the neutral density increases, resulting in higher source terms and
higher plasma density. This cycle is due to the low pressure and the small residence time
of neutrals in the thruster volume.

4.2 Positive Ion Current Density
Having described the different evolutions of the PEGASES thruster prototype I to obtain
proper plasma densities, results are now shown concerning the performance of the three-
coil antenna in terms of ionization efficiency. Measurements of the positive ion flux in
the extraction tube are first considered. As the PEGASES thruster concept relies on the
cross-field diffusion of ions (see section 1.2.1), understanding the evolution of the current
density measured in the extraction tube as a function of plasma parameters (gas flow,
magnetic field, etc.) is crucial. The positive ion current density, therefore, is investigated.
The measurements are done with a planar probe placed at the center of the extraction
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Figure 4.7: Current density in mAcm−2 in argon for P = 200 W. The magnetic
field is varied with the coil current from 0 to 3 A, and the gas flow from 5 to 75 sccm.

tube, and at a certain distance from the thruster cylinder. It is biased to −60 V to
guarantee a measure of the positive ion saturation current (see section 2.2.1).

Preliminary results are presented with the original matchbox configuration. A more
complete study is then shown with the modified matchbox circuit.

4.2.1 Original Matchbox Circuit
For a fixed electrical power of 200 W in argon, the current density J in mAcm−2 is
measured as two parameters are varied: the gas flow from 5 to 75 sccm and the magnetic
field strength with the coil current from 1 to 3 A. The planar probe was placed at the edge
between the thruster cylinder and the extraction tube. The resulting surface is shown in
figure 4.7. The maximum current density of J = 7.5 mAcm−2 is obtained for a gas flow
of 25 sccm and a magnetic field with a coil current of 2 A.

Surprisingly, the maximum of current density is not obtained for the maximum value
of gas flow, but between 20 and 40 sccm. As the gas flow is increased, there are two effects
on the plasma density. The total number of neutrals is increased which should lead to
an increased plasma density, and therefore current density. However, the edge-to-center
density ratio h is a decreasing function of pressure, which means a proportionally lower
current density at the edge. Another decreasing effect could come from the electron-
positive ion recombination which scales as the square of the plasma density (Krecnen+).
As a result, the current density first increases then decreases as a function of the gas flow.

As the magnetic field is increased, the confinement of the electrons also increases.
However, argon is an electropositive gas, with electrons and positive ions. Since quasi-
neutrality needs to be fulfilled, the diffusion is ambipolar (same diffusion for electrons
and positive ions). As a result, the plasma confinement is an increasing function of the
magnetic field. The effect of this increase is twofold. First, the plasma density at the center
increases as the loss of electrons and positive ions is reduced by the magnetic confinement.
Second, the ratio of edge to center density decreases as the magnetic confinement increases
(impeded plasma diffusion). These two effects of the magnetic field cause the current
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density to increase until a maximum is reached for a coil current between 1.5 and 2.5 A,
then to decrease.

4.2.2 Modified Matchbox Circuit
Contrary to the study before the matchbox circuit was modified, the planar probe is
placed near the outer edge of the extraction tube. This was done to investigate the
current density near the position where the accelerating grids will be placed in future
experiments. Consequently, absolute values of the current density J may not be easily
compared with the previous section.

Power Effect

The influence of the applied power on the current density in argon is shown in figure 4.8
with 100 W (figure 4.8a) and 300 W (figure 4.8b). The magnetic field is varied with the
coil current from −3 to 3 A, and the gas flow from 5 to 80 sccm.

The first effect of the increase in applied power that can be seen is the increase by
a factor of 4 of most of the current density values. Moreover, at zero magnetic field,
the current density that is negligible compared to the maximum current density at P =
100 W (ratio of 1 to 20 on average), becomes a fourth of the maximum current density at
P = 300 W (0.5 compared to 2.0). This can be explained by the fact that at P = 100 W
and without magnetic field, the inductive mode is not achieved. The low current density
is produced by an inefficient capacitive coupling. At P = 300 W, however, the inductive
mode is achieved and results in a current density higher than that of the capacitive
coupling. The transition between the capacitive and the inductive mode can thus be seen
at zero magnetic field.

Another effect of the applied power increase can be seen in the shift of the maximum
current density as function of magnetic field. At P = 100 W, the maximum current
density is obtained for a coil current I = ±1.5 A. At P = 300 W, however, it is reached
for I = ±2 A.

Gas Effect

The current density as function of magnetic field, with a coil current from −3 to 3 A,
and gas flow, from 5 to 80 sccm, is shown in figure 4.9 for argon (figure 4.9a) and oxygen
(figure 4.9b). It should be noted that a plasma could not be struck for a gas flow of 5 sccm
in oxygen, as discussed in section 4.1.2.

The current density profiles are similar, in that they both show two maxima of current
density as a function of gas flow and magnetic field. The effect of the two parameters
for the two gases is the same as discussed in the previous section. However, two main
differences can be seen between argon and oxygen: (i) the current density in oxygen is
roughly 3

4 of the current density in argon, and (ii) the current density goes down to zero in
oxygen for high values of the magnetic field. The first difference comes from the fact that
oxygen is a molecular electronegative gas, while argon is an atomic electropositive gas.
The collisional energy lost per electron-ion pair is greater in oxygen because of additional
processes: excitation of vibrational and rotational energy levels, molecular dissociation,
and negative ion formation. Depending on the electron temperature, this energy lost per
electron-ion pair created in oxygen can be as much as ten times greater than in argon [7].
Consequently, the plasma density is smaller at fixed power. The second difference is
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Figure 4.8: Current density in mAcm−2 in argon for P = 100 W (a) and P =
300 W (b). The magnetic field is varied with the coil current from −3 to 3 A, and
the gas flow from 5 to 80 sccm.
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Figure 4.9: Current density in mAcm−2 for P = 300 W as a function of magnetic
field strength (coil current I ∈ [−3, 3] A) and gas flow, which is varied from 5 to
80 sccm in argon (a) and from 10 to 80 sccm in oxygen (a).
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simply due to the very bad power coupling (matching conditions) for oxygen with a coil
current of 3 A, as was seen in the reflected power in figure 4.6. For better efficiency in
oxygen, the matchbox design should be changed.

4.3 Mass Efficiency
Although the evaluation of the mass efficiency is not easy (see below), it is still a good indi-
cation of how efficient the thruster will be. The mass efficiency as a function of power was
only measured with the three-coil antenna. No measurements were done as the matchbox
circuit was modified, since it had little effect on the plasma equilibrium. Another mea-
surement of mass efficiency is presented in the design improvements in section 5.4.1 fo
chapter 5.

4.3.1 Definition

In an ideal situation, every single neutral introduced into the thruster is turned into an ion
which will provide thrust once accelerated. However, this is not the case as some neutrals
are not ionized and exit the thruster unaccelerated. In order to quantify how efficient the
thruster is, the mass efficiency is defined as the ratio of positive ion to neutral flux exiting
the thruster

Meff =
Γ+

Γneutral

�����
thruster exit

, (4.1)

with the neutral flux obtained from the gas flow.
Since there is no gas loss between the entry point and the extraction regions, the

neutral flux is conserved between these two points. The neutral flux at the thruster exit
can thus be calculated from the gas flow entering the thruster. The gas flow is given in
standard cubic centimeter per minute (sccm). The standard conditions of temperature
and pressure are T = 0 ◦C and p = 101.325 kPa. Using the molar volume for these
conditions VM = 22.414 Lmol−1, the particle flow for x sccm is

flow =
NA × x

VM × 60× 103
s−1, (4.2)

with NA the Avogadro constant. The flux is obtained by dividing the flow by the exit
area S

Γneutral =
NA × x

VM × S × 60× 103
m−2s−1. (4.3)

The neutral flux as a function of gas flow in sccm and exit area in cm2 is thus

Γneutral = 4.48× 1017 × x

S
cm−2s−1. (4.4)

The exit area of the PEGASES thruster prototype is composed of two extraction tubes
with a rectangular cross-section 4×4.4 cm, which makes an area of 35.2 cm2. The neutral
flux as a function of gas flow in sccm is

Γneutral = 1.27× 1016 × x cm−2s−1. (4.5)
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Figure 4.10: Cross-section of the assumed quadratic profile for the positive ion
flux Γ in the extraction tube. The planar probe is positioned at the center of the
extraction tube.

The positive ion flux is calculated from positive ion current Ic measurements done
with a planar probe with an area Ap = 28.3× 10−2 cm2. The positive ion flux is thus

Γ+ =
Ic
eAp

. (4.6)

As the thruster prototype cannot handle high powers in steady-state, positive ion flux
measurements are done with pulsed power, between zero and the desired value. More-
over, the planar probe is not equipped with filtering inductances, which means that fast
measurement cannot be done since an averaging is needed to obtain the direct-current
component. A capacitor C = 100 nF is thus placed in parallel of the measurement resis-
tance R = 1 kΩ, which results in a cut-off frequency of f = 50 kHz. During a cycle, the
power is applied long enough to obtain the steady-state value of the current.

4.3.2 Non-Uniformity of the Current Density

The mass efficiency estimation makes an assumption that overestimates its value: the
uniformity of the positive ion flux over the cross-section area of the extraction tube. This
comes from the fact that the planar probe used for the measurement of the positive ion
flux has an area A = 28.3 mm2 much smaller than the cross-section area of the extraction
tube, which is 17.6 cm2. The total positive ion flux is thus estimated by a measurement
with a small area on axis. However, the positive ion flux is maximum on the axis of
the extraction tube which corresponds to a radius of the thruster cylinder. The further
away from the axis, the smaller the positive ion flux. The overestimation of the spatially-
averaged positive ion flux means an overestimation of the mass efficiency.

In order to correct this, a profile approximation of the positive ion flux over the cross-
section area is made. The positive ion flux is assumed to be zero at the wall of the
extraction tube. A quadratic profile is assumed in each direction, with z = 0 at the center
of the extraction tube and z = ±L at the wall, as shown in figure 4.10. The positive ion
flux value is Γmax at z = 0 (measurement with the planar probe), and zero at z = ±L.
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Considering only one dimension, the positive ion flux can be written as

Γ(z) = Γmax

�
1− z2

L2

�
. (4.7)

Integrating from z = −L to z = L yields
� L

−L

Γ(z)dz =
4

3
ΓmaxL. (4.8)

The average in one dimension is thus

< Γ >1D=
2

3
Γmax. (4.9)

As the cross-section of the extraction tube is rectangular, the total average is

< Γ >2D=
4

9
Γmax. (4.10)

To take into account the profile of the positive ion flux, the mass efficiency is thus defined
as

Meff =
4

9

Γ+, measured

Γneutral

�����
thruster exit

. (4.11)

4.3.3 Results
Figure 4.11 shows the mass efficiency in percent as a function of power from 200 W to
1.4 kW peak power for argon and oxygen. The gas flow is set to 20 sccm and the magnetic
field to a coil current of 2 A.

The first remarkable feature is the fact that the mass efficiency is relatively high at
high power. Over 40% in argon and over 30% in oxygen at P = 1.4 kW. Moreover, the
evolution of the mass efficiency as a function of power shows a significant increase, proving
that the design also yields high current densities for high powers.

It can also be seen that the mass efficiency for oxygen is smaller than for argon.
Oxygen being a molecular gas (O2 molecule), part of the energy coupled to the gas is
used in molecule excitation and dissociation, instead of ionization and electron heating,
as discussed in section 4.2.2. These higher energy losses per electron-ion pair created in
molecular gases than in argon are a serious drawback for the PEGASES concept, which
requires molecular gases by definition.

Although the mass is not taken into account for the mass efficiency, it should be noted
that two types of positive ions can be found in oxygen: O+

2 and O+. In the case of O+,
it can be seen that half the mass of the neutral molecule O2 will be used for thrust, as
opposed to O+

2 ions. Therefore, the thrust efficiency is reduced when O+ ions are not
negligible compared to O+

2 ions.

4.4 Electron Temperature
Measurements of the electron temperature were made very difficult by the radio-frequency
noise due to capacitive coupling. The best conditions were obtained with the modified
matchbox circuit and the three-coil antenna. The radial profile of the electron tempera-
ture, therefore, is only presented for this design.
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Figure 4.11: Mass efficiency in percent as a function applied power in W for argon
(blue curve) and oxygen (red curve). The gas flow is set at 20 sccm . The magnetic
field is set to a coil current I = 2 A. In each case, the curve is a polynomial fit of
order 3.

4.4.1 Interest

The electron temperature is an important parameter of the plasma as many processes
depend on its value, as can be seen in table 6.1 (page 116) for reaction rates and collision
frequencies in oxygen in chapter 6 where the magnetic electron filtering is modeled. It is,
for instance, a good indication whether attachment to obtain negative ions is efficient.

Figure 4.12 shows the reaction rates in m3s−1 for ionization and attachment in oxygen
for an electron temperature from 1 to 10 V. The two reaction rates can be compared as
the source term is obtained by multiplying by the neutral and electron densities in both
cases: νizne = Kizngne and νattne = Kattngne. The two curves intersect at Te = 2.2 V. At
this point, ionization and attachment are equal.

For high electron temperatures, the electrons are on average too energetic to attach on
neutrals, even with dissociative attachment. This can be seen as the ionization reaction
rate increases rapidly while the attachment reaction rate decreases slightly. For an electron
temperature of 10 V, the ratio between the ionization and attachment reaction rates is
3.2× 102 (high ionization).

For low electron temperatures, the electrons are on average not energetic enough to
ionize a neutral. The ionization reaction rate is seen to drop rapidly as the electron
temperature is decreased. The attachment rate also drops as the electron temperature is
decreased because it is a dissociative attachment, which means that a minimum energy
is required to dissociate the oxygen molecule. With an electron temperature of 1 V, the
ratio of the attachment to ionization reaction rates is 1.9× 102 (high attachment).

The profiles of these reaction rates, however, depend strongly on the type of feedstock
gas. For instance in sulfur hexafluoride, the attachment is not dissociative, which means
that there is no energy threshold for electrons. As a result, the attachment reaction rate
is a rapidly increasing function of decreasing electron temperature.
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Figure 4.12: Semi-logarithmic plot of the reaction rates in m3s−1 for ionization
(blue curve) and attachment (red curve) in oxygen.

4.4.2 Discussion of the Results
The electron temperature profile on the radius of the thruster through the left hand side
extraction tube, as shown in figure 4.13, was investigated for argon (figure 4.13a) and
oxygen (figure 4.13b). Two gas flows were chosen: one corresponding to the maximum of
current density for argon (20 sccm, squares) and one for oxygen (50 sccm, circles). Two
applied powers were also chosen: one corresponding to the studies for the current density
(300 W, blue) and one at higher power (600 W, red). The magnetic field was set to a
coil current of 1.5 A, which seemed to correspond to maximum current density values for
both gases. The interface between the thruster cylinder and the extraction tubes is at
r = 2.9 cm, and the extraction tubes edge is at r = 8.6 cm. The high electron temperature
values in the center come from the fact that this is a very low pressure case, as discussed
below.

On top of the filtering inductances, averaging methods were used to reduce the noise
in the measurements. During a voltage scan to obtain the I-V characteristic, the value
for each voltage point was the average of 20 measurements. Each voltage scan for each
position was done three times. These averagings were done with the Scientific System box,
described in section 2.2.5. All these steps were done twice for each position, which means
that the final I-V characteristic is the average of the two averaged characteristics. The
analysis of the characteristics was done with lab-made programs, where the parameters
of the analysis could be varied (see section 2.2.5) for improved understanding.

Magnetic Field Effect

The first aspect of the electron temperature profiles, for all conditions, is the gradient
between the center of the thruster cylinder and the extraction tube. A high electron
temperature is found at the center of the thruster cylinder, while the extraction tube
is characterized by a low electron temperature down to 2 V. The electron temperature
gradient is localized in the thruster cylinder as there is little evolution between r = 2.9 cm
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Figure 4.13: Electron temperature in V as a function of radius in cm through the
left hand side extraction tube in argon (a) and oxygen (b) for two gas flows, 20 sccm
(squares) and 50 sccm (circles), and two applied powers, 300 W (blue) and 600 W
(red). The magnetic field was set to a coil current of 1.5 A. In both figures, the
dotted line represents the edge between the thruster cylinder and the extraction tube.
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and r = 8.5 cm. This localization of the high temperature for electrons is due to the way
they are heated in the discharge. The antenna wrapped around the middle of the thruster
cylinder heats the electrons in two ways: in the volume directly surrounded by the antenna
via capacitive and inductive modes, and along the magnetic lines crossing this volume via
a helicon mode. As the magnetic field lines are roughly parallel to the thruster cylinder,
this means that there is no heating in the extraction tube (r > 2.9 cm). Since the cross-
field diffusion of electrons occurs through collisions, electrons lose energy as they travel
in the radial direction, which explains the gradient of electron temperature between the
center of the thruster cylinder and the extraction tubes. Once in the extraction tube, the
magnetic field becomes much weaker and no longer confines the electrons. As they can
diffuse freely, there is no gradient of electron temperature in the extraction tube.

Therefore, the plasma is divided into two regions: the thruster cylinder with high
electron temperatures, and the extraction tube with a low electron temperature. As a
result, the inelastic processes are very different between these two regions (figure 4.12).
In the thruster cylinder, the high electron temperatures lead to an efficient generation of
positive ions since the dominating source term is the ionization term. As the attachment
term is very small compared to the ionization term, very few negative ions are produced.
With a very small fraction of negative ions, the electronegative plasma is very similar to
an electropositive plasma. As the plasma diffuses radially (across the magnetic field), the
electron temperature drops to a low value around 2 V as it enters the extraction tube.
Here, the attachment term is greater than the ionization term, leading to a more efficient
creation of negative ions as electrons are lost. The effect of the magnetic field is thus
double. First, as the plasma diffuses across the magnetic field lines, electrons are confined
and the negative ion fraction increases, which results in an ion-ion plasma as electrons
are depleted. Second, the magnetic field separates the plasma into a region where the
creation of positive ions and electrons is efficient (ionization), and another one where the
creation of negative ions and loss of electrons are efficient.

Gas, Pressure and Power Effects

To discuss these effects in a very simplified way, the particle balance of an electronegative
plasma needs to be considered. Considering a global model, an approximation of the
particle balance can be written as

(Kiz −Katt)nengV = hEN(ne + n−)uBA−Krecn+n−V , (4.12)

where V is the volume of the plasma, A the area of the plasma walls, and hEN a factor
representing the plasma density drop between the plasma center and the sheath edge in
an electronegative plasma. It should be noted that the magnetic field is not explicitly
considered, but would play a role in this factor. This particle balance is composed of the
electron creation (first term), positive ion loss at the walls (second term), and volume
ion recombination loss (third term). In order to further simplify the particle balance, the
recombination loss is assumed negligible compared to the wall loss, yielding

Kiz −Katt =
hEN(1 + α)uB

ng

A
V . (4.13)

It should be noted that in the case of an electropositive plasma (α = 0), this relation
becomes

Kiz =
hEPuB

ng

A
V , (4.14)
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where hEP is the edge-to center density ratio in the electropositive case, different from
hEN.

Gas Effect The radial electron temperature profiles in argon and oxygen are very sim-
ilar, except for the value of the electron temperature in the thruster cylinder: it is higher
in oxygen. This difference is due to the fact that argon is electropositive while oxygen is
electronegative. As can be seen in (4.13), an increase in electronegativity α results in an
increase of (Kiz −Katt), which is an increasing function of the electron temperature. As
a result, the electron temperature in an electronegative plasma is often higher than that
in an electropositive plasma for similar plasma conditions.

Pressure Effect Two values of gas flow, hence pressure, were investigated: 20 and
50 sccm. As the gas flow is increased, whether in argon or oxygen, the electron temperature
is seen to drop by 1 V in the extraction tube, and a few volts in the thruster cylinder.
Assuming that the neutral temperature is constant, the pressure is directly proportional to
the neutral density (ng). Moreover, hEN and hEP are decreasing functions of the pressure.
It follows from (4.13) and (4.14) that the electron temperature is a decreasing function of
pressure.

Power Effect Whether in argon or oxygen, the electron temperature is relatively inde-
pendent of the applied power. This is confirmed by the particle balance in (4.13) and (4.14)
where the applied power (or electron density ne) does not appear. A slight increase in
electron temperature, however, can be seen for all conditions (gas and pressure). This
can be explained by assuming that neutral depletion occurs in the plasma, and results
in a decrease in neutral density. This decrease in neutral density is more pronounced at
higher powers. An increase in applied power, therefore, results in an increase of electron
temperature [54, 55, 56, 57, 58]. It should be noted that the effect of neutral depletion on
the particle balance is the subject of Laurent Liard’s thesis in our laboratory.

4.5 Conclusion
The ionization stage of the PEGASES thruster prototype I was investigated. Changes
first needed to be made to improve the power coupling. Different plasma parameters were
studied to understand the plasma equilibrium as a function of plasma conditions.

4.5.1 Power Coupling
Our design of the Boswell-type (double-saddle) antenna failed to produce high density
plasmas. The helicon mode that was aimed at, could not be reached, and short-circuits
ruined the power coupling.

The simpler three-coil design, capable of exciting the m = 0 and m = ±1 modes,
showed a satisfactory power coupling. Helicon waves could be launched with this antenna,
and high density plasmas were produced.

In an effort to obtain a symmetrical voltage distribution over the antenna, the match-
box circuit was modified (switch between the tune capacitor and the antenna). The re-
sulting voltage distribution was similar to the one before modification, leaving the plasma
roughly unchanged.
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The study of plasma asymmetry and instabilities showed the limitations of the double
helicon design. For a thruster, symmetry is required to avoid any rotational effect. As the
PEGASES thruster prototype I consistently showed asymmetrical positive ions current
densities, the design of two extraction tubes should be changed to one extraction zone.
Moreover, the plasma diffusion, first in the thruster cylinder and then in the extraction
tube, is a cause of instability in the plasma equilibrium. The design of the PEGASES
thruster prototype II, presented in section 8.4.2, takes these observations into account.

4.5.2 Positive Ion Current Density

With the positive ion current density measurements in the extraction tube, whether close
to the thruster cylinder or to the outer edge of the extraction tube, the influence of the
plasma conditions was investigated. The two main parameters considered were the mag-
netic field and the gas flow. For each parameter, the effect on the positive ion current
density is twofold. This results in intermediate maxima in the range of parameters con-
sidered. As a function of magnetic field, the maxima were found around a coil current
I = ±2 A, in a range from −3 to 3 A. For the gas flow, the maximum was found around
20-50 sccm, in a range from 5 to 80 sccm.

The influence of the gas composition and the applied power were also studied. Both
gases, argon and oxygen, were found to behave similarly, with lower current densities for
oxygen. As to the applied power, it does not change the plasma equilibrium nature, but
increases the positive ion current density as it is increased.

4.5.3 Mass Efficiency

When it comes to thrusters, the mass efficiency is an important parameter since the
available power is limited. It consists of comparing the positive ion flux to the neutral
flux. Its value at high power (P = 1.4 kW) is good (over 40% in argon).

However, one drawback was expected, and unfortunately, confirmed: the mass effi-
ciency is significantly lower for electronegative gases. At P = 1.4 kW, the mass efficiency
in argon and oxygen is around 40% and 30% respectively. This is due to the molecular
nature of electronegative gases: the collisional energy lost per electron-ion pair created is
significantly higher compared to noble gases.

4.5.4 Electron Temperature

The radial profile of the electron temperature was investigated from the center of the
thruster cylinder, i.e. the core of the ionization stage, to the outer edge of the extraction
tube. What was found is a high temperature gradient between the two regions. Due to
the low pressure of the plasmas considered, the electron temperature is high where the
electron heating occurs (around 10 V). Once in the extraction tube, the electrons are no
longer heated. Since the magnetized electrons diffuse cross-field through collisions, their
temperature drops rapidly. The dependency of the electron temperature on the plasma
conditions was explained using simple particle balance considerations.

It follows from the electron temperature profile that the plasma is divided into two
regions. In the core of the ionization stage, the creation of electrons and positive ions is
efficient due to the high electron temperature. In the extraction region, the attachment
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of cooled electrons on neutrals is efficient (low electron temperature). This observation
will be used to improve the PEGASES thruster concept.
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The ion-ion plasma needed for the third stage (ion extraction and acceleration) of the
PEGASES thruster can be obtained using two methods: temporal (plasma afterglow) and
spatial filtering (magnetic field). The resulting ion-ion plasmas have different properties.
For the PEGASES thruster, the choice of a static magnetic field is made. It confines
the electrons to the center of the discharge, leaving the positive and negative ions free
to diffuse outward together with the quasi-neutrality condition: in the absence of the
electrons and assuming that the ions have the same charge, the positive and negative ion
densities should be equal.

Since the first ion-ion plasmas were obtained in the helicon reactor and the first PE-
GASES thruster prototype was not ready until fall 2007, the formation and structure of
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ion-ion plasmas were first investigated in the helicon reactor. Among the plasma param-
eters considered was the electronegativity (ratio of negative to electron density), which is
an essential parameter to understand the formation of an ion-ion plasma.

Once the thruster chamber and prototype were functional, ion-ion plasmas were inves-
tigated in the thruster itself. The obtention of an ion-ion plasma in the extraction tubes,
however, proved impossible to achieve. The electronegativity was measured to understand
the mechanisms for the formation of negative ions.

Using the results from the ion-ion plasma formation studies, design improvements have
been tested on the first PEGASES thruster prototype. They consist of enhancing the
magnetic electron filtering with additional magnets, and optimizing the neutral injection.

5.1 Experimental Background on Ion-Ion Plasmas

5.1.1 Ion-Ion Plasma Creation

Two methods can be used to obtain an ion-ion plasma: the afterglow of an electronegative
plasma (temporal filtering), or a stratified plasma using a constant magnetic field (spatial
filtering). In the first case, the ion-ion plasma only exists for a short amount of time: when
the power is switched off, the cooling electrons are quickly attaching to neutrals, but the
recombinations, whether electron-ion or ion-ion, destroy the plasma. In the second case,
the constant magnetic field is used to confine the electrons to an electronegative region
(core if the symmetry is cylindrical) and this results in an electron-free region (periphery
of the core).

5.1.2 Electronegative Plasma Afterglow

Ion-ion plasmas are defined as plasmas in which the electron density and temperature are
low enough that the current carried by negative charges is dominated by the negative ions.
In the case of afterglow plasmas, the plasma is first electron dominated (power on), then
negative ion dominated (power off) [59]. The afterglow can be divided into two stages
[60, 61]. In the first stage, the negative ions are still trapped in the electronegative region,
as opposed to the electropositive region close to the walls, while electrons are lost through
recombination at the walls or attachment to neutrals. In the second stage, electrons
are negligible and both positive and negative ions are lost through recombination while
diffusing ambipolarly. Ion-ion plasmas are possible in afterglow plasmas because of the
different timescales for the two stages: the electron diffusion is a lot faster than the ion
diffusion. However, if the detachment frequency is too high, negative ions are converted
into electrons, which prevents the creation of an ion-ion plasma.

Time resolved measurements with a Langmuir probe show the transition between an
electron dominated plasma and a negative ion dominated plasma [62]: from an asym-
metrical I-V characteristic to a symmetrical I-V characteristic. Comparison between an
electropositive gas and an electronegative gas, for instance argon and oxygen [63], show
that the electron density decay is faster in an electronegative plasma due to attachment.
Finally, the duty cycle and the pulse repetition frequency play an important role in the
afterglow plasma [64].
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5.1.3 Magnetic Electron Filtering
By definition, an afterglow plasma cannot produce a steady-state ion-ion plasma. How-
ever, it is possible to do so with the method of magnetic electron filtering. The idea is
to use a constant magnetic field to confine the electrons in one region, while the ions,
both positive and negative, diffuse to a second region. Due to the mass ratio between
electrons and ions, there is a range of magnetic field value for which only the electrons are
magnetized. The magnetic filtering of electrons can only be achieved in electronegative
gases, where negative ions are produced. Without those negative ions, the positive ion
diffusion would be impeded because of quasi-neutrality: as soon as ions diffuse outside
of the electron confinement region, electric forces pull them back toward the confinement
region.

Different geometries can be used. The electronegative region can be a sheet [65]
generated by an electron beam, itself created by an emitting cathode. In this case, the
ion extraction, whether positive or negative, can be done on either side of the sheet.
The electronegative and ion-ion regions can also be separated by a magnetic filter [66],
consisting of an array of magnets. The plasma chamber is thus cut into the two regions.
Finally, the geometry can be cylindrical [67, 44], with an electronegative core and an
ion-ion periphery (the filtering occurs along the radius of the discharge).

5.2 Helicon Reactor
This section focuses on results obtained in the helicon reactor.

The electron density and positive ion flux profiles, I-V characteristics, the plasma and
floating potential profiles, and measurements with a retarding field energy analyzer were
considered. Finally, the electronegativity is measured as a function of radius to understand
the creation of negative ions in the cross-field diffusion.

5.2.1 Electron Density and Positive Ion Flux
The idea of the magnetic electron filtering consists of separating the electrons from part
of the positive ions and the negative ions. In order to investigate this separation, the
electron density profile is compared to the positive ion flux profile over the radius of the
diffusion chamber for three gases: argon (electropositive gas), oxygen (weakly electroneg-
ative gas), and sulfur hexafluoride (electronegative gas). The electron density is obtained
by measuring the current collected by a filament probe biased to the plasma potential.
The current collected by a planar probe biased to −60 V is used to measure the positive
ion flux.

Figure 5.1 shows the radial profiles of the electron density (figure 5.1a) and the positive
ion flux (Figure 5.1b), normalized to their value at the center. The same pressure of
p = 0.5 mTorr was used for all gases. For the measurements of the electron density with
a filament probe, the power was set to P = 500 W and the magnetic field to B = 120 G
with a coil current I = 8.5 A. For the positive ion flux measurements with a planar
probe, the power was set to P = 700 W and the magnetic field to B = 140 G with
a coil current I = 10 A. The difference in power and magnetic field between the two
types of measurements does not prevent the comparison between them and is due to
an attempt at increasing the positive ion flux. The comparison of the radius where the
profiles drop, however, is not possible. It should be noted that the radius of the source
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Figure 5.1: Electron density (a) and positive ion flux (b) profiles as functions of the
radius of the diffusion chamber for argon (blue), oxygen (red) and sulfur hexafluoride
(green) at p = 0.5 mTorr. Electron density measurements were done at P = 500 W
and B = 120 G. Positive ion flux measurements at P = 700 W and B = 140 G. The
dashed lines in figure (b) correspond to a cylindrical diffusion from ra = 4.5 cm.
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region is r = 6.5 cm (see figure 3.1 in section 3.1). The electron heating, therefore, occurs
between r = 0 cm and around r = 6.5 cm. Beyond this radius, both profiles show a strong
decrease because of the cylindrical geometry and the lack of electron heating. The local
maximum around r = 4 cm in the positive ion flux profile may be due to the inductive
heating near the antenna in the source region, which transfers in the diffusion chamber
along the magnetic field lines. It cannot be seen in the electron density profiles, except
for sulfur hexafluoride, probably because of the difference in applied power.

The electron density at the center, to which the normalization is done, is 4.1×1017 m−3

in argon, 1.2 × 1017 m−3 in oxygen, and 1.7 × 1017 m−3 in sulfur hexafluoride. The role
of the gas can clearly be seen on the electron density profile. In an electropositive gas,
the electrons and positive ions cannot be separated because of quasi-neutrality. The
diffusion, same for electrons and positive ions, is called ambipolar diffusion. In the case of
an electronegative plasma, quasi-neutrality can be fulfilled with the two ion species. Since
the electron diffusion does not affect the ion diffusion, there can be a separation of the
electrons from the ions. In argon, the electrons are de-confined by the outgoing positive
ions, corresponding to an ambipolar diffusion with reversed roles for electrons and positive
ions. In the absence of a static magnetic field, the ambipolar diffusion results from the
electrons slowed down by the slower ion diffusion. Oxygen is a weakly electronegative
gas. As a consequence, a small separation between electrons and ions can be seen. This
separation, however, is more pronounced in sulfur hexafluoride, which is a much more
electronegative gas.

Contrary to the electron density profile, the positive ion flux profile does not change
with the gas, whether electropositive or electronegative. In the case of an infinite cylinder,
and assuming that there are no volume losses, the conservation of the flux across the radius
can be written as

∇(Γ+) =
1

r

d(rΓ+)

dr
= 0. (5.1)

By choosing an arbitrary point as the start of the decrease, for instance ra = 4.5 cm, the
positive ion flux as a function of radius can be written as

Γ+(r) = Γ+(ra)
ra
r
, (5.2)

and is shown as dashed lines on figure 5.1. The positive ion flux for all gases clearly
does not follow this scaling. It was seen in section 1.2.2 that the positive ion-negative ion
recombination is faster than the electron-positive ion recombination. If the only effect was
the volume recombination, the positive ion flux profile in argon would be higher than that
of the electronegative gases. Taking into account the axial losses along the magnetic field
lines provides a possible explanation. As the electrons dominate the plasma equilibrium
in the axial direction (no magnetic confinement), electrons and positive ions are lost at the
chamber ends. This additional axial loss will be used for the fluid model on the magnetic
electron filtering in chapter 6. The fact that the decrease of the positive ion flux is stronger
than the r−1 scaling comes from these axial losses. In argon, electrons and positive ions
are lost axially at the chamber ends and by electron-positive ion recombination in the
volume. In oxygen and sulfur hexafluoride, the axial losses should be smaller as electrons
are attached and produce negative ions, but the volume losses (positive ion-negative ion
recombination) are greater (see section 1.2.2). Although the loss mechanisms are different
between the electropositive gas (argon) and the electronegative gases (oxygen and sulfur
hexafluoride), the positive ion flux profile is similar for all three gases.
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As a conclusion, the magnetic filtering of electrons can only occur in an electronegative
gas, where the negative ions allow the fulfillment of quasi-neutrality without electrons.
As the negative ion fraction increases, stronger electronegativity, the separation between
electrons and ions increases.

5.2.2 I-V Characteristics

In an electropositive plasma, an I-V characteristic is composed of three regions. Above the
plasma potential, only the collected current is an electron current which increases as the
bias is increased because of sheath effects. Below the plasma potential, positive ions, as
well as fast electrons, are collected. As the fraction of electrons capable of overcoming the
potential barrier decreases exponentially (Boltzmann assumption), the collected current
decreases exponentially until no electrons are collected. The floating potential can be
found in this region. The third region corresponds to only positive ions being collected,
with an increase in current as the bias decreases to negative values due to sheath effects.
Because of the mass ratio between electron and positive ions, the electron current is greater
than the positive ion current. The shape of the I-V characteristic in such a case was given
in figure 2.1 in section 2.2.1.

In an electron-free plasma, i.e. ion-ion plasma, the only negatively charged species is
the negative ions. With a mass and a temperature comparable to that of positive ions,
the negative ion current is similar to the positive ion current. The I-V characteristic in
an ion-ion plasma, therefore, is symmetrical around the plasma potential.

I-V characteristics in electronegative plasmas depend on the negative ion fraction. For
a small negative ion fraction, the electron current is dominating the negative species cur-
rent, and I-V characteristics are similar to electropositive ones. With increasing negative
ion fraction, the negative species current decreases as it is a combination of the electron
current (high) and the negative ion current (small). When the electrons become negligible,
the I-V characteristic becomes similar to that of an ion-ion plasma.

Radial Profiles

The evolution of I-V characteristics, measured with a filament probe in the diffusion
chamber of the helicon reactor, as a function of radial position is showed in figure 5.2.
The pressure was set to p = 0.5 mTorr with the plasma turned on, for an applied power
of P = 500 W and a magnetic field of B = 120 G for a coil current of I = 8.5 A. Each
I-V characteristic is normalized to its maximum absolute value.

In the case of argon (figure 5.2a), the I-V characteristic is asymmetrical over the whole
radius. This was to be expected as there are no negative ions in an electropositive plasma.
The noise seen in the electron current for R = 15 cm is due to the very low plasma density
at this point, as it was seen above (section 5.2.1).

In oxygen (figure 5.2b), electrons dominate the negative current over most of the
radius. At r = 15 cm however, the I-V characteristic is symmetrical, which indicates
that electrons are negligible. The plasma beyond this radius can be considered an ion-ion
plasma as the currents on each side of the plasma potential are equal.

Finally for sulfur hexafluoride (figure 5.2c), the electrons become negligible at a smaller
radius, since it can be seen that the I-V characteristic is becoming symmetrical at r =
10 cm. Further away from the center, the negative ions dominate the plasma equilibrium.



5.2. HELICON REACTOR 87

-40 -20 0 20 40
-1.0

-0.5

0.0

0.5

1.0

N
or

m
al

iz
ed

 c
u

rr
en

t

Probe bias [V]

 0 cm
 5 cm
 10 cm
 15 cm

(a) Ar

-40 -20 0 20
-1.0

-0.5

0.0

0.5

1.0

N
or

m
al

iz
ed

 c
u

rr
en

t

Probe bias [V]

 0 cm
 5 cm
 10 cm
 15 cm

(b) O2

-40 -20 0 20 40
-1.0

-0.5

0.0

0.5

1.0

N
or

m
al

iz
ed

 c
u

rr
en

t

Probe bias [V]

 0 cm
 5 cm
 10 cm
 15 cm

(c) SF6

Figure 5.2: I-V characteristic as a function of radial position (r ∈ {0, 5, 10, 15} cm)
in argon (a), oxygen (b) and sulfur hexafluoride (c). Each characteristic is normal-
ized to its maximum absolute value. The gas pressure is p = 0.5 mTorr when the
plasma is on, applied power of P = 500 W, and magnetic field of B = 120 G for a
coil current of I = 8.5 A.



88 CHAPTER 5. MAGNETIC ELECTRON FILTERING STAGE - EXPERIMENTS

-40 -20 0 20 40
-6
-5
-4
-3
-2
-1
0
1
2
3
4
5
6

C
u

rr
en

t 
[m

A
]

Probe bias [V]

 700 W
 1 kW
 1.5 kW
 2 kW
 2.5 kW

Figure 5.3: I-V characteristics in sulfur hexafluoride as a function of applied power
with P ∈ {0.7, 1, 1.5, 2, 2.5} kW. Measurements were done with a planar probe set at
r = 14 cm for a pressure p = 0.5 mTorr with plasma on and B = 140 G for a coil
current I = 10 A.

As it was described in section 2.2.1, the exponential decay of the electron current
as the probe bias is decreased from the plasma potential is a function of the electron
temperature. Calculations of the electron temperature as a function of radius were shown
in figure 4.13 in section 4.4. The evolution of the electron temperature, however, can
be described qualitatively with I-V characteristics: the potential difference Vp − Vf is an
increasing function of the electron temperature. What is seen for all gases is an electron
temperature decrease as the radius increases. In the case of an electronegative gas, this
decrease occurs until the symmetrical profile of an ion-ion plasma is reached. Negative
ions have a lower temperature than electrons due to their greater mass. As they become
dominant over electrons, the decrease in potential difference Vp−Vf confirms the transition
towards an ion-ion plasma.

Power Effect

Figure 5.3 shows I-V characteristics as a function of power from 700 W to 2.5 kW at
r = 14 cm, obtained in sulfur hexafluoride with a planar probe. The gas pressure was set
at p = 0.5 mTorr when the plasma was on. The magnetic field to B = 140 G with a coil
current of I = 10 A.

It can be seen that at the radial position r = 14 cm, the plasma behaves as an ion-
ion plasma for all applied powers considered, with the equal ion currents an increasing
function of power. Moreover, it can be seen that the plasma potential, equal to the floating
potential in ion-ion plasmas, is also an increasing function of power, going from 5 V at
700 W to 10 V at 2.5 kW. The plasma and floating potentials are discussed below.
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5.2.3 Plasma and Floating Potentials, Electron Temperature
In an ideal ion-ion plasma, the two ion species are identical (same masses, same temper-
ature, etc.), resulting in identical diffusions. As there is no need to accelerate the slower
species and retard the faster species, the plasma potential is equal to the potential at the
wall enclosing the plasma. The floating potential is equal to the plasma potential since
the collected ion currents are equal for a bias set to the plasma potential. In the case of
the helicon reactor with grounded walls, the plasma and floating potential should be zero.

Radial Profiles

The radial profiles of the plasma and floating potential (figure 5.4a), as well as the electron
temperature (figure 5.4b), are shown in figure 5.4 for argon, oxygen and sulfur hexaflu-
oride. The gas pressure is set to p = 0.5 mTorr with the plasma on for the three gases.
The applied power is P = 500 W and the magnetic field B = 120 G for a coil current
of I = 8.5 A. The measurements were done with a filament probe placed in the diffusion
chamber and connected to the Scientific Systems box. The automated analysis of the I-V
characteristics, however, could not be used as the plasma parameters were meaningless.
The analysis was done using lab-made programs where proper analysis parameters could
be chosen.

The first interesting feature is the fact that the plasma potential as a function of radius
is roughly constant. The situation is thus different from a non-magnetized electropositive
plasma, where the fast diffusion of electrons creates an equilibrium with a decreasing
plasma potential as a function of radius. The constant plasma potential, therefore, shows
that electrons are magnetically confined.

The electron temperature profile for r ≤ 4 cm shows that the electron heating occurs
at the center of the diffusion chamber, which roughly corresponds to the radius of the
source chamber above the diffusion chamber. This confirms that the electron diffusion
along the axis of the helicon reactor is fast, and that some heating occurs at the center
of the diffusion chamber because of helicon waves propagating along the magnetic field
lines. What is seen for r ≥ 4 cm is an electron temperature decrease, as they are confined
by the magnetic field without any heating mechanism. This is similar to what was found
for the PEGAES thruster prototype I in section 4.4, where the influence of the gas on
the electron temperature at the center was discussed. Electrons are able to diffuse slowly
across the magnetic field by collisions (elastic, ionizing, attaching, detaching) and thus
lose energy. Near the edge of the diffusion chamber, the plasma and floating potentials
come together. In argon, the small potential difference Vp − Vf is due to the low electron
temperature, but cannot be zero as the electron current is still greater than the positive
ion current. In oxygen and sulfur hexafluoride, the potential difference Vp − Vf is close to
zero since the plasma behaves as an ion-ion plasma (negligible electrons). As oxygen is a
weaker electronegative gas than sulfur hexafluoride, the radius at which Vp − Vf comes to
zero is larger.

Contrary to what is expected for an ideal ion-ion plasma, the plasma near the edge does
not have plasma and floating potentials equal to zero. The plasma potential at the center
of the discharge is set by the high electron temperature since electrons diffuse normally
along the magnetic field lines. The relatively high value of the plasma potential accelerates
positive ions and retards electrons near the grounded wall so that charge losses on the wall
are equal (quasi-neutrality). As electrons are confined and lost through attachment, the
radial plasma potential stays constant. However, this constant plasma potential does not
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Figure 5.4: Plasma (square) and floating (circle) potentials (a) and electron tem-
perature (b) as functions of radius for argon (blue), oxygen (red) and sulfur hex-
afluoride (green). Pressure of p = 0.5 mTorr with plasma on for P = 500 W and
B = 120 G.
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Figure 5.5: Floating potential as a function of position on the diffusion chamber
diameter in oxygen for B = 70 G (blue) and B = 140 G (red). The pressure is set
to p = 2.6 mTorr, and the applied power to P = 500 W.

correspond to the potential drop where electrons dominate the plasma equilibrium, with
a value around 5Te. Therefore, it is an intermediate value. This may be a consequence
of the deposition of an insulating layer on the helicon chamber walls. These no longer
behave as grounded electrodes, but as dielectric surfaces. The current distribution on the
walls is thus complex and cannot be described easily.

Floating Potential Symmetry

The floating potential profiles in figure 5.4 were done on a radius of the helicon diffusion
chamber, assuming that the plasma parameters were independent on the cylindrical angle.
In order to look into that, the floating potential was measured with a filament probe,
connected to a voltmeter, over the diameter of the diffusion chamber. The profiles for two
values of the magnetic field, B = 70 G for a coil current of I = 5 A and B = 140 G for
I = 10 A, are shown in figure 5.5 in oxygen for a pressure of p = 2.6 mTorr. The applied
power was set to 500 W. The floating potential profile as a function of radius is the same
as described previously.

It can be seen that the floating potential profiles are not symmetrical around the cen-
ter of the diffusion chamber. This may be due to the non-homogeneous electron heating
in the source chamber. The design of a Boswell-type antenna, presented in figure 4.1 is
highly asymmetrical. As a result, the electron density and temperature depend on the
azimuthal angle. As the plasma diffuses into the diffusion chamber, it remains asymmet-
rical, hence the asymmetrical floating potential profiles. However, it should be noted that
the measurements were done with the filament probe placed on one side of the diffusion
chamber. As points are measured away from this side, the perturbation caused by the
probe holder crossing the entire diameter becomes more important. This could also play
a role in the asymmetry of the measured profiles.

The floating potential profile is shown for two values of the magnetic field, 70 G and
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140 G. In the central region (|r| < 5 cm), the floating potential increases with the magnetic
field, but the profile is unchanged. The structure of the core is thus unchanged. However,
in the periphery (|r| > 5 cm), the influence of the magnetic field can be seen as the floating
potential increases more rapidly for the higher value of the magnetic field. This shows
that as expected, the electron confinement is obtained at a smaller radius for a greater
magnetic field.

5.2.4 RFEA Measurements
A retarding field energy analyzer is used to investigate the energy distributions and the
measured plasma potential for positive and negative ions. Specific grid and collector biases
are needed for the case of negative ions, as well as specific conditions.

Retarding field energy analyzer measurements were done in argon for positive ions,
and in sulfur hexafluoride for positive and negative ions.

Positive and Negative Ions

In a weakly electronegative plasma, the plasma equilibrium is dominated by electrons.
This results in a sheath at the wall similar to that of an electropositive plasma, where
the electrons are partially confined in the plasma due to the potential drop in the sheath.
Negative ions, therefore, are all the more confined to the plasma. In such a case, retarding
field energy analyzer measurements cannot be done for negative ions since they cannot
be extracted. Pulsed plasmas, however, have been used to extract negative ions [40]. In
an ion-ion plasma, however, the negative ions dominate the plasma equilibrium as there
are no electrons. Retarding field energy analyzer measurements can thus be done with a
negative collected current consisting of negative ions.

The setup of the analyzer for positive ions in the case of an electron-positive ions
plasma was presented in section 2.2.3. Since there are no fast electrons to repel, the reject
grid bias does not need to be as high as for an electropositive plasma. With experiments
where the reject grid bias was varied, it was actually seen that too high a reject grid bias
perturbs the measurements, and should be avoided. The reject grid bias is thus set to
−30 V for the measurement of positive ions in ion-ion plasmas. As the plasma potential
in the ion-ion plasma resulting from the magnetic filtering was found to be around 5-10 V,
the bias range for the discriminating grid is fairly small (typically −10 V to 40 V) and
centered around a value closer to zero.

As negative ions are oppositely charged compared to positive ions, the grid and collec-
tor biases in the retarding field energy analyzer need to be adjusted to first repel positive
ions, then discriminate negative ions, and finally collect negative ions. The corresponding
grid and collector biases are shown in figure 5.6. The influence of the reject grid bias
was also studied and showed that for biases higher than 20 V, the negative ion current
collection is perturbed. Similarly to the positive ion measurement in ion-ion plasmas,
the bias range for the discriminating grid is small and centered near zero. The potential
difference between the secondary grid and the collector is kept unchanged as electrons can
also be emitted from the collector.

Results

The position of the peak in the derivative corresponds to the plasma potential. It was thus
investigated, as well as the saturation current when all particles are collected. It should
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Figure 5.6: Schematics of the retarding field energy analyzer, and grid and collector
biases in the case of a negative ion measurement.

be noted that the collected current is proportional to the voltage across the resistance in
the measuring circuit (figure 2.8 in section 2.2.4).

Retarding field energy analyzer measurements for positive ions were first done in argon
as it is an electropositive gas. These can then be compared to measurements for positive
ions in sulfur hexafluoride, an electronegative gas. Finally, the obtention of measurements
for negative ions in sulfur hexafluoride shows that the plasma at the periphery is indeed
an ion-ion plasma.

Positive Ions in Argon A characteristic profile for the current collection (figure 5.7a)
and the corresponding derivative (figure 5.7b) for the measurements of positive ions in
argon is shown in figure 5.7. The gas pressure was set to p = 0.5 mTorr and the magnetic
field to B = 50 G for a coil current of I = 3.5 A. The applied power was P = 500 W.

Three gas pressures were investigated: p ∈ {0.5, 1, 3} mTorr. The position of the peak
was found to be weakly sensitive to the gas pressure with an average around 7-9 V. This
value is consistent with the plasma potential measurements shown in figure 5.4 showing a
plasma potential of 7 V. As to the saturation current, it is a slowly decreasing function of
gas pressure, from an average voltage of 0.14 V at p = 0.5 mTorr to an average voltage of
0.11 V at p = 3 mTorr. This decrease of the saturation current as the pressure is increased
may be due to edge-to-center density ratio h, which is a decreasing function of pressure.

Positive Ions in Sulfur Hexafluoride Figure 5.8 shows a characteristic profile for the
current collection (figure 5.8a) and the corresponding derivative (figure 5.8b) for positive
ions in sulfur hexafluoride. At an applied power of P = 500W, the pressure was set to
p = 0.5 mTorr and the magnetic field to B = 45 G for a coil current of I = 3 A.

For a pressure of p = 0.5 mTorr, the average position of the peak was found around
−5 V and the average saturation current around a voltage of 0.3 V. From the plasma
potential measured in figure 5.4, the expected value is around 5 V. In the case of an ideal
ion-ion plasma composed of ions with the same masses and temperatures, the expected
value is 0 V. It can be seen that the measured peak position corresponds to neither cases,
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Figure 5.7: Voltage (a) corresponding to the collected current and derivative (b) as
a function of discriminating grid bias for a measure of positive ions in argon. The
pressure is set to p = 0.5 mTorr, the magnetic field to B = 50 G, and the applied
power P = 500 W.

-20 -10 0 10 20 30
-0.05

0.00

0.05

0.10

0.15

0.20

0.25

0.30

V
ol

ta
ge

 o
f 

cu
rr

en
t 

co
ll

ec
ti

on
 [

V
]

Discriminating grid bias [V]

(a)

-20 -10 0 10 20 30
-0.005

0.000

0.005

0.010

0.015

0.020

0.025

0.030

0.035

0.040

D
er
iv
at
iv
e

Discriminating grid bias [V]

(b)

Figure 5.8: Voltage (a) corresponding to the collected current and derivative (b)
as a function of discriminating grid bias for a measure of positive ions in sulfur
hexafluoride. The pressure is set to p = 0.5 mTorr, the magnetic field to B = 45 G,
and the applied power to P = 500 W.
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Figure 5.9: Voltage (a) corresponding to the collected current and derivative (b)
as a function of discriminating grid bias for a measure of negative ions in sulfur
hexafluoride. The pressure is set to p = 0.5 mTorr, the magnetic field to B = 45 G,
and the applied power to P = 500 W.

but shows a shift toward negative values. Since the chamber walls are deposited, this
negative value could be explained by a charging effect on the walls and the probe. As
positive charges are extracted, the plasma near the probe becomes negative since the
positive ion current extracted is not negligible.

Negative Ions in Sulfur Hexafluoride A characteristic profile for the current col-
lection (figure 5.9a) and the corresponding derivative (figure 5.9b) for the measurements
of negative ions in sulfur hexafluoride is shown in figure 5.9. The gas pressure is set to
p = 0.5 mTorr, the magnetic field to B = 45 G for a coil current of I = 3 A, and the
applied power to P = 500 W.

For a pressure of p = 0.5 mTorr, the average peak position was found to be around
2-3 V. This value is roughly the opposite of the one for positive ions for the same plasma
conditions. Similarly to the positive ion case, this positive value could be the result of the
plasma becoming positively charged as a non-negligible negative ion current is extracted.
This would mean that the plasma potential of the unperturbed ion-ion plasma is zero,
corresponding to the case of an ideal ion-ion plasma.

As the saturation current corresponds to a voltage of 0.15 V on average, it is half of
the one for positive ions. This could be a consequence of the different average masses of
positive and negative ions in sulfur hexafluoride. The smaller saturation voltage corre-
sponds to a higher mass. In this case, however, the floating potential is no longer zero, as
will be shown in chapter 7. As figure 5.3 shows symmetrical currents, a possible effect is
the detachment of negative ions in the retarding field energy analyzer.

5.2.5 Electronegativity Measurements
The obtention of an ion-ion plasma in the periphery of the electronegative discharge was
shown in the previous sections with I-V characteristics, plasma and floating potential, and
retarding field energy analyzer profiles. Here, the negative ion fraction is quantified as a
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Figure 5.10: Electronegativity as a function of radius in sulfur hexafluoride for
γ = 5 (blue) and γ = 10 (red). The shaded region corresponds to the region where
the ion-ion plasma is obtained (r ≥ 11 cm), and the dotted line to the maximum
value of α valid for the technique. Pressure p = 0.5 mTorr with plasma on, with an
applied power of P = 500 W and a magnetic field of B = 120 G.

function of radius.
The radial profile of α in sulfur hexafluoride is shown in figure 5.10. The plasma

conditions are p = 0.5 mTorr with plasma on, for an applied power of P = 500 W and a
magnetic field of B = 120 G (coil current of I = 8.5 A). Two typical value of γ = Te/T−
were chosen: γ ∈ {5, 10}. The electrostatic probe technique is only valid for α < 100,
limit showed as a dotted line. However, the increase of the negative ion fraction along the
radius is seen. As the electronegativity becomes greater than α = 100, the curve is seen
to increase exponentially as it reaches the shaded region. Values beyond this asymptote
are not meaningful as the electron density becomes negligible. This confirms that the
electronegative plasma behaves as an ion-ion plasma at the periphery of the discharge.

As described previously, the negative ion production is rather small at the center of the
discharge (r < 4 cm) where the electron temperature is high, as can be seen with the small
value of the electronegativity. At the periphery where the electron temperature drops
significantly, the electronegativity shows an exponential behavior. The electronegativity
of α = 100 is reached at r = 9 cm, which could mean that electrons are negligible beyond
this point. However, looking at the I-V characteristic in sulfur hexafluoride at r = 10 cm
in figure 5.3 suggests that the negative current is an intermediate current where neither
the electrons nor the negative ions dominate. In this case, the negative current is roughly
two times greater than the positive current.

5.3 PEGASES Prototype I

The design of the first PEGASES thruster prototype was based on the helicon reactor since
ion-ion plasmas were obtained in this reactor. Although some modifications were made,
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among which the fact that it consists of a double helicon, the ion-ion plasma formation
should be similar.

However, I-V characteristic profiles showed that the plasma is electron dominated in
the whole thruster volume. Electronegativity measurements were done to understand the
negative ion creation.

5.3.1 I-V Characteristics

Normalized I-V characteristics at r = 8.5 cm are showed in figure 5.11 in argon (fig-
ure 5.11a) and oxygen (figure 5.11b) for a magnetic field with a coil current I = 1.5 A.
This value of the radius corresponds to the outer edge of the extraction tube, while the
magnetic field strength to the optimum value. Two gas flows, 20 sccm and 50 sccm, and
two applied powers, 300 W and 600 W, were investigated.

The I-V characteristics in argon are highly asymmetrical as the electron current is
greater than the positive ion current, even with a low temperature (see figure 4.13 in
section 4.4). The I-V characteristics in oxygen are similar to that in argon, with a negative
current greater than the positive ion current. An ion-ion plasma is not observed in the
extraction tube of the PEGASES thruster prototype I.

5.3.2 Electronegativity Measurements

The electronegativity as a function of radius in oxygen is shown in figure 5.12. Two
gas flows were considered, 20 sccm (figure 5.12a) and 50 sccm (figure 5.12b), as well as
two applied powers, 300 W and 600 W. The magnetic field is set with a coil current of
1.5 A. The ratio of electron to negative ion temperature is set to the classical value of
γ = Te/T− = 10. The electronegativity can be seen to be roughly constant with values
well below α = 100.

The electronegativity measurements show that negative ions are present in the plasma,
with a density higher than that of the electrons. However, with an average value below
α = 5, the negative ion fraction is too small for the electronegative plasma to behave
as an ion-ion plasma, as showed by I-V characteristics. Although the conditions seem
very similar to the helicon reactor (magnetic field configuration, electron temperature
decrease, etc.), two differences could account for the non-obtention of an ion-ion plasma.
The first difference is the magnetic field strength. The scaling factor between the radius
of the diffusion chamber of the helicon reactor and that of the thruster cylinder is 7. The
magnetic field in the thruster, however, is only twice as strong as in the helicon reactor.
Since similar pressures were considered, the magnetic field might be too weak to properly
confine the electrons. The second difference is the neutral density distribution. In the
helicon reactor, neutrals are introduced in the diffusion chamber, and diffuse into the
source region. In the PEGASES thruster prototype I, the neutrals are injected in the
source region, and diffuse into the extraction tubes. The consequence of this reversal is
that neutral molecules are present where the electron temperature is low in the helicon
reactor, whereas the extraction tubes of the PEGASES thruster prototype I are mostly fed
with atoms produced by the dissociation of molecules by the high energy electrons in the
source region of the thruster cylinder. Since the negative ion creation is only possible with
molecules (dissociative attachment) in oxygen, the negative ion production is dramatically
inefficient in the PEGASES thruster prototype I.
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Figure 5.11: Normalized I-V characteristics at r = 8.5 cm in argon (a) and oxygen
(b) for a magnetic field with a coil current I = 1.5 A. Gas flows of 20 sccm (solid
line) and 50 sccm (dashed line), and applied powers of 300 W (blue) and 600 W
(red) were used.
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Figure 5.12: Radial profiles of the electronegativity in oxygen for 20 sccm (a) and
50 sccm (b). In each case, two applied powers were considered, 300 W (blue) and
600 W (red). The magnetic field is set with a coil current of 1.5 A. The ratio of
temperatures is set to γ = 10.
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5.4 Design Improvements
The measurements in the first PEGASES thruster prototype showed that although some
negative ions are produced, the average electronegativity below α = 5 is far too small.
Following the two hypotheses that were proposed to account for the small electronegativ-
ity, two design improvements were done on the first PEGASES thruster prototype: the
magnetic filtering is enhanced by adding permanent magnets, and the neutral injection is
optimized.

5.4.1 Enhanced Magnetic Filtering
The magnetic filtering is enhanced by placing two permanent magnets on the side of an
extraction tube, as described in section 3.2.3. The resulting magnetic field strength in the
extraction tube is shown in figure 3.5, where it can be seen that it varies between 450 G at
the center and 2300 G at the edge. The magnetic field created by the permanent magnets
is thus much stronger than the one by the coils, between 150 and 300 G for I = 3 A. The
influence of this stronger magnetic field on the positive ion current density and the mass
efficiency was investigated.

Positive Ion Current Density

The positive ion current density measurements shown in figure 5.13 were done in argon
(figure 5.13a) and oxygen (figure 5.13b) for an applied power of P = 300 W. The magnetic
field is varied with the coil current from −3 to 3 A. The gas flow is varied from 7.2 to
115.2 sccm in argon, and from 10 to 80 sccm in oxygen. The planar probe was placed
near the outer edge of the extraction tube, and thus after the magnetic filter created by
the two permanent magnets. It should be noted that a plasma in oxygen for a gas flow of
5 sccm cannot be obtained, as was the case before.

The most important feature is the fact that the current density in argon becomes
negligible compared to that in oxygen, except at very low pressure. The plasma in ar-
gon (electropositive) is composed of electrons and positive ions. Since the electrons are
confined to the magnetic field lines, they cannot diffuse through the magnetic filter. The
diffusion of positive ions, therefore, is severely reduced as quasi-neutrality needs to be ful-
filled. In oxygen, quasi-neutrality can be fulfilled beyond the magnetic filter with positive
and negative ions. The current density, however, is smaller by a factor of 4 compared to
the situation without the permanent magnets. The magnetic electron filtering was thus
enhanced. The reduced density is due to the fact that the negative ion density is relatively
low in the core of the thruster cylinder.

Mass Efficiency

Figure 5.14 shows the mass efficiency in oxygen at high power P = 1.6 kW as a function
of gas flow from 10 to 55 sccm. The magnetic field is set with the coil current I = 1.5 A
which corresponds to the maximum of current density.

It can be seen that the positive ion flux creation is very efficient (near 70%) at very low
pressure, but drops quickly as the gas flow is increased. For instance, the mass efficiency
is below 10% for gas flows higher than 40 sccm. The profile is similar to a x−1 dependence
with x the gas flow. This means that even at high applied power, an increase in neutral
injection does not result in an increase in positive ion flux.
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Figure 5.13: Current density in mAcm−2 for P = 300 W in argon (a) and oxygen
(a) as a function of magnetic field, with the coil current from −3 to 3 A, and gas
flow, from 7.2 to 115.2 sccm in argon and from 10 to 80 sccm in oxygen.
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Figure 5.14: Mass efficiency in percent as a function of gas flow from 10 to 55 sccm
in oxygen at high power P = 1.6 kW. The magnetic field is set with the coil current
I = 1.5 A.

5.4.2 Optimized Neutral Injection

As the enhanced magnetic filter showed little improvement, the second hypothesis is in-
vestigated. The issue is assumed to come from the fact that there are no neutral molecules
where the electron temperature is low (extraction tube). As the attachment in oxygen is
dissociative, the negative ion creation is limited. Only neutral atoms can be found in the
extraction since neutral molecules travel through the high electron temperature core of
the thruster.

In order to improve the design of the PEGASES thruster prototype I, a gas line is
placed at the outer edge of an extraction of the PEGASES thruster, as can be seen
in figure 3.8 in section 3.3.1. The gas flow can be controlled independently from the
main gas flow in the middle of the thruster. In order to assess the role of the secondary
gas injection, the permanent magnets from the previous attempt at improvement were
removed. Figure 5.15 shows the I-V characteristics for three values of the secondary gas
flow (0, 25 and 50 sccm). The gas used for both injections is sulfur hexafluoride, with the
main gas flow at 20 sccm. The applied power was set to P = 300 W, and the magnetic
field with a coil current of I = 1.5 A.

The evolution of the I-V characteristics shows a transition from an electron dominated
to a negative ion dominated plasma. These measurements were done by Lara Popelier
during an internship (Master 2). For the intermediate gas flow of 25 sccm, the negative
current is seen to be composed of electron and negative ion currents. Assuming that the
neutral is divided in two equal parts between the two extraction tubes, the neutral gas
flow from the main injection in an extraction tube is 10 sccm. As an ion-ion plasma is
obtained for a secondary gas flow of 50 sccm, this shows that a factor of 5 is needed to
attach most of the electrons created in the thruster cylinder and obtain negative ions.

The optimization of the neutral injection is the main aspect of a patent filed in Novem-
ber 2008 [27].
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5.5 Conclusions
Contrary to the initial idea that the magnetic field created an ion-ion plasma by simply
confining the electrons in a region to let positive and negative ions diffuse together with
quasi-neutrality fulfilled, the effect of the magnetic field is twofold:

• The first effect of the magnetic field is indeed confinement of the electrons to let
both ion species diffuse in another region (periphery in the case of a cylindrical
geometry) where the ion-ion plasma is obtained. It was seen with the experiments
on the PEGASES thruster prototype I that a high enough magnetic field strength
is needed to properly confine the electrons. This optimum value depends on the size
and pressure of the system.

• The second effect of the magnetic field is to create a profile in electron tempera-
ture. As electrons are confined along the magnetic field lines, they diffuse cross-field
through collisions. Electrons, therefore, lose energy as they diffuse cross-field. This
results in a strong electron temperature gradient, with high electron temperatures
where electrons are heated (around 10 V), and a low electron temperature elsewhere
(around 2-3 V). Positive ions and electrons are thus created efficiently in the high
electron temperature region through ionization collision, while the attachment of
electrons on neutrals to obtain negative ions is efficient in the low electron temper-
ature region.

However, an additional condition is needed to obtain an efficient electron attachment
in the low electron temperature region. As attachment in oxygen is dissociative, neutral
molecules and not atoms are needed. It was seen in the first PEGASES prototype that
the injection of neutrals in the source region resulted in poor negative ion creation because
molecules were dissociated in the thruster cylinder before reaching the extraction tubes.
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The first test of secondary neutral injection in the first PEGASES prototype showed
that neutrals were the missing condition to the obtention of an ion-ion plasma. The neutral
injection, moreover, can be optimized to control the creation of an ion-ion plasma. This
resulted in a patent [68] on an evolution of the PEGASES thruster concept [23] that was
filed as the role of neutrals was understood.
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Chapter 6
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6.1 Franklin Fluid Model in One Dimension
Franklin and Snell studied the effect of negative ions on the positive column in a magnetic
field at low pressure [69]. In an electropositive plasma (no negative ions), the magnetic
field is known to reduce the electron diffusion, and in some cases to the extent that the
positive ions become the more mobile of the two species [70, 71]. Adding negative ions
to such a plasma was expected to modify the diffusion of the species even further since
quasi-neutrality could be fulfilled without electrons.

Franklin and Snell [69] considered a one-dimensional (1D) fluid model of an oxygen-
like discharge with three species (electrons, positive ions and negative ions) in either
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rectangular or cylindrical coordinates. The electrons are assumed to be magnetized while
the ions are assumed to be unmagnetized. The ratio of masses between electrons and ions
is such (∼ 105) that the ion Larmor radius rci is a lot bigger than the electron Larmor
radius rce. It is then possible to choose a value of the magnetic field and a length for the
system R with

rce < R < rci. (6.1)

The reverse goes for the cyclotron frequencies (ωce and ωci) and the collision frequencies
(νe and νi):

ωce > νe and ωci < νi. (6.2)

Two cases were considered: detachment dominated case and recombination (electron-
ion) dominated case. In the detachment dominated case for a rectangular geometry, the
equations are the following

∇(neve) = (νiz − νatt)ne + νdetn− (6.3)
∇(n+v+) = νizne (6.4)
∇(n−v−) = νattne − νdetn− (6.5)

me(νatt + νe)neve + eneve ×B0 − ene∇ϕ+ eTe∇ne = 0 (6.6)
eT+∇n+ + en+∇ϕ+m+∇(n+v+v+) = 0 (6.7)
eT−∇n− − en−∇ϕ+m−∇(n−v−v−) = 0. (6.8)

In this case, the studied parameters were αF = νatt/νiz, βF = νdet/νiz and δF a magnetic
field parameter with the frequencies and reaction rates described in section 2.1.1. It can
be seen in (6.7) and (6.8) that the ions are assumed collisionless.

Equation (6.6) is a vector equation, but can be easily written as a scalar one, and gives
the expression of the magnetic field parameter

δF =
�
1 +

νe
Z

�me

m+

�
1 +

ω2
ce

(Z + νe)2

�
. (6.9)

It can be seen that δF is a function of the ratio of electron cyclotron frequency to electron
collision frequency.

The initial conditions at x = 0 are ϕ = 0, ve,+,− = 0, ne = ne0, n− = n−0 and
n+ = ne0 + n−0. The boundary conditions at the wall x = xw are

∇ϕ → ∞ and v− = 0, orne = 0 (6.10)

For a given n−0/ne0, the computations give a relation between αF , βF and δF . Fig-
ure 6.1 shows the normalized densities (figure 6.1a) and fluxes (figure 6.1b) for a choice
of parameters: n−0/ne0 = 3, δF = 10, βF = 0.3 and αF = 1.263. This figure represents a
typical result for the model. The boundary condition ne(xw) = 0 is fulfilled when δF > 1,
which means, as anticipated, that there is a minimum value of the magnetic field to obtain
an electron confinement. The negative ion flux at the wall is zero, which means that the
negative ions are confined to the center of the discharge. Since this is a 1D fluid model,

Γ+ = Γe + Γ− (6.11)



6.1. FRANKLIN FLUID MODEL IN ONE DIMENSION 109

0.0 0.2 0.4 0.6
0

1

2

3

4

 

 

N
or

m
al

iz
ed

 d
en

si
ti

es

Normalized position

 N
+

 N
e

 N
-

(a)

0.0 0.2 0.4 0.6
0.0

0.2

0.4

N
or

m
al

iz
ed

 f
lu

xe
s

Normalized position

 N
+
 V

+

 N
e
 V

e

 N
-
 V

-

(b)

Figure 6.1: Normalized densities (a) and normalized fluxes (b) as a function of
normalized position for n−0/ne0 = 3, δF = 10, βF = 0.3 and αF = 1.263. The
densities are normalized to the initial electron density ne0, and the velocities to the
ion acoustic velocity

�
eTe/m+.



110 CHAPTER 6. MAGNETIC ELECTRON FILTERING STAGE - THEORY

is always true. The positive ion flux being strictly positive (6.4) and the negative ion
flux being zero at the wall (boundary condition), the electron flux cannot be zero at the
wall (6.11).

What is seen in the results is that for a sufficiently strong magnetic field (high enough
value of δF ), the electrons are somewhat confined to the center of the discharge: ne(xw) = 0
and Γe > 0. However, even in that case, the negative ions are still confined: Γ−(xw) = 0.
This means that although the electron density goes to zero at the wall, the electron flux
does not while the negative ion flux goes to zero at the wall. The Franklin and Snell model
is interesting in that it shows the effect of a strong enough magnetic field on the electron
diffusion, but the boundary conditions do not correspond to the situation we want to
study: the possibility of extraction of either species of ions. Other boundary conditions
are possible, but as described below, a strictly 1D theory does not lead to negative ion
extraction.

6.2 Fluid Model Including End Losses
The following model has been presented in a paper that has been accepted for publica-
tion [72] (see end of the thesis). It uses the fluid equations developed by Franklin and
Snell [69], but incorporates end losses into the 1D model, which is necessary to obtain the
desired type of solution, in which the flux transverse to a magnetic field consists essentially
of positive and negative ions.

6.2.1 Limitations of a 1D System
At first, an exhaustive set of processes was considered: ionization, attachment, electron-
negative ion detachment, electron-positive ion recombination and ion-ion recombination.
However, it was decided to consider a very low pressure case in order to be closer to the
experiments. In such a low pressure case, it was assumed that the dominating loss was
the positive ion-negative ion recombination, simplifying the problem and allowing a direct
study of the magnetic electron filtering.

The equations to be solved are the first and second moments of the fluid equations for
electrons, positive ions and negative ions in rectangular geometry

∇(neve) = (Kiz −Katt)ngne (6.12)
∇(n+v+) = Kizngne −Krecn+n− (6.13)
∇(n−v−) = Kattngne −Krecn+n− (6.14)

me(Kizng +Kattng + νe)neve − ene∇ϕ+ eTe∇ne + eneve ×B0 = 0 (6.15)
eT+∇n+ + en+∇ϕ+m+∇(n+v+v+) +m+ν+n+v+ = 0 (6.16)
eT−∇n− − en−∇ϕ+m−∇(n−v−v−) +m−ν−n−v− = 0 (6.17)

Poisson’s equation is replaced by quasi-neutrality

n+ = ne + n−. (6.18)

The reaction rates and frequencies are described in section 2.1.1.
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Since quasi-neutrality is assumed, the inertia terms in (6.16) and (6.17), although
small over most of the dimension x, will stop the simulation when the sound velocity is
reached for the ions in case of a sheath.

The initial conditions are ϕ = 0, ve,+,− = 0, ne = ne0, n− = n−0 and n+ = ne0 + n−0.
The boundary conditions, at some R (one output of the simulation), are chosen to be

ne(R) = 0 (6.19)
Γe(R) = 0. (6.20)

The boundary condition (6.19) is the same as in the Franklin model. The condition (6.20)
is chosen to ensure that the electrons are indeed confined to the center of the discharge.
Since this is a one-dimensional fluid model, the relation (6.11) is valid:

Γ+ = Γe + Γ−. (6.21)

Using the boundary conditions (6.19) and (6.20), equations (6.18) and (6.21) give

n+(R) = n−(R) (6.22)
Γ+(R) = Γ−(R), (6.23)

which correspond to obtaining an ion-ion plasma at the edge of the simulation box. It
follows that

v+(R) = v−(R). (6.24)

To integrate the equations, the temperatures of the species are assumed to be constant
(the third moment of the fluid equations is not taken into account). Keeping Te constant
implies that (Kiz −Katt) in (6.12) is also constant. Moreover, this term is positive since
plasma creation is assumed. Integrating (6.12) over the simulation length and using the
initial conditions gives

Γe(R) = (Kiz −Katt)ng

� R

0

ne(x)dx. (6.25)

The boundary condition (6.20) can only be obtained if Kiz = Katt everywhere, in which
case there is no electron flux creation. An additional electron loss term, therefore, is
needed.

6.2.2 Electron End Loss
The previous model considered the cross-field (radial) transport of a one-dimensional
electronegative plasma infinite in extent along the magnetic field. However, if the model
is to be compared to an actual experiment, the cylinder has a finite length and the fluxes
at the ends play a key role in the plasma equilibrium. Since the electrons are the mobile
species along the magnetic field lines, the electron flux at the ends cannot be neglected.
It should be noted that since the electrons dominate the plasma equilibrium along the
magnetic field lines, the sheath is similar to that of an electropositive plasma and the
negative ions are confined axially and cannot reach the cylinder ends.

It is possible to represent the electron and positive ion wall losses as volume losses into
the one-dimensional model. A two-dimensional cylindrical geometry is thus used to take
into account the electron and positive ion end losses for the one-dimensional rectangular
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Figure 6.2: Model of the discharge in a finite cylinder of length L and radius R.
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fluid model. For this, a finite geometry has to be considered, as shown in figure 6.2.
Assuming that the end loss flux Γz and the axial density n+ are uniform, the wall losses
can be written as a volume loss

νLn+ ≈ 2R

RL
Γz, (6.26)

with νL a loss frequency to be calculated and a factor of 2 because there are two ends. Γz

now needs to be calculated. One simple approximate procedure is to use magnetically-
constrained transverse electrons and ambipolar axial flow, giving ion diffusion coefficients
D+ in the transverse directions and Da in the axial direction [7], where

D+ =
eT+

m+ν+
, Da = D+

�
1 +

Te

T+

�
. (6.27)

Choosing rectangular geometry for simplicity, the diffusion equation in a two-dimensional
geometry can be written as

−D+
∂2n+

∂x2
−Da

∂2n+

∂z2
= νizne. (6.28)

Here, the dominating process is assumed to be the volume ionization. This will later be
justified by the low density regime in which the wanted solution can be found. For higher
densities, the volume recombination of positive and negative ions is worth considering in
more detail. Rescaling the z-variable by

z = Z

�
1 +

Te

T+

�1/2

, (6.29)

gives

−D+

�
∂2n+

∂x2
+

∂2n+

∂Z2

�
= νizne. (6.30)
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Making the assumption that ne ≈ ne0, Kimura et al [73] have solved (6.30) to find that the
diffusion scale lengths in x and Z are approximately the same, and given by the shorter
dimension (R or L), such that for R < (Te/T+)1/2L,

dn+

dZ
≈ −n+

R
. (6.31)

Returning to the original coordinate z, and using Γz = −Da∂n+/∂z yields

Γz ≈ D+

�
1 +

Te

T+

�1/2n+

R
, (6.32)

and substituting (6.32) into (6.26) gives

νL =
2D+

RL

�
1 +

Te

T+

�1/2

. (6.33)

The axial electron wall loss is now taken into account as a volume loss.

6.2.3 Reformulated Model with End Loss

Adding the electron loss term, equations (6.12) through (6.18) can be rewritten as

∇(neve) = (Kiz −Katt)ngne − νLn+ (6.34)
∇(n+v+) = Kizngne −Krecn+n− − νLn+ (6.35)
∇(n−v−) = Kattngne −Krecn+n− (6.36)

ve(Kizng +Kattng + νe)neme − ene∇ϕ+ eTe∇ne + eneve ×B0 = 0 (6.37)
eT+∇n+ + en+∇ϕ+m+∇(n+v+v+) +m+ν+n+v+ = 0 (6.38)
eT−∇n− − en−∇ϕ+m−∇(n−v−v−) +m−ν−n−v− = 0 (6.39)

n+ = ne + n−. (6.40)

All notations are the same as in 6.2.1, except for νL from (6.33). A new term (−νLn+)
can be seen in (6.34) and (6.35), and corresponds to the electron and positive ion axial
loss.

For convenience in obtaining the numerical solutions, the variables are normalized as
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follows: 



X =
x

R0

N+,e,−,g =
n+,e,−,g

ne0

cs =

�
eTe

m+

�1/2

U+,e,− =
v+,e,−

cs

Φ = − ϕ

Te

Ai,a =
ne0R0Kiz,att

cs

Bi =
ne0R0Krec

cs

C+,e,− =
R0ν+,e,−

cs

Ω =
R0ωce

cs

ε+,− =
Te

T+,−

ζ =
m+

m−

D =
R0νL
cs

∆m = (Ai + Aa)Ng + Ce

δm = ∆m
me

m+

�
1 +

Ω2

∆2
m

�

(6.41)

Here, ne0 is the center x = 0 (on-axis if radial coordinates were used) electron density,
cs the usual ion sound velocity (in an electropositive plasma), and R0 is a conveniently
chosen normalization length without any physical meaning. For easy comparison with
experiments, R0 = 2.5 cm is chosen.

With these normalizations, the normalized equations are

dNeUe

dX
= (Ai − Aa)NgNe −DN+ (6.42)

dN+U+

dX
= AiNgNe − BiN+N− −DN+ (6.43)

dN−U−

dX
= AaNgNe − BiN+N− (6.44)

dNe

dX
+Ne

dΦ

dX
+ δmNeUe = 0 (6.45)

ε−1
+

dN+

dX
−N+

dΦ

dX
+

dN+U2
+

dX
+ C+N+U+ = 0 (6.46)

ζε−1
−

dN−

dX
+ ζN−

dΦ

dX
+

dN−U2
−

dX
+ C−N−U− = 0 (6.47)
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Using quasi-neutrality (6.40), N+ = Ne + N−, to eliminate N+, gives six equations to
determine six variables. With

Y = [NeN−U+UeU−Φ]
T , (6.48)

the equations can be written in matrix form

M × Y � = RHS, (6.49)

with

M =





Ue 0 0 Ne 0 0
U+ U+ N+ 0 0 0
0 U− 0 0 N− 0
1 0 0 0 0 Ne

ε−1
i + U2

+ ε−1
i + U2

+ 2N+N− 0 0 −N+

0 ζ/ε− + U2
− 0 0 2N−U− ζN−




(6.50)

and

RHS =





(Ai − Aa)NgNe −DN+

AiNgNe − BiN+N− −DN+

AaNgNe − BiN+N−
−δmNeUe

−C+N+U+

−C−N−U−




. (6.51)

The integration is performed in Matlab using

Y � = M−1 ×RHS. (6.52)

The transverse wall is assumed to be insulating with a potential independent of the
grounded ends. The initial conditions are kept identical: Φ = 0, U+,e,− = 0, Ne = 1
and N− = α0. Here, α0 is the central electronegativity nn0/ne0. The boundary conditions
are also kept identical: at some R,

ne(R) = 0 (6.53)
Γe(R) = 0 (6.54)

At this R, the positive and negative ion densities (6.22) and fluxes (6.23) are equal to one
another. Because of the thruster context, the ion fluxes have to be positive, which means
v+(R) > 0. In an ion-ion plasma, the upper limit for ion velocities is not the classical
Bohm velocity, but an ion Bohm velocity (see section 7.3.2): uB± = (eT∓/m±)1/2. Let

β =
v+(R)

uB+
. (6.55)

In order for the solution to be consistent, the parameter β has to fulfill the following
condition

0 < β < 1. (6.56)

Beyond x = R, there is either an insulating wall or a pure ion-ion plasma.
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Parameter Value
Kiz 2.34× 10−15T 1.03

e exp(−12.29/Te)
Katt 1.07× 10−15T−1.391

e exp(−6.26/Te)
Krec 5.2× 10−14(0.026/T+)0.44

ν+ 3.95× 10−16ng

νe 4.7× 10−14T 1/2
e ng

ν− 3.95× 10−16ng

Table 6.1: Reaction rates in m3s−1 and collision frequencies in s−1 for an oxygen-
like feedstock gas, except that, for simplicity, the ion collision frequencies are taken
to be equal, and the oxygen molecular mass is used for both species.

6.2.4 Results Using the Reformulated Model
Numerical Integration

For convenience, T+ = T−, m+ = m− and a determined ratio Te/T+ are assumed. These
assumptions ensure that the ion-ion plasma obtained at the edge of the simulation is
symmetrical, while the constant Te/T+ ratio simplifies the numerical integration.

It can be seen from (6.33) that R is an input and output of the simulation at the same
time. To solve this problem, the fact that the product RL appears in (6.33) is used: the
product RL is defined as an input while the variables R and L are outputs. As will be
seen in section 6.2.4, curves of constant R and L can be obtained.

The simulations were done with the reaction rates and the collision frequencies of
oxygen (see Table 6.1) for comparison with the experiments. The rate coefficients Kiz,
Katt, Krec and Km,e (νe = Km,eng) are from reference [7], Table 8.2, reactions 1, 2, 4, 7 and
9, and the rate coefficient Km,+ (ν+ = Km,+ng) from reference [7], p. 366. The pressure is
chosen at p = 10 mTorr, which corresponds to a neutral density ng = 3.3× 1014 cm−3. A
lower limit ne0/ng = 10−7 was chosen. The magnetic field is set at B0 = 300 G, which is
an intermediate value where electrons are magnetized and ions only weakly magnetized.
The Te/T+ ratio is set to a nominal value of Te/T+ = 20. The ions are assumed to be O+

2

and O−
2 , with masses m+ = m− = 32 a.m.u. Three values of RL ∈ {100, 150, 200} cm−2

were studied, with emphasis on RL = 100 cm−2, which is the closest to the thruster
cylinder of PEGASES prototype I (see section 3.2.1): RL = 2.3× 35.2 = 81 cm2.

Once the main parameters {RL, ng, B0, Te/T+,m+} are chosen, the method for nu-
merical integration is first to choose the initial electron density, ne0, and the initial elec-
tronegativity, α0. It should noted that α0 can be linked to the device dimensions and ne0

to the input power. Te is then the parameter of a shooting method to find both boundary
conditions (6.53) and (6.54) fulfilled. When the second boundary condition Γe(R) = 0 can
be fulfilled, depending of the values of the input parameters, it can be so for a relatively
wide range of values of Te. For each set of input parameters, a minimum value of Te can
be calculated to ease the search for that range. The initial source term in the electron
balance equation (6.34) has to be positive for the electron flux to be positive,

(Kiz −Katt)ngne0 − νLn+0 > 0. (6.57)

Since Kiz, Katt and νL are known functions of Te, this equation can be rewritten as
Kiz −Katt

νL
>

1 + α0

ng
, (6.58)
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Figure 6.3: ne(R)/ne0 with the boundary condition Γe(R) = 0 fulfilled as a function
of Te for RL = 100 cm2, α0 = 1.0 and ne0/ng from 3×10−4 (top curve) to 1.15×10−4

(bottom curve). The right hand side (RHS) and left hand side (LHS) solutions are
shown as arrows indicating increasing β.

determining the minimum value of Te. With this range of Te, two situations can arise,
either there is only one Te fulfilling the first boundary condition ne(R) = 0 as well, or
there are two Te’s fulfilling ne(R) = 0. For RL = 100 cm2 and α0 = 1.0, figure 6.3
shows ne(R)/ne0 when Γe(R) = 0 is fulfilled as a function of Te for decreasing ne0/ng from
3×10−4 to 1.15×10−4. For 3×10−4 ≥ ne0/ng ≥ 1.25×10−4, there is only one Te fulfilling
the two boundary conditions, and this Te is the maximum value of the Te range (right
hand side of the curve). From ne0/ng = 1.2 × 10−4 and decreasing, there are two Te’s
fulfilling both boundary conditions: the minimum and maximum values of the Te range
(both extremities of the curve). It can be seen from the evolution of the ne0/ng curves
that for the minimum value of ne0/ng giving both boundary conditions fulfilled, both Te

solutions become the same solution. In the region to the left of the curves (lower Te),
both ne(R) and Γe(R) are finite and positive (see section 6.4.3).

The two main output parameters are R, the simulation length, and β = v+(R)/uB+.
Only simulations fulfilling (6.56) are considered to be solutions. β = 0 corresponds to
a volume balance of attachment and recombination, while β = 1 corresponds to the ion
sound limit where quasi-neutrality is violated. Because of the inertia terms in (6.35)
and (6.36), no solution fulfilling the boundary conditions can be found with β > 1.

Figure 6.4 is complementary to figure 6.3 in that it shows the β’s corresponding to
the ne(R) curves: RL = 100 cm2, α0 = 1.0 and 3 × 10−4 ≥ ne0/ng ≥ 1.15 × 10−4. The
right hand side solutions correspond to β from 0 to an intermediate value around 0.3
while the left hand side solutions correspond to β from this intermediate value to 1. The
intermediate value of β = 0.3 is specific to α0 = 1.0.
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Figure 6.4: β with the boundary condition Γe(R) = 0 fulfilled as a function of Te

for RL = 100 cm2, α0 = 1.0 and ne0/ng from 3×10−4 (bottom curve) to 1.15×10−4

(top curve). The right hand side (RHS) and left hand side (LHS) solutions are
shown as arrows indicating increasing β.

Simulation Results

Solving as described above for a fixed ne0/ng = 2.75 × 10−4, two values of α0 show
two characteristic behaviors in figure 6.5 and 6.6. Figure 6.5 shows the density (a),
potential (b) and flux profiles (c) for α = 1.0, close to the limit value of β = 0. Figure 6.6
shows the same profiles for α = 0.828, close to the limit value of β = 1. In both figures,
the electron density and flux go to zero at the radial boundary x = R, satisfying the
boundary conditions (6.53) and (6.54). As a result, the positive ion density equals the
negative ion density at x = R, which was predicted in (6.22). Similarly, the ion fluxes
become equal at x = R, predicted in (6.23). The profile of the potential indicates that
the electric field vanishes at x = R, confirming that there is no sheath and either species
of ions may be extracted. Finally, it should be noted that the electron density profile is
unchanged with a form similar to ne0(1 + cos πx

R ).

In the β ≈ 0 case (figure 6.5) the negative ion density is relatively constant while the
ion fluxes pass through a maximum at about half the simulation length. The evolution of
the negative ion flux shows how the decrease of electron density influences the attachment
and recombination terms. In the first half of the simulation, Kattngne > Krecn+n−, but in
the second half, Kattngne < Krecn+n−. As stated previously, the β = 0 case corresponds
to a volume balance of attachment and recombination since the integrated values of the
two terms cancel each other. In the β ≈ 1 case (figure 6.6), the ion densities decay towards
the edge while the ion fluxes increase, reaching a plateau near the edge. The negative ion
flux shows that in this situation, Kattngne > Krecn+n− holds true for the entire simulation
length, with Kattngne − Krecn+n− ≈ 0 as all densities decay. This solution seems to be
the desired one for the PEGASES thruster concept, with a maximum velocity for ions to
be extracted. However, it will be shown that β = 1 does not result in the maximum flux.
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Figure 6.5: Normalized densities (a), potential (b) and fluxes (c) as functions of
normalized position for β ≈ 0 with α0 = 1.0 and ne0/ng = 2.75× 10−4. Normaliza-
tions are X = x/R0; N+, Ne, N− = n+,e,−/ne0; U+,e,− = v+,e,−/(ne0cs); Φ = −ϕ/Te.
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Figure 6.6: Normalized densities (a), potential (b) and fluxes (c) as functions of
normalized position for β ≈ 1 with α0 = 0.828 and ne0/ng = 2.75×10−4. Normaliza-
tions are X = x/R0; N+, Ne, N− = n+,e,−/ne0; U+,e,− = v+,e,−/(ne0cs); Φ = −ϕ/Te.
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Figure 6.7: ne0/ng versus α0 for p = 10 mTorr, B0 = 300 G, RL = 100 cm−2,
Te/Ti = 20 and Mi = 32 a.m.u. The upper-through-lower solid curves are for β = 0,
0.15 and 1, respectively; the dash-dot curves give R = 3 cm and R = 2.5 cm, which
are the solutions for two fixed device configurations.

The (α0, ne0/ng) Plane

In figure 6.7, the numerical solutions are shown for ne0/ng versus α0, with β as a parameter,
for p = 10 mTorr and RL = 100 cm−2. Contours of constant β for 0, 0.15 and 1 are shown.
Curves of constant R = 3 cm (L = 33.3 cm) and constant R = 2.5 cm (L = 40 cm) are
shown as dash-dot lines.

To construct the β-curves, a fixed value of ne0 (or α0) is first chosen. Next, a sequence
of values of α0 (or ne0) is chosen, corresponding to a horizontal (or vertical) scan in the
figure. Finally, for each value of α0 and ne0 along this horizontal (or vertical) line, a set
of Te values are investigated. For each Te, the equations are integrated to the point where
Γe(R) ≈ 0. If a value of Te also makes ne(R) ≈ 0, then a solution has been found and the
value of β is calculated. It should be noted that β = 1 does not correspond to U+ = 1 but
to U+ = (Te/T+)−1/2 = 20−1/2 since the normalization was done to cs = (eTe/m+)1/2 and
the ion Bohm velocity is (eT+,−/m−,+)1/2. The approximate bounding values of β = 0
and β = 1 are shown as solid lines. The β = 1 cannot be obtained exactly due to the
inertia-caused singularity, and therefore, is represented by points with β close to 1.

This figure shows that for a given electronegativity α0, there is a specific range of
ionization fraction values ne0/ng that yields the wanted solutions. The region to the left
of the β ≈ 1 curve (noted I) is a region where β would need to be greater than 1 in
order to find the boundary conditions fulfilled: the desired solution cannot be found. The
region to the right of the β ≈ 0 curve (noted III) corresponds to negative β’s, meaning
that an input of ion fluxes is needed to sustain the plasma. These solutions do not match
the need of a thruster. Between those two regions is a central region (noted II) where all
the self-sustained solutions fulfilling the boundary conditions can be found. This is the
region of interest to extract ions.

Numerically, it was found that the β-curves can intersect for different values of β.
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For example, the β ≈ 0.15 curve intersects the β ≈ 1 curve at α0 = 0.86 and ne0/ng =
2.4 × 10−4. The Te’s for these solutions at the intersection are, of course, different; i.e.,
Te ≈ 2.49 V at β ≈ 1 is lower than Te ≈ 2.52 V at β ≈ 0.15. The Te’s being different, the
solutions are indeed different in the sense that the R values (and corresponding L) are
different, describing two distinct situations. As was described in 6.2.4, the intersection of
two β-curves correspond to the situation where there are two Te’s fulfilling both boundary
conditions. With decreasing ne0/ng and increasing α0, the intersection occurs between
β = 1 and increasing values of β: β = 0.15 for α0 = 0.86 and ne0/ng = 2.4 × 10−4, and
β = 0.2 for α = 1.0 and ne0/ng = 1.2 × 10−4. It should be noted that there is only one
value of Te giving the wanted solution on the β = 0-curve in the (α0, ne0/ng) space shown.

The construction of the R-curves is the same as for the β-curves. Of course, β is
not constant over an R-curve, as it can be seen on the figure since, for instance, the
R = 3 cm curve intersects with all three curves of constant β (0, 0.15 and 1). As a result,
for a given configuration (R and L), there is a range of parameters α0 and ne0/ng giving
possible values of β between 0 and a maximum value. It can be seen on figure 6.7 that
the maximum value for R = 3 cm is bigger than that for R = 2.5 cm. In the cases where
there are two Te’s giving a solution for a single (α0, ne0/ng), R constant is accompanied by
a continuous evolution of Te. The second Te solution (and therefore R) is also continuous,
but for different values.

For constant ne0/ng, increasing α0 results in an increase of Te. This can be explained by
looking at the integrated electron flux conservation (6.34) and assuming that the negative
ion density is constant

0 =
�
(Kiz −Katt)ng − (1 + α0)νL

� � R

0

ne(x)dx. (6.59)

Since the integral term is constant, an increase of α0 has to be compensated by an increase
of (Kiz−Katt), which corresponds to an increase of Te. The fact that νL is also an increasing
function of Te does not play a significant role because of the different increasing rates. With
an increase in Te, the electron source and loss term are bigger, meaning a faster increase
then decrease of the electron flux: for an increasing α0, R decreases. For constant α0,
increasing ne0/ng also results in an increase of Te and a decrease of R. However, (6.59),
with the constant negative ion density assumption, would lead to the conclusion that
Te is independent of ne0/ng, as will be derived later in the analytic model in (6.73) in
section 6.3.1.

The RL parameter

Figure 6.8 shows the β = 0 and β = 0.15 curves in the (α0, ne0/ng) plane for the three
values of RL ∈ {100, 150, 200} cm2. As it was seen on figure 6.7, the β = 0.15 and
β = 1 curves are extremely close to one another, allowing the use of the much easier
obtained β = 0.15 curve to delimit the space of wanted solutions (in-between the β = 0
and β = 1 curves). The evolution of this space, therefore, can be seen with RL as a
parameter. Changing the value of RL changes the value of νL (6.33), which scales as
νL ∝ (RL)−1. The first thing to note is that the β = 0 curve does not change with RL.
Since β = 0 is a volume balance between attachment and recombination in the negative
ion flux conservation equation (6.36), and that the electron end loss term only plays a
role in the electron and positive ion flux conservations, β = 0 does indeed not depend on
νL.



6.2. FLUID MODEL INCLUDING END LOSSES 123

0.6 0.8 1.0 1.2 1.4 1.6
0

1

2

3

4

5

6

7

 

 

n
e0

 / 
n

g

α
0

 100 cm2

 150 cm2

 200 cm2

x 10-4

Figure 6.8: ne0/ng versus α0 for p = 10 mTorr, B0 = 300 G and Te/Ti = 20.
For each value of RL (100, 150 and 200 cm2), the β = 0 and β = 0.15 are shown,
delimiting the space of wanted solutions.

RL (cm2) 100 150 200
Te (V) 2.60 2.49 2.43
R (cm) 2.30 2.85 3.33

Table 6.2: Te and R as a function of RL for a given point on the β = 0 curve in
the (α0, ne0/ng) plane: α0 = 1.2 and ne0/ng = 2.1× 10−4.

For chosen α0 = 1.2 and ne0/ng = 2.1×10−4 (on the β = 0 curve), table 6.2 shows the
evolution of R and Te as a function of RL. The way R and Te scale can be explained by
looking at the integrated electron flux conservation (6.34) with the following assumptions:
constant negative ion density and ne(x) =

ne0
2 (1 + cos πx

R ), then divided by ne0,

0 = (Kiz −Katt)ng − νL(1 + α0). (6.60)

With a reasoning similar to the evolution of Te and R as functions of α0 and ne0/ng, an
increase in RL results in a decrease of Te and an increase of R.

The evolution of the β = 0.15 curve in figure 6.8 comes from the evolution of Te and R.
Moving downward from the β = 0 curve corresponds to increasing β’s. With increasing
RL, R also increases, which means that for a given ratio between volume attachment and
recombination, β is increasing with RL. Therefore, the limiting value of β = 1 is reached
closer to the β = 0 curve as RL is increased. As the β = 0 and β = 1 curves get closer,
simulation results become harder to obtain, which is why the β curves begin at α0 = 0.8
for RL = 150 cm2 and α0 = 1.0 for RL = 200 cm2.

The B0 parameter

In the model, the magnetic field only appears in the second moment of the fluid equations
for the electrons. For small values of the magnetic field (B0), the model is consistent, but
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B0 (G) 200 300 400 500 600
Te (V) 2.56 2.60 2.60 2.61 2.61
R (cm) 4.23 2.30 1.66 1.32 1.10

Table 6.3: Te and R as functions of B0 for p = 10 mTorr, RL = 100 cm2,
Te/Ti = 20, α0 = 1.2 and ne0/ng = 2.1× 10−4.
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Figure 6.9: R as a function of B0 for p = 10 mTorr, RL = 100 cm2, Te/Ti = 20,
α0 = 1.2 and ne0/ng = 2.1× 10−4.

does not correspond to the desired regime of magnetically confined electrons. For large
values of the magnetic field, the model is no longer valid since the ions are assumed to be
unmagnetized (no magnetic force in the momentum conservation equations for ions).

Table 6.3 shows the evolution of Te, R and β for values of B0 between 200 G and 600 G
with p = 10 mTorr, RL = 100 cm2, Te/Ti = 20, α0 = 1.2 and ne0/ng = 2.1 × 10−4. For
these parameters, the value of B0 = 100 G cannot be computed, causing the model to
break down. Te can be seen to be almost insensitive to the magnetic field (small increase),
while R is a decreasing function of the magnetic field. With a magnetic field increase, the
electrons are more confined to the center as their diffusion is further impeded. As to β,
it is almost insensitive to the magnetic field (small decrease). For more clarity, figure 6.9
shows the evolution of R as a function of the magnetic field B0.

6.3 Analytic Approximation

6.3.1 Analytic Model
The equations of the complete model are integrated with a shooting method on the pa-
rameter Te. For one set of input parameters, there might be one, two or no Te giving the
wanted solutions. Therefore, it is costly to search the (α0, ne0/ng) space for solutions. In
order to understand the scaling of magnetic electron filtering in a much quicker way, an
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analytic model was developed, using the observations of the numerical results.
The same geometry is considered: a finite cylinder approximated in 2D by a length L

and a half-width R in which electrons are lost axially, the positive ions axially and radially,
and the negative ions radially. The axial losses are approximated as volume losses in a
one-dimensional fluid model (see section 6.2.3). The parameters B0, RL and Te/Ti are
input parameters, as in the numerics. For simplicity, the non-linear inertia terms in the
ion equations (6.38) and (6.39) are dropped. Neglecting the ionization and attachment
collision terms, the second moment fluid equation for the electrons can be written as

Γe = −D⊥e
dne

dx
− µ⊥eneE, (6.61)

with

D⊥e =
De

1 + ω2
ce/ν

2
e

, De =
eTe

meνe
, (6.62)

µ⊥e =
µe

1 + ω2
ce/ν

2
e

, µe =
e

meνe
. (6.63)

In order to compare the two terms in (6.61) (diffusion and mobility), they are ap-
proximated. The magnetic field is assumed to be large enough that the radial electric
field scales with the ion temperature, E ∼ T+/R, while the electron density gradient is
approximated with dne/dx ∼ −ne0/R (linear approximation between the initial condition
ne(0) = ne0 and the boundary condition ne0(R) = 0). The assumption on the electron
density profile is only used in this comparison. These assumptions lead to the following
scaling for the two terms of (6.61)

D⊥e
dne

dx
∼ e/meνe

1 + ω2
ce/ν

2
e

ne0

R
Te, (6.64)

µ⊥eneE ∼ e/meνe
1 + ω2

ce/ν
2
e

ne0

R
T+. (6.65)

Since T+ � Te, the drift term (6.65) is small compared to the diffusion term (6.64),
simplifying (6.61) to

Γe ≈ −D⊥e
dne

dx
. (6.66)

The electron axial losses are integrated as in the numerics, keeping in mind that
the electron density can be assumed constant over the axial direction z for L � R.
Combining (6.66) with the electron first moment fluid equation yields

−D⊥e
d2ne

dx2
= (νiz − νatt)ne − νL(ne + n−), (6.67)

with quasi-neutrality n+ = ne + n−. Here, νiz = Kizng is the ionization frequency, νatt =
Kattng the attachment frequency, and νL the electron end loss term (6.33) which is a
volume loss frequency corresponding to the electron and positive ion axial losses. The
sign of the right hand side of (6.67) plays an important role and depends mainly on the
electron density, as was discussed in the numerics. This equation can be rewritten as

d2ne

dx2
+

νnet

D⊥e
ne =

νL
D⊥e

n−, (6.68)
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Figure 6.10: Electronegativities α = n−/ne0 used in the analytic approximation: α0

initial electronegativity, αs electronegativity at x = R, ᾱ average electronegativity.

with νnet = νiz − νatt − νL.
Assuming that the negative ion density is constant (n− = n̄−), as was approximately

obtained in the simulation results, renders (6.68) easy to solve:

ne(x) = A cos (ωx+B) +
νL
νnet

n̄−, (6.69)

with A and B two constants to be determined and ω2 = νnet
D⊥e

. The boundary conditions
come from the boundary conditions in the numerics and the observations of the simulation
results:

dne

dx

����
x=0

= 0,
dne

dx

����
x=R

= 0, ne(0) = ne0, ne(R) = 0. (6.70)

This set of boundary conditions is satisfied by

ne(x) =
ne0

2

�
1 + cos

πx

R

�
. (6.71)

By identification between (6.69) and (6.71), the following relations are obtained;

νnet

D⊥e
=

π2

R2
, A =

νL
νnet

n̄− =
ne0

2
, B = 0, (6.72)

Let ᾱ = n̄−/ne0 be the average electronegativity. The edge electronegativity at x = R
is noted αs. It should be noted that the electron density is taken as the initial electron
density ne0 in the expression of the electronegativity in this chapter. In the case of a
decreasing electronegativity, figure 6.10 summarizes the electronegativities α, α0, αs and
ᾱ. Rewriting the expression of the constant in (6.72) yields ᾱ = νnet

2νL
, which is equivalent

to (1 + 2ᾱ)νL = νiz − νatt. Replacing νL with its expression from (6.33) gives

2D+

RL
(1 + 2ᾱ)

�
1 +

Te

T+

�1/2

= (Kiz −Katt)ng. (6.73)
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As in the numerics, RL is set for a given problem in order to simplify the resolution of
the equations. By using ᾱ instead of α0 (numerics) as an input parameter, and keeping
Te/T+ constant, (6.73) is the expression of the function Te(ᾱ). It should be noted that
Te is a function of ᾱ without dependence on ne0/ng. Combining ᾱ = νnet/(2νL) and
νnet/D⊥e = π2/R2, and using the expression of νL gives R as a function of the parameters
RL, ᾱ and Te:

R2 =
π2

4ᾱ

D⊥e

D+

RL

(1 + Te/T+)1/2
. (6.74)

From R, the value L can, of course, be calculated. For sufficiently high magnetic fields
(ωce/νe � 1), D⊥e can be approximated with (eTeνe)/(meω2

ce). This leads, with constant
Te/T+, to the following scaling

R ∝ (RL)1/2ng

B0ᾱ1/2
. (6.75)

This scaling will be used for comparison between the numerical and analytic solution in
section 6.3.2. It should be noted that R ∝ B−1

0 , i.e. decreases with B0, as found in
figure 6.9.

To complete the description of the discharge equilibrium, the negative ion balance
equation is approximated with n− = n̄− = const:

dΓ−

dx
= νattne(x)−Krecn̄−(n̄− + ne(x)). (6.76)

This equation can easily be integrated since ne(x) is known and all other terms are con-
stants. Using the initial conditions on the negative ions, n−(0) = nn0 and v−(0) = 0,
Γ−(0) = 0 is found, leading to

Γ−(x) =
ne0

2
(νatt −Krecn̄−)

�
x+

R

π
sin

πx

R

�
−Krecn̄

2
−x. (6.77)

Since β is defined as the ratio of the ion velocity at x = R to the ion Bohm velocity, in
order to obtain the ion flux, the ion density at x = R is also needed. Using αs = ns(R)/ne0,
the negative ion flux can be expressed as Γ−(R) = βαsne0uB+. Finally, equating both
expressions of the negative ion flux at x = R yields

Γ−(R) =
ne0R

2
[νatt −Krecne0ᾱ(1 + 2ᾱ)] = βαsne0uB+. (6.78)

Since the ion Bohm velocity is the same for both ion species (m+ = m− and T+ = T−)
and v+(R) = v−(R), β is the same for positive and negative ions. Once again, it can be
seen that the ion flux at x = R is the difference between attachment (first term in square
brackets in (6.78)) and recombination (second term in square brackets in (6.78)).

The relation needed between αs and ᾱ is somewhat cumbersome and the calculation
is given in appendix A:

− 3D+

2
αs = −3D+

2
ᾱ− D+ −D⊥e

1 + µ⊥e/µ+
ᾱ ln

�
1 +

1 + µ⊥e/µ+

2ᾱ

�

+ [νatt −Krecne0ᾱ(1 + 2ᾱ)]
R2

4
+ [νatt −Krecne0ᾱ]

R2

π2
. (6.79)
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Rewriting (6.78) as

β =
R

2αsuB+
[νatt −Krecne0ᾱ(1 + 2ᾱ)], (6.80)

and substituting for αs from (6.79), equation (6.80) gives an expression for β as a function
of the parameters {RL, ng, B0Te/T+,m+}, ᾱ and ne0/ng. With the parameters, ᾱ and ne0

as inputs, the output parameters Te (in (6.73)), R and L (in (6.74)), and β (in (6.80))
can be determined.

For simplicity in obtaining the β-curves in the (ᾱ, ne0/ng) plane, the expression of ne0

as a function of the parameters, ᾱ and β has to be calculated. Combining (6.78) and (A.9)
gives αs as a function of the parameters, ᾱ and β,

αs

�
3D+

2
+

βuB+R

2
+

2βuB+R

π2(1 + 2ᾱ)

�

= ᾱ

�
3D+

2
+

D+ −D⊥e

1 + µ⊥e/µ+
ln

�
1 +

1 + µ⊥e/µ+

2ᾱ

�
− 2νatt

1 + 2ᾱ

R2

π2

�
. (6.81)

The expression of ne0, from (6.78), is

ne0 =
νatt − 2βαsuB+/R

Krecᾱ(1 + 2ᾱ)
. (6.82)

In the context of thrusters, it is interesting to maximize the outgoing ion flux. Because
of the ion density decay for high β’s seen in the numerics, maximizing β is not equivalent
to maximizing the ion flux. Moreover, the expressions of Te in (6.73) and R in (6.74)
show that they are independent of ne0/ng. This means that for a given ᾱ, R is constant,
describing one geometry. Therefore, an optimization of Γ−(R) as a function of ne0 and for
constant ᾱ is meaningful. The optimized value of ne0 is found from (6.78) by calculating

dΓ−(R)

dne0
= 0, (6.83)

at constant ᾱ. The expression obtained is

ne0|opt =
νatt

2Krecᾱ(1 + 2ᾱ)
. (6.84)

Replacing ne0 with its optimized value in (6.78) reveals that half of the negative ions flow
to the wall while half recombine in volume (the recombination terms becomes 1

2νatt).
Figure 6.11 is a first equivalent to figure 6.7. It shows ne0/ng as a function of ᾱ for

three values of β (0, 0.15 and 1) and ne0|opt/ng as a function of ᾱ. As in the numerics,
the values of the parameters are RL = 100 cm2, p = 10 mTorr, B0 = 300 G, Te/T+ = 20
and m+ = 32 a.m.u. It can be observed that although ᾱ is used instead of α0, the figure
from the numerics and that from the analytical model are very similar, showing three
regions in their corresponding plane. For every value of (ᾱ, ne0/ng), there are solutions
fulfilling both boundary conditions. To the right of the β = 0 curve, these solutions are
for negative β’s, meaning that this region is of no interest (the plasma cannot be sustained
on its own). To the left of the β = 1 curve is a region where β > 1, meaning that the ion
velocities are greater than the ion sound velocity. This situation is possible in the analytic
approximation because the inertia terms for the ions were dropped, but is not physical.
The region between the β = 0 and β = 1 curves is where all solutions are: both boundary
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Figure 6.11: ne0/ng versus ᾱ for p = 10 mTorr, B0 = 300 G, RL = 100 cm2,
Te/Ti = 20 and Mi = 32 a.m.u. The upper-through-lower curves are for β = 0, 0.15
and 1 respectively; the dashed curve gives ne0|opt/ng.

conditions are fulfilled and 0 < β < 1. It should be noted that the β = const curves do
not intersect. Also, the ne0(opt)/ng curve shows that the maximum flux is not necessarily
obtained for β = 1. As discussed previously, this is due to the fact that for high β’s, the
edge densities drop to a small value compared to the central densities.

In order to further the comparison between the numerics and the analytical model,
the (α0, ne0/ng) plane needs to be considered instead of (ᾱ, ne0/ng). For that, the relation
between α0 and ᾱ derived in (A.12) is used:

α0 =
3

2
ᾱ− 1

2
αs. (6.85)

Figure 6.12 can be easily obtained by using the parametric plot of ne0/ng as a function of
ᾱ and β versus α0 as a function of the same variables ᾱ and β. The parameters were kept
constant. The β curves are changed and can now be seen to intersect, as it was seen in the
numerics in figure 6.7. For instance, the β = 0.15 and β = 1 curves do so for α0 = 0.67
and ne0/ng = 4.69 × 10−4. The R curves are obtained in the same way as the β curves,
a parametric plot of ne0/ng as a functions of ᾱ and R versus α0 as a function of ᾱ and
R. In the previous figure (6.11), the R curves were vertical lines since R only depends on
ᾱ. Here, the R curves are slanted lines, as expected from (6.85). The fact that ne0/ng for
constant R is a linear function of α0 can be derived from (A.9) by replacing αs with its
expression in (A.12),

− 3D+

2
(3ᾱ− 2α0) = −3D+

2
ᾱ− D+ −D⊥e

1 + µ⊥e/µ+
ᾱ ln

�
1 +

1 + µ⊥e/µ+

2ᾱ

�

+ [νatt −Krecne0ᾱ(1 + 2ᾱ)]
R2

4
+ [νatt −Krecne0ᾱ]

R2

π2
. (6.86)

As it was seen, R constant means that ᾱ and Te are constant; all terms in equation (6.86)
are constants. The relation between ne0/ng for constant R and α0 is indeed linear, and
with a negative slope.
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Figure 6.12: ne0/ng versus α0 for p = 10 mTorr, B0 = 300 G, RL = 100 cm2,
Te/T+ = 20 and m+ = 32 a.m.u. The upper-through-lower solid curves are for
β = 0, 0.15 and 1 respectively; the dot-dashed curve gives the curves of constant
R = 3 cm and R = 2.5 cm.

Finally, the evolution of αs/α0 as a function of α0 for the same parameters is shown in
figure 6.13. For small β’s, the negative ion density at the edge is rather flat, but as soon
as β = 0.15, the edge density drops with values around a quarter of the central density
for β = 1.

6.3.2 Comparison with Numerics, Parameter Scaling
The input and output parameters

Besides the main parameters {RL, ng, B0Te/T+,M+}, the input and output parameters
in the two solution methods are somewhat different. In the numerics, the inputs are the
initial, or central, electronegativity α0 and the initial electron density ne0. The outputs are
the length of the system R, the electron temperature Te, and β, the ion velocity at x = R
normalized to the ion sound velocity. As a result, Te and R are functions of both inputs.
In the analytical model, the easiest input parameters are the average electronegativity
ᾱ and β. It was shown in the calculations that outputs Te and R are only functions of
ᾱ. The last output ne0 is a function of both inputs. However, in the analytical model,
transformations can be used to obtain the problem as functions of α0 and ne0.

The evolution of R and Te as functions of α0 (in the numerics) and ᾱ (in the analytical
model) for constant ne0/ng are the same:

When (α0, ᾱ) �, Te � and R � . (6.87)

Independent of ne0 in the analytical model, Te and R do depend on the initial electron
density in the numerics, with the following for constant α0

When ne0 �, Te � and R � . (6.88)
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Figure 6.13: αs/α0 versus α0 for p = 10 mTorr, B0 = 300 G, RL = 100 cm2,
Te/Ti = 20 and Mi = 32 a.m.u.

The negative ion density profile

The main assumption to solve the electron balance equation in the analytical model is the
constant negative ion density. It was seen that this assumption is valid for small values
of β, but for values of β near 1, the edge density is lower than the central density by as
much as a factor of 5 (see figure 6.6). Therefore, there are two regions: for small β’s, both
models should be in good agreement, but for high β’s, there should be discrepancies. This
can be seen when comparing the (α0, ne0/ng) planes in both cases (figures 6.7 and 6.12):
the β = 0 curves are quite close but the β = 1 curves are significantly different.

However, n− = n̄− is not used in the calculation of β. The value of the edge electroneg-
ativity is derived as a function of the input parameters. Figure 6.13, showing the ratio
of the edge electronegativity αs to the the central electronegativity α0 as a function of
the central electronegativity α0, confirms the evolution of the negative ion density profile
versus β.

The inertia terms

The inertia terms ∇(nivivi) and ∇(nnvnvn) were dropped in the analytical model in order
to simplify the problem. Between this and the assumption of quasi-neutrality, there is
no way in this model to know whether a solution is physical or not without using an
additional condition. This condition was chosen to be on the edge ion velocity, requiring

0 < β < 1. (6.89)

In the numerics, although quasi-neutrality is also assumed, the presence of the inertia
terms ensures that, if the parameters lead to a singularity in velocities, the simulation
is stopped. All results presented were done with those conditions. In order to see their
effect, the inertia terms were dropped in a few characteristic simulations. For small values
of β, the differences between cases with and without the inertia terms are negligible. For
higher values of β, the difference increases slowly, because the ion velocities are small
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over most of the simulation, implying that the inertia terms are of minor importance.
Only close to x = R do the inertia terms play a role in the simulations, leading to
mathematical singularities (diverging velocities). This implies the formation of a sheath
since quasi-neutrality is no longer fulfilled.

The (α0, ne0/ng) plane

By using the calculated relation between the average electronegativity αs and the central
electronegativity α0 for the analytical model, the space of solutions can be represented
in the (α0, ne0/ng) plane for both calculations. The visual agreement between figures 6.7
and 6.12 is good, whether when comparing the β or R curve loci.

Near the β = 0 limit, both models are extremely close. For instance, with ne0/ng =
2.75× 10−4, this limit is reached for α0 = 1.0 in the numerics while the analytical model
predicts that it is reached for α = 1.031. As was seen previously, the negative ion density
profile is flat for values of β close to 0, which validates the nn = n̄n assumption in the
model. Moreover, the inertia terms, which have little effect, are negligible with β ≈ 0.

Near the β = 1 limit, some differences can be seen. For ne0/ng = 2.75×10−4, the limit
is approached for α0 = 0.828 in the numerics, but for α0 = 0.754 in the analytical model.
Here, the assumption that the negative ion density is constant does not hold, with the
effect that the electron density profile calculated in the analytical model is significantly
in error. The inertia terms also play a role near this limit.

The R curves are slightly shifted towards lower values of α0 in the analytical model.
Also, the R curves in the numerics are not as linear with α0.

The Scaling of the optimized Γ−(R)

In the context of thrusters, the main output parameter of interest is the flux of ions. For
PEGASES, it is the negative ion flux that needs to be optimized since the positive ion
flux goes down to the value of the negative ion flux as the electron flux goes to zero at
x = R. The negative ion flux was calculated in (6.78)

Γ−(R) =
ne0R

2
[νatt −Krecne0ᾱ(1 + 2ᾱ)], (6.90)

while the optimized electron density for this equation was calculated in (6.84)

ne0(opt) =
νatt

2Krecᾱ(1 + 2ᾱ)
. (6.91)

Combining these two equations yields the expression of the optimized negative ion flux

Γ−(R)|opt =
1

8

νattR

Krecᾱ(1 + 2ᾱ)
. (6.92)

The expression of ᾱ can be approximated from (6.74) since Te/T+ � 1

ᾱ =
π2

4

L

R

D⊥e

D+

�
T+

Te

�1/2

. (6.93)

With a high enough magnetic field, D⊥e can be approximated with (eTeνe)/(meω2
ce), while

D+ = (eT+)/(m+ν+) (unmagnetized ions), giving the following scalings

D⊥e ∝
ng

B2
0

and D+ ∝ 1

ng
. (6.94)
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The scaling of ᾱ can thus be written as

ᾱ ∝ L

R

n2
g

B2
0

. (6.95)

Depending on ᾱ, there are two regimes: low and high electronegativity

ᾱ <
1

2
⇒ 1

ᾱ(1 + 2ᾱ)
� 1

ᾱ
, (6.96)

ᾱ >
1

2
⇒ 1

ᾱ(1 + 2ᾱ)
� 1

2ᾱ2
. (6.97)

The scaling of the negative ion flux for low electronegativity is thus

Γ−(R)|opt ∝
Katt

Krec

B2
0

ng

R2

L
, (6.98)

and for high electronegativity

Γ−(R)|opt ∝
Katt

Krec

B4
0

n3
g

R3

L2
. (6.99)

In both cases, it can be seen that the parameters to increase the negative ion flux are
the attachment rate (increasing function) and the magnetic field strength (increasing
function). Although the negative ion flux decreases as the pressure (neutral density) is
increased, the latter plays a stronger role at high electronegativity. As expected, the
negative ion flux is a decreasing function of the recombination rate.

The scaling of R

With the assumption that the negative ion density is constant, it was found in the ana-
lytical model that

R ∝ (RL)1/2ng

B0ᾱ1/2
. (6.100)

In the numerics, the study R as a function of α0 shows a behavior like R ∝ α−c
0 with

c a positive constant. Plotting R versus α−1
0 does not result in a linear curve, but the

curvature shows that c < 1. Therefore, the scaling of R with (ᾱ,α0) is consistent between
the two models.

Since only three values of RL were studied numerically, the comparison is limited.
However, plotting R versus RL for different parameter values does show a linear behavior.

Finally, figure 6.9 shows how R scales as a function of B0 for the numerics. The profile
of the curve is consistent with R ∝ B−1

0 .

6.4 Model Limitations

6.4.1 Symmetrical Ion-Ion Plasma
The choice was made to consider a plasma composed of only one species of positive ion and
one species of negative ion, with the masses of the ions set to the same value (32 a.m.u.)
and the ion temperatures set equal (T+ = T− = Te/20). This allowed a zero potential
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gradient at x = R to be found; with a zero electric field, there is no sheath at the edge of
the plasma.

A few cases were run with m+ �= m− or T+ �= T−. In these cases, the wanted solution
fulfilling both boundary conditions can still be found for a range of input parameters. It
was seen previously that when the boundary conditions are fulfilled, the ion densities and
fluxes are equal at x = R. It was seen numerically that with an asymmetrical ion-ion
plasma, either masses or temperatures unequal, these equalities are obtained with a non-
zero electric field at the edge: the symmetrical extraction of ions is no longer possible.
One of the gases studied in experiments is oxygen, with O+

2 and O+ as positive ions and
O− as negative. The value of ζ = m+/m−, therefore, may reach 2: an ion-ion plasma
obtained in the conditions described in the model would be asymmetrical.

The situation becomes even more complex in the case of sulfur hexafluoride, where
there are several types of positive ions and several types of negative ions. One could use
the described model with average masses and temperatures for the positive ions and the
negative ions, but it would also result in an asymmetrical plasma since the average masses
and/or the temperatures would be different.

6.4.2 Gas Electronegativity
In order to be as close as possible to the first experiments run, oxygen was chosen as
feedstock gas. However, oxygen is a weakly electronegative gas, which makes it a less
than ideal candidate for ion-ion plasma creation since the limiting process for such a
purpose is the negative ion production. It should also be noted that for thrust purposes,
the mass of the oxygen ions (16 and 32 a.m.u.) is quite low, especially compared to xenon
ions (131 a.m.u.), which are the typical ions used in classical electropositive thrusters.

This reduced electronegativity is the major reason why the ionization fraction found
in the results is so low (∼ 10−4). Indeed, it was calculated in (6.98) and (6.99) that the
optimized negative ion flux scales as the square of the attachment rate. With the low
attachment rate of oxygen, only low densities and fluxes can be obtained. For a thruster,
the desired ionization fraction is, of course, as close as possible to 1, with any neutral
entering the thruster turned into an ion and providing thrust. The ionization fraction
found in the model, therefore, is extremely low.

The aim of the simulations was to be comparable to the experiment, with a radius of
R = 2.3 cm, which gave the value of the normalization R0 = 2.5 cm. The R curve of
R = 2.5 cm, therefore, represents the experiment. It should be noted that although the
described regime is at very low electron density, solutions with R = 2.5 cm and fulfilling
both boundary conditions were found, meaning that obtaining an ion-ion plasma in the
given geometry is possible, albeit in a different regime than hoped for (low ionization
fraction ne0/ng).

There are two ways of simulating higher electronegativities, either change all parame-
ters for a more electronegative gas (I2 for instance), or only modify the value of Katt used
in the simulations (e.g. multiplying it by a constant factor). The first solution requires all
parameter values to be changed to describe a new feedstock gas, as well as a completely
new search for solutions. The second one is a lot easier to implement, especially with a
gradual increase of Katt: the evolution of the solution space could be tracked and such
evolution could be understood in regard to the increase of the attachment factor. The
end value of the attachment factor could be set to Katt(I2)/Katt(O2) for instance. These
modifications were not done due to the lack of time.
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6.4.3 Solutions with ne(R) �= 0

In order to reach complete electron confinement, the boundary conditions required the
electron density and the electron flux to be zero at x = R. As the numerical integration
procedure was described (6.2.4), it was found that the boundary condition on the electron
flux could be fulfilled for a range of electron temperatures, with either the maximum or
both extrema fulfilling the other boundary condition on the electron density. These so-
lutions were not directly investigated, but data is available from the shooting method on
the electron temperature (figures 6.3 and 6.4). It should be noted that the additional con-
dition 0 < β < 1 (self-sustained and sheath-free solutions) is also fulfilled with ne(R) �= 0.
Although ve(R) = 0 is obtained, it is the fluid velocity and not the velocity of all electrons:
with the assumption of a Maxwellian velocity distribution function, half the electrons have
a positive velocity while the other half has a negative velocity. The described situation,
therefore, is not one of electron confinement. As a consequence, a sheath should be found
where the electron flux goes to zero. The amplitude of this sheath determines whether the
extraction of both ion species is possible. However, as the electrons are magnetized, their
diffusion is impeded, meaning that the negative ions should still dominate the plasma
equilibrium.

For lower electron temperatures than the ranges found for ne(R) = 0, solutions can be
found with a non-zero electron flux, although it is small compared to the ion fluxes. These
solutions were not investigated, but correspond to a case where the magnetic confinement
of electrons is not attained. As a complete confinement cannot be done in experiments, due
to detachment for instance, these solutions could prove to be interesting when comparing
with experiments.

6.4.4 Constant Te

The assumption of constant Te, as well as constant T+, T− and Te/T+, was made to
facilitate the integration of the equations. For these temperatures to be variables of the
problem, the third moment of the fluid equation should be considered for all species,
amounting to nine equations, with difficult boundary conditions on heat transfer to be
set. However, the electron temperature profiles in the first PEGASES thruster prototype
(figure 4.13 in section 4.4) show that, in fact, there are two electron temperature regions:
the electronegative core has temperatures in the range of 10 V, while near the periphery,
the temperature is around 2-3 V. Assuming constant Te is thus a very strong assumption.

The consequence is that the same Te provides the ionization (positive ion and electron
creation, Kiz) and the attachment (negative ion creation, Katt). The issue lies with the
fact that high ionization is obtained for high Te, while high attachment for low Te (as low
as Te = 0 V in the case of I2). The solutions are thus compromises between low-medium
ionization and low-medium attachment: the constant Te assumption is one of the reasons
why such low ionization fractions were found in the results.

Since there are measured electron temperature profiles, it is possible to modify the
model to take it into account: a given Te(x) can be used instead of Te. For instance, the
electron temperature can be defined as

Te(x) = Te0 × f(x) for x ∈ [0,+∞[, (6.101)

with f(x) based on the electron temperature profile measurements, leaving Te0 as the
eigenvalue to solve for.
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It should be noted that equation (6.25) becomes

Γe(R) = ng

� R

0

(Kiz −Katt)nedx. (6.102)

The boundary condition Γe(R) = 0 may be obtained with Kiz > Katt in the high temper-
ature region, and Kiz < Katt in the low temperature, without the need for end losses.

6.4.5 Non-Uniform Neutral Density
The neutral density ng was assumed constant to solve the fluid equations. However, the
assumption is only valid at very low ionization fraction.

In the case of thrusters, the desired ionization is as close as possible to 1. This means
that every single neutral is ionized and yields an electron and an ion. The steady-state
neutral density, therefore, is close to zero in the case of the desired ionization fraction.
This needs to be taken into account.

Although the ionization fraction obtained in the results was small (around 10−4-10−3),
the effect called neutral depletion [54, 55, 56, 57, 58] must play a role in the plasma
equilibrium. As the electron temperature is much higher than that of the neutrals, the
electron pressure can become comparable to the neutral pressure even at low ionization
fraction (∼ 10−2). The neutrals are thus pushed away from the region of high electron
temperature As a result, the neutral density is not uniform and depends on the position.



Chapter 7

Ion Extraction Stage

Contents
7.1 Description of the Problem . . . . . . . . . . . . . . . . . . . . 138

7.1.1 High Voltage Sheath . . . . . . . . . . . . . . . . . . . . . . . . 138
7.1.2 Low Voltage Sheath . . . . . . . . . . . . . . . . . . . . . . . . 139

7.2 Basic Fluid Model Study . . . . . . . . . . . . . . . . . . . . . . 139

7.2.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139
7.2.2 Assumptions . . . . . . . . . . . . . . . . . . . . . . . . . . . . 140
7.2.3 Poisson and Model Equations . . . . . . . . . . . . . . . . . . . 141
7.2.4 Ion-Ion Plasma . . . . . . . . . . . . . . . . . . . . . . . . . . . 147

7.3 PIC Simulations . . . . . . . . . . . . . . . . . . . . . . . . . . . 147

7.3.1 Description of the PIC Simulations . . . . . . . . . . . . . . . . 147
7.3.2 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 148
7.3.3 PIC Limitations . . . . . . . . . . . . . . . . . . . . . . . . . . 151

7.4 Kinetic Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . 151

7.4.1 Assumptions . . . . . . . . . . . . . . . . . . . . . . . . . . . . 151
7.4.2 Initial Distribution Function Requirements . . . . . . . . . . . 153
7.4.3 Equation of the Model . . . . . . . . . . . . . . . . . . . . . . . 154
7.4.4 Bohm Criterion . . . . . . . . . . . . . . . . . . . . . . . . . . . 156
7.4.5 High Potential . . . . . . . . . . . . . . . . . . . . . . . . . . . 158
7.4.6 Floating Potential . . . . . . . . . . . . . . . . . . . . . . . . . 158

7.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 162

The third and final stage of the PEGASES thruster is the ion extraction and accel-
eration. To realize it, two designs were considered: a magnetic divergence similar to
VASIMIR (see section 1.1.4) or biased grids as in ion thrusters (see section 1.1.3). As an
easier design to implement, biased grids were chosen over the magnetic divergence. Since
a plasma adapts to a biased electrode with a sheath, a small region near the electrode
where the potential difference between the plasma potential and the electrode potential
is localized, understanding the scaling laws of sheaths for ion-ion plasmas is crucial to the
actual implementation of the design.
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In order to look into the problem, a set of basic fluid models were first studied for
two cases, depending on what assumption is made for each species. PIC simulations were
then run for an ion-ion plasma in the steady-state regime to characterize the response of
this plasma to direct-current biased electrodes. A kinetic model for the sheath was then
developed to understand the velocity distribution of both species, yielding results for a
Bohm criterion and scaling laws for high and small voltage sheaths.

7.1 Description of the Problem

The situation is a priori very different from an electron-positive ion plasma where the two
involved species have different properties due to the mass ratio between the two (5.8×104

in oxygen). Electrons are characterized by a high temperature, which results in a fast
diffusion. Positive ions are characterized by a low temperature and a slow diffusion. For
ion-ion plasmas, the two involved species have either the same or comparable masses. For
example in oxygen, the main ions are O+

2 and O−, which means a mass ratio of 2. The
diffusions, therefore, are similar and should result in a specific behavior near a biased
electrode. Two cases of biased electrode are considered: the high voltage sheath where
ions are accelerated to high velocities, and the low voltage sheath which corresponds to
an electrode at the floating potential.

7.1.1 High Voltage Sheath

The first aspect to study about sheaths in an ion-ion plasma is the plasma response to
a high potential difference imposed by grids. The aim is to accelerate ions to a velocity
as high as possible. In order to optimize the thrust, all ions need to be accelerated in
the direction of the thrust. This is due to the fact that an ion, accelerated in a direction
which makes an angle with the direction of thrust, only contributes to the total thrust
with the cosine of this angle as a factor. An ion entering the sheath is accelerated in the
direction perpendicular to the tangent of the sheath at that point. In the case of a planar
electrode, all ions are accelerated in the same direction, but all ions are also collected.

This is why grids are used, as they let part of the ions through: the ratio of ions passing
through to all ions accelerated toward the sheath is called grid transparency. The main
parameters of a grid are the hole size and number of holes per area. These are optimized
for a maximum transparency and a sheath edge as planar as possible. Figure 7.1 shows the
sheath profile in front of a grid with holes that are too big. It can be seen that some ions
are correctly accelerated in the direction of thrust, perpendicular to the grid. However, the
non-planar sheath profile results in two limitations. Some of the ions that pass through
the grid are not accelerated in the direction of thrust, which means a reduced thrust. The
rest of the ions, which could have gone through the grid, are accelerated toward the grid
and collected: they are lost for the thrust.

What determines the sheath profile in front of a grid is the sheath size, distance
between the sheath entry point and the grid. The larger it is, the more planar the sheath
profile is. The sheath size as a function of operating parameters, potential difference
and ion density for instance, needs to be known. The size of the grid holes can then be
determined.
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Sheath  edge

Biased  gridGrid  hole

Figure 7.1: Sheath edge near a biased grid. Ions are accelerated perpendicularly
to the sheath tangent where they enter the sheath. A part of the ions is accelerated
in the direction of thrust (solid line), another is accelerated with an angle (dashed
line), and the last part is collected by the grid (dotted line).

7.1.2 Low Voltage Sheath
As the walls of the PEGASES thruster are made of dielectric material, the total current
at these walls needs to be zero. The wall potential is thus the floating potential. The
potential difference between the plasma and the walls is the difference between plasma
and floating potentials Vp − Vf . A small sheath, therefore, is present in front of these
walls. We shall see that for an ion-ion plasma with equal masses and temperatures, the
plasma and floating potentials are equal since the ion currents cancel each other without
the need to accelerate one of the ion species and decelerate the other.

With a mass ratio different than 1, as in oxygen, for example, with mass ratio of 2
between the positive ion O+

2 and the negative ion O−, the ion-ion plasma is no longer
symmetrical, which means that a small potential difference between the plasma and the
wall is needed for the total current to be zero. To understand the potential profile in the
thruster cylinder, the floating potential as a function of mass ratio is needed.

7.2 Basic Fluid Model Study

7.2.1 Motivation
In an electron-positive ion plasma, the sheath can be described with a simple fluid model
where the electrons are assumed to be in Boltzmann equilibrium while the inertia domi-
nates the dynamics of positive ions. Because of the small electron mass compared to that
of the positive ions, the inertia effect is neglected for electrons. The pressure effect for
the positive ions is neglected since their temperature is much smaller than that of the
electrons. The Boltzmann equilibrium assumption for the electrons is further justified as
they are the confined species. This holds true whether there is a low (floating potential)
or high (ion extraction) voltage sheath.

In the case of an ion-ion plasma, both species have comparable masses and temper-
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atures. It would be logical that the dominating effect is the same for the positive and
negative ions. The case where both species are inertia dominated does not apply to the
range of pressures and densities of the plasmas considered for the PEGASES thruster. It
is thus the pressure dominated assumption that should describe the plasma equilibrium.
However, one species is confined while the other is accelerated. This creates an asymmetry
in the problem. The sheath equilibrium, therefore, should be an intermediate between
two extreme cases: the electron-positive ion one, and the symmetrical situation where the
thermal force (pressure gradient) dominates.

These two cases are investigated, with emphasis on the scaling laws that can be derived.

7.2.2 Assumptions
A one-dimensional ion-ion plasma composed of two species, one positively charged (+)
and the other negatively charged (−), is considered with the first two moments of the
fluid equations in rectangular coordinates. In order to keep it simple, both ion species are
assumed to be singly charged. The choice is made to accelerate positive ions and retard
negative ions. This means that the electric field is positive, i.e. the potential gradient is
negative.

The initial conditions are chosen as follows

n+(0) = n0, n−(0) = αdn0, v+(0) = u0, v−(0) = αvu0, ϕ(0) = 0. (7.1)

There are thus two parameters, the ratio of initial densities αd and the ratio of initial
fluid velocities αv. Quasi-neutrality is usually assumed in the plasma region where the
potential gradient is small. In the sheath, however, quasi-neutrality is no longer fulfilled.
The pre-sheath is the region in-between, where quasi-neutrality is usually assumed. As
the potential structure for ion-ion plasmas is to be determined, the parameter αd allows us
to consider cases where quasi-neutrality is not fulfilled at the sheath edge. The parameter
αv is needed as electrons and positive ions are known to have different velocities.

As the source term is assumed to be zero, the continuity equation (described in sec-
tion 2.1.2) is the same for both species and can be written as

∇(n±v±) = 0. (7.2)

Combining this equation with the initial conditions (7.1) gives the values of the constant
fluxes

n+v+ = n0v0 and n−v− = αdαvn0v0. (7.3)
The plasma and the sheath are assumed to be collisionless, which leaves three terms

in the momentum conservation equation (described in section 2.1.2): the pressure, the
electric force and the inertia

eT±∇n± ± en±∇ϕ+m±∇(n±v
2
±) = 0. (7.4)

In order to simplify the problem further, only two terms are kept, with the electric force
as one of them. Two hypotheses can thus be defined:

• Warm hypothesis: the inertia term is neglected as the species is assumed to be
massless, resulting in a balance between pressure and electric force,

• Cold hypothesis: the pressure term is neglected as the species temperature is as-
sumed to be zero, resulting in a balance between inertia and electric force.
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The warm hypothesis corresponds to a Boltzmann equilibrium, an assumption usually
made for electrons in an electron-positive ion plasma. The cold hypothesis is usually
made for positive ions in a low pressure electron-positive ion plasma. As negative ions
are confined in a standard electronegative discharge, the question whether they should be
considered in Boltzmann equilibrium is still open [74, 21].

For each hypothesis, the density can be expressed as a function of the potential from
the momentum conservation equation.

Warm Hypothesis

Here, equation (7.4) can be rewritten as

∇(lnn±) = ∓ 1

T±
∇ϕ. (7.5)

Using the initial conditions (7.1) to integrate between 0 and x yields the densities

n+ = n0e
−ϕ/T+ and n− = αdn0e

ϕ/T− . (7.6)

Cold Hypothesis

With this hypothesis, the momentum conservation equation (7.4) can be written as

∇v2± = ∓ 2e

m±
∇ϕ. (7.7)

The expression of the velocities is obtained by integrating this equation with the initial
conditions (7.1) between 0 and x, and assuming that they are positive

v+ =

�

u2
0 −

2e

m+
ϕ and v− =

�

α2
vu

2
0 +

2e

m−
ϕ. (7.8)

There are thus two conditions on the potential that depend on the initial velocities

ϕ <
m+u2

0

2e
and/or ϕ > −m−α2

vu
2
0

2e
. (7.9)

The densities can be easily obtained from equation (7.3)

n+ =
n0�

1− 2e
m+u2

0
ϕ

and n− =
αdn0�

1 + 2e
m−α2

vu
2
0
ϕ
. (7.10)

7.2.3 Poisson and Model Equations
As the model focuses on the sheath, quasi-neutrality cannot be assumed. The Poisson
equation is used to solve for the potential

−ε0∆ϕ = e(n+ − n−). (7.11)

Since the densities can be expressed as functions of the potential for either hypothesis,
the model comes down to one equation.

Two extreme cases were thus studied:
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• Warm-Warm: both ion species are in Boltzmann equilibrium,

• Cold-Warm: cold positive ions and warm negative ions.

In each case, equation (7.11) is linearized to obtain characteristic lengths, and inte-
grated numerically to observe the behavior as parameters are varied. Although a linearized
equation of the model is only valid for small values of the potential, characteristic values
that also govern the solutions for bigger values of the potential can be extracted. In or-
der to integrate the model equation, the initial electric field, which should be zero in the
plasma approximation, is set to a very small positive value (5 × 10−5 for the normalized
electric field) for the sheath to occur with positive ions accelerated and negative ions
decelerated. Otherwise, all parameters stay constant as there is no initial gradient.

Warm-Warm Case

The equation of the model is obtained by combining the expression of the densities from
equation (7.6) and the Poisson equation (7.11)

−ε0∆ϕ = en0

�
e−ϕ/T+ − αde

ϕ/T−
�
. (7.12)

Once linearized, this equation becomes

−ε0T+

en0
∆ϕ = (1− αd)T+ −

�
1 + αd

T+

T−

�
ϕ. (7.13)

One can see that the Debye length, defined as

λD+ =

�
ε0T+

en0
, (7.14)

is the characteristic length for this equation, which can be rewritten as

λ2
D+∆ϕ−

�
1 + αd

T+

T−

�
ϕ = (αd − 1)T+. (7.15)

As this equation is a second order ordinary differential equation, the type of solution
is determined by the sign of the factor in front of ϕ. Here, with a negative sign, solutions
are exponentials. However, the linearized equation is not enough to know whether the
exponential solution is diverging or converging. To determine this, one has to look at the
full equation (7.12). Starting from zero and quasi-neutrality (αd = 1), the potential can
either become positive or negative. If it becomes positive, then its second derivative is
also positive, which increases the potential. The opposite situation is symmetrical, i.e.
a negative potential results in a decrease in potential. Therefore, solutions are diverging
exponentials. With a zero electric field, all variables remain constant, which is why a non-
zero initial electric field is needed, and decides whether the potential is positive (negative
electric field) or negative (positive electric field). The numerical integration shown in
figure 7.2 confirms that. As the potential is negative, the positive ion density and negative
ion velocity increase exponentially, while the positive ion velocity and negative ion density
decrease exponentially. It should be noted that in the case quasi-neutrality at x = 0, the
linearized equation is a harmonic one (no right hand side term), which means that the
solutions show a symmetry with the curve ϕ = 0.
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Figure 7.2: Normalized potential (a) and normalized densities (b) as functions
of position in the warm-warm case. The potential is normalized to the positive ion
temperature, the densities to the initial density, and the position to the Debye length.
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The characteristic length of the exponential is a modified Debye length, with quasi-
neutrality and the ratio of temperatures parameters. It can be seen in figure 7.2 that the
sheath size is roughly 2λD, and is almost insensitive to the voltage across the sheath. This
is due to the exponential behavior of the potential. Since a plasma is usually assumed
quasi-neutral, it means that the main parameter of the equilibrium is the ratio of tem-
perature. As the inertia term was assumed to be negligible, the masses obviously do not
play a role in the equilibrium.

In the case of the floating electrode, the positive and negative ion fluxes are equal
since no current is drawn with the electrode. The bias of the electrode is called floating
potential, and the potential difference Vp − Vf repels a species and accelerates the other.
with the Boltzmann relation, the thermal fluxes at the electrode can be written as

Γ± =
1

4
n±v̄±e

±(Vp−Vf )/T± . (7.16)

Equating these two fluxes and assuming quasi-neutrality (n+ = n−), the following relation
is obtained

v̄−
v̄+

= e(Vp−Vf )(T
−1
+ +T−1

− ), (7.17)

and yields

Vp − Vf =
T+T−

2(T+ + T−)
ln

�
m+

m−

T−

T+

�
. (7.18)

In the case where the temperatures are equal, equation (7.18) becomes

Vp − Vf =
T

4
ln

m+

m−
. (7.19)

It should be noted that when m+ = m−, Vp − Vf = 0.

Cold-Warm Case

The equation of the model is obtained by combining the density expressions from equa-
tions (7.6) and (7.10), and the Poisson equation (7.11)

−ε0∆ϕ =
en0�

1− 2e
m+u2

0
ϕ
− en0αde

ϕ/T− . (7.20)

This equation is linearized as

−ε0T−

en0
∆ϕ = (1− αd)T− +

�
eT−

m+u2
0

− αd

�
ϕ. (7.21)

Similarly to the warm-warm case, a Debye length λ2
D− = ε0T−

e2n0
can be defined. One can also

recognize the Mach number M = u0
uB+

with u2
B+ = eT−

m+
, an ion Bohm velocity. It should

be noted that due to the difference in temperature between elecrons and negative ions,
this ion Bohm velocity is smaller then the classical Bohm velocity in an electron-positive
ion plasma. Equation (7.21) can now be rewritten as

λ2
D−∆ϕ−

�
1

M − αd

�
ϕ = (αd − 1)T−. (7.22)
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Here, the sign of the factor in front of ϕ depends on the additional parameter M, the
Mach number. With M > 1, the factor is negative, which means that the solutions are
diverging exponentials. With M < 1, the factor is positive, the solutions are sinusoidal
oscillations. The characteristic length for either type of solution is a modified Debye
length, with dependencies on the ratio of initial densities and the Mach number (ratio of
the initial velocity to the ion Bohm velocity u2

B+ = eT−
m+

). It should be noted that the
problem does not depend on the ratio of initial velocities. With quasi-neutrality assumed,
the equation becomes harmonic (symmetry with ϕ = 0). Figure 7.3 shows the potential
profile for (a) M = 1.1 (sheath solution), and (b) M = 0.9 (oscillating solution). It
should be noted that the ion densities in the oscillating cold-warm are in-phase. This is
due to the fact that the negative ions are in Boltzmann equilibrium.

This separation of solution types with the Mach number is similar to the discussion by
Riemann [75] on the Bohm criterion for sheath formation in a classical electron-positive
ion plasma. The existence of a pre-sheath is assumed between the quasi-neutral plasma
with a flat potential profile and the sheath itself, accelerating the positive ions to the
Bohm velocity so that the Mach number is greater than 1, ensuring that the solution is a
sheath. The Bohm velocity in this case is uB =

�
eTe/m+.

Assuming that there are no negative ions in the sheath, a relation between the ingoing
current J0, the potential drop across the sheath V0 and the sheath size s, called the Child
law [7] can be derived

J0 =
4

9
ε0

�
2e

m+

�1/2V 3/2
0

s2
, (7.23)

where the drop in positive ion density as they are accelerated is taken into account (flux
conservation). For a fixed current, the scaling of the sheath size as a function of the
potential drop is thus

s ∝ V 3/4
0 . (7.24)

This scaling law is useful for the grid design as the potential difference is created between
two grids for a current set by the plasma. In figure 7.3 with M > 1, the sheath size
is roughly 25λD for a voltage of 60 V across the sheath. The fact that the sheath size
depends on the voltage across the sheath can be seen as the potential gradient stays finite,
as opposed to the cold-warm case in figure 7.2.

In the case of the floating potential where the mass of the negative ions is smaller
than that of the positive ions, the diffusion of negative ions is faster than that of positive
ions. This means that as negative ions escape the plasma, the surrounding walls charge
up negatively until the electric field near the wall (potential drop in sheath) is sufficient
to confine the negative ions and accelerate the positive ions outward, allowing the plasma
to remain quasi-neutral. This is the reason why the plasma potential in an electron-
positive ion plasma is always higher than the potential at the wall (no magnetic field).
The potential difference between the plasma Vp and the wall Vf compensates for the fact
that the negative ion current is greater than the positive ion current. With the assumption
of a thermal flux at the electrode for the negative ions

Γ− =
1

4
n−v̄−e

−(Vp−Vf )/T− , (7.25)

and a Bohm flux for the positive ions

Γ+ = n+uB, (7.26)
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Figure 7.3: Normalized potential as a function of position for the cold-warm case,
with M = 1.1 (a) and M = 0.9 (b). M = u0/uB+ is defined as the Mach number.
The potential is normalized to the negative ion temperature and the position to the
Debye length.
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the potential difference can be calculated as

Vp − Vf =
T−

2
ln

m+

2πm−
(7.27)

7.2.4 Ion-Ion Plasma

Two cases were considered for the modeling of an ion-ion plasma, using two assumptions
(warm and cold). As an ion-ion plasma should be symmetrical (same masses and temper-
atures), the cold-warm case seems an unlikely candidate. The expression of the floating
potential shows that it cannot be used to describe a symmetrical ion-ion plasma since it
gives a positive value

Vp − Vf = −T

2
ln 2π, (7.28)

instead of the correct value Vf −Vp = 0 as both ion currents have the same value, without
the need for a retarding field. The floating potential in the warm-warm case (7.19),
however, gives the correct value Vp − Vf = 0.

In the following, PIC simulations and a kinetic theory are developed to describe the
transition between the two extreme cases.

7.3 PIC Simulations

The PIC simulations were established by Albert Meige, and resulted in a publication [76]
(see end of the thesis). An ion-ion plasma is simulated to understand the potential profile,
as well as density and velocity profiles, in the case of biased electrodes.

7.3.1 Description of the PIC Simulations

A self-consistent 1D particle-in-cell (PIC) simulation (no a priori assumptions on the en-
ergy distribution) was developed in the case of an ion-ion plasma: a positive ion species
and a negative ion species [76]. This PIC simulation is based on the scheme from [77]
and [78]. No source terms (whether creation or loss) are considered inside the simula-
tion box, which means no ionization, attachment or recombination. Also, the plasma is
assumed collisionless. Particles are lost through absorbing boundaries, which are direct-
current polarized electrodes: the left electrode is polarized to +V0 and the right electrode
to −V0, giving a total potential difference of 2V0. In order to compensate those losses,
ions are introduced in the simulation box over its entire length with a uniform probability
profile. The initial velocity of each ion is randomly taken from a Maxwellian distribution.

The length of the simulation box is set to 1 cm. The plasma is symmetrical with
m+ = m− = 40 a.m.u., T+ = T− = 26 mV (300 K) and singly charged ions. Simulations
are 10 to 100 ms long, with time steps between 10−10 and 10−9 s. Simulations are stopped
when a steady-state is reached. Up to 2× 106 macro-particles per species were used for a
central density of ∼ 1016 m−3.
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Figure 7.4: Averaged densities as a function of position, with the positive ion
density in red and the negative ion density in blue. The potential difference is set to
50 V.

7.3.2 Results

Density and Potential Profiles

The results shown in figures 7.4 and 7.5 were obtained with a direct-current potential
difference of 50 V, i.e. the left electrode is polarized to −25 V and the right electrode to
+25 V. Contrary to a classical electron-ion plasma where the plasma potential is higher
than either electrode, the plasma potential for an ion-ion plasma is seen to be at an
intermediate value between the electrode potentials, Vp = 0. Although the quasi-neutral
region looks flat in comparison to the sheaths, there is a very small potential drop of
the order of the ion temperature T±/2. Similarly to an electron-ion plasma, this small
potential drop is the equivalent of a pre-sheath, accelerating the ions to an ion Bohm
velocity.

A sheath is created in front of each electrode after a few microseconds, with opposite
potential differences. The fact that the ion-ion plasma was assumed to be symmetrical
(masses and temperatures) can be seen in the symmetrical profile for the densities and the
potential. A few cases were run with different masses and/or different temperatures with a
shift in plasma potential as a result. The potential difference of the sheath corresponding
to the lighter species is reduced while the other sheath’s potential difference is increased
accordingly to maintain a total potential difference of 2V0. In the same way, the potential
difference for the species with the smaller temperature is reduced while the one for the
other sheath is increased.

Velocity Profiles

Figure 7.6 shows the averaged velocity of all particles at a given x as a function of position.
It was arbitrarily decided that the sheath begins as ∆n/n reaches 10%. Given the steep
profiles of the densities shown in figure 7.4, choosing this value around 5-10 does not
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4 for the PIC simulations, the Child law with a thermal current, and
the Child law with a Bohm current.

change the results. It can be seen in figure 7.6 that the velocity of the accelerated species
as it enters the sheath is not the thermal velocity (v̄), but a higher velocity that is an
ion Bohm velocity. For a range of simulation parameters, the ion velocity at the sheath
entry was compared to the expression of the Bohm velocity adapted to an ion-ion plasma,
uB =

�
eT±/m∓. In each case, the agreement was excellent, showing that there is indeed

a Bohm condition at the sheath edge in an ion-ion plasma.
The effect of the small potential drop across the quasi-neutral region, mentioned pre-

viously, can be seen in the fact that both ion species are accelerated from the sheath
where they are reflected (left electrode for the positive ions), until the sheath where they
are accelerated (right electrode for the positive ions). Once in the sheath, the ions are
accelerated more rapidly because of the bigger potential drop.

The velocities as a function of position are symmetrical around the center value x =
0.5 cm, which is due to the symmetry of the ion-ion plasma considered.

Child Law

The Child law (7.23) can be used to determine the sheath size s as a function of the
potential difference across the sheath V0, with the scaling s ∝ V 3/4

0 . The factor of pro-
portionality depends on the ion current J0. Figure 7.7 shows the scaling law in the PIC
simulations compared to the Child law scalings using two different currents: the thermal
current J0 = 1

4env̄ and the Bohm current J0 = en
�

eT±/m∓.
The first interesting feature of this figure, is the fact that the sheath size does indeed

follow the Child law scaling. This can be seen as the sheath size being a linear function
of V 3/4

0 . Moreover, the current for the Child law is the Bohm current and not the thermal
current, confirming what was seen with the velocity profiles as a function of position.

The Child law is derived with the assumption that the accelerated ions are inertia
dominated. The fact that it applies to an ion-ion plasma shows that the cold-warm
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approximation presented previously is a better approximation than the warm-warm ap-
proximation to describe high voltage sheaths.

7.3.3 PIC Limitations
The PIC simulations consider a pure ion-ion plasma without any volume creation or loss.
For the plasma to be sustained, a uniform ion-ion plasma is continuously introduced
over the whole length, with a velocity distribution given by a Maxwellian at a given
temperature. As a result, an ion-ion plasma is introduced in the sheath regions, in front
of each electrode, with a non-negligible electric field. Both ion species are accelerated,
one toward the electrode, one toward the quasi-neutral plasma. The quasi-neutral region
is thus a combination of an ion-ion plasma with a temperature that can be controlled and
two ion beams going in opposite directions from one sheath to the other. The resulting
temperature of the ion-ion plasma is higher than that of the ion-ion plasma introduced.
The presence of ion beams could also modify the equilibrium of the ion-ion plasma in
respect to the polarized electrodes.

7.4 Kinetic Model
It was shown by the PIC simulations that the response of an ion-ion plasma to polarized
electrodes is a screening effect (creation of sheaths at the electrodes), where the velocity
of ions must reach a Bohm velocity. A kinetic model was developed to understand the
evolution of the ion species as they enter the sheath: depending on the charge and velocity
of the ion, it is accelerated, slowed down or reflected. The high and low voltage sheaths
are investigated.

7.4.1 Assumptions
A one-dimensional plasma composed of two ion species is considered in the sheath region,
which is assumed to have a length L. Moreover, the sheath is assumed to be monotonic,
i.e. the potential is a monotonic function of position. It should be noted that the positive
ions are now the reflected species while the negative ions are accelerated in the sheath.
The potential difference is set to ϕL with the following boundary conditions:

ϕ(0) = 0, ϕ(L) = ϕL > 0. (7.29)

Quasi-neutrality is assumed at the sheath edge x = 0, unless specified otherwise

n+(0) = n−(0). (7.30)

The schematic of the model is shown in figure 7.8. Although the plasma region is shown,
the model only deals with the sheath (x = 0 corresponds to the sheath edge).

To solve this problem, the Vlasov equations for each species

∂tf± + ∂x(vf±) + ∂v(af±) = 0, (7.31)

coupled to the Poisson equation are used.
To simplify this equation, several assumptions are made:

• steady-state: ∂t. = 0,
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Figure 7.8: Schematic of the kinetic model.

• acceleration and velocity are independent: ∂va = 0,

resulting in
v∂xf± + a∂vf± = 0. (7.32)

The only force considered is the electric force, giving the expression of the acceleration

a = ± eE

m±
, (7.33)

with e the charge of the electron, E the electric field and m± the masses of the ions. The
Vlasov equation for the problem is obtained by combining (7.32) and (7.33)

∂xf± ± eE

m±v
∂vf± = 0. (7.34)

Since the electric field is a function of position, any function g(β1(v) + β2(x)), with
well chosen functions β1 and β2, is a solution of the Vlasov equation. For instance, the
functions β1(v) =

1
2v

2 and β2(x) = ± eϕ
m±

make a solution. Using the dimension of velocity,
any function g of the following parameter is solution

g

��

v2 ± 2eϕ

m±

�
. (7.35)

This solution can be interpreted as a balance between kinetic energy and potential energy,
the total energy being conserved. The distribution functions solutions to the Vlasov
equations, therefore, can be written as

f±(x, v) = f±

�
0,

�

v2 ± 2eϕ

m±

�
= f 0

±

��

v2 ± 2eϕ

m±

�
, (7.36)

with f 0
± the distribution functions at the sheath edge (x = 0) as functions of velocity only.

The Poisson equation
ε0∂xE = e(n+ − n−), (7.37)

and the n’s the densities of the ion species, combined with the relation between electric
field and potential ∂xϕ = −E and the definition of the densities from the distribution
functions yields

−ε0∂
2
xϕ = e

�� +∞

−∞
f+(x, v)dv −

� +∞

−∞
f−(x, v)dv

�
. (7.38)
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7.4.2 Initial Distribution Function Requirements

The distribution functions f 0
± are assumed to be Maxwellian, but due to the behavior of

ions in the sheath, these cannot be full Maxwellians. Since ϕL > 0, negative ions are
accelerated while positive ions are either slowed down or reflected. The limiting velocity
for a positive ion deciding whether it is reflected or not comes from equating the kinetic
energy and the potential energy

1

2
m+v

2
r = eϕL, (7.39)

giving the expression of the limit velocity vr

vr =

�
2eϕL

m+
. (7.40)

The range of velocities for the positive ions entering the sheath does not have limitations.
The distribution function considered for these ions is thus a full Maxwellian truncated at
−vr with all values below zero

f 0
+(v0) = A+ exp

�
−m+v20
2eT+

�
θ

�
v0 +

�
2eϕL

m+

�
, (7.41)

with A+ a constant to be determined from the positive ion density at x = 0 and θ the
Heaviside step function.

Also, to be consistent with the PIC simulations that showed a minimum velocity for
accelerated ions entering the sheath, the distribution function considered for the negative
ions is a v > 0 half-Maxwellian shifted to the velocity vinj. The shift to vinj represents a
crude model for the pre-acceleration in a pre-sheath

f 0
−(v0) = A− exp

�
−m−(v0 − vinj)2

2eT−

�
θ(v0 − vinj), (7.42)

with A− a constant to be determined from the negative ion density at x = 0.
Figure 7.9 shows initial distribution functions.
With a zero initial electric field, all variables stay constant. The sheath, therefore,

needs to be triggered, which is done with a small initial electric field. This initial electric
field has to be negative as the desired potential gradient is positive (positive ions are
reflected and negative ions accelerated). When the equation of the model is integrated,
the initial electric field is set to E0 = −5 × 10−5 Vm−1, unless stated otherwise. It was
verified that the model results are independent of the exact value of E0, as long as it is
very small.
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Figure 7.9: Initial distribution functions (b) for both ion species.

7.4.3 Equation of the Model

With the expressions of the initial distribution functions (7.41) and (7.42), the distribution
functions as functions of position and velocities can be obtained by using (7.36)

f+(x, v) = A+ exp

�
m+v2

2eT+

�
exp

�
−ϕ(x)

T+

�
θ

�
v +

�
2e(ϕL − ϕ(x))

m+

�
, (7.43)

f−(x, v) = A− exp

�
−
m−

��
v2 − 2eϕ(x)

m−
− vinj

�2

2eT−

�
θ

�
v −

�

v2inj +
2eϕ(x)

m−

�
. (7.44)

The expressions for the parameters of the Heaviside functions come from the conservation
of energy. For the positive ions, the limit velocity as a function of position is decreasing
as the potential increases

1

2
m+v

2
r(x) + eϕ(x) = eϕL ⇒ vr(x) =

�
2e(ϕL − ϕ(x))

m+
. (7.45)

For the negative ions, the minimum velocity is increased from vinj as the potential increases

1

2
m−v

2
min − eϕ(x) =

1

2
m−v

2
inj ⇒ vmin =

�

v2inj +
2eϕ(x)

m−
. (7.46)

The densities can then be calculated with the definition

n±(x) =

� +∞

−∞
f±(x, v)dv, (7.47)

and the use of erf(x) = 2√
π

� x

0 e−t2dt. The positive ion density can be integrated as

n+(x) =

�
πeT+

2m+
A+ exp

�
−ϕ(x)

T+

��
1 + erf

��
ϕL − ϕ(x)

T+

��
, (7.48)
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while the negative ion density can only be expressed as an integral

n−(x) =

� +∞
�

v2inj+
2eϕ(x)
m−

A− exp

�
−
m−

��
v2 − 2eϕ(x)

m−
− vinj

�2

2eT−

�
dv. (7.49)

The initial ion densities can be calculated as

n+(0) =

�
πeT+

2m+
A+

�
1 + erf(

�
ϕL/T+)

�
, (7.50)

n−(0) =

�
πeT−

2m−
A−. (7.51)

Quasi-neutrality is given by α = 1, when ion densities are equal. However, it should be
noted that because of the different distribution functions, not all ions enter the sheath:
the entire negative ion population enters the sheath and is accelerated (n0−), but the
entering positive ion population (n0+/(1 + erf

�
ϕL/T+)) is divided between

• a reflected part: (n0+erf
�

ϕL/T+)/(1 + erf
�

ϕL/T+)

• and a part with a high enough velocity to overcome the potential barrier:
n0+(1− erf

�
ϕL/T+)/(1 + erf

�
ϕL/T+).

The variables are normalized as N+ = n+/n0−, N− = n−/n0−, V− = v−/v0−, Φ = ϕ/ϕ0

with 



n0+ =

�
πeT+

2m+
A+

�
1 + erf(

�
ϕL/T+)

�

n0− =

�
πeT−

2m−
A−

v0− =

�
2eT−

m−

ϕ0 = T−

α =
n0+

n0−

γ =
T−

T+

δ =
m−

m+

λ2
D =

ε0T−

en0−

, (7.52)

and can be rewritten as

N+(x) = αe−γΦ(x)1 + erf
�

γ(ΦL − Φ(x))

1 + erf
√
γΦL

, (7.53)

N−(x) =
2√
π

� +∞

√
V 2
inj+Φ(x)

exp
�
−(

�
V 2 − Φ(x)− Vinj)

2
�
dV, (7.54)
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with ΦL = ϕL/ϕ0 and Vinj = vinj/v0−.
In order to normalize the Poisson equation (7.38), two additional parameters are

needed 


X =

x

L0

� =
λD

L0

, (7.55)

yielding the normalized Poisson equation −�2d2XΦ = N+(X)−N−(X). L0 is a normaliza-
tion length and does not hold any physical meaning. The equation of the model, therefore,
is

�2d2XΦ =
2√
π

� +∞

√
V 2
inj+Φ(x)

exp
�
−(

�
V 2 − Φ(x)− Vinj)

2
�
dV

− αe−γΦ(x)1 + erf
�

γ(ΦL − Φ(x))

1 + erf
√
γΦL

. (7.56)

To solve the integral with an infinite boundary, a modified integration function of Matlab
developped by Shampine [79] is used. The main output of an integration is the length of
the simulation L. Since the function erf is only defined numerically for real values and
not complex ones, the equation is only valid for Φ ≤ ΦL, which can cause some numerical
problems as Φ reaches ΦL. For instance, the last integration increment ∆Xn−1 might
be bigger than the distance between Xn−1, the next to last step, and L, resulting in the
equation being calculated with Xn > L, i.e. Φ(Xn) > ΦL.

Once equation (7.56) is solved for the potential, the densities are obtained from (7.53)
and (7.54). The fluid velocity of the negative ion species can be calculated by using the
definition

< v−(x) >=

� +∞
−∞ vf−(x, v)dv� +∞
−∞ f−(x, v)dv

, (7.57)

which becomes with the normalization from (7.52)

< V−(X) >=
1

N−(X)

2√
π

� +∞

√
V 2
inj+Φ(X)

V exp
�
−(

�
V 2 − Φ(X)− Vinj)

2
�
dV. (7.58)

7.4.4 Bohm Criterion

Since the PIC simulations showed the existence of an ion Bohm criterion for the sheath
in an ion-ion plasma, a formulation of such a criterion in this kinetic model is needed.
The Bohm criterion ensures that the sheath at the edge of a quasi-neutral plasma is
monotonic, and can be expressed as a condition on the accelerated species (positive ions
in an electron-ion plasma for instance) or on the derivative of the densities of both species
in respect to the potential, the latter case requiring a monotonic potential as function of
position for the potential to be used as coordinates. Following Chen [80], and taking into
account that the accelerated species is the negative ion species, the Bohm criterion can
be written as

B =
dN−

dΦ

����
Φ=0

− dN+

dΦ

����
Φ=0

≥ 0, (7.59)
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with Φ(X = 0) = 0. The derivative of the positive ion density is calculated from (7.53)

dN+

dΦ
=

−αγe−γΦ

1 + erf
√
γΦL

�
1 + erf(

�
γ(ΦL − Φ))− 1√

π

e−γ(ΦL−Φ)

√
γΦL

�
, (7.60)

and the derivative of the negative ion density from (7.54) and the general formula for
G(z) =

� b(z)

a(z) g(x, z)dx

dG(z)

dz
=

� b(z)

a(z)

∂g(x, z)

∂z
dx+ g(b(z), z)

db(z)

dz
− g(a(z), z)

da(z)

dz
, (7.61)

resulting in

dN−

dΦ
=

−1√
π

1�
V 2

inj + Φ
+

2√
π

� +∞

√
V 2
inj+Φ

√
V 2 − Φ− Vinj√

V 2 − Φ
exp

�
−(

√
V 2 − Φ− Vinj)

2
�
dV.

(7.62)
Both terms of the Bohm criterion (7.59) can now be calculated

dN+

dΦ

����
Φ=0

= −αγ − α

�
γ

πΦL

e−γΦL

1 + erf
√
γΦL

, (7.63)

dN−

dΦ

����
Φ=0

=
−1√
πVinj

+
2√
π

� +∞

Vinj

V − Vinj

V
e−(V−Vinj)2dV. (7.64)

Using the functions erfi(z) = −ierf(iz) and Ei(z) = −
� +∞
−z

1
t e

−tdt, the negative ion term
can be rewritten as

dN−

dΦ

����
Φ=0

=
−1√
πVinj

+ 1 +
Vinj√
π
e−V 2

inj
�
Ei(V 2

inj)− πerfi(Vinj)
�
. (7.65)

The expression of B is thus

B = 1 + αγ − 1√
πVinj

+ α

�
γ

πΦL

e−γΦL

1 + erf
√
γΦL

+
Vinj√
π
e−V 2

inj
�
Ei(V 2

inj)− πerfi(Vinj)
�
. (7.66)

Similarly to the equation of the model (7.56), the boundary condition ΦL appears in the
expression of the Bohm criterion. However, it can be seen that, whatever the value of ΦL

is, for the Bohm criterion to be fulfilled, i.e. B ≥ 0, the injection velocity Vinj cannot be
zero because of the third term, −(

√
πVinj)−1. A necessary condition for a sheath, therefore,

is Vinj �= 0. For high potentials, i.e. ΦL > 3 (term dependent on ΦL negligible), the Bohm
criterion is no longer a function of the end potential and can be written as

B∞ = 1 + αγ − 1√
πVinj

+
Vinj√
π
e−V 2

inj
�
Ei(V 2

inj)− πerfi(Vinj)
�
. (7.67)

For a symmetrical plasma, i.e. α = γ = 1, the minimum value of Vinj can be calculated
independently of the density and the temperature: min Vinj = 0.372. With n0 = 1016 m−3

and T = 26 mV, the dimensioned value is: min vinj = 131 m.s−1. It was verified numer-
ically that this criterion does indeed predict whether a monotonic sheath is possible or
not. The value of the initial normalized velocity is obtained from (7.58)

V−(0) = Vinj +
1√
π
, (7.68)
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which gives v0− = 330 ms−1 for α = γ = 1, n0 = 1016 m−3 and T = 26 mV. Comparing
to the Bohm velocity found in the PIC simulations for the same conditions (250 ms−1)
shows a factor of 1.3. Given the simple approximation for the initial velocities, there is a
reasonable agreement.

In the case where B < 0, a monotonic potential in the sheath can be obtained with
an additional condition: non-zero initial electric field. For α = γ = 1, n0− = 1016 m−3

and T− = 26 mV, the minimum absolute value of the electric field is 890 V.m−1. Since
the potential is increasing, the electric field has to be negative. As a result of the high
electric field, a double layer is seen for x ≈ 0. The potential and the densities are shown
in figure 7.10 for x ≈ 0. It should be noted that between x = 0 mm and x = 0.07 mm, the
positive ion density is greater than that of the negative ions. This results in a positive space
charge, immediately followed by the negative space charge of the sheath for x > 0.07 mm.
This is why we speak of a double layer. The effect of the double layer is to accelerate the
negative ions until the Bohm criterion is fulfilled with equal densities. Beyond this point,
the sheath is developed. Because of the double layer, these solutions do not correspond to
the desired profiles. Cases with the Bohm criterion fulfilled are considered in the following
sections.

7.4.5 High Potential
The electrode, boundary of the plasma, is polarized to a value V0 high enough for the
fraction of positive ions fast enough to overcome the potential barrier to be negligible.
It was shown that this is the case for ΦL > 3, which is equivalent to ϕL > 3T−. A
symmetrical ion-ion plasma is chosen with m = 40 a.m.u., n0 = 1016 m−3 and T = 26 mV.
The limit value of the potential is thus ϕL = 78 mV, which is very low due to the low
temperature of the ions.

Figure 7.11 shows the potential and the densities as functions of position for ϕL =
25 V. The reason why the sheath starts after x = 1.5 mm is a numerical artifact: a
very small value of the initial electric field is set to launch the sheath, but leaves the
equilibrium unchanged. Here, with E0 = 5 × 10−5 V.m−1, the build up for the sheath
takes roughly 1.5 mm. This potential profile was compared to the potential profile from
the PIC simulations (figure 7.5) and shows a good agreement. The profile for densities is
also comparable to the PIC simulations with the density of the reflected species (positive
ions in this case) somewhat different: the drop in density is sharper than in the PIC
simulations. As to the negative ion density (accelerated species), the end values are
comparable: 2.2× 1014 m−3 for PIC and 3× 1014 m−3 for the kinetic model. The profiles
for the negative ion densities are very similar.

The PIC simulations showed that the Child Law is valid in the case of an ion-ion
plasma with a Bohm current. Table 7.1 compares the length of the sheath as a function
of its potential drop for the PIC simulation and the kinetic model. Since the value of
the central density cannot be controlled directly in the PIC simulations, the value of the
central density for the kinetic model is taken from the PIC simulation in each case. The
values of the sheath size are very close.

7.4.6 Floating Potential
An additional boundary condition is used for the determination of the floating potential

Γ+(L) = Γ−(L). (7.69)
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Figure 7.10: Profile of the potential (a) and the densities (b) for x ≈ 0 with Vinj = 0
and E0 = −890 Vm−1. The Bohm criterion is not fulfilled. Symmetrical plasma with
n0 = 1016 m−3, T = 26 mV and ϕL = 25 V.
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Figure 7.11: Potential (a) and densities (b) as functions of position for m± =
40 a.m.u., n0± = 1016 m−3 and T± = 26 mV. The Bohm criterion is fulfilled. The
end potential is set to ϕL = 25 V.
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V0 (V) 0.5 5 12.5 25 37.5
PIC s (mm) 0.17 0.68 1.2 2.1 3.2

Kinetic s (mm) 0.20 0.66 1.3 2.3 3.7

Table 7.1: Sheath size as a function of its potential drop for the PIC simulations
and the kinetic model. A symmetrical plasma with m = 40 a.m.u. and T = 26 mV
is chosen; initial densities are taken from the PIC simulations.

The expression of the fluxes at x = L, therefore, is needed, with the definition

Γ±(L) =

� +∞

−∞
vf±(L, v)dv. (7.70)

The positive ion flux is easily obtained as

Γ+(L) =
n0+v0+√

π

exp−ϕL

T+

1 + erf
�

ϕL

T+

, (7.71)

with v0+ defined similarly to v0− in (7.52) as v0+ =
�

(2eT+)/m+. The negative ion flux
can only be expressed as an integral

Γ−(L) =
n0−

v0−

2√
π

� +∞
�

v2inj+
2eϕL
m−

v exp

�
− m−

2eT−

��

v − 2eϕL

m−
− vinj

�2�
dv. (7.72)

Using the normalization (7.52), these fluxes become

N+V+(L/L0) = α

�
δ

πγ

exp−γΦL

1 + erf
√
γΦL

, (7.73)

N−V−(L/L0) =
2√
π

� +∞

√
V 2
inj+ΦL

V exp

�
−
��

V − ΦL − Vinj

�2
�
. (7.74)

As mentioned previously, the floating potential of a symmetrical ion-ion plasma is
zero. A parameter of asymmetry, therefore, must be chosen to study the scaling of the
floating potential. The asymmetry introduced by the difference in masses is chosen, as
it is interesting for electronegative plasmas. As the feedstock gas is molecular, multiple
ion species with different masses can be found, e.g. O+ and O+

2 in oxygen. The ratio
of masses δ = m−/m+ is chosen with m− kept constant while m+ is varied. Following
the principle of minimum energy, the injection velocity is set as the minimum injection
velocity that can be calculated from (7.67) in the case of high potentials.

Numerically, the problem becomes more complex as an additional boundary condition
is used: with ϕ(L) = ϕL, Γ+(L) = Γ−(L). The value ϕL is no longer an input (arbitrarily
set), but an output of the problem. A shooting method with ϕL as parameter is chosen
to solve the equation (7.56). Trying to abide by the full Bohm criterion from (7.66) with
a dependence on ϕL would make the problem too difficult to solve.

The study is done with n0± = 1016 m−3, T± = 26 mV and m− = 40 a.m.u. With
a fixed value of m−, the value of the injection velocity is also fixed: vinj = 131 m.s−1.
Figure 7.12 shows the scaling of the floating potential normalized to the temperature as



162 CHAPTER 7. ION EXTRACTION STAGE

100 101 102 103 104
-1

0

1

2

3

4

N
or

m
al

iz
ed

 (
V

p -
 V

f)

Ratio of masses m
-
 / m

+

 kinetic
 cold-warm
 warm-warm

Figure 7.12: (Vp − Vf) normalized to the temperature as a function of mass ratio
m−/m+ for the kinetic model (blue), the cold-warm case (red) and the warm-warm
case (green). The V = 0 curve is also shown as a dotted line.

a function of mass ratio m−/m+ for three cases: the kinetic simulations, the cold-warm
case, and the warm-warm case. As expected from its expression (7.27), the curve for
the cold-warm case is negative for values of the ratio δ < 2π. The warm-warm case
shows the correct value Vp − Vf = 0 for δ = 1. As to the kinetic model, it shows the
transition from the δ = 1 case with Vp − Vf = 0 to the case of high mass ratios correctly
described by the cold-warm approximation. For high mass ratios, the agreement between
the kinetic model and the cold-warm approximation is fairly good, although the kinetic
theory predicts smaller values of Vp − Vf . For small mass ratios, a discrepancy is seen
between the kinetic model and the warm-warm approximation. It is difficult to determine
which model describes more accurately the floating potential. The difference could be
due to the simple approximation of the initial distribution functions in the kinetic model
shown in figure 7.9. However, it could be argued that the warm-warm description is
not fitting to the context where one of the species is accelerated. The assumption of a
Boltzmann equilibrium is usually reserved to species confined to the plasma.

7.5 Conclusions

The sheath structure for ion-ion plasmas was investigated with simple fluid models, PIC
simulation, and a kinetic model.

The first important feature shown is the fact that a Bohm criterion needs to be fulfilled
at the sheath edge: the species to be accelerated in the sheath needs to be pre-accelerated
to the ion Bohm velocity uB± =

�
eT∓/m±. This is similar to the sheath formation

in electron-positive ion plasmas. PIC simulations showed the Bohm criterion with the
average velocity of the accelerated species at the sheath matching the expression of the
ion Bohm velocity. In the context of the kinetic model, it was shown that a minimal
injection velocity vinj shifting the distribution function was needed as the Bohm criterion
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cannot be fulfilled with vinj = 0.
The case of high voltage sheaths corresponds to the extraction of ions with a grid

biased to a high voltage in order to reach high velocities (Isp). Here, as one of the species
is reflected, the symmetry of the ion-ion plasma does not play a role and the situation
is best described with the cold-warm fluid approximation. This approximation is usually
applied to electron-positive ion plasmas.

The case of low voltage sheaths corresponds to the small potential difference in front
of floating conductors or dielectric surfaces, and was studied as a function of mass ratio.
As the thruster cylinder is a dielectric, the potential structure is described by the floating
potential. The cold-warm approximation can only be used for high mass ratios where
the ion-ion plasma is no longer symmetrical. The warm-warm approximation describes
the situation at low mass ratios: the ion-ion plasma can be considered symmetrical as
the difference between the ion masses is small. The kinetic model showed the transition
between the two regimes.
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Conclusions and Future Work
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The PEGASES thruster presented in this thesis is a new plasma thruster concept. Its
name stands for Plasma Propulsion with Electronegative GASES. In a classical thruster,
the thrust is produced by accelerating positive ions from an electron-positive ion plasma.
In the PEGASES concept, an electronegative plasma is used, with electrons, positive
and negative ions. Both positive and negative ions are used to create the thrust. Several
advantages follow from this design, among which the fact that an electron emitting hollow
cathode is no longer needed to neutralize the downstream ion beam. This is a consequence
of the total exiting ion flux being neutral to begin with (positive and negative ions).

The PEGASES thruster can be divided into three stages: the ionization stage, the
magnetic electron filtering stage, and the extraction and acceleration stage. In the first
stage, the electronegative plasma is excited by helicon waves, launched with a radio-
frequency excited antenna. In the second stage, electrons are spatially filtered with a
static magnetic field to obtain an ion-ion plasma (electron free). In the third stage, both
ion species are extracted and accelerated. This is made possible by the obtainment of an
ion-ion plasma in the previous stage. The first two stages were investigated experimentally
in the first PEGASES thruster prototype using electrostatic probes and retarding-field
energy analyzers. The last two stages were investigated theoretically with fluid and kinetic
models. With the results from all stages, a better understanding of the PEGASES concept
stages was achieved. This allowed the design of the second PEGASES thruster prototype.

8.1 Ionization Stage
After several modifications to the original PEGASES thruster design, high densities were
reached with the helicon mode.

Several aspects of the ionization stage were found:
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• The design of a double helicon for the PEGASES thruster is inappropriate as asym-
metries and instabilities were observed and could not be controlled. A simpler design
with only one extraction zone should be used to avoid these issues.

• An optimum of the positive ion flux as a function of magnetic field strength and
gas flow was measured. The influence of the plasma conditions (gas, applied power,
magnetic field and gas flow) was investigated and understood.

• A good mass efficiency in argon was measured, with a maximum over 40% at high
power (P = 1.4 kW).

• The drawback of using molecular gases (O2, SF6, I2), necessary for the PEGASES
thruster, was found and understood. As more energy is lost per electron-ion pair
creation, the resulting plasma density is lower than that of atomic gases (Ar).

8.2 Magnetic Electron Filtering Stage
In the experiments, key aspects of the magnetic electron filtering came to be understood:

• The first role of the magnetic field is to confine electrons (core in a cylindrical
geometry). It allows the obtention of an electron-free region.

• The second role of the magnetic field is to create a strong electron temperature
gradient. Since electrons diffuse cross-field through collisions, they lose energy and
their temperature decreases. Thus, there are two regions. In the high electron
temperature region, the creation of positive ions is efficient. In the low electron
temperature region, the electron attachment yielding negative ions is efficient.

• Neutral molecules are needed in the low electron temperature region since the at-
tachment is dissociative. In the first PEGASES thruster prototype, mainly atoms
were found in this region due to the injection of neutrals in the high electron tem-
perature region. A patent on neutral injection optimization was filed [27].

The fluid model showed that the electron and positive ion losses in the direction
of magnetic field lines are an important aspect of the magnetic filtering. Not only are
electrons confined, but they are lost at the end walls. The scaling of the optimized negative
ion flux was obtained for low electronegativity

Γ−(R)|opt ∝
Katt

Krec

B2
0

ng

R2

L
,

and high electronegativity

Γ−(R)|opt ∝
Katt

Krec

B4
0

n3
g

R3

L2
.

In both cases, the negative ion flux can be increased through a higher attachment rate
(stronger electronegativity), or through a higher magnetic field (enhanced electron con-
finement). An increase in pressure (neutral density) reduces the negative ion flux, with a
stronger effect at high electronegativity. As expected, the negative ion flux is a decreasing
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function of the recombination rate. The scaling of the thruster radius in the considered
geometry was also calculated

R ∝ (RL)1/2ng

B0ᾱ1/2
,

where the influence of the geometry (RL), the pressure (ng), the magnetic field (B0), and
the electronegativity (α) can be seen.

8.3 Extraction Stage
The sheaths structure in ion-ion plasmas was investigated:

• A Bohm criterion needs to be fulfilled and ensures that the potential in the sheath
is monotonic. The Bohm velocity in ion-ion plasmas uB± =

�
eT∓/m± is similar to

the Bohm velocity in electron-positive ion plasmas uB =
�

eTe/m+.

• The behavior of the sheaths for high voltages was found to be similar to the electron-
positive ion sheaths. The Child law, with scalings between the sheath size, potential
difference, and current, describes high voltage sheaths whether the plasma is com-
posed of electrons and positive ions, or positive and negative ions.

• The floating potential was investigated as a function of mass ratio between the ion
species. For high mass ratios, the cold-warm fluid approximation (electron-positive
ion case) gives the correct scaling for the potential difference Vp−Vf . For small mass
ratios, the warm-warm fluid approximation shows the correct value Vp−Vf = 0 when
the ion masses are equal. The kinetic model showed the transition between the two
regimes.

8.4 Future Work

8.4.1 What Could Not Be Done
Ionization Stage The study of the ion fluxes with a retarding field energy analyzer
would be interesting to compare to the measurements done in the helicon reactor, espe-
cially in the understanding of the plasma potential in an ion-ion plasma. As electrons
travel fast along the magnetic field lines, the plasma potential depends on the potential on
the cylinder ends. Biasing the metal plates that close the cylinder should have interesting
effect on the plasma diffusion.

Magnetic Filtering Stage In the experiments, the gradient of electron temperature
was found to play a key role in the ion-ion plasma obtention. A profile of electron tem-
perature should thus be used with the same equations. In order to obtain higher ion
densities and fluxes, a stronger attachment rate should also be considered as oxygen is
weakly electronegative.

Extraction and Acceleration Stage An accelerating grid was designed and will be
tested. It consists of a single hole to understand the behavior of the accelerated ions.
Only one extraction grid is used, with an alternative bias to accelerate the ion species one
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after the other. The multi-planar probe will be used to estimate the ion flux profile over
the area of the extraction zone.

8.4.2 PEGASES Prototype II
The design of the second PEGASES thruster prototype is based on what was learned from
the first prototype.

Due to the limitations of the cylindrical geometry, the choice of a linear geometry is
made: all stages of the thruster, from the gas injection to the acceleration of ions are
along the same axis. The magnetic filter separates the thruster into two regions. It was
found that the magnetic field should be stronger to properly confine the electrons. Also,
to avoid symmetry issues, only one extraction zone is considered (along the axis). An
optimized neutral injection profile will be used, guaranteeing that neutral molecules are
present in the low electron temperature region.



Appendix A

Relation Between Edge and Average
Electronegativity

A relation between αs and ᾱ is needed to determine all variables. First, let us consider
all balance equations with a drift-diffusion approximation, keeping in mind that quasi-
neutrality n+ = ne + n− is assumed:

Γe = −D⊥e
dne

dx
− µ⊥eneE, (A.1)

Γ+ = −D+
dne

dx
−D+

dn−

dx
+ µ+(ne + n−)E, (A.2)

Γ− = −D+
dn−

dx
− µ+n−E. (A.3)

Here, the drift term is no longer assumed negligible compared to the diffusion term. The
ion drift and diffusion coefficients are taken to be the same because of the assumption
of the model: m+ = m−, T+ = T− and ν+ = ν−. Since a one-dimensional fluid model
is considered, Γ+ = Γe + Γ−, which can be combined with all three approximated drift-
diffusion equations

−D+
dne

dx
−D+

dn−

dx
+ µ+(ne + n−)E = −D⊥e

dne

dx
− µ⊥eneE −D+

dn−

dx
− µ+n−E, (A.4)

which leads to the expression of the electric field

E =
D+ −D⊥e

2µ+n− + (µ+ + µ⊥e)ne

dne

dx
. (A.5)

Inserting this expression into the negative ion drift-diffusion equation (A.3) gives

Γ− = −D+
dn−

dx
− µ+n−(D+ −D⊥e)

2µ+n− + (µ+ + µ⊥e)ne

dne

dx
. (A.6)

Γ−(x) and ne(x) were previously calculated in (6.77) and (6.71), while the negative ion
density is assumed constant with n− = n̄−:

−2D+

ne0

dn−

dx
=− D+ −D⊥e

2 + (1 + µ⊥e/µ+)[1 + cos (πx/R)](2ᾱ)−1

π

R
sin

πx

R

+ [νatt −Krecne0ᾱ(1 + 2ᾱ)]x

+ (νatt −Krecne0ᾱ)
R

π
sin

πx

R
.

(A.7)
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APPENDIX A. RELATION BETWEEN EDGE AND AVERAGE

ELECTRONEGATIVITY

This equation can be integrated between x = 0 and x = R since all variables are known
with �

A sinωx

B + C(1 + cosωx)
dx = − A

Cω
ln (B + C(1 + cosωx)), (A.8)

with the rescaling u = cosωx, du = − sinωx. The result of this integration is

−D+(αs − α0) = − D+ −D⊥e

1 + µ⊥e/µ+
ᾱ ln

�
1 +

1 + µ⊥e/µ+

2ᾱ

�

+ [νatt −Krecne0ᾱ(1 + 2ᾱ)]
R2

4
+ [νatt −Krecne0ᾱ]

R2

π2
. (A.9)

Equation (A.9), for the set of parameters considered, is a relation between α0, αs and
ᾱ. Since ᾱ is the only input among those α’s, an additional relation is needed. Taking
a power series expansion of the right hand side terms of equation (A.7), then integrating
gives

dn−

dx
(x) = Ax+ o(x), n−(x) = nn0 +

A

2
x2 + o(x2). (A.10)

Approximating α(x) = n−(x)/ne0 to the second order and using the boundary conditions
α(0) = α0 and α(R) = αs yields

α(x) =
αs − α0

R2
x2 + α0. (A.11)

By definition, ᾱ = (
� R

0 α(x)dx)/R, which gives the second relation between the α’s,

ᾱ =
2

3
α0 +

1

3
αs. (A.12)

Eliminating α0 in (A.9) using (A.12), αs is obtained in terms of ᾱ

− 3D+

2
αs = −3D+

2
ᾱ− D+ −D⊥e

1 + µ⊥e/µ+
ᾱ ln

�
1 +

1 + µ⊥e/µ+

2ᾱ
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+ [νatt −Krecne0ᾱ(1 + 2ᾱ)]
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A full particle-in-cell simulation is developed to investigate electron-free plasmas constituted of
positive and negative ions under the influence of a dc bias voltage. It is shown that high-voltage
sheaths following the classical Child-law sheaths form within a few microseconds !which
corresponds to the ion transit time" after the dc voltage is applied. It is also shown that there exists
the equivalent of a Bohm criterion where a presheath accelerates the ions collected at one of the
electrodes up to the sound speed before they enter the sheath. From an applied perspective, this
leads to smaller sheaths than one would expect. © 2008 American Institute of Physics.
#DOI: 10.1063/1.2838293$

Ion-ion plasmas are plasmas that consist of positive and
negative ions only !electron-free plasmas"; in practice, a
small amount of electrons can exist, provided that the main
negative charge carriers remain the negative ions. These
plasmas have been investigated both experimentally1–4 and
theoretically.5–8 Ion-ion plasmas may be formed in the after-
glow of pulsed discharges in electronegative plasmas,9,10 in
electron-beam-generated plasmas,11,12 by magnetic filtering
of electronegative plasmas,2,4,13 etc. Ion-ion plasmas have
many potential applications. In particular, Kanakasabapathy
et al.14 and Walton et al.11,12 have shown that comparable
fluxes of positive and negative ions can be extracted from an
ion-ion plasma using a low-frequency sinusoidal bias, which
could be useful in material processing to minimize charging
in the fabrication of microelectronic devices. Ion-ion plas-
mas are also important in negative ion sources, dusty plas-
mas, and in the D layer of the atmosphere !see Ref. 15 and
references therein". Finally, it was also recently proposed by
Chabert16 that ion-ion plasmas are a promising solution for
electric space propulsion. Midha and Economou6 and Midha
et al.7 have developed a time-dependent fluid model to in-
vestigate the dynamics of an ion-ion plasma under the influ-
ence of a rf and a dc voltage and found that the sheath struc-
ture differed profoundly from conventional electron-ion
plasmas. However, the size of the sheath and existence of a
presheath were not investigated in details. The sheath, the
presheath, and their formation are fundamental features in
the design of extracting grids for ion beam generation. In the
present letter, a self-consistent particle-in-cell !PIC" simula-
tion !no a priori assumption on the various energy distribu-
tions" is developed to investigate ion-ion plasmas. In particu-
lar, it is shown that under the influence of a dc bias, Child-
law type sheaths form within a few microseconds !which
corresponds to the ion transit time" and the charged species
collected at one of the electrodes is preaccelerated up to the
sound speed by a presheath. The consequence of this finding
is twofold: the ion velocity at the entrance of the sheath of an
ion-ion plasma is larger than the average velocity along one
direction of a thermal distribution and, consequently, the
sheath size is smaller, which, from an applied perspective, is
crucial. Finally, the use of a full PIC simulation allows to

investigate more complex situations !different masses for
positive and negative ions, etc.": an example is given at the
end of the letter.

The one-dimensional simulation that we have developed
is based on the well-known particle-in-cell scheme.17,18 The
boundaries are absorbing; the left and the right electrodes are
biased to the potential V0!0 and −V0, respectively !the total
dc bias is 2V0". It is assumed that the ion-ion plasma is
created outside the simulation and that it enters the simula-
tion box from the top, which comes down to loading par-
ticles in the entire volume with a uniform probability profile
!including in the sheaths". The initial velocity of each ion
loaded into the simulation is chosen randomly from a 300 K
Maxwellian distribution.19 The conservative transport of the
positive and negative ions is to be investigated; hence, no
recombination between positive and negative ions is consid-
ered. Finally, the plasma is assumed collisionless.

The results presented in the following are for a
1-cm-long system represented by 1500–2500 cells. Simula-
tions are between 10 and 100 ms long, with time steps be-
tween 10−10 and 10−9 s. Up to 2"106 macroparticles per
species were used. Finally, the properties !mass, injection
temperature, and charge" of positive and negative ions
were taken equal !m+=m−=40 amu, T+=T−=300 K, and
q+=−q−=e".

Figures 1!a" and 1!b" show the steady-state time-
averaged electric potential and the charged species densities
across a typical ion-ion plasma simulation, respectively. The
dc bias was 2V0=50 V and the bulk density was %1016 m−3.
The most striking feature observed in Fig. 1!a" is that the
plasma potential in the bulk is not the most positive potential
of the system !as opposed to electron-ion plasmas" and actu-
ally sits halfway between the cathode and the anode poten-
tials. The second interesting feature is the existence of a
negatively charged sheath at the anode !left side" and a posi-
tively charged sheath at the cathode !the negatively charged
sheath edge is shown by the vertical dotted line and was
defined as the position where the relative space charge ex-
ceeds 10%". Midha and Economou6 and Midha et al.7 found
similar results using a fluid model but did not investigate the
size of the sheath and the existence of a presheath.

The electric potential in the bulk of the ion-ion plasma
looks almost perfectly flat #Fig. 1!a"$, suggesting that ions
enter the sheath with a thermal flux #=nū /4=n&ux& /2a"Electronic mail: meige@lptp.polytechnique.fr.
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=n!kBT! /2"m! "where ū and #ux# are the average velocity
and the average along one direction of a Maxwellian distri-
bution, respectively$. However, a zoom %inset of Fig. 1"a$&
reveals that there exists a small potential drop "'0.01 V$
between the center of the discharge and the sheath edge. The
potential drop is of the order of the ion temperature and more
precisely around kBT! /2e. This suggests that, in the same
fashion as in electron-ion plasmas, there exists a finite-field
region, a presheath, preaccelerating the collected species to a
critical velocity before it enters the sheath. Figure 2 shows
the average positive "solid line$ and negative "dashed line$
ion velocities as a function of position. It appears that both
positive and negative ions are accelerated to the directed ve-
locity of around 250 m /s at the sheath edge "shown by the
vertical dotted line$. The velocity reached at the sheath edge

corresponds almost perfectly to ub=!kB"T++T−$ / "m++m−$,
which is the Bohm velocity where the usual electron tem-
perature was replaced by that of negative ions. This confirms
that the collected species does not enter the sheath with a
thermal velocity but is preaccelerated by a presheath and that
the equivalent of a Bohm criterion exists for ion-ion plasmas.

The width s of the high-voltage sheath in classical elec-
tron ion is derived using the positive ion current continuity at
the plasma/sheath interface, i.e., by equating the Child-law
current to the Bohm current.20 The sheath width is then given
by

s =
2
3
( 2

ekB
)1/4( #0

ns
)1/2V0

3/4

Te
1/4 . "1$

where ns is the sheath edge density, V0 is the applied poten-
tial, and Te the electron temperature. Since an equivalent of
the Bohm criterion exists in ion-ion plasmas, it can be intu-
ited that the size of the high-voltage sheath in such plasmas
follows the same relation as depicted by Eq. "1$, with Te
replaced by T!. The inset in Fig. 3 shows the ion-ion plasma
potential profile for various bias potential V0: the sheath
width increases with V0. Figure 3 shows the sheath width s
"where the sheath edge is defined as previously$ as a function
of V0

3/4 "black dots$. These widths can be well fitted by a
straight line "dashed line$ which the slope is very close
"within 5%$ to the theoretical one given by Eq. "1$ and
where the electron temperature Te was replaced by the ion
temperature T+ "here, the negative ion sheath is considered$.
The dotted-dashed line shows the theoretical sheath width if
ions were entering the sheath with a thermal velocity rather
than with the sound speed "i.e., if there were no presheath$.
These results show that because of the existence of an
equivalent of the Bohm criterion for ion-ion plasmas, the
velocity of the ions entering the sheath is larger than just a
thermal velocity and the sheath size is, therefore, smaller by
a factor of almost 2.

As mentioned previously, the PIC simulations also allow
us to investigate various complex ion-ion plasmas "as op-
posed to the previous ideal case with equal masses and tem-
peratures$; in particular, it is possible to investigate multi-ion
plasmas, ion-ion plasmas where positive and negative ions
do not have the same mass and temperature, the effect of

FIG. 1. "a$ Electric potential across the plasma, averaged over 10 ms. The
inset is a zoom on the same potential and shows the presheath. "b$ Positive
"solid line$ and negative "dashed line$ ion densities as a function of position,
averaged over 10 ms. The vertical dotted lines in "a$ and "b$ show the
anodic sheath-presheath boundary "$n /n%10% $.

FIG. 2. Average velocity "absolute value$ of the positive "solid line$ and
negative "dashed line$ ions as a function of position corresponding to Fig.
1"a$. The two horizontal dotted lines represent the Bohm velocity ub and the
average velocity #ux# along one direction of a thermal distribution, while the
vertical dotted line shows the anodic sheath edge "$n /n%10% $.

FIG. 3. Sheath width as a function of V0
3/4. The black circles "!$ are sheath

widths from the simulation and the dashed line is the corresponding linear
fit, while the dotted and the dotted-dashed lines are the sheath widths pre-
dicted by the theory assuming a Bohm velocity and a thermal velocity,
respectively. The inset shows the electric potential across the plasma for
various dc biases 2V0. Note that for clarity, the potential profiles in the inset
were plotted with the right electrode shifted to the same potential reference.

061501-2 Meige et al. Appl. Phys. Lett. 92, 061501 !2008"

Downloaded 03 Apr 2009 to 136.152.149.172. Redistribution subject to AIP license or copyright; see http://apl.aip.org/apl/copyright.jsp



collisions on the sheath size, the impact of the presence of a
small amount of electrons, etc. As an example, Fig. 4 shows
the plasma potential profiles for ion-ion plasmas for various
positive to negative ion mass ratios. It is observed that even
a slight difference in the masses !as small as 5%" yields a
strong asymmetric potential, where the bulk potential sits
much closer to one of the electrodes, hence, getting closer to
a conventional electron-ion plasma.

In the present letter, we have shown that when a dc
voltage is applied across an ion-ion plasma, a presheath ap-
pears in order to satisfy the sheath formation conditions: an
equivalent of the Bohm criterion !where the usual electron
temperature is replaced by that of negative ions" exists. The
consequence of this finding is twofold: !i" in ion-ion plas-
mas, ions entering the sheath are faster than thermal ions; !ii"
consequently, the sheath size is smaller by a factor of almost
2. From an applied perspective, these results are crucial as it
has been suggested by many authors that ion-ion plasmas
could be used in material processing and space propulsion,

where the design of extracting grids to create an ion beam is
strongly related to the size of the sheaths.

This work was partly supported by ANR !Agence
Nationale de la Recherche" under Contract No. ANR-06-
JCJC-0039.
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Abstract
A fluid model is developed to determine the cross-field equilibrium densities and fluxes in a
finite-size electronegative discharge with magnetized electrons and unmagnetized positive and
negative ions. A two-dimensional rectangular geometry with a uniform axial magnetic field is
considered. After averaging over the axial losses, the fluid equations, including ion inertia
terms, are integrated numerically along the transverse direction to determine the equilibrium
quantities, for the boundary condition of vanishing electron density and flux at a transverse
insulating wall. This yields equilibrium solutions with equal flows of positive and negative
ions to the transverse wall, and with equal positive ion and electron flows to the axial walls.
An analytical model is developed for this case, neglecting ion inertia, and is used to determine
the scaling of the discharge equilibrium with discharge parameters and to optimize the ion
fluxes. The model and the numerical integrations are in reasonable agreement.

1. Introduction

Ion–ion plasmas are composed of positive and negative ions,
with a negligible fraction of electrons [1, 2]. One potential
application is charge-free etching in microelectronics, in which
ions of different polarities are alternately accelerated towards
the substrate to enhance etching with very little charging effects
on the sidewalls [3, 4]. More recently, it has been proposed
to use ion–ion plasmas as the ionization stage of a plasma
thruster [5, 6]. In such a thruster, ions of opposite signs are
accelerated separately to provide thrust, with no need for an
additional electron-emitting cathode to neutralize the positive
ion beam downstream of the spacecraft.

Ion–ion plasmas can be produced in the afterglow of
electronegative (EN) plasmas, or in the periphery of a
magnetized EN plasma core. In the first case, electrons are
attached to neutrals as they cool after the plasma is switched
off. In the second case, electrons are filtered during cross-field
transport as their mobility is strongly reduced while negative
ions remain unaffected as long as the magnetic field remains
moderate.

There have been several experiments showing evidence of
ion–ion plasma formation at the periphery of a magnetized EN
plasma core [7–10]. A theoretical study of this phenomenon
has been given by Franklin and Snell [11]. These authors
have used a three fluid model to analyse the cross-field (radial)
transport of a one-dimensional (1D) EN plasma infinite in
extent along the magnetic field. They chose a transverse
boundary condition consistent with a sheath formation (i.e.
zero negative ion flux at the radial boundary). As we shall see,
an infinite length does not capture essential physics, and the
boundary condition is not appropriate if one wants to extract
both negative and positive ions at the periphery.

Following the work of Franklin and Snell, we solve
the fluid equations in one-dimension (1D) with appropriate
boundary conditions at a side wall. Besides small geometric
factors, there is little difference between rectangular and
cylindrical coordinates, so we work in the simpler rectangular
form. As in Franklin’s work, we assume that the value of the
transverse magnetic field B0 is in the range which magnetizes
the electrons but leaves the positive and negative ion species
unmagnetized. The fluid equations and boundary conditions

0022-3727/09/194020+11$30.00 1 © 2009 IOP Publishing Ltd Printed in the UK
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are given in section 2. Besides choosing boundary conditions
that are appropriate to our specific design interests, there is
a fundamental generalization in our analysis from that of
Franklin. Since the electrons are the mobile species along B0,
the flux to the end walls cannot be neglected. In fact, for the
solutions we are seeking, of transversally contained electrons
with ion flow to the side walls, it is essential to take the end
loss into account. We do this by introducing a loss-parameter
νL that distributes the electron and positive ion end loss, as a
volume loss, over the length of the device. For the relatively
long-thin configurations of interest, this technique should be
adequate. However, there are subtleties in determining the
form of νL. We discuss these forms in appendix A, and choose
the simplest form for our analysis.

In section 2, we solve the fluid equations looking for the
special sheath-free boundary condition at the plasma edge, i.e.
contained electrons and, for equal positive and negative ion
masses and temperatures, a free flow of the ion species at some
fraction of the sound speed to which we assign a parameter β.
This solution requires that the electron density and flux at
some x = R (R is the half-width of the plasma across the
magnetic field) satisfy both ne(R) = 0 and #e(R) = 0. We
illustrate the solutions for a few specific cases, which will then
inform approximations that are used to develop an analytic
model. The numerical solutions are obtained in terms of the
most convenient input parameters, specified by the numerical
method, as described in section 2.

In section 3, we formulate the analytic model and obtain
solutions for input and output parameters corresponding to the
more complete equations used for the numerical solutions.
The analytic results can be used to scale the solutions with
the inputs at the disposal of the experimentalists, such as B0

and the pressure p. They also allow an optimization of the
desired output, e.g. the transverse ion flux, versus the ratio of
on-axis electron density to gas density, ne0/ng. As found in
the numerics, solutions can be obtained for various velocities
vi of the transversally emerging ions, which can be designated
by a parameter β = vi/uBi, where uBi = (eTi/Mi)

1/2 is the
Bohm (ion loss or sound) speed. Other aspects will be seen
from the results and scalings.

In section 4, the numerical and analytic results are
compared over the parameter space of initial conditions. This
allows us to use the results of the model, which are easily
obtained, when they are seen to correspond to the more
complete numerical solutions. The reasons for any differences
are discussed. Section 5 summarizes our results and discusses
assumptions and relations to experiments. The approximations
are examined, leading to recommendations for future work.
Finally, an assessment of the implications for thrusters is
discussed.

2. Numerical integrations

The equations to be solved are the first and second moments of
the fluid equations for electrons (ne, ve), positive ions (ni, vi)
and negative ions (nn, vn), with the n’s and v’s the densities

and fluid velocities.

∇(neve) = (Kiz − Katt)ngne − νLni, (1)

∇(nivi) = Kizngne − Krecninn − νLni, (2)

∇(nnvn) = Kattngne − Krecninn, (3)

ve(Kizng + Kattng + νe)nem − ene∇φ + eTe∇ne

+ eneve × B0 = 0, (4)

eTi

Mi
∇ni +

eni

Mi
∇φ + ∇(nivivi) + νinivi = 0, (5)

eTn

Mn
∇nn −

enn

Mn
∇φ + ∇(nnvnvn) + νnnnvn = 0. (6)

Here Kiz, Katt and Krec are the reaction rates for the given
feedstock gas, Te, Ti and Tn are the temperatures for the
assumed Maxwellian distributions, m, Mi and Mn the masses
of the species, and, except for νL, the other quantities have their
usual meanings. The loss frequency νL, derived in appendix A,
accounts for the end losses in a 1D model for the transverse
fluxes:

νL =
2Di

RL

(

1 +
Te

Ti

)1/2

, (7)

where Di = eTi/Miνi is the positive ion diffusion coefficient,
νi = Kming is the ion–neutral collision frequency with Kmi

the ion–neutral momentum transfer rate coefficient and RL

is the product of the half-transverse width R and the total
length L. We have assumed ωci < νi in Di as the condition
for unmagnetized ions, with ωci the ion gyrofrequency. The
inertia terms for the ions, in (5) and (6), although small over
most of the transverse dimensions, indicate whether the sound
velocity is reached for the ions, when the calculation must
be terminated since in the calculations Poisson’s equation is
replaced by quasi-neutrality

ni = ne + nn. (8)

Equation (4), including the electron magnetization, can be
written as

(Kizng + Kattng + νe)neve =
ene

m
∇φ −

eTe

m
∇ne

− neve
ω2

ce

Kizng + Kattng + νe
(9)

with ωce = eB0/m.
For convenience in obtaining the numerical solutions, we

normalize the variables as follows: X = x/R0; I , E, N ,
G = ni,e,n,g/ne0; cs = (eTe/Mi)

1/2; U , V , W = vi,e,n/cs;
& = −φ/Te; Ai,a = ne0R0Kiz,att/cs; Bi = ne0R0Krec/cs;
Ci,e,n = R0νi,e,n/cs; ' = R0ωce/cs; εi,n = Te/Ti,n; ζ =

Mi/Mn; D = R0νL/cs; * = (Ai + Aa)G + Ce; δ =

*(m/Mi)(1 + '2/*2). Here, cs is the usual ambipolar ion-
sound velocity (in an electropositive plasma), and R0 is a
conveniently chosen normalization length, e.g. R0 = 2.5 cm,
which might correspond to an experimental radius [6], but only
the quantity R has a physical meaning in the theory.
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With these normalizations, the normalized equations are

dEV

dX
= (Ai − Aa)GE − DI, (10)

dIU

dX
= AiGE − BiIN − DI, (11)

dNW

dX
= AaGE − BiIN, (12)

dE

dX
+ E

d!

dX
+ δEV = 0, (13)

1

εi

dI

dX
− I

d!

dX
+

dIU 2

dX
+ CiIU = 0, (14)

ζ

εn

dN

dX
+ ζN

d!

dX
+

dNW 2

dX
+ CnNW = 0. (15)

Using quasi-neutrality, I = E+N , to eliminate I , we then have
six equations to determine the six variables, which in matrix
form, with

Y = [ENUV W!]T, (16)

can be written as

M × Y ′ = RHS, (17)

with

M =





















V 0 0 E 0 0

U U I 0 0 0

0 W 0 0 N 0

1 0 0 0 0 E

ε−1
i + U 2 ε−1

i + U 2 2IN 0 0 −I

0 ζ/εn + W 2 0 0 2NW ζN





















(18)

and

RHS =





















(Ai − Aa)GE − DI

AiGE − BiIN − DI

AaGE − BiIN

−δEV

−CiIU

−CnNW





















. (19)

The integration is performed using

Y ′ = M−1 × RHS. (20)

The transverse wall is assumed to be insulating and with a
potential independent of the grounded ends. Although not the
only possible type of solution, we choose to examine a solution
set in which, at some x = R

ne(R) = 0, (21)

%e(R) = 0. (22)

At this R, the ion flux and density (the same for both species)
are determined, with the condition that the ion drift velocity
lies between zero and the ion Bohm velocity uBi (%i = βniuBi

with 0 < β < 1). For these boundary conditions, we

Table 1. Reaction rates in m3 s−1 and collision frequencies in s−1

for an oxygen-like feedstock gas, except that, for simplicity, the ion
collision frequencies are taken to be equal, and the oxygen
molecular mass is used for both species.

Parameter Value

Kiz 2.34 × 10−15T 1.03
e exp(−12.29/Te)

Katt 1.07 × 10−15T −1.391
e exp(−6.26/Te)

Krec 5.2 × 10−14(0.026/Ti)
0.44

νi 3.95 × 10−16ng

νe 4.7 × 10−14T 1/2
e ng

νn 3.95 × 10−16ng

expect solutions to exist only when D⊥e < Di, which sets
the condition for magnetized electrons. Beyond this position,
there is either an insulating wall or a pure positive ion-negative
ion plasma. These solutions are special in that they allow the
extraction of both positive and negative ions at a surface which
has no sheath (see section 5 for further discussion).

The method for the numerical solution is to first choose
ne0 and α0, where ne0 is the centre x = 0 (on-axis if radial
coordinates were used) electron density and α0 = nn0/ne0 is
the EN ratio at x = 0. For convenience, we take Ti = Tn,
Mi = Mn and a constant and determined ratio Te/Ti. We then
vary Te until (21) and (22) are satisfied at some R. Since,
from (7), νL is determined by the choice of a specific RL, this
also determines the length L. As we shall see in sections 3
and 4, after the solutions in the ne0 versus α0 parameter space
are determined, the curves of constant values of R and L are
obtained, corresponding to a set of device dimensions. We note
that α0 is in fact determined from the device dimensions and
ne0 is determined from the input power. The solution set for a
fixed value of RL then determines the range of α0 values for
the permissible set of ne0 values. As we shall see, in sections 3
and 4, scanning α0 at constant ne0, or ne0 at constant α0, we
find a set of solutions (at various values of R, L and Te) that
span a range of exiting fluxes from

%i(R) = 0 (23)

to

β ≡
%i(R)

ni(R)uBi
= 1 (24)

with %i = %n and uBi = (eTi/Mi)
1/2. We note that

(23) corresponds to a volume balance of attachment and
recombination, while (24) corresponds to the ion-sound limit
where quasi-neutrality is violated. For physical applications,
we are interested in solutions near the limit (24) for which we
are extracting ions. For a given device with a fixed R and L,
which specifies RL, the locus of constant R in the parameter
space of ne0 versus α0 gives a desired solution set.

To understand the above in more detail, we choose a
particular example corresponding, roughly, to an oxygen
feedstock gas with parameters given in table 1, as is used in an
ongoing experiment [6]. The rate coefficients Kiz, Katt, Krec,
and Kme are from [12, table 8.2] reactions 1, 2, 4, 7 and 9,
and the rate coefficient Kmi is from [12, p 366]. We consider
a pressure p = 10 mTorr, a magnetic field B0 = 300 G,
which corresponds to magnetized electrons and unmagnetized
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(a)

(b)

(c)

Figure 1. Normalized densities (a), potential (b) and fluxes (c) as
functions of the normalized position for β = 0 with α0 = 1.0 and
ne0/ng = 2.75 × 10−4. Normalizations are X = x/R0;
I, E, N = ni,e,n/ne0; #i,e,n = ni,e,nvi,e,n/(ne0cs); $ = −φ/Te.

ions, and we use the nominal value of Te/Ti = 20. A value
of RL = 100 cm2 is chosen to roughly correspond to an
experimental configuration [6], with a half-width R = 3 cm
and a length L = 33 cm (within the analysis, it could well apply
to a configuration with, e.g. R = 2.5 cm and L = 40 cm, which
we shall illustrate). Solving as described above, for a fixed
ne0/ng = 2.75×10−4, we obtain results for two characteristic
values of α0 as given in figures 1 and 2. In figure 1, we take
α0 = 1.0, which is close to the limiting value of #i(R) = 0. In
figure 2, we take α0 = 0.828 which gives a finite value of #i(R)

near β = 1. In both figures the electron density and flux goes
to zero at the radial boundary, as required by the boundary
conditions (21) and (22). Because of quasi-neutrality, the
positive ion density equals the negative ion density at x = R.
Similarly, the ion fluxes become equal at x = R because
#i = #e + #n from (1), (2) and (3). The profile of the potential
indicates that the electric field vanishes at x = R, confirming

(a)

(b)

(c)

Figure 2. Normalized densities (a), potential (b) and fluxes (c) as
functions of the normalized position for β = 1 with α0 = 0.828 and
ne0/ng = 2.75 × 10−4. Normalizations are X = x/R0;
I, E, N = ni,e,n/ne0; #i,e,n = ni,e,nvi,e,n/(ne0cs); $ = −φ/Te.

that there is no sheath and that the ions may be extracted. We
see in figure 1 that the negative ion density is relatively constant
while the fluxes pass through a maximum at about half the
simulation length. In figure 2, the negative ion density decays
towards the edge, while both ion fluxes increase, reaching a
plateau near the edge. Finally, we note in both figures that
ne(x)/ne0 has a form similar to 1 + cos(πx/R). We use all
these observations to develop an analytic model in section 3
that gives approximate scalings with parameters. We compare
the analytic model and numerical simulations in section 4.

In figure 3 we show the numerical solutions for ne0/ng

versus α0, with β as a parameter, for p = 10 mTorr and
RL = 100 cm2. Values of β ≈ 0, 0.15 and 1 are shown.
To construct the β-curves, a fixed value of ne0 (or α0) is first
chosen. Next, a sequence of values of α0 (or ne0) is chosen,
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Figure 3. ne0/ng versus α0 for p = 10 mTorr, B0 = 300 G,
RL = 100 cm2, and Te/Ti = 20. The upper-through-lower solid
curves are for β = 0, 0.15 and 1, respectively; the dash–dot curves
give R = 3 cm and R = 2.5 cm, which are the solutions for two
fixed device configurations.

corresponding to a horizontal (or vertical) scan in the figure.
Finally, for each value of ne0 and α0 along this horizontal (or
vertical) line, a set of values of Te are investigated. For each
Te, the equations are integrated to the point where #e(R) ≈ 0.
If a value of Te also makes ne(R) ≈ 0, then a solution has
been found and the value of β is calculated. The approximate
bounding values of β = 0 and β = 1 are shown as solid
lines. The β = 1 line cannot be obtained exactly due to
the inertia-caused singularity, and is therefore represented by
points with β close to 1. Numerically, it was found that
the β-solutions can intersect for different values of β. For
example, the β ≈ 0.15 curve intersects the β ≈ 1 curve
at α0 ≈ 0.86 and ne0/ng ≈ 2.4 × 10−4. The Te’s for
these solutions at the intersection are, of course, different;
i.e. Te ≈ 2.49 eV at β ≈ 1 is lower than Te ≈ 2.52 eV at
β ≈ 0.15. Curves of constant R = 3 cm (L = 33.3 cm) and
constant R = 2.5 cm (L = 40 cm) are shown as dash–dot
lines. This figure shows that for a given electronegativity α0,
there is a specific range of ionization fraction values (ne0/ng)
that yields the wanted solutions. The region to the left of the
β ≈ 1 is a region where β would need to be greater than 1
for us to find solutions following the boundary conditions. No
solutions can therefore be found. The region to the right of the
β ≈ 0 curve corresponds to negative β values, meaning that
an input of ion fluxes is needed to sustain the plasma. These
solutions are not what we are looking for. The region between
β ≈ 0 and β ≈ 1 is where all the self-sustained solutions
fulfilling the boundary conditions can be found.

Because of the way the boundary conditions have been
chosen, and the way the end loss term has been approximated,
it has not been necessary to specify whether the side and
end walls are conducting or insulating. For an experiment,
choices must be made, and the side and end walls cannot

both be conducting. The reason is that electrons are free
to move along the magnetic field such that the plasma must
be sufficiently positive with respect to the ends to confine
electrons. In experiments, and also in simulations, the side
walls are insulated, and thus can have potentials close to
that of the plasma. The ends can be either conducting or
insulating.

3. Analytical model

As in the numerical solutions of the differential equations for
the positive ion, negative ion and electron velocities and fluxes,
we consider a two dimensional rectangular discharge of axial
length L along z and transverse width (‘diameter’) 2R along x,
with a constant axial magnetic field B0, and with y an ignorable
coordinate. As in the numerical solutions, fixed values of B0,
RL and Te/Ti are chosen. The ion inertia effects that are
included in the numerics are neglected in the analytical model.

We initially specify the solution in terms of the spatially
averaged electronegativity, ᾱ = n̄n/ne0. Later, we relate ᾱ

to the central electronegativity α0 which is specified in the
numerics. Assuming electron inertia to be negligible, the drift-
diffusion equation for the transverse electron flux is

#⊥e = −D⊥e
dne

dx
− µ⊥eneE, (25)

where

D⊥e =
De

1 + ω2
ce/ν

2
e

, µ⊥e =
µe

1 + ω2
ce/ν

2
e

(26)

with

De =
eTe

mνe
, µe =

e

mνe
(27)

the unmagnetized electron diffusion and mobility coefficients,
νe = Kmeng the electron–neutral collision frequency, Kme the
electron–neutral momentum transfer rate coefficient and ng

the gas density. We assume a magnetic field sufficiently large
that the transverse electric field E ∼ Ti/R, and we estimate
dne/dx ∼ ne0/R. Since Ti & Te, the drift term is small
compared with the diffusion term, and (25) reduces to

#⊥e ≈ −D⊥e
dne

dx.
(28)

For L ' R, we can take the electron density to be fairly
uniform over most of the z-direction, which allows us to
incorporate the axial losses in the electron balance equation
in x as

− D⊥e
d2ne

dx2
= (νiz − νatt)ne − νL(ne + nn), (29)

where νiz is the ionization frequency, νatt is the attachment
frequency, and νL is a heuristic axial loss frequency (see
appendix A). Here nn is the negative ion density, and we
note that the axial electron loss is proportional to the positive
ion density, which is the sum of the electron and negative ion
densities. Therefore, the right hand side of (29) can change sign
(from positive to negative) if ne → 0 at the transverse edge
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x = R. This yields the numerically found desired solution for
ne(x), which has a negative curvature near x = 0 and a positive
curvature near the edge; i.e. both ne and !⊥e can approach zero
at x = R, terminating the electron processes.

For a specified variation of nn(x), we can solve (29) for
ne(x). We use the approximation nn ≈ n̄n = const to obtain
a solution, where n̄n is the spatially averaged negative ion
density. We use the set of boundary conditions

dne

dx
= 0 at x = 0,

dne

dx
= 0 at x = R,

ne = 0 at x = R (30)

as described earlier for the numerics. The solution of (29) that
satisfies the boundary conditions (30) is

ne(x) =
ne0

2

(

1 + cos
πx

R

)

. (31)

Defining
νnet = νiz − νatt − νL (32)

to be the net transverse electron production frequency after
subtracting the attachment and axial losses, then the boundary
conditions require

ne0 = 2n̄n
νL

νnet
(33)

and
π2

R2
=

νnet

D⊥e
. (34)

Relation (33) can be written as

νnet = 2ᾱνL, (35)

where ᾱ = n̄n/ne0 is the average negative ion density
normalized to ne0.

Approximate expressions for the axial loss frequency νL

are described in appendix A. We use expression (A.8) given in
the appendix [see also (7)]. It is convenient to choose a fixed
value RL = const in the numerical work, so we also choose
this condition in the analytical model.

Substituting (35) into (34) and using (7), we obtain

ᾱ =
π2

4R2

D⊥e

Di

RL

(1 + Te/Ti)1/2
. (36)

Substituting (35) into (32) and using (7), and (36), we obtain

2Di(1 + 2ᾱ)

RL

(

1 +
Te

Ti

)1/2

= (Kiz − Katt)ng, (37)

where we have used νiz = Kizng and νatt = Kattng, withKiz and
Katt the ionization and attachment rate coefficients (functions
of Te alone). Equation (37) can be solved to obtain Te for
specified values of ng, B0, RL, Te/Ti and ᾱ. Then (36) can
be solved to obtain the discharge radius R, with L then found
from the relation RL = const.

To complete the description of the discharge equilibrium,
we use an approximate negative ion balance relation

d!n

dx
= νattne(x) − Krecn̄n(n̄n + ne(x)). (38)

where !n is the negative ion flux. Substituting (31) for ne(x)

into (38) and with the boundary condition that !n(0) = 0, we
integrate (38) to obtain

!n(x) =
1

2
ne0(νatt − Krecn̄n)

(

x +
R

π
sin

πx

R

)

− Krecn̄
2
nx.

(39)

Equating the flux at x = R to be proportional to a Bohm edge
flux, we obtain

!n(R) = ne0

[

1

2
νatt − Krecne0

(

1

2
ᾱ + ᾱ2

)]

R = βne0αsuBi,

(40)

where β = vi/uBi is the transverse ion velocity ratio, αs =

nn(R)/ne0 is the negative ion density at the transverse edge,
normalized to ne0, and uBi = (eTi/Mi)

1/2 is the characteristic
ion loss velocity. The factors of 1

2
in (39) and (40) arise

from averaging the spatially varying electron density over the
volume. The first and second terms in square brackets in
(40) give the frequency of negative ion generation and the
recombination loss frequency, respectively; from the right
hand side, the transverse loss frequency is βαsuBi/R. The
range of β for a physical solution of the type that we seek to
exist is 0 ! β ! 1; i.e. the ion flux cannot become negative or
exceed the flux at sound speed.

The relation between centre and edge negative ion
densities is found using a drift-diffusion approximation for the
negative ion flux

!n(x) = −Di
dnn

dx
− µinnE (41)

with Di and µi the negative ion diffusion and mobility
coefficients, assumed in this model to be the same for positive
and negative ions

Di =
eTi

Miνn
, µi =

e

Miνn
(42)

and with E the ambipolar electric field. Equating (41) to (39)
and using a self-consistent expression for the ambipolar field,
we obtain the relation between ᾱ and αs. The calculation is
complicated and is given in appendix B. The result is

αs

[

3Di

2
+

βuBiR

2
+

2βuBiR

π2(1 + 2ᾱ)

]

= ᾱ

[

3Di

2
+

Di − D⊥e

1 + µ⊥e/µi
ln

(

1 +
1 + µ⊥e/µi

2ᾱ

)

−
2νatt

1 + 2ᾱ

R2

π2

]

. (43)

For a specified value of β, substituting αs from (43) into
the right hand equality in (40), we obtain ne0 as a function of
ᾱ. The solutions for R and ne0 are relatively insensitive to Te,
as also found numerically, so a nominal value, e.g. Te = 2.5 V,
can be used to determine the scalings. For sufficiently high
magnetic fields ωce/νe $ 1, with RL = const, we find the
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Figure 4. ne0/ng versus ᾱ for p = 10 mTorr, B0 = 300 G,
RL = 100 cm2, and Te/Ti = 20. The upper-through-lower solid
curves are for β = 0, 0.15, 0.5 and 1, respectively; the dashed curve
gives ne0(opt)/ng.

scaling for R from (36)

R ∝
ng

B0ᾱ1/2
(44)

or at fixed B0, ng and R, we find that ᾱ is independent of ne0.
An ‘optimum’ choice of ne0 at a given ᾱ can be found by

maximizing the transverse ion flux #n at x = R, at a fixed R,
L and ng. Physically, this is because the attachment scales as
the density while the recombination loss scales as the square of
the density. Maximizing #n(R) with respect to ne0 (at fixed ᾱ),
using the first equality in (40), we obtain

ne0(opt) =
νatt

4Krecᾱ

(

1

2
+ ᾱ

) (45)

such that half of the negative ions flow to the wall and half
recombine in the volume. For each β value, the intersection
of the ne0 versus ᾱ curves determined from (40) and (43),
combined with (45), specifies the point of optimum transverse
flux. Setting β = 1 in (40) for maximum flux, which is
consistent with the form of (43) and which we will also see
from figure 8, then together with (45), we have

1

4
νattne0R = αsne0uBi (46)

such that αs has the simple value

αs =
νattR

4uBi
. (47)

Solutions for the equilibrium equations of the model are
shown below for an oxygen discharge with p = 10 mTorr,
B0 = 300 G, RL = 100 cm2, Te/Ti = 20, Mi = 32 amu,
and the rate coefficients in table 1, as used in the numerical
calculations. Figure 4 givesne0/ng versus ᾱ obtained from (40)
and (43), with ng the gas density. The upper-through-lower
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Figure 5. R (cm) versus ᾱ for p = 10 mTorr, B0 = 300 G,
RL = 100 cm2, and Te/Ti = 20.
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Figure 6. Te (in volts) versus ᾱ for p = 10 mTorr, B0 = 300 G,
RL = 100 cm2, and Te/Ti = 20.

solid curves are for β = 0, 0.15, 0.5 and 1, respectively, with all
physical solutions lying between the β = 0 and β = 1 curves.
The dashed curve gives ne0(opt) from (45). The maximum
ion flux, at the intersection of the β = 1 solid curve and the
dashed curve, is for ne0 ≈ 1.6 × 1011 cm−3 and ᾱ ≈ 0.49.
Figure 5 shows the corresponding R versus ᾱ obtained from
(36); R ≈ 3.9 cm at the maximum ion flux. Note from (36)
and (37) that R is a function of ᾱ, independent of ne0; hence
the loci of constant R are vertical straight lines in figure 4.
Figure 6 shows the corresponding Te versus ᾱ obtained from
(37); Te ≈ 2.45 V at the maximum flux.

For the numerical solutions of the differential equations,
the chosen variable is the central α0, not the average ᾱ. For
comparison with the numerics, we plot the quantities versus α0.
The relation between ᾱ, α0, and αs, obtained in appendix B, is

ᾱ =
2

3
α0 +

1

3
αs. (48)

Substituting αs from (48) into (43) yields α0 as a function of
ᾱ for each β, which transforms figure 4 into figure 7, which
we show for β = 0, 0.15 and 1. The loci of constant R, which
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Figure 7. ne0/ng versus α0 for p = 10 mTorr, B0 = 300 G,
RL = 100 cm2 and Te/Ti = 20 at β = 0, 0.15 and 1 (solid lines).
The dot–dashed curves are the loci of constant R.
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Figure 8. αs/α0 versus α0 for p = 10 mTorr, B0 = 300 G,
RL = 100 cm2 and Te/Ti = 20.

were vertical straight lines in figure 4, are transformed to the
slanted dot–dashed lines by the transformation from ᾱ to α0.
Figure 8 gives the ratio of edge-to-centre negative ion densities
versus α0 at various values of β. We see that the negative ion
density is practically flat (αs ≈ α0) for β = 0 (no edge flux),
and becomes of order αs ≈ (0.1 − 0.2)α0 at β = 1 (maximum
flux). From figure 8, we see that the product βαs (proportional
to the edge flux) is a maximum at β = 1.

4. Comparison of simulations and model

Some of the input and output parameters differ in the numerics
and in the analytical model, but lead to a comparison
of the same set of self-consistent parameters. Inputs for
the numerical study are central electronegativity α0 and
ne0/ng. The output parameters are ‘radial length’ R, electron
temperature Te and β, the ratio of ion velocity at x = R

normalized to the ion Bohm velocity. R appears in the
expression for νL in (7) only in the product RL, such that

any solution is self-consistent with some value of L satisfying
the assumed RL product. We select the values of Te that yield
the boundary conditions (21) and (22), which are also used
in the analytic solutions. The numerical study explores the
ne0/ng versus α0 plane to find the parameter values satisfying
(21) and (22). From this solution set, we construct curves of
constant R and L, where R is given by the simulation and
L by the fact that RL = 100 cm2, with the results shown in
figure 3. The analytical model has no ion inertia, and there are
also some other approximations made; e.g. constant negative
ion density in solving the electron balance equation (29) for
ne(x). Input parameters are average electronegativity ᾱ and β.
Output parameters R and Te depend only on ᾱ, and ne0/ng

depends additionally on β. The transformation from ᾱ to
α0, described in appendix B, also depends on β. Both the
numerical and the analytical solutions in the ne0/ng versus α0

plane are delimited by two lines corresponding to β = 0 and
β = 1. For the numerics, no solutions fulfilling the boundary
conditions can be found when crossing the second (β = 1)
limit, as the ions reach the Bohm velocity before the electron
density and velocity go to zero, leading to a singularity. We
chose the same limit for the solutions of the analytic model.

We compare figure 3 from the numerics with the analytic
results in figure 7, for the corresponding limits in the α0 versus
ne0/ng plane, together with curves of constant R = 3.0 cm
with L = 33.3 cm and constant R = 2.5 cm with L = 40 cm.
Points close to the β = 0 limit are easy to find numerically.
There is good agreement between the analytical model and the
simulations in this limit. For example, the analytical model
predicts that the β = 0 limit is reached at ne0/ng = 2.75×10−4

with α0 = 1.031, while the corresponding value for the
numerics at ne0/ng = 2.75×10−4 is α0 = 1.0. The numerical
and analytic solutions become more sensitive to errors as
β increases; as the ion velocities increase, the sensitivity
increases. However, there is still a reasonable agreement of the
numerics with the analytic model. In the model, with ne0/ng =

2.75 × 10−4, the β = 1 limit is reached at α0 = 0.754. In
the numerical simulation, including the inertia terms, we find
β ≈ 1 at α0 = 0.828. Simulations were done removing the
inertia terms from the numerical equations, with only small
modifications to the above results. The same comparisons for
constant R curves also give reasonable agreement.

In the analytic model, the average ᾱ is the input parameter,
rather than the central α0. The curves of ne0 versus ᾱ, for
various values of β do not intersect (see figure 4). However,
the transformation from ᾱ to α0, passing from figures 4 to 7
introduces intersection of the various β-curves, as is also found
in the numerical simulations.

5. Conclusions and further discussion

We have considered the cross-field diffusion of a finite-length
plasma with magnetized electrons and unmagnetized positive
and negative ions. We have assumed that the power input
is such that the electron temperature Te is constant across the
discharge, and that the ratio of length to transverse dimension is
sufficiently large that the end loss can be averaged to determine
a constant volume loss frequency νL. The simplest form
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of νL involves the product RL, where R is the transverse
half-width and L is the discharge length (see appendix A).
We numerically examined solutions for which the electron
flux and density, "e and ne, are zero at the transverse edge,
such that a pure ion–ion plasma exists there, a favourable
condition for the desired ion extraction. The numerical results
indicate that an approximate analytic model can be constructed,
using the drift-diffusion equations, which can then be used
to examine scaling and transverse ion flux optimization. To
limit the parameters that need to be examined, a convenient
magnetic field B0 = 300 G and pressure p = 10 mTorr are
chosen, for which the electrons are magnetized and the ions
(with oxygen molecular mass) are unmagnetized. The central
electron densities are scaled to the neutral density. The device
dimensions were roughly chosen to correspond to a current
experiment, for future comparisons.

From the analytic model, solutions are easily obtained so
that various parameters, fixed in the numerical solutions, can
be varied. The model also gives scalings of various quantities
with important parameters such as B0, p, and rate coefficients.
An ‘optimum’ transverse flux condition is also determined,
for which half of the negative ions flow to the wall and half
recombine in the volume. In the parameter space of ne0 versus
α0, the intersection of this optimum curve with the largest
obtainable β = 1, gives the operating condition for maximum
flux.

Both numerical and analytic results indicate that at
constant RL and ne0/ng, there is a range of solutions with
decreasing R and increasing α0 that vary between a value
of β = 1 to a value of β = 0. The values of ne0 and α0

were similar in the numerical calculations and the analytic
model. To understand the role of inertia, the ion inertia effects
were set to zero in some numerical calculations such that the
value of β = 1 could be exceeded, but at β = 1 there were
only small differences with the solutions including the inertia
terms. At fixed values of RL, Ti/Te, and ne0/ng, the scaling
of Te, R, and ᾱ (or α0) with B0 and p can be found over
the range of β-values, from the analytic model results. Some
investigations of these scalings have been done numerically
and have been in reasonable agreement with those predicted
analytically. In particular, values of RL = 150 cm2 and
200 cm2 were also investigated, numerically and analytically,
with results qualitatively as expected.

Questions concerning various assumptions that have been
made in this work remain open to future investigation. The
solutions that we have found do not imply the existence of a
physical transverse wall at the position for which the specified
electron boundary conditions are satisfied. As mentioned
earlier, a pure ion–ion plasma might exist between a radius
R satisfying the boundary conditions and a larger radius Rwall

of a material wall. However, the stability of such solutions
is not assured, and cannot be investigated within the context
of our equilibrium analysis. Furthermore, if the power, and
consequently ne0, is increased above the β = 0 curve with
R = Rwall, we now have "e(R) != 0. We have not considered
these solutions in this work. However, we expect, since
the electric fields are initially small, that the sheath would
be smaller than an electron gyroradius. In this condition

electrons begin to be collected on the insulating transverse
wall. Then electric fields begin to build which repel negative
charges. The complicated ensuing dynamics is well worth
investigating, both for the intrinsic interest of the physics and
for the practical implications for ion extraction. In fact, the
early operation of the experiment done in oxygen, whose
approximate dimensions we have used in this analysis, may
have initially operated in this regime. In the future, we
plan to develop a theory appropriate to these higher values
of ne0/ng. The experiment will probably also be operated
in a lower ne0/ng parameter range where the results can be
compared with the theory developed here. An experiment
more closely corresponding to a thruster would use a feedstock
gas with higher electronegativity and heavier mass. The theory
developed here can also be used for comparison by using a
modified table of parameters values.

Acknowledgments

GL and PC acknowledge the support of ANR under contract
JCJC0039. AJL and MAL acknowledge the support of
California industries and University of California Discovery
Grant ele07-10283 under the IMPACT programme.

Appendix A. Calculation of νL

Great simplicity is gained in using a one-dimensional (1D)
model to describe the equilibrium of an EN plasma with
the electrons magnetized by an axial field. If the device is
relatively long and thin, the axial loss is in some respects small
compared with the radial loss. However, because the electrons
move freely in the axial direction, but are the confined species
radially, the axial electron loss cannot be neglected. As seen
in the main body of the paper, we look for solutions with no
radial electron loss, which, without axial loss, would result in a
volume balance of electrons, i.e. Kiz = Katt such that Te would
be fixed at the low value appropriate to this equality, a quite
singular situation. We introduce the axial loss into a 1D model,
representing it as a volume loss term, using an approximation
most convenient for our calculation.

Distributing the end loss "z, at the two ends, over the
volume, we have an effective volume loss term in an equivalent
one-dimensional equilibrium

νLni ≈
2R

RL
"z, (A.1)

where we assume "z and the axial density ni are uniform.
There are various possibilities for determining the end flux
"z. One simple approximate procedure is to use magnetically
constrained transverse electrons and ambipolar axial flow, such
that the ion diffusion coefficients in the transverse and axial
directions are Di and Da respectively, where

Di =
eTi

Miνi
, Da = Di

(

1 +
Te

Ti

)

. (A.2)

The simplest form for the diffusion equation in two-
dimensional rectangular geometry is

− Di
∂2ni

∂x2
− Da

∂2ni

∂z2
= νizne. (A.3)
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Rescaling the z-variable by

z = Z(1 + Te/Ti)
1/2, (A.4)

we obtain

− Di

(

∂2ni

∂x2
+

∂2ni

∂Z2

)

= νizne. (A.5)

Making the assumption that ne ≈ ne0, Kimura et al [13] have
solved (A.5) to find that the diffusion scale lengths in x and
Z are approximatively the same, and given by the shorter
dimension (R or L), such that for R < (Ti/Te)

1/2L, we have

dni

dZ
≈

ni

R
. (A.6)

Returning to the original coordinate z, we find

#z ≈ Di

(

1 +
Te

Ti

)1/2
ni

R
, (A.7)

and substituting (A.7) into (A.1), we obtain

νL =
2Di

RL

(

1 +
Te

Ti

)1/2

. (A.8)

Various approximations can be considered that bear on
the accuracy of (A.5). All affect the quantitative values, but
probably not the qualitative conclusions. One effect worth
considering in more detail is volume recombination of positive
and negative ions, which dominates the flow at higher densities.
In this regime, the axial flux can be considered in a 1D
approximation in Z, as we have previously done [14]. Using
the fact that the edge negative ion flux must vanish, which can
be expressed as

2Dnα0ne0

l
=

7

15
Krecα

2
0n

2
e0l (A.9)

we determine l, the edge gradient in a parabolic model. The
ion flux impinging on the end-wall is then

#iz #
4Diα0ne0

l
# 2(DiKrec)

1/2(α0ne0)
3/2 (A.10)

with the second equality obtained by substituting for l from
(A.9). Substituting (A.10) in (A.1), with ni # α0ne0, we obtain

νL =
2

L
(λivithKrecα0ne0)

1/2, (A.11)

where Di # λivith, with λi and vith the ion–neutral mean free
path and ion thermal velocity. By comparing (A.11) with
(A.8), we can find a transition with increasing ni beyond which
the end loss gradient is increasingly determined by volume
recombination. This transition occurs when

4R2Krec
ni

Di
=

Te

Ti
. (A.12)

From (A.11) we see that νL no longer has the scaling in (A.8).
However, for a typical set of parameters, (A.11) and (A.8) gave
similar values of νL. We use νL from (A.8) in the calculations.

Appendix B. Relations among ᾱ, α0 and αs

To determine the ambipolar electric field E, the drift-diffusion
relations for the positive ion, negative ion and transverse
electron fluxes are used, along with the ambipolar flux
condition

#i = #n + #⊥e (B.1)

Assuming quasi-neutrality, ni = nn + ne, this yields

−Di
dnn

dx
− Di

dne

dx
+ µi(nn + ne)E

= −Didnndx − µinnE − D⊥e
dne

dx
− µ⊥eneE. (B.2)

Solving for the field, we obtain

E =
Di − D⊥e

2µinn + (µi + µ⊥e)ne

dne

dx
. (B.3)

The negative ion flux is then

#n = −Di
dnn

dx
−

µinn(Di − D⊥e)

2µinn + (µi + µ⊥e)ne

dne

dx
. (B.4)

Equating (B.4) to (39) with nn = n̄n on the right hand side,
and with ne given by (31), we obtain

−Di
dnn

dx
= −

1

2
ne0

Di − D⊥e

2 + (1 + µ⊥e/µi)[1 + cos(πx/R)](2ᾱ)−1

×
π

R
sin

(πx

R

)

+
1

2
ne0[νatt − Krecne0(ᾱ + 2ᾱ2)]x

+
1

2
ne0(νatt − Krecne0ᾱ)

R

π
sin

(πx

R

)

. (B.5)

Integrating this equation from x = 0 to x = R, we find

−Di(αs − α0) = −
Di − D⊥e

1 + µ⊥e/µi
ᾱ ln

[

1 +
1 + µ⊥e/µi

2ᾱ

]

+ [νatt − Krecne0(ᾱ + 2ᾱ2)]
R2

4
+ [νatt − Krecne0ᾱ]

R2

π2
.

(B.6)

To relate ᾱ to α0 and αs, we assume a parabolic negative ion
density profile, consistent with the first three terms in a power
series expansion in x of the solution of (B.5)

ᾱ =
2

3
α0 +

1

3
αs. (B.7)

Solving (B.7) for α0 and inserting this into (B.6), we obtain
the relation between ᾱ and αs given in (43).
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