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Abstract

This thesis deals with the performance closed-form derivations and the analysis of Hy-
brid ARQ retransmission schemes in a cross-layer context. Hybrid ARQ mechanism
enables us to take bene�t from the properties of both ARQ and FEC according to the
SNR value. As a consequence, the total amount of transmitted redundancy is auto-
matically adapted to the channel quality, based on the acknowledgment of the previous
transmission. Actually, since all the systems operate or are going to operate under IP,
it is of interest to evaluate their performance at the IP layer. The metrics considered
here are the Packet Error Rate, the e�ciency, the delay and the jitter. These four
metrics are useful since the di�erent QoS requirements depend on a combination of
them. However, in the literature, the performance of HARQ based systems are mainly
analyzed at the MAC level only. Furthermore, the analyses are often carried out by
means of simulations. The goal is then here to derive the four performance metrics for
any HARQ mechanism, at both MAC and IP level, by taking into account some existing
optimizations between the IP and MAC layers. Our theoretical derivations are proven
to be useful for building algorithms dedicated to radio resource management as well as
to unequal data protection.



vi Abstract



vii

Résumé

Cette thèse porte sur l'établissement des expressions analytiques des performances des
schémas Hybrid ARQ dans un contexte d'optimisation inter-couches. Le mécanisme
Hybrid ARQ permet de tirer pro�t des propriétés de l'ARQ et des propriétés d'un
FEC, selon la valeur du SNR. Par conséquent, la quantité de redondance transmise
est automatiquement adaptée à la qualité du canal, en se basant sur l'acquittement
de la transmission précédente. Sachant qu'aujourd'hui, tous les systèmes opèrent (ou
sont sur le point d'opérer) sous le protocole IP, il est intéressant d'étudier leurs per-
formances au niveau de la couche IP. Les métriques considérées sont le taux d'erreur
paquet, l'e�cacité, le délai et la gigue. Ces métriques sont utiles puisque les besoins
en QoS dépendent d'une combinaison de celles-ci. Cependant, dans la littérature, les
performances des schémas HARQ sont surtout analysées au niveau MAC. De plus, elles
sont souvent évaluées au moyen de simulations. L'objectif est donc ici d'établir les
expressions analytiques des quatre métriques de performances pour tout type de mé-
canisme HARQ, aux niveaux MAC et IP, en prenant en compte des solutions existantes
d'optimisation entre les couches MAC et IP. Il est ensuite prouvé que ces dérivations
sont utiles pour construire des algorithmes dédiés à la gestion des ressources radio aussi
bien qu'à la protection inégale des données.
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Résumé long de la thèse en français

Introduction

Depuis quelques années, les moyens de communications sans �l sont devenus très pop-
ulaires puisqu'ils permettent aux utilisateurs de communiquer les uns avec les autres
indépendemment de l'endroit où ils se situent. De plus, la demande pour des hauts
débits ne cesse d'augmenter. A�n d'atteindre la Qualité de Service (Quality of Service

- QoS) requise, il est nécessaire de mettre en oeuvre des systèmes qui en satisfont les
contraintes (débit, délai, �abilité, mobilité), ce qui représente une lourde tâche. En
général, dans les communications sans �l, le Rapport Signal à Bruit (Signal to Noise

Ratio - SNR) du côté récepteur varie dans une large gamme de valeurs en raison de
la mobilité, du fait que le canal varie dans le temps, ..., ce qui a pour conséquence de
diminuer le débit atteignable. Pour pallier cette dégradation, il est fréquent d'adapter le
schéma de modulation et de codage (Modulation and Coding Scheme - MCS) au niveau
des couches accès radio (celles-ci correspondent aux deux premières couches du modèle
OSI). Une autre solution est d'utiliser le mécanisme Hybrid Automatic Repeat reQuest

(HARQ). Ce modèle combine les techniques ARQ, qui consistent en la retransmission
des paquets de données sur détection d'une erreur, avec un codage canal ou Forward

Error Correcting codes (FEC). Ce schéma puissant permet donc de tirer pro�t, en fonc-
tion du SNR, des propriétés de l'ARQ et des propriétés du FEC. Par conséquent, la
quantité de redondance transmise est automatiquement adaptée à la qualité du canal,
en se basant sur l'acquittement de la transmission précédente. Ces schémas HARQ
font aujourd'hui partie des nouvelles normes sans �l telles que le Wimax mobile (IEEE
802.16e) [1] et la 3GPP-LTE [2]. Ainsi il est d'un grand intérêt d'étudier les systèmes
basés sur les HARQ.

Sachant qu'aujourd'hui, tous les systèmes opèrent (ou sont sur le point d'opérer) sous
le protocole IP, il est intéressant d'étudier leurs performances au niveau de la couche
IP. De manière plus générale, il est pertinent d'analyser les performances des systèmes
basés sur l'HARQ au niveau de la couche réseau, quel que soit le protocole réseau qui y
est implémenté. Dans cet esprit, un schéma inter-couches a été récemment proposé, qui
consiste à optimiser de manière conjointe les couches MAC et réseau, alors que celles-ci
sont habituellement indépendamment considérées. Il a été prouvé que cette stratégie
permet d'améliorer les performances globales du réseau. Mais qu'entendons-nous par
"analyse des performances" ? Dans la plupart des travaux, les auteurs se concentrent
seulement sur une ou un maximum de deux métriques telles que le taux d'erreur paquet,
ou l'e�cacité, ou le délai. Dans notre étude, nous voudrions étudier toutes les métriques
nécessaires à la conception d'un système : le taux d'erreur paquet, l'e�cacité, le délai,
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et la gigue. Notez que ces métriques sont toutes utiles puisque: i) la QoS pour la voix
exige un faible délai, ii) la QoS des �ux vidéo exige une grande e�cacité et une faible
gigue, iii) la QoS pour le transfert de �chier exige un faible taux d'erreur paquet et une
e�cacité élevée.

Dans la littérature, les performances des schémas HARQ sont surtout analysées au
niveau MAC. De plus, elles sont souvent évaluées au moyen de longues simulations et les
expressions analytiques des quatre métriques liées à un mécanisme HARQ ne peuvent
être trouvées que partiellement. En e�et, les équations obtenues sont souvent prou-
vées seulement pour un type d'HARQ et au niveau d'une seule couche (habituellement
la couche MAC). En�n, en ce qui concerne le schéma d'optimisation inter-couches, il
a été étudié au niveau de la couche réseau, mais seulement pour un schéma ARQ et
seulement en termes de taux d'erreur paquet et de délai. En conséquence, il manque
un grand nombre de formules théoriques concernant les quatre métriques pour les mé-
canismes d'HARQ et l'objectif de cette thèse est de combler le manque ainsi identi�é.
Nous proposons donc d'analyser les quatre métriques introduites précédemment pour
les mécanismes de type HARQ au moyen de formules théoriques. Ces expressions analy-
tiques nous permettront d'accélérer l'évaluation numérique de tout type de mécanisme
HARQ, d'en fournir une analyse judicieuse et de gérer plus e�cacement les algorithmes
de ressources radio.

Positionnement de la problématique

Dans ce chapitre, nous introduisons tout d'abord le modèle du système que nous consid-
érons tout au long de la thèse. Les principales caractéristiques du modèle sont indiquées
ci-après. Au niveau de la source, un Data-Link Service Data Unit (DSDU) est envoyé de
la couche réseau à la couche MAC, où il est fragmenté en un nombre N de paquets MAC
(ou FRAGs). Chaque paquet MAC est codé (en fonction du schéma de retransmission
utilisé), le paquet codé ainsi obtenu étant appelé Data-Link Packet Data Unit (DPDU).
Le DPDU est alors envoyé sur le canal de propagation après passage par la couche
physique. Au niveau de la destination, le DPDU reçu est décodé puis, si les N paquets
MAC issus du même DSDU sont tous correctement reçus, le DSDU est réassemblé et
envoyé aux couches supérieures.

Traditionnellement, chaque paquet MAC dispose du même crédit de transmissions
Pmax. Cette stratégie conventionnelle est notée PDU-Based Strategy (PBS). Cependant,
sachant qu'un paquet IP est divisé en N FRAGs, si seulement un seul des N FRAGs
n'est pas reçu correctement, même après avoir consommé ses Pmax transmissions, alors
non seulement le FRAG sera jeté à la réception, mais il en sera de même pour le DSDU
auquel il appartient. Il est donc tout à fait absurde de continuer à transmettre des
FRAGs appartenant à un DSDU corrompu. Une méthode d'optimisation inter-couches
proposée par Choi et al. [3] pour pallier ce problème consiste à prendre en considéra-
tion le fait que les N FRAGs sont issus du même DSDU. Ainsi, au lieu d'attribuer
Pmax transmissions par FRAG, on autorise un crédit de transmissions global, noté C, à
l'ensemble des N paquets MAC appartenant au même DSDU. Il s'agit de la technique
SDU-Based Strategy (SBS), destinée à améliorer les performances globales du réseau.
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Nous présentons ensuite les di�érents mécanismes de retransmissions HARQ existant
dans l'état de l'art. Nous proposons alors une classi�cation de ces schémas en distin-
guant le mécanisme de retransmission, qui opère au niveau de l'émetteur, du traitement
appliqué au niveau du récepteur a�n de reconstituer l'information émise. Cette clas-
si�cation n'est pas exhaustive mais les schémas les plus fréquemment adoptés y sont
exposés. Les quatre schémas les plus importants parmi ceux présentés dans la thèse
sont :

• les HARQ de type I :

� À la source, le paquet MAC est tout d'abord codé en utilisant un FEC, puis
le DPDU résultant est envoyé sur le canal de propagation.

� À la destination, aucun traitement n'est appliqué sur le DPDU reçu avant le
décodage de celui-ci.

• les HARQ à redondance incrémentale (Incremental Redundancy HARQ - IR-
HARQ) :

� À la source, le paquet MAC est codé puis le mode de code obtenu est divisé
en un jeu de t0 DPDUs, notés {DPDU(i)}t0i=1, qui peuvent être de tailles
quelconques (égales ou inégales). Les DPDUs sont envoyés successivement si
nécessaire.

� À la destination, les DPDUs issus du même mot de code sont concaténés
puis décodés. Quand les t0 DPDUs ont tous été envoyés mais décodés avec
des erreurs, la mémoire est vidée et le processus recommence à partir de la
transmission de DPDU(1).

• les HARQ avec Chase combining (CC-HARQ) :

� À la source, le paquet MAC est codé et le DPDU ainsi obtenu est transmis
autant de fois que nécessaire.

� À la destination, la version reçue est combinée avec les versions précédentes
du même DPDU selon l'algorithme de Chase.

• les HARQ à redondance incrémentale et avec Chase combining (IC-HARQ) :

� À la source, le paquet MAC est codé puis le mode de code obtenu est divisé
en un jeu de t0 DPDUs, notés {DPDU(i)}t0i=1, qui peuvent être de tailles
quelconques (égales ou inégales). Les DPDUs sont envoyés successivement si
nécessaire.

� À la destination, les DPDUs issus du même mot de code sont concaténés puis
décodés. Quand les t0 DPDUs ont tous été envoyés mais décodés avec des
erreurs, on applique l'algorithme de Chase sur les di�érentes versions d'un
même DPDU.

Nous présentons alors une étude approfondie de l'état de l'art portant sur les perfor-
mances théoriques de ces di�érents schémas HARQ au niveau des couches MAC et IP.
Celles-ci sont principalement analysées de deux manières : par l'approche combinatoire
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et par l'approche basée sur les chaînes de Markov. Cette étude met en évidence deux ré-
sultats importants. Tout d'abord, il existe une certaine confusion dans la dé�nition des
métriques telles que le délai et l'e�cacité. Nous dé�nissons donc de manière rigoureuse
les quatre métriques sur lesquelles nous nous focalisons dans cette thèse.

Le taux d'erreur paquet, noté Π, est dé�ni comme étant égal à un moins le
rapport entre le nombre de paquets d'information reçus correctement et le nombre de
paquets d'information transmis. Il est noté ΠF au niveau MAC et ΠS au niveau réseau.
Comme les paquets sont respectivement des FRAGs au niveau MAC et des DSDUs au
niveau réseau, nous obtenons :

ΠF := 1− Nombre moyen de FRAGs reçus correctement
Nombre moyen de FRAGs transmis

,

ΠS := 1− Nombre moyen de DSDUs reçus correctement
Nombre moyen de DSDUs transmis

,

où ":=" signi�e par de�nition.
L'e�cacité, notée η, est dé�nie comme le rapport entre le nombre de bits d'informa-

tion reçus correctement et le nombre de bits transmis. Elle est notée ηF pour la couche
MAC et ηS pour la couche réseau. Par conséquent, nous avons :

ηF or S :=
Nombre moyen de bits d'information reçus correctement

Nombre moyen de bits transmis
.

Sous l'hypothèse de DPDUs de mêmes tailles, nous obtenons la reformulation suivante
(avec une nouvelle notation) :

η̇F :=
ρ

Nombre moyen de DPDUs transmis pour recevoir correctement un FRAG
,

η̇S :=
Nρ

Nombre moyen de DPDUs transmis pour recevoir correctement un DSDU
,

où ρ := RPHYLF /LDPDU correspond à l'en-tête et au rendement du schéma de codage.
L'e�cacité est souvent associée au throughput, qui est dé�ni comme le nombre de bits
reçus correctement par unité de temps. L'e�cacité n'a pas de dimension alors que le
throughput est donné en bit/s. Puisque nous supposons que nous transmettons un
DPDU par trame, le throughput est proportionnel à l'e�cacité et ne sera pas considéré
dans la suite.

Le délai, noté n̄, est dé�ni comme le nombre moyen de DPDUs transmis pour
recevoir correctement un paquet d'information (nous supposons qua la transmission de
l'ACK/NACK est sans erreur). Soit FRAG(i, j) le jième FRAG associé au iième DSDU.

• nF (i, j) est le nombre de DPDUs qui sont transmis pour recevoir correctement
FRAG(i, j),

• nS(i) est le nombre de DPDUs qui sont transmis pour recevoir correctement
DSDU(i).

Les termes nF (i, j) et nS(i) sont appelés délais instantanés. Le délai que nous consid-
érons dans cette thèse peut donc être obtenu de la manière suivante :

n̄F := nombre moyen de DPDUs transmis pour recevoir correctement un FRAG,

= E[nF (i, j)],

n̄S := nombre moyen de DPDUs transmis pour recevoir correctement un DSDU,

= E[nS(i)].
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La gigue, notée σn, est dé�nie comme la variation du délai et est égale à l'écart-type
du délai instantané. Nous avons donc :

σnF :=
√
Moyenne ((Délai inst. au niveau MAC−Délai moyen au niveau MAC)2),

=
√

E [(nF (i, j)− n̄F )2],

σnS :=
√
Moyenne ((Délai inst. au niveau réseau−Délai moyen au niveau réseau)2),

=
√

E [(nS(i)− n̄S)2].

Ensuite, il apparaît qu'un grand nombre d'expressions théoriques n'ont pas été
établies. En particulier, au niveau IP, seul l'ARQ a été considéré. L'objectif princi-
pal de cette thèse est donc de combler ce manque.

Cette partie est traitée dans le chapitre 1 de la thèse.

Établissement des expressions analytiques des performances

Dans ce chapitre, nous établissons les expressions analytiques des métriques intro-
duites au chapitre 1 pour les schémas HARQ. Pour cela, nous avons besoin d'introduire
quelques notations. Tout d'abord, nous notons p1(k), la probabilité de recevoir correcte-
ment un FRAG en exactement k transmissions. Ensuite, nous dé�nissons π0 comme
étant la probabilité que la première transmission de DPDU associée à un FRAG soit un
échec. En�n, πj est la probabilité que la (j + 1)ième transmission de DPDU associée à
un FRAG soit un échec, sachant que les j transmissions précédentes de DPDU associées
au même FRAG ont également échouées. Nous pouvons alors écrire :

p1(k) =

{
1− π0 for k = 1,
(1− πk−1)

∏k−2
j=0 πj for k > 1.

De la même manière, nous notons pSN (k), la probabilité que les N paquets MAC
appartenant au même paquet IP soient correctement reçus en k transmissions lorsque
la stratégie utilisée est le SBS. Sachant que les N FRAGs sont indépendents, nous
pouvons écrire :

pSN (k) =
∑

i∈QS
N,k

N∏
m=1

p1(im), (1)

où l'ensemble QSN,k est dé�ni de la manière suivante :

QSN,k = {i = [i1, i2, · · · , iN ] ∈ NN
∗ |

N∑
m=1

im = k}. (2)

Au moyen de ces notations, nous établissons au chapitre 2 de manière analytique
le taux d'erreur paquet, l'e�cacité, le délai et la gigue. Les formules sont données au
niveau réseau pour la méthode conventionnelle PBS et pour la méthode d'optimisation
inter-couches SBS. Étant donné que la stratégie SBS a pour but d'améliorer les per-
formances du système au niveau réseau, il est su�sant de les étudier à ce niveau là
uniquement. C'est pourquoi seules les performances liées à la stratégie PBS sont aussi
considérées au niveau MAC. Nous présentons ici les résultats en termes de taux d'erreur
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paquet, de délai et de gigue, pour les deux stratégies au niveau de la couche réseau, les
résultats au niveau MAC pour la stratégie PBS étant obtenus à partir des résultats au
niveau réseau en posant N = 1.

Métrique PBS SBS

ΠS ΠP
S = 1− (1−ΠF )N ΠS

S = 1−∑C
k=N pS

N (k)

n̄S n̄P
S = N

∑Pmax
k=1 kp1(k)∑Pmax
k=1 p1(k)

n̄S
S =

∑C
k=N kpS

N (k)

1−ΠS
S

σ2
nS

σ2
nP

S
= N

( ∑Pmax
k=1 k2p1(k)∑Pmax

k=1 p1(k)
− (

∑Pmax
k=1 kp1(k)∑Pmax
k=1 p1(k)

)2
)

σ2
nS

S
=

∑C
k=N k2pS

N (k)

1−ΠS
S

− (n̄S
S)2

Table 1: Expressions analytiques du taux d'erreur paquet, du délai et de la gigue au
niveau réseau en PBS et en SBS

L'établissement des expressions analytiques pour l'e�cacité a été complexe et a
nécessité l'introduction et le calcul d'un certain nombre de variables intermédiaires.
C'est pourquoi nous traitons cette métrique à part. Étant donnés :

• LF , la longueur (en bits) d'un FRAG,

• δk, la longueur en bits de DPDU(k),

• wk :=
∑k

i=1 δi, le nombre total de bits transmis à la kième transmission (ce qui
inclut les transmission depuis DPDU(1) jusqu'à DPDU(k)),

• n̂F , le nombre moyen de bits transmis lorsque la transmission des LF bits d'information

est un succès : n̂F =
∑Pmax

k=1 wk·p1(k)∑Pmax
k=1 p1(k)

• et ňF , le nombre moyen de bits transmis lorsque la transmission des LF bits
d'information est un échec : ňF = wPmax ,

nous obtenons en PBS :

ηPS = =
LF (

∑Pmax
k=1 p1(k))N

(1−∑Pmax
k=1 p1(k))ňF + (

∑Pmax
k=1 p1(k))n̂F

. (3)

De la même manière, en utilisant les variables précédentes et en notant :

• ri(j) :=
∑j

k=1wik , le nombre de bits transmis pour j FRAGs reçus correctement,

• mi(j) :=
∑j

k=1 ik, l nombre de transmissions consommées par j FRAGs reçus
correctement,

• q(i), la probabilité suivante :

q(i) :=

{
1 for i = 0,∏i−1
k=0 πk for i > 0,
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• et l'ensemble Tj , dé�ni par Tj := {i = [i1, i2, · · · , ij−1] ∈ Nj−1
∗ |

∑j−1
k=1 ik < C},

nous démontrons en SBS :

ňSS = (ΠS
S)−1

[
q(C − 1) · wC

+
N−1∑
j=2

∑
i∈Tj

j−1∏
k=1

p1(ik)q(C −mi(j − 1)− 1)(ri(j − 1) + wC−mi(j−1))

+
∑
i∈TN

N−1∏
k=1

p1(ik)q(C −mi(j − 1))(ri(N − 1) + wC−mi(N−1))

 . (4)

Au regard des expressions des quatre métriques, nous constatons qu'elles sont fonc-
tion de la probabilité p1(k) en PBS et de la probabilité pSN (k) en SBS (à l'exception de
l'e�cacité, directement exprimée en fonction de p1(k)). Sachant que pSN est entièrement
exprimable en fonction de p1 et que p1 ne dépend que des taux d'erreur conditionnés πj ,
il est donc nécessaire de calculer les πj correspondants pour évaluer numériquement les
performances des schémas HARQ. Malheureusement, nous ne connaissons pas actuelle-
ment d'expressions analytiques pour ces taux d'erreur conditionnés, ce qui demande de
les estimer de manière empirique.

Toutes ces expressions analytiques sont valables pour tout type d'HARQ, de mod-
ulation, de canal de propagation et sont données dans le cas général, c'est-à-dire pour
des DPDUs de tailles di�érentes. Cette notion de tailles de DPDUs prend vraiment un
sens lorsque le procédé de redondance incrémentale est utilisé. En e�et, dans un tel cas
de �gure, les DPDUs issus du paquet MAC codé peuvent avoir des tailles inégales ou
non. Ainsi, le cas général dans lequel nous nous sommes placés pour établir les formules
théoriques concerne des tailles inégales de DPDUs. Cependant, il s'avère que les DP-
DUs peuvent être de mêmes tailles. Dans cette situation particulière, nous montrons
que l'expression de l'e�cacité, seule métrique a�ectée par la taille des DPDUs, se trouve
fortement simpli�ée :

η̇PS =
ρ(
∑Pmax

k=1 p1(k))N

(1−∑Pmax
k=1 p1(k))Pmax +

∑Pmax
k=1 kp1(k)

(5)

et

η̇SS =
Nρ ·∑C

k=N p
S
N (k)

C(1−∑C
k=N p

S
N (k)) +

∑C
k=N kp

S
N (k)

. (6)

Il existe d'autres cas pour lesquelles les expressions des métriques peuvent se sim-
pli�er. En particulier, lorsque les taux d'erreur conditionnés πj sont indépendents de j,
comme par exemple dans le cas des HARQ de type I où πj = π0 ∀j. Dans un tel con-

texte, l'expression de p1(k) est réduite de manière signi�cative : p1(k) = (1−π0)π(k−1)
0 .

Par conséquent, nous établissons dans ce chapitre des expressions analytiques simpli-
�ées pour les quatre métriques, aux niveaux MAC et IP, et pour les stratégies PBS et
SBS.
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Nous considérons deux autres cas particuliers. Le premier concerne l'e�cacité au
niveau MAC dans le cas des HARQ à redondance incrémentale pour des tailles de DP-
DUs quelconques. Ce mécanisme est caractérisé par le fait, comme dit précédemment,
qu'un paquet MAC est poinçonné en un nombre t0 de DPDUs. Si chaque DPDU dis-
pose d'un nombre de retransmissions P (également appelé persistence), il est fréquent
d'accorder au FRAG un crédit de transmissions Pmax simplement égal à t0(P+1). Nous
démontrons alors que dans un tel cas, l'e�cacité au niveau MAC est indépendante de
la persistence P .

Le dernier cas particulier sur lequel nous portons notre attention est la comparaison
théorique des taux d'erreur paquet obtenus au niveau réseau en SBS et en PBS pour un
crédit de transmissions global comparable. Sachant qu'un DSDU est fragmenté en N
FRAGs et qu'un FRAG dispose de Pmax transmissions, la comparaison est juste pour
C = NPmax. Nous prouvons dans ce chapitre que lorsque cette égalité est respectée ou
encore lorsque C > NPmax, le taux d'erreur paquet au niveau réseau est toujours plus
faible avec la méthode d'optimisation inter-couches.

En�n, nous terminons ce chapitre en indiquant les étapes à suivre rigoureusement
pour évaluer numériquement, à partir des formules théoriques ainsi établies, les per-
formances des di�érentes métriques. L'objectif établi au chapitre 1, qui était donc de
combler le manque en termes d'expressions analytiques des performances associées aux
schémas HARQ, est donc atteint.

Cette partie est traitée dans le chapitre 2 de la thèse.

Étude des performances

Le chapitre 3 a deux objectifs principaux: valider l'exactitude des expressions théoriques
établies au chapitre 2 d'une part, et étudier l'in�uence des di�érents mécanismes HARQ,
des stratégies (SBS, PBS), de la modulation et du canal, sur les performances du sys-
tème d'autre part.

Dans un premier temps, nous validons par la simulation toutes les formules théoriques
proposées précédemment et mettons en évidence le fait que ces formules sont applicables
à tout type de schéma HARQ, mais aussi quelle que soit la modulation et quel que soit
le canal de propagation. Dans un second temps, nous montrons que la conception d'un
système est facilitée par ces nouvelles expressions. En e�et, au lieu d'avoir à simuler les
HARQ pour une modulation donnée, un canal donné, pour connaître les performances
du modèle ainsi considéré, il su�t d'évaluer numériquement les formules dès lors que l'on
a estimé les πj correspondants. Ainsi, l'étude de l'in�uence des di�érentes composantes
d'un modèle sur les performances de celui-ci devient plus simple. Nous exploitons donc
cet avantage important dans ce chapitre pour comparer les di�érents schémas HARQ
entre eux, les stratégies SBS et PBS et étudier l'in�uence de la modulation et du canal
de propagation.

À l'issue de ces études, nous construisons des tables de références qui, pour une
métrique donnée et pour un intervalle de SNR donné, permettent à un utilisateur de
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sélectionner la combinaison "schéma HARQ + stratégie + modulation" qui donnera
les meilleurs résultats. Par exemple, à fort SNR, nous obtenons la table de références
suivante :

Schéma Stratégie Modulation

Taux d'erreur paquet IR-HARQ ou IC-HARQ SBS BPSK

E�cacité IR-HARQ ou IC-HARQ SBS 64QAM

Délai IR-HARQ ou IC-HARQ PBS, SBS 64QAM

Gigue IR-HARQ ou IC-HARQ PBS, SBS BPSK

Table 2: Meilleure combinaison " schéma HARQ + stratégie + modulation " pour une
métrique donnée et à fort SNR.

De plus, les métriques que nous considérons sont directement liées à la Qualité de
Service (Quality of Service - QoS). En e�et:

• les applications de type voix nécessitent un faible délai,

• les applications de type vidéo exigent une e�cacité élevée et une faible gigue

• et les applications de type transfert de �chiers ont besoin d'un faible taux d'erreur
paquet et d'une forte e�cacité.

Ainsi, nous pouvons construire, à partir des tables telles que la table ci-dessus, de
nouvelles tables de références qui permettent à un utilisateur de choisir la combinaison
qui satisfera au mieux ses exigences en termes de QoS. À fort SNR, il vient donc :

Schéma Stratégie Modulation

Voix IR-HARQ ou IC-HARQ PBS, SBS 64QAM

Vidéo IR-HARQ ou IC-HARQ PBS, SBS QPSK ou 16QAM

Transfert de �chiers IR-HARQ ou IC-HARQ SBS QPSK ou 16QAM

Table 3: Meilleure combinaison " schéma HARQ + stratégie + modulation " en fonction
de l'application du système et à fort SNR.

Cette partie est traitée dans le chapitre 3 de la thèse.

Application aux systèmes de communications

Dans ce dernier chapitre, nous nous intéressons aux applications pour lesquelles notre
cadre d'étude peut être utilisé : gestion des ressources radio, schéma de protection
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inégale des données et réseau multi-bonds. En ce qui concerne la gestion des ressources
radio, nous évaluons l'impact des paramètres principaux du système : le crédit de
transmission (Pmax pour le PBS, C pour le SBS), le nombre de FRAGs issus de la
fragmentation du paquet IP N , le rendement du code R0 et le codage canal. Pour ce
dernier critère, nous considérons les codes Rate Compatible Punctured Convolutional

(RCPC), performants pour des paquets de petite taille, et les codes Low Density Parity

Checksum (LDPC), performants pour des paquets de grande taille. Nous fournissons
alors quelques tendances concernant la politique de gestion des ressources radio que nous
devons suivre pour trois types de données : la voix, la vidéo et le transfert de �chiers.
En d'autres termes, de la même façon qu'au chapitre 3, nous construisons des tables
de références de sorte qu'un utilisateur sache quel est le meilleur jeu de paramètres à
attribuer à son système, pour répondre à ses besoins en QoS. Ainsi, à fort SNR, nous
obtenons la table de références suivante :

C R0 N Codage canal

Voix C faible R0 quelconque N faible LDPC

Vidéo C faible R0 quelconque N élevé RCPC

Transfert de �chiers C élevé R0 faible N élevé RCPC

Table 4: Meilleur paramétrage du système en fonction de l'application du système et à
fort SNR.

Pour certaines applications, il est nécessaire de protéger les données di�éremment.
Par exemple, dans un contexte de �ux vidéo, les données associées à la première image
sont plus importantes que celles associées à l'image de compensation du mouvement.
De plus, dans un contexte IP, l'en-tête IP doit être lu correctement. En conséquence,
certaines données doivent être plus protégées que d'autres. Pour d'autres applications,
il est possible de perdre certains paquets MAC sans pour autant a�ecter de manière
signi�cative les performances du système. C'est le cas de la voix qui est très robuste
à la perte de paquets. Il est donc judicieux d'étudier pour les deux stratégies (PBS et
SBS), la probabilité de perte du iième FRAG et la probabilité d'avoir i FRAGs erronés
sur les N FRAGs issus du même paquet IP.

De cette étude, nous montrons que la stratégie SBS fournit en fait par construction
une protection inégale des paquets au niveau FRAG due au fait que les FRAGs sont
transmis de manière ordonnée. En e�et, le iième FRAG ne sera jamais transmis tant
que le (i− 1)ième FRAG n'aura pas été correctement reçu. Ainsi, le premier FRAG
transmis est toujours plus protégé que les autres puisqu'il peut béné�cier d'un plus
grand nombre de transmissions. Dans le cas PBS en revanche, puisque chaque paquet
MAC se voit attribué un même crédit Pmax, les FRAGs sont protégés également. Nous
proposons donc d'étendre la méthode PBS au schéma de protection inégale des paquets
en attribuant aux FRAGs des crédits de transmissions di�érents. Dans ce cas, les
FRAGs les plus protégés ne sont pas nécessairement les premiers, mais ceux ayant la
valeur de Pmax la plus grande. En notant RPN (i) et RSN (i), un moins la probabilité
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de recevoir correctement FRAG(i) appartenant à un DSDU constitué de N FRAGs,
respectivement dans les contextes PBS et SBS, nous obtenons :

RSN (i) = 1−
C∑
k=i

pi(k), ∀1 ≤ i ≤ N, (7)

et

RPN (i) = RPN = 1−
Pmax∑
k=1

p1(k), ∀1 ≤ i ≤ N. (8)

En notant SPN (i) et SSN (i), la probabilité d'avoir i FRAGs erronés parmi N FRAGs
respectivement dans les contextes PBS et SBS, nous obtenons :

SSN (i) =
C∑

k=N−i
pSN−i(k)(1−

C−k∑
k′=1

p1(k′)), ∀0 < i < N, (9)

et

SPN (i) =
(

N

N − i

)( Pmax∑
k=1

p1(k)
)N−i(

1−
Pmax∑
k=1

p1(k)
)i
, ∀0 ≤ i ≤ N. (10)

Le coe�cient binomial dans l'expression de SPN (i),
(
N
N−i
)
, est dû au fait que les indices

des i FRAGs erronés peuvent être choisis parmi les N FRAGs. Pour le SBS, quand
i = N ou i = 0, nous pouvons prouver de manière similaire :

SSN (N) = 1−∑C
k=1 p1(k) et SSN (0) =

∑C
k=N p

S
N (k).

En�n, nous comparons les performances obtenues à partir des expressions analy-
tiques établies au chapitre 2 avec celles obtenues à partir d'un simulateur réseau basé
sur des événements discrets, utilisant le logiciel OMNeT++ et implémentant le proto-
cole IR-HARQ. Nous montrons sur un seul lien que, en termes de taux d'erreur paquet
au niveau IP, nous avons directement les mêmes résultats avec les deux approches. En
revanche, le délai théorique étant exprimé en nombre de DPDUs et le délai simulé étant
exprimé en millisecondes (ms), nous devons appliquer une formule de translation au délai
théorique pour : d'une part, le convertir en ms, et d'autre part, prendre en compte les
caractéristiques réelles de l'implémentation OMNeT++. Nous écrivons donc :

d̄xs = α · n̄xS · (1 + β), (11)

où d̄xS est le délai prédit (en ms) pour la stratégie xBS, α est la durée moyenne par
transmission de DPDU et β est le nombre moyen de transmissions qui ne sont pas liées
à la transmission du DPDU (mais ont aussi une durée moyenne égale à α). Au moyen
de cette formule, nous obtenons les mêmes résultats avec les deux approches.

De plus, nous considérons le cas multi-bonds et proposons des équations pour
prédire, à partir de nos formules, le taux d'erreur paquet et le délai de bout en bout (du
noeud de départ au noeud d'arrivée) au niveau IP. En ce qui concerne le taux d'erreur
paquet, nous démontrons :

Πx,N0→NL
S = 1−

L−1∏
i=0

(1−Πx,Ni→Ni+1

S ). (12)
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où Πx,Ni→Nj

S est le taux d'erreur paquet au niveau IP entre les noeuds Ni et Nj (en
supposant que les données traversent les (j − i− 1) noeuds de relais depuis le noeud Ni
jusqu'au noeud Nj , soit qu'elles traversent j − i+ 1 noeuds).

De la même façon, nous obtenons pour le délai de bout en bout (en nombre de
DPDUs transmis):

n̄x,N0→NL
S =

L−1∑
i=0

n̄
x,Ni→Ni+1

S , (13)

où n̄
x,Ni→Nj

S est le délai moyen au niveau IP entre les noeuds Ni and Nj .
En simulant un lien à deux bonds (trois noeuds : un émetteur, un relais et un ré-

cepteur), nous montrons que la prédiction est précise.

Cette partie est traitée dans le chapitre 4 de la thèse.

Conclusion et perspectives

Conclusion

Le travail réalisé à travers cette thèse traite de l'analyse des di�érents schémas HARQ,
qui sont l'une des techniques essentielles utilisées dans les nouvelles normes telles que le
Wimax, la 3G-LTE et la 4G. Le principal objectif étant de trouver la meilleure manière
de satisfaire les besoins des utilisateurs, nous nous sommes focalisés sur les performances
des HARQ en termes de taux d'erreur paquet, d'e�cacité, de délai et de gigue, en fonc-
tion du type de �ux de données (données, voix, vidéo). En e�et, ces métriques jouent un
rôle important dans les besoins en QoS. En général, les performances des mécanismes de
retransmission sont évaluées au niveau de la couche MAC, sachant que chaque paquet
est considéré indépendemment des autres avec sa propre persistence. Cependant, le
niveau IP est plus représentatif de la QoS perçue par l'utilisateur que le niveau MAC.
C'est la raison pour laquelle nous avons considéré tout au long de la thèse un concept
d'optimisation inter-couches, basé sur le fait que les paquets MAC sont issus d'un même
paquet IP et qu'on leur alloue alors un crédit global de transmissions.

A�n de combler le manque important en termes d'expressions analytiques des per-
formances souligné au chapitre 1, nous avons dérivé au chapitre 2 les quatre métriques
au niveau MAC puis au niveau réseau pour les deux stratégies (conventionnelle et
d'optimisation inter-couches). Les formules théoriques que nous avons établies sont
valides pour tout type d'HARQ, de modulation et de canal de propagation. En outre,
elles peuvent être appliquées quelles que soient les tailles des DPDUs, qui peuvent être
di�érentes quand le procédé de redondance incrémentale est utilisé.

Au moyen des évaluations numériques des expressions des quatre métriques, nous
avons étudié au chapitre 3 l'in�uence des schémas HARQ, des stratégies, de la modu-
lation et du canal de propagation sur les performances du système. Nous avons alors
construit des tables de références qui permettent à tout utilisateur de sélectionner la
meilleure combinaison "schéma + stratégie + modulation, en fonction de l'application
à laquelle le système est destiné et de l'intervalle de SNR dans lequel il opère.
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Finalement, nous nous sommes focalisés sur certaines applications pour lesquelles
notre cadre d'étude pouvait être utilisé : gestion des ressources radio, protection inégale
des données, et réseau multi-bonds. Pour la gestion des ressources radio, de la même
manière qu'au chapitre 3, le lecteur n'a qu'à se référer aux tables proposées dans le
chapitre 4 pour trouver le jeu de paramètres (crédit de transmission, rendement du code,
codage canal, nombre de paquets MAC issus du même paquet IP) le plus judicieux en
fonction de ses besoins en QoS. Grâce au cadre d'étude développé au chapitre 2, nous
avons pu mettre en évidence le fait que le schéma de protection inégale des données
était inhérent à la stratégie SBS mais non à la stratégie PBS. Nous avons alors proposé
une solution pour la méthode PBS a�n que la protection inégale de données puisse être
appliquée dans ce contexte. En�n, nous avons montré que nos expressions analytiques
sont valides sur un lien dans un réseau multi-bonds et nous permettent de prédire les
performances globales du réseau, de la source à la destination, en termes de taux d'erreur
paquet et de délai au niveau IP.

Perspectives

Les travaux réalisés dans cette thèse ont soulevé un certain nombre de problématiques
qui mériteraient d'être traitées par la suite. Celles-ci sont listées ci-dessous.

En ce qui concerne les expressions analytiques établies, elles ont toutes été exprimées
en fonction des taux d'erreur conditionnés πj . Ces taux d'erreur dépendent du schéma
de retransmission, de la taille des paquets MAC, de la modulation, du canal de propa-
gation, etc.. Ils doivent donc être estimés au moyen de simulations, aussitôt que l'une
des caractéristiques citées ci-dessus change. Bien que nous n'ayons pas à simuler le
processus de segmentation et de réassemblage du paquet IP pour calculer les πj , la
programmation des schémas HARQ doit être faite. Il serait donc très utile de trouver
les formules théoriques ou des bornes très proches pour les πj .

Nous avons juste abordé la capacité des HARQ à fournir une protection inégale
des paquets dans un contexte d'optimisation inter-couches, en donnant les équations
basiques de performances. Des travaux supplémentaires devraient être conduits pour,
dans le cas de problèmes spéci�ques tels que la protection de l'en-tête IP, mettre au
point des stratégies en relation avec les solutions existantes.

En ce qui concerne le contexte multi-bonds, il serait intéressant d'étendre les études
menées pour le taux d'erreur paquet et le délai à l'e�cacité et à la gigue. Ainsi, nous
serions capables de déterminer entièrement la QoS perçue par l'utilisateur dans un
réseau multi-bonds sans avoir recours à de longues simulations.
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General Introduction

Problem statement

The work presented in this PhD thesis has been produced thanks to the collaboration
of the department "Communications et Électronique" (COMELEC) of Télécom Paris-
Tech and the department "Signal Processing and Multimedia" (SPM) of THALES Land
and Joint Systems in the framework of a "Convention Industrielle de Formation par la
REcherche" (CIFRE).

In the past few years, wireless communication devices have become increasingly pop-
ular since they allow users to communicate with each other independently from their
locations. Moreover the demand for high data rate has grown. In order to achieve the
required Quality of Service (QoS), the transmission needs to be reliable enough. Conse-
quently designing systems satisfying these constraints (rate, delay, reliability, mobility)
is a challenging task. In wireless communications, the Signal to Noise Ratio (SNR) at
the receiver side usually varies within a large range of values due to mobility, time-
varying channel, diversity scheme, ... Thus, it is typical to adapt the modulation and
coding scheme at the radio access layers (corresponding to the �rst two layers of the
OSI model) in order to get close to the achievable throughput. A complementary way
to adapt the coding scheme is to use the Hybrid Automatic Retransmission reQuest
(HARQ) mechanism. This model combines ARQ-like technique consisting in retrans-
mitting the data packets upon error detection with channel coding or Forward Error
Correcting (FEC) code. Rather than adapting the FEC rate thanks to a feedback car-
rying information on the SNR, the amount of transmitted redundancy is adapted based
on the acknowledgment of the previous transmission. These HARQ schemes are now
part of new wireless standards such as the mobile Wimax (IEEE 802.16e) [1] and 3GPP
LTE [2]. Consequently it does add value to carry out the HARQ based system

analysis.

Until a few years ago, communication systems were designed by considering indepen-
dently the di�erent layers following the spirit of the OSI model. Recently, a cross-layer
design consisting in optimizing jointly the di�erent layers has been considered in order
to improve the whole network performance. Indeed, a global optimization of the system
resource is preferable to a local optimization of each of the layers. Therefore it is worth
focusing on the optimization and the analysis of the HARQ based system at

di�erent layers.

What do we mean by the analysis of the HARQ based system? In many works the
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authors only implement practical HARQ mechanisms and analyze them through inten-
sive simulation runs. Usually they only focus on one or a maximum of two performance
metrics such as the packet error rate or the e�ciency or the delay. In our study, we
would like to investigate all the useful performance metrics: the packet Error Rate, the
e�ciency, the delay, and the jitter. Note that these metrics are necessary since i) the
voice QoS requires small delay, ii) the video streaming QoS requires high e�ciency and
small jitter, iii) the �le transfer QoS requires small packet error rate and high e�ciency.

In addition, as simulations are very time-consuming, we suggest to analyze these
four performance metrics of HARQ mechanisms through closed-form expressions. These
closed-form expressions enable us to speed up the numerical evaluation of any HARQ
mechanism, to provide some insights about the HARQ based systems, and to manage
more e�ciently the radio resource algorithms. In the literature, closed-form expressions
for the four performance metrics associated with a HARQ mechanism can be found
partially. The obtained equations are often proven only for a speci�c HARQ mecha-
nism and at one layer (usually the MAC one). When two layers are taken jointly into
account (usually MAC and IP layers), only simple ARQ mechanism has been studied.
Consequently a lot of closed-form expressions regarding the four performance metrics
of HARQ mechanisms is missing and the objective of this thesis is to ful�ll the iden-
ti�ed gap. Therefore it is of great interest to derive in closed-form expressions

the packet error rate, the e�ciency, the delay, and the jitter for any HARQ

mechanism at any layer, including cross-layer schemes.

Outline and contributions

In this section, we give the thesis outline and we mention the most important results.

In Chapter 1, we initially introduce the layer structure of any system and the dif-
ferent types of existing HARQ mechanisms. We then present the state-of-the-art of the
existing closed-form expressions for the four performance metrics. This chapter high-
lights the fact that a gap has to be ful�lled in terms of theoretical formulas, speci�cally
at the IP layer.

In Chapter 2, we consider two strategies: the standard one in which the layers are
treated separately, and the optimized one in which they are treated jointly. This chapter
is �rstly dedicated to the rigorous de�nition of the four performance metrics of interest:
packet error rate, e�ciency, delay, and jitter. We then develop closed-form expressions
for each of them. For the standard approach we derive expressions at the MAC layer
and extend them to the IP layer. Since the cross-layer approach aims at optimizing the
performance at the IP layer, it is su�cient to establish their expressions at the IP layer
only. The formulas are speci�c to the related strategy but for each of them, they are
generic in the sense that they can be applicable regardless of the HARQ scheme, the
size of the MAC packets, the modulation and the propagation channel.

The �rst part of Chapter 3 consists in validating the closed-form expressions pre-
viously established. We then focus on the comparison between the di�erent HARQ
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mechanisms and cross-layer strategies considered in the thesis by using the numerical
evaluation of the proposed closed-form expressions. Moreover, we analyze the in�uence
of the modulation and the propagation channel on the performance metrics. Thanks
to those analyses, we end up by providing a selection of the best combinations "HARQ
mechanism + cross-layer strategy + modulation" according to the desired QoS require-
ments.

Chapter 4 is split into three parts. Firstly, we study for the four performance metrics,
the in�uence of the following parameters: the transmission credit per IP packet, the code
rate, the channel coding, and the number of MAC packets per IP packet. Once again,
we are able to select the best combinations of these design parameters according to
the desired QoS requirements. Secondly, we address the unequal packet loss protection
technique in the HARQ context. We start by showing that the cross-layer strategy
naturally provides such an unequal protection. We theoretically analyze this property
thanks to the framework developed in Chapter 2. Furthermore, we propose to adapt
the standard strategy for unequal packet loss protection and derive its performance.
Lastly, we show that we can predict the packet error rate and delay performance of
a discrete event based realistic simulation implementing the HARQ scheme, using the
previous derived closed-form expressions.

Publications

The work presented in this manuscript has lead to the following publications:

Journal paper

• A. Le Duc, C. J. Le Martret, and P. Ciblat, "Theoretical Performance of Cross-
Layer Hybrid ARQ Schemes", under preparation for IEEE Trans. on Communi-

cations.

Conference papers

• A. Le Duc, P. Ciblat and C. J. Le Martret, "Delay and Jitter Closed-form Expres-
sions for Cross-Layer Hybrid ARQ Schemes", IEEE Vehicular Technology Con-

ference VTC, Anchorage (Alaska, USA), Sep. 2009.

• A. Le Duc, C. J. Le Martret and P. Ciblat, "Packet Error Rate and E�ciency
Closed-form Expressions for Cross-Layer Hybrid ARQ Schemes", IEEE Workshop

on Signal Processing Advances in Wireless Communications, Perugia (Italia), Jun.
2009.

• A. Le Duc, C. J. Le Martret and P. Ciblat, "Procédé de retransmission à redon-
dance incrémentale adapté aux paquets IP fragmentés", Colloque GRETSI, Troyes
(France), Sep. 2008.

International patent

• A. Le Duc and C. J. Le Martret, "Incremental Redundancy Retransmission Method
for Fragmented Packets", International Patent PCT/EP2007/064392, 2009.
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Chapter 1

Problem Statement

1.1 Introduction

Wireless communication with high data rate has recently received a lot of attention since
new applications, such as data �le transfer or video streaming, have become increasingly
popular. These types of applications usually require powerful schemes to sustain or
enhance link reliability. One way to obtain such protection is to resort to recent channel
coding or Forward Error Correcting (FEC) code such as turbo-code or Low Density
Parity Check codes (LDPC) which enable to get close to the Shannon capacity at the
expense of high computational load. However, it is well-known that using FEC solutions
has the two following drawbacks: �rst, for a given code rate, when the Signal to Noise
Ratio (SNR) is high enough (such as the packet error rate is far below the target one),
the real throughput is lower than the achievable one since FEC redundancy is useless for
this operating point. Second, when Adaptive Modulation and Coding (AMC) is used
to overcome the previous drawback, the feedback information needed to select the right
Modulation and Coding Scheme (MCS) may be inaccurate or obsolete in a quick time-
varying channel, and thus not adapted to the current channel condition. The Hybrid
Automatic Retransmission reQuest (HARQ) which combines FEC and retransmission
mechanisms based upon acknowledgments is a solution that allows to overcome the
previous exposed problems. Regarding the �rst one, it systematically adapts the code
rate to the channel state and thus always o�ers the best throughput. As for the second
drawback, if the channel state information overestimates the link capability, the HARQ
will automatically adapt to the new condition, avoiding the packet drop at the receiver
side.

In order to better understand such error correcting mechanisms or to build a relevant
radio resource management, it is always worth deriving performance of such mechanisms
in closed-form. Since the global performance of a communication system is not only
connected to the physical or Medium Access Control (MAC) layer but also to the upper
layer such as Network (or IP) layer, it is of great interest to assess the theoretical
performance of such mechanisms at di�erent layers. Therefore the main contribution of
this PhD thesis is the development of new theoretical expressions for packet error rate,
e�ciency, delay, and jitter, associated with HARQ mechanisms at di�erent layers.

This chapter aims at the following:

• introducing the considered system model (layer model, several HARQ mecha-
nisms, etc.),
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• analyzing the state-of-the-art about theoretical performance derivations,

• describing and justifying the purpose of this PhD thesis.

Finally this chapter is organized as follows: in Section 1.2, we introduce the layer
model that we consider throughout this thesis. In Section 1.3, we present the main
existing HARQ retransmission mechanisms. Section 1.4 is dedicated to the state-of-
the-art analysis of HARQ theoretical performance at di�erent layers, which shows a few
gaps in the literature. The purpose of the thesis, drawn in Section 1.5, is to address
them.

Note that only a few papers in the literature deal with theoretical performance
analysis. In addition, to the best of our knowledge, a thorough and overall state-of-
the-art is not available in the papers we have found. Consequently, even if our state-of-
the-art is not exhaustive, we hope that it o�ers a comprehensive overview that can be
useful to the reader independently of the scienti�c contributions of this thesis.

1.2 Layer model description

In this work, we consider the �rst three layers of the seven layers Open Systems In-
terconnection (OSI) model: the Physical layer (PHY), the Data-Link layer (DL) or
also called MAC layer, and the Network layer (NET). The PHY layer enables the bit
transmission through a physical propagation medium. The MAC layer is the protocol
layer which transfers data between adjacent wireless network nodes and carries out the
radio resource management in a multi-user context. The NET layer takes care of estab-
lishing a route from the transmitter node to the receiver node (sink) via a multi-hop
communication (if necessary) by using other existing nodes as relays.

Before going further, we introduce some notations [4] that will be used along the
manuscript. Let us consider the layer X. The input packet (coming from the adjacent
upper layer) is called a XSDU, with SDU referring to as Service Data Unit. The output
packet (going to the adjacent lower layer) is called a XPDU, with PDU referring to as
Protocol Data Unit. The XSDU is usually di�erent from the XPDU since the XSDU
may be fragmented into several XPDUs in order to satisfy the packet size constraint
of the adjacent lower layer. A XPDU also becomes a YSDU where the layer Y is the
adjacent lower layer associated with layer X. De�nitions of SDU and PDU are illustrated
on Fig. 1.1.

Let us now detail more precisely our layer model from the NET to the PHY and
for both transmitter and receiver sides. The layer model we propose is meant to be
general enough to be standard agnostic and thus resorts to generic naming. We use
the conventional naming of SDU and PDU as previously explained. For the PHY layer,
we use the acronyms PSDU and PPDU. For the MAC/DL layer, we use the acronyms
DSDU and DPDU. From now on the notation DxDU will stand for both DSDU and
DPDU. Note that when IP is used, the DSDU is equivalent to the IP datagram.

We consider that the MAC layer gets a DSDU of length LDSDU from the NET
layer. This DSDU is fragmented by the Segmentation And Reassembly (SAR) block
into N fragments (shorten to FRAG in the sequel) of length LF = LDSDU/N (we do not
consider here the overhead added by the SAR). These packets are fed into the ReTrans-
mission Manager (RTM) block which implements the retransmission scheme (coding,
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YPDU

Layer X

XSDU

XPDU = YSDU

Layer Y

Figure 1.1: Illustration of the SDU and PDU notations.

HARQ mechanism, etc.) and generates DPDUs that are transmitted to the PHY layer.
In general the DPDUs may have di�erent lengths, for instance when an Incremental
Redundancy (IR) HARQ mechanism is considered. When DPDUs are assumed to have
the same length, the length is denoted by LDPDU ≥ LF . Obviously, the way the DPDUs
are built depends upon the retransmission scheme and will be detailed later on. The
DPDU is transformed into a Physical PDU (PPDU) of length LPPDU = LDPDU/RPHY

that may include a FEC code of rate RPHY and sent through the propagation channel
into a frame structure. After propagating through the channel, the packet is demod-
ulated (and decoded if necessary) and the DPDU is sent to the MAC layer into the
RTM. The RTM processes the DPDU and decides whether the transmission is success-
ful or not. It then sends an ACKnowledgment (ACK) or a Negative ACKnowledgment
(NACK) back to the transmitter accordingly. The RTM delivers fragments that are
sent to the SAR that reconstitutes the DSDUs. All these operations are summarized
on Fig. 1.2.

1.3 HARQ mechanisms description

The ARQ scheme allows to establish reliable wireless links by retransmitting corrupted
packets upon error detection. Various versions have been proposed, such as Stop and
Wait, Go-Back-N , Selective Repeat, ... (see [5] and references therein for a global sur-
vey). The HARQ can be seen as an evolution of the ARQ that associates retransmission
mechanisms with channel coding.

In the literature, the HARQ are classi�ed under di�erent types, which, although
not always very clear, can be summarized along the line of [5] as follows. The type
I HARQ uses a �x rate FEC along with the ARQ scheme. The type II HARQ is
based on the concept of IR that consists in sending redundancy piecewise upon error
detection, instead of the whole redundancy the �rst time as in type I HARQ. This
scheme thus automatically adapts the equivalent code rate according to the channel
condition. Various channel coding schemes allow to implement the type II HARQ [5�9].
The type III HARQ was proposed by [10] using the concept of self-decodable codes. The
HARQ schemes are now used in modern standards such as IEEE802.16 [11] and 3GPP
LTE [2] in a parallel Stop and Wait mode. They provide a powerful link enhancement
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Figure 1.2: Illustration of NET, MAC, and PHY layers for a one-to-one transmission.

associated with AMC schemes.

It is clear from the previous classi�cation that the HARQ type characterizes the way
information and redundancy are managed at the transmitter side. The way packets
are processed at the receiver side is not speci�ed. For instance, for the type I HARQ,
authors in [5] say literally that the packet is rejected upon error detection. However,
in the so-called Chase Combining HARQ proposed in new standards and based on the
same packet transmission scheme, it is assumed that the packets are accumulated and
combined using a maximal ratio combining approach at the receiver side. So, does this
new scheme belong to type I HARQ? If one decides to implement sub-optimal combina-
tion such as equal-gain combining or selective combining, how do we call the resulting
scheme? We thus often face lack of precision in the way the schemes are implemented,
and schemes belonging to the same type may have di�erent performance, which can
be found rather confusing. In the standards actually the protocol is only given at the
transmitter side, the packet processing at the receiver being let to the manufacturer,
leaving him the liberty to �nd the best implementation taking into account the trade-o�
between performance and constraints (memory, processing capability, ...). To be more
speci�c, when we refer to Incremental Redundancy HARQ proposed in the standards,
we have information about the di�erent channel coding rates, the maximum number of
retransmissions but nothing about the way packets are processed at the receiver side.
We have found at least 3 ways of processing the packets at the receiver side. As another
example, the conventional ARQ is always considered with a memoryless processing at
the receiver based upon hard decision bits. But one can imagine combining the ARQ
packets with soft bits and wonder what would be the gain doing so (how to enhance the
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performance without changing the protocol). Our approach allows us to consider such
schemes and is meant to be very general to cover the maximum of possible cases.

Thus, for the sake of clarity and precision in the de�nition of the retransmission
schemes, we suggest to describe the HARQ mechanisms by distinguishing the operations
conducted at the transmitter side (referred later on to as the Retransmission Mechanism
(RM)) from the operations conducted at the receiver side (referred later on to as the
Receiver Processing (RP)). A speci�c HARQ mechanism corresponds to a combination
of one RM and one RP. Actually the RM describes the way the FRAGs are transformed
into DPDUs and how the transmitter reacts to a NACK reception (to an ACK reception,
all the RMs start again the process with the next information packet). In contrast, the
RP describes the way the DPDUs are processed at the receiver side in order to decide
if the "estimated" FRAG is corrupted or not.

In this work we consider truncated HARQ schemes with a �nite number of transmis-
sions per DPDU as introduced in [12]. It also allows to take into account conventional
HARQ schemes as well by letting the transmission credit to go to in�nity. We call P
the persistence, that represents the maximum number of retransmissions granted per
DPDU and plays an important role in the HARQ performance. This persistence induces
another persistence at the FRAG level that we call transmission credit per FRAG and
noted Pmax. In the simple case where one FRAG is represented by one DPDU, we have
Pmax = P + 1.

In the rest of the manuscript, a packet is said to be "received" when received with
no error.

This section is organized as follows: in Section 1.3.1, we describe the most well-
spread Retransmission Mechanisms. In Section 1.3.2, we describe the most well-spread
Receiver Processing. Note that this presentation of RMs and RPs is not exhaustive,
but the most important schemes have normally been considered.

1.3.1 Retransmission Mechanisms

As a reminder, the RM explains the transmitter behavior when continuously receiving
NACKs. For all the RMs, an header is systematically added to the incoming FRAG,
followed by a Cyclic Redundancy Checksum (CRC) encoding in order to check the
packet integrity at the receiver side.

1.3.1.1 Standard Retransmission Mechanisms

RM1:

The DPDU is simply constituted by the FRAG with the header and the CRC. The
transmitter retransmits the same DPDU until the retransmission credit (i.e., the per-
sistence) is consumed. This RM was introduced in the early 50's [13] to ensure more
reliable telegraph communications over wireless channels. Since then, various versions of
this RM have been proposed, speci�cally to handle the issue when an incoming DPDU
has to be sent while the ACK or the NACK of the previous DPDU has not been received.
This leads to the Stop and Wait (SW), Go-Back-N (GB-N), and Selective Repeat (SR).
For more details, the reader can refer to [5] and references therein. The main drawback
of this RM occurs at low and medium SNR as no coding scheme is associated with.
This type of RM is strongly linked to ARQ mechanism.
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RM2:

The DPDU is constituted by the FRAG with the header and the CRC which is then
encoded by a FEC of rate R0. The transmitter retransmits the same DPDU until the
retransmission credit (i.e., the persistence) is consumed. Note that the FRAG and
DPDU sizes are then linked to R0 and N and should be chosen carefully. Di�erent FEC
codes can be used (such as block coding, convolutional codes, etc.). This additional
FEC enables us to overcome the main drawback of RM1 since, at low or medium SNR,
RM2 will o�er better Packet Error Rate (PER) than RM1. Now, the main drawback
of this RM is to systematically send redundancy bits even when not necessary (i.e.,
at high SNR) and consequently to reduce the data rate. This scheme is illustrated on
Fig. 1.3. This type of RM is strongly linked to the type I HARQ mechanism.

ACK

Pmax = Pmax−1

Pmax = Pmax−1

Pmax = Pmax−1

FRAG(k,n)

Convolutional coding

with R0

RM2

DPDU (k,n)

DPDU (k,n)

DPDU (k,n)

SOURCE DESTINATIONCHANNEL

Transmission #1

Transmission #2

Transmission #3

Decoding

Decoding

Decoding

NACK

NACK

Figure 1.3: RM2 scheme (where Pmax ≥ 3).

Because of the respective drawbacks of RM1 and RM2, more sophisticated mech-
anisms have been proposed in the literature. These mechanisms, introduced below,
correspond to several kinds of the type II HARQ approach. In the sequel, we only
describe the most commonly used mechanisms in existing standards.
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RM3:

The FRAG in which the header and the CRC have been added, is encoded by a FEC of
rate R0 = s0/r0 (known as the mother code). The encoded FRAG is then split into t0
subblocks, usually thanks to a puncturing technique of the mother code. Each subblock
is then transformed into a DPDU. The DPDUs may have di�erent sizes depending on
the considered puncturing technique. The DPDUs associated with the same FRAG are
thus numbered as {DPDU(i)}t0i=1, and DPDU(i) has the length δi. DPDU(1) corre-
sponds either to the information bits (fragment + overhead) if the code is systematic,
or to the coded bits of a rate 1 punctured version of the mother code. DPDU(2) is
the block of redundancy bits which concatenated with DPDU(1) gives the redundancy
bits of the punctured code of rate δ1/(δ1 + δ2). This can be generalized as follows: for
i > 1, DPDU(i) is the block that, when concatenated with DPDU(j) for 1 ≤ j ≤ i− 1,
gives the redundancy bits of the punctured code of rate δ1/

∑i
j=1 δj . The transmitter

starts to transmit DPDU(1), then DPDU(2) (if a NACK is received), then DPDU(3) (if
a second NACK is received), and so on up to DPDU(t0). The transmission credit per
FRAG Pmax is linked to the persistence P granted per DPDU, so that there are at most
Pmax = t0(P + 1) successive DPDU transmissions. The transmitter then retransmits
the same DPDUs sequence until the transmission credit per FRAG Pmax is reached.

This kind of RM scheme corresponds to the HARQ with Incremental Redundancy
(IR-HARQ). This scheme automatically takes bene�ts of both ARQ and FEC schemes
according to the channel condition. The �rst idea of IR-HARQ was given in [6] with
punctured Reed-Solomon codes. Some other punctured codes have then been proposed,
such as the punctured convolutional codes, also called Rate Compatible Punctured
Convolutional (RCPC) codes [7], the punctured turbo codes [8], and the punctured
LDPC [14].

It is usual to introduce the RM3 scheme only with a mother code of rate 1/r0, i.e.
s0 = 1. In such a case, we only consider r0 subblocks, thus r0 DPDUs with the same
length LDPDU (corresponding to the fragment size plus overhead). Consequently, the
transmission credit per FRAG is given by Pmax = r0(P + 1). This simpli�ed version of
the RM3 scheme is illustrated on Fig. 1.4. From now on, when the transmission credit
per FRAG Pmax is equal to r0(P + 1), that implicitly means that the DPDUs are of
equal lengths whereas when it is given by t0(P + 1), that implies that the redundancy
increments are of di�erent lengths.

1.3.1.2 Other Retransmission Mechanisms

Although RM1, RM2, and RM3 are the best known retransmission schemes, other less
known but nevertheless interesting types of RM can be found.

RM4:

The FRAG with an header and a CRC is encoded using a high rate LDPC code (called
mother LDPC code) to build the DPDU. When a NACK is received, the transmitter
punctures some of the information bits contained in the FRAG, according to a given
puncturing scheme. This puncturing scheme is known at the receiver as well. The
punctured FRAG is then encoded using the same LPDC code to build the new DPDU
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Transmission #3
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Figure 1.4: RM3 scheme (where Pmax ≥ 3 and R0 = 1/r0 with r0 ≥ 3).

that will be sent. Note that this DPDU is associated with a lower rate LDPC than the
mother code since the same amount of parity bits protects a reduced amount of informa-
tion bits. Then, only the parity bits of the DPDU are transmitted, not the information
ones. This process can be repeated Pmax − 1 times using di�erent puncturing schemes.
This slight modi�cation of RM3 has been proposed in [15] and allows to improve the
throughput.

RM5:

The FRAG in which the header and the CRC have been adjuncted, is encoded by a
FEC of rate R0 = 1/r0 (known as the mother code). The encoded FRAG is then split
into r0 DPDUs of the same length, denoted by {DPDU(i)}r0i=1. The transmitter �rstly
sends DPDU(1). When a NACK is received, instead of sending DPDU(2), the trans-
mitter sends the concatenation of DPDU(1) and DPDU(2), denoted by DPDU(1,2).
More generally, for i > 1, when a NACK is received for DPDU(1, 2, · · · , i − 1), the
next transmitted DPDU is the concatenation of DPDU(i) with DPDU(1, 2, · · · , i− 1),
denoted by DPDU(1, 2, · · · , i − 1, i). As usual the maximum number of transmissions
is given per FRAG and is equal to Pmax. Such a technique was proposed in [16] and
allows to improve the performance in terms of PER at the expense of the e�ciency.



HARQ mechanisms description 13

RM6:

To implement this scheme, we need to have the ability to send two packets at the same
time without interference. This constraint can be satis�ed, for instance, in an Orthogo-
nal Frequency Division Multiplexing (OFDM) system. The FRAG with the header and
the CRC is encoded by a FEC of rate R0 = 1/r0 (known as mother code). The encoded
FRAG is then split into r0 DPDUs of the same length, denoted by {DPDU(i)}r0i=1. The
�rst two DPDUs are then transmitted on parallel subcarriers, then consuming only one
transmission. If a NACK is received (because the decoding of the information based on
the �rst two DPDUs has failed), an additional DPDU (actually DPDU(3)) is sent. The
process continues until the correct reception of the FRAG occurs or the transmission
credit per FRAG is achieved. This mechanism has been proposed in [17] for improving
the PER. This scheme is illustrated on Fig. 1.5.

Transmission #1 Pmax = Pmax−1

Pmax = Pmax−1

FRAG(k,n)

DPDU(1) (k,n)

DPDU(2) (k,n)

DPDU(3) (k,n)

Convolutional encoding

with R0 = 1/r0

RM6

SOURCE DESTINATIONCHANNEL

Decoding

Decoding

ACK

NACK
Transmission #2

Figure 1.5: RM6 scheme (where Pmax ≥ 2 and R0 = 1/r0 with r0 ≥ 3).

RM7:

The main idea of this mechanism consists in considering a set of K FRAGs, instead of
considering each FRAG separately. This set is encoded by a FEC code of rate K/N
with N > K. The FEC output is then split into N DPDUs of identical lengths. This set
of DPDUs is referred to as a Transmission Group (TG). The N DPDUs are sent on the
channel. If a NACK is received, the transmitter generates an extra redundant DPDU
obtained by the coding of the K original FRAGs with a code di�erent from the initial
FEC. The procedure continues until the K FRAGs are recovered with no error. Let us
assume that N ′ is the number of extra redundant DPDUs needed to successfully receive
the K original DPDUs of the current TG. If the next TG is not successfully received
after its �rst transmission, then N ′ extra redundant DPDUs are directly generated from
the K original FRAGs. If a NACK is still received after the transmission of these N ′

extra redundant DPDUs, other extra redundant DPDUs are sent one by one. On the
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contrary, if the TG is decoded without error after the transmission of these N ′ extra
redundant DPDUs, N ′ is decremented by a number arbitrarily chosen. Actually N ′

is dynamically adapted to the channel conditions: when the channel is good, N ′ will
decrease whereas when the channel is bad, N ′ will increase. This mechanism has been
proposed in [18] and improves the delay and the throughput.

1.3.2 Receiver Processing

As a reminder, the Receiver Processing (RP) explains how the receiver treats the re-
ceived DPDUs to recover the FRAG successfully.

1.3.2.1 Standard Receiver Processing

We �rstly start with the presentation of the RPs used in most works and standards.

RP1:

The receiver decodes the DPDUs one by one and so does not use any system memory.
This mechanism can be used with RM1 and RM2 but does not have sense for the other
described RMs. For instance, the receiver only checks the CRC in the RM1 case and
the receiver decodes the FEC and then checks the CRC in the RM2 case.

RP2:

The receiver decodes the incoming DPDUs jointly as follows: the receiver checks the
CRC of DPDU(1) which is the �rst DPDU associated with one FRAG. If the FRAG
is not successfully decoded, then the receiver decodes the concatenation of DPDU(1)
and DPDU(2) and checks the CRC, and so on up to the reception of DPDU(t0) which
is decoded with mother code of rate R0 followed by the CRC checking. Then, if the
FRAG is received with errors and the persistence is not reached, the received packet
memory is �ushed (put to zero) and the process starts again. This scheme is applicable
to RM3 and RM6. The RM3-RP2 combination is illustrated on Fig. 1.6.

RP3:

The receiver combines the received DPDUs using the Chase Combining (CC) algorithm
[19], that is to say, by applying a maximal ratio combining to the di�erent received
DPDUs associated with the same FRAG. The RP3 scheme is applicable to any above-
mentioned RM scheme as soon as Pmax > 1. For instance, in the case of the RM1 and
RM2 schemes, the decision is made on the sum of the DPDUs associated with the same
FRAG. In the case of the RM3 scheme, the RP3 scheme is slightly more complicated. For
instance, after processing the t0 �rst DPDUs as done in the RP2 scheme, the memory is
not �ushed. Consequently the second transmission of DPDU(1) (done if a NACK is still
sent at the transmitter after the reception of the t0 �rst DPDUs) is combined with the
previous DPDU(1) associated with the same FRAG. Then the new entire codeword of
rate R0 is decoded, followed by CRC checking. If the decoded FRAG is still erroneous, a
NACK is sent to the transmitter and the second transmission of DPDU(2) occurs. The
received DPDU(2) is then combined with the previous DPDU(2) and the new entire
codeword of rate R0 is decoded followed by CRC checking, and so on. This scheme is
illustrated on Fig. 1.7 when RM2 is used at the transmitter side.
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Figure 1.6: RP2 associated with RM3 (where Pmax ≥ 3 and R0 = 1/r0 with r0 ≥ 3).
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Figure 1.7: RP3 associated with RM2 (where Pmax ≥ 3).

1.3.2.2 Other Receiver Processing

We here focus on other types of RPs that are less commonly used. However, the fol-
lowing RPs could be applied to some above-described RMs.
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RP4:

This RP scheme can be only performed in association with RM4 scheme. The �rst
received DPDU is decoded and the corresponding CRC is checked. If there is still an
error, then a NACK is sent to the transmitter. As previously explained, the transmit-
ter, when receiving the NACK, sends a new DPDU containing the parity bits coming
from an encoded version of a smaller set of information bits. The receiver knows the
puncturing scheme used for building this subset of information bits. Thanks to the
reception of the second DPDU, the receiver tries to decode the subset of information
bits, also called the not punctured bits. Those information bits decoding is obviously
more likely due to the lower code rate. The information about the not punctured bits,
obtained after the second decoding process, is merged with the information about the
punctured bits. Then the original received parity bits are used to recover the entire
fragment and the CRC of this new decoded block is checked.

RP5:

This RP scheme can be only performed in association with RM5. The received DPDU
associated with the �rst transmitted DPDU is simply decoded. The second received
DPDU is actually composed by the retransmitted bits (equivalent to the �rst DPDU)
and additional redundancy bits. The retransmitted bits of the second DPDU are lin-
early combined with the bits of the �rst DPDU according to the Chase algorithm (as in
RP3). Then the resulting codeword (sum of retransmitted bits plus additional redun-
dancy bits) is decoded (as in RP2) [16].

RP6:

This RP scheme can be only performed in association with RM6 scheme. The �rst
two DPDUs sent simultaneously at the transmitter are concatenated at the receiver in
order to decode the FRAG. After checking the CRC, if the FRAG is not received, a
NACK is sent at the transmitter and a new DPDU is then received. Once again the
concatenation of both DPDUs (the already concatenated one and the new received one)
is performed and a decoding is carried out, and so on [17].

RP7:

This RP scheme can be only performed in association with RM7 scheme. The TG can
be successfully received if at least K DPDUs over the whole set of the N transmitted
DPDUs are decoded without errors. If it is not the case, the decoding of the same set of
DPDUs plus one redundant DPDU (or more) will take place, and so on until successful
decoding or no more transmission credit is available [18].

RP8:

This scheme can be applied to each RM (except RM7) as soon as Pmax > 1. When a
retransmission occurs (for example, the transmission of additional redundancy DPDU
in the case of RM3 or the transmission of the same DPDU in the case of RM1/RM2),
the receiver selectively combines some of the received DPDUs coming from the same
FRAG in order to recover the information. In other terms, the receiver tries several
possible combinations and chooses one combination (thanks to a certain criteria) instead
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of systematically combining the received DPDU with the previous one [20,21].

1.3.3 Summary

In Tab. 1.1, we represent all the possible combinations of the di�erent RMs and RPs
previously de�ned. A cross ("×") indicates that the combination is feasible while a
blank means that the combination does not make sense.

RM1 RM2 RM3 RM4 RM5 RM6 RM7

RP1 × ×
RP2 × ×
RP3 × × × × × × ×
RP4 ×
RP5 ×
RP6 ×
RP7 ×
RP8 × × × × × ×

Table 1.1: Table of all the RM-RP combinations.

For the remaining of the PhD thesis, although our results hold for any RM-RP
combination, we focus on the following RM-RP combinations which are the most used
in the literature and standards:

• RM1-RP1: ARQ

• RM2-RP1: ARQ with FEC

• RM1-RP3: CC-ARQ

• RM2-RP3: CC-HARQ

• RM3-RP2: IR-HARQ

• RM3-RP3: IC-HARQ (IC: Incremental redundancy with Chase combining).

Obviously the list of given RMs and RPs in Tab. 1.1 is not exhaustive and thus it
exists a lot of other RMs and RPs. These other kinds of HARQ are very rarely studied
and used. Therefore we do not consider them in this manuscript. Two other classes of
HARQ mechanisms can still be mentioned. The �rst one works with extra information
feedback, i.e. not only the ACK/NACK but other types of information feedback such
as average SNR or detection �ability [22�29]. The second one is based on the principle
of the invertible codes introduced in [30]. These invertible codes are able to decode
the redundancy alone without necessarily combining it with the previously transmitted
DPDUs. This overcomes the following situation: the �rst packet is received in very
bad condition whereas the redundancy is received in very good conditions, i.e. without
error. The invertible code enables us to retrieve the FRAG only with the redundant
part which has been well received. This idea was generalized in [10] with the concept
of self-decodable codes and referred to as type III HARQ scheme.
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1.4 State-of-the-art for theoretical performance

This section is dedicated to the state-of-the-art of the existing closed-form performance
expressions. We speci�cally observe that almost all the works focus on the MAC layer
and not on the upper layers such as NET layer. In addition, at the MAC layer, some
metrics (PER, e�ciency) are rather well analyzed whereas some other important metrics
(delay and jitter) are less studied.

There are two main interests for providing performance closed-form expressions: i)
it is faster to numerically compute closed-form expressions than really implement a
HARQ mechanism and ii) it enables us to have insights about the in�uence of design
parameters in order to carry out a relevant resource allocation algorithm.

This section is organized as follows: in Section 1.4.1 we provide the de�nition of
the performance metrics of interest. Section 1.4.2 is dedicated to the presentation of
the existing results about analytical performance of HARQ mechanisms at the MAC
layer. In Section 1.4.3, we focus on the existing results about analytical performance of
HARQ mechanisms at the NET layer. Section 1.4.4 introduces existing approaches for
system design based on HARQ mechanism.

1.4.1 Performance metrics de�nition

We de�ne in this section the metrics that may play an important role to satisfy a
required Quality of Service (QoS). Obviously the QoS is application-dependent. For
instance, applications, such as �le transfer or email, need small PER and high data rate
(or equivalently high e�ciency). Note that we will see some more links between the
data feature and the QoS later, once all the metrics have been properly de�ned. In the
rest of the manuscript, we focus on the following four metrics:

• PER,

• E�ciency,

• Delay,

• Jitter.

Some metric de�nitions are confusing in the literature. For instance, the delay is often
mis-de�ned which leads to some mistakes on the delay derivations and indirectly on
the e�ciency derivations. As a consequence we spend time to de�ne carefully and
precisely the metrics before investigating them. Before going further, we introduce
some important notations. The subscript 'F' stands for an analysis at the MAC layer
(equivalently, FRAG/DPDU level) whereas the subscript 'S' stands for an analysis at
the NET layer (equivalently, DSDU level).

The PER, denoted by Π, is de�ned as one minus the ratio between the number of
received information packets and the number of transmitted information packets. As
previously mentioned, the PER is denoted by either ΠF at the MAC layer (equiv.
FRAG/DPDU level) or ΠS at the NET layer (equiv. DSDU level). As the information
packets are the FRAGs at the MAC layer and the DSDUs at the NET layer respectively,
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we get:

ΠF := 1− Average number of FRAGs successfully received
Average number of transmitted FRAGs

,

ΠS := 1− Average number of DSDUs successfully received
Average number of transmitted DSDUs

,

where ":=" means by de�nition.
The e�ciency, denoted by η, is de�ned as the ratio between the number of successfully
received information bits and the number of transmitted bits. The e�ciency will be
denoted by either ηF at the MAC layer (equiv. FRAG/DPDU level) or ηS at the NET
layer (equiv. DSDU level). Consequently, we have:

ηF or S :=
Average number of successfully received information bits

Average number of transmitted bits
.

Under the assumption of identical DPDU lengths, we obtain the following reformulation
(with a new notation):

η̇F :=
ρ

Average number of transmitted DPDUs to successfully receive one FRAG
,

η̇S :=
Nρ

Average number of transmitted DPDUs to successfully receive one DSDU
,

where ρ := RPHYLF /LDPDU accounting for the overhead and coding scheme rates.
The e�ciency is often associated with the throughput that is de�ned as the number of
successfully received bits per unit of time. The e�ciency has no dimension whereas the
throughput is given in bit/s. Since we assume that we transmit one DPDU per frame,
the throughput is proportional to the e�ciency and will not be considered in the later.

The delay, denoted by n̄, is de�ned as the average number of transmitted DPDUs
to successfully receive the information packet (we assume without loss of generality
that the ACK/NACK transmissions are delay-free). Let FRAG(i, j) be the jth FRAG
associated with the ith DSDU. Di�erent useful types of delays can be de�ned in the
following manner in order to analyze the retransmission schemes performance:

• nF,r(i, j) is the number of DPDUs that are transmitted between the received
FRAG(i, j) and the next received fragment,

• nF (i, j) is the number of DPDUs that are transmitted when FRAG(i, j) is suc-
cessfully received,

• nS,r(i) is the number of DPDUs that are transmitted between the received DSDU(i)
and the next received DSDU,

• nS(i) is the number of DPDUs that are transmitted when DSDU(i) is successfully
received.

In order to illustrate those di�erent delays, Fig. 1.8 shows a time representation of
some DPDU and DSDU transmissions from NET layer through MAC layer and PHY
layer, and from the transmitter to the receiver in the context of ARQ scheme. OK
means that the FRAG (respectively DSDU) after the receiver processing (respectively
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after the SAR) is received without error (respectively without error on each FRAG
constituting the considered DSDU). KO means that the FRAG (respectively DSDU) is
received with error (respectively it exists at least one FRAG that has been received with
error). For sake of simplicity, the acknowledgments are not represented on the �gure.
In this example, the DSDU is fragmented into N = 3 fragments, and the transmission
credit per FRAG is equal to Pmax = 3.
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Figure 1.8: Di�erent delay de�nitions (for ARQ scheme, N = 3 and Pmax = 3).

The terms nF (i, j) and nS(i) are called instantaneous delays. The delay can be thus
obtained as the expectation of the instantaneous delay and so can be written as follows:

n̄F := Average number of DPDUs sent to successfully receive one FRAG,

= E[nF (i, j)],

n̄S := Average number of DPDUs sent to successfully receive one DSDU,

= E[nS(i)].

We can also de�ne the average delay between two successive received packets, denoted
by n̄r, which can be written as follows:

n̄F,r := Average number of transmitted DPDUs between two successive received FRAGs,

= E[nF,r(i, j)],

n̄S,r := Average number of transmitted DPDUs between two successive received DSDUs,

= E[nS,r(i)].
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One can point out that n̄r is conversely proportional to the e�ciency when the DPDUs
have the same length, whereas n̄ (which is the true delay) usually gives the information
about delay packet delivery (from the source to the destination). For instance n̄S is
the so-called One-Way Delay in the IP context [31]. We will see in the rest of this
state-of-the-art that some authors mis-use n̄r instead of n̄ and vice-versa.

The jitter, denoted by σn, is de�ned as the delay variation and is equal to the standard
deviation of the instantaneous delay. Therefore, we have:

σnF :=
√
Average ((Inst. delay at MAC layer−Average delay at MAC layer)2),

=
√

E [(nF (i, j)− n̄F )2],

σnS :=
√
Average ((Inst. delay at NET layer−Average delay at NET layer)2),

=
√

E [(nS(i)− n̄S)2].

These four metrics are very useful to analyze the performance of a system. Nev-
ertheless the importance of each metric depends on the required QoS. For streaming
tra�c (such as video), having a small jitter is of great interest. For voice, the delay has
clearly to be minimized whereas, for the �le transfer, it is more interesting to minimize
the PER and to maximize the e�ciency.

Before going further, we introduce some notations that will be used throughout the
manuscript:

• Let p1(k) be the probability to successfully receive one FRAG in exactly k DPDU
transmissions.

• Let π0 be the probability that the �rst DPDU transmission associated with one
FRAG fails.

• Let πj be the probability that the (j + 1)th DPDU transmission associated with
one FRAG fails, given that the j previous DPDU transmissions associated with
the same FRAG failed.

It is easy to �nd that p1(k) is also the probability that the kth DPDU transmission
succeeds whereas the k − 1 previous DPDU transmissions have failed, i.e. p1(k) :=
Pr{FRAG received in k DPDUs}, and so leads to the following expression:

p1(k) =

{
1− π0 for k = 1,
(1− πk−1)

∏k−2
j=0 πj for k > 1.

1.4.2 HARQ performance analysis at the MAC level

In this section, we focus on the derivations of the four above-de�ned metrics for HARQ
mechanisms at the MAC layer. To theoretically derive these metrics, there are two main
approaches in the literature: the combinational approach and the Markovian approach.

This section is organized as follows: in Section 1.4.2.1, we introduce the existing
results obtained by the combinational approach. In Section 1.4.2.2, we describe the ex-
isting results obtained by the Markov chain based approach. Section 1.4.2.3 is dedicated
to the introduction of some works exhibiting only theoretical approximations, bounds
or numerical simulations of the metrics.
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In the literature the notations and the shapes of the equations are absolutely not stan-
dardized. Therefore writing all the existing equations coming from the quoted papers
with respect to the function p1(k) (de�ned in Section 1.4.1) has corresponded to a large
amount of work. But this work of re-writing the existing equations was necessary for
at least two reasons: i) to compare the formulas obtained by di�erent authors for the
same metric (we have found a lot of mistakes or misunderstandings); ii) to compare the
existing expressions with those that are proposed in Chapter 2.
Lastly, we consider an instantaneous and perfect feedback (this implies that there is no
di�erence between SW and SR for instance) throughout the thesis and in this state-of-
the-art as well. If a paper cited in the state-of-the-art works with non-instantaneous
or/and imperfect feedback, we obviously consider it but we only introduce the result of
this paper in our context of instantaneous and perfect feedback. As already mentioned,
a confusion between n̄ and n̄r has been made in some papers, which implies that some
closed-form expressions found in the literature are not correct. We nevertheless report
them below. To distinguish the right ones from the ones we think are wrong, we use
the notation

w= for the wrong ones.

1.4.2.1 Theoretical analysis using a combinational approach

In this section, we start by introducing the closed-form expressions when the transmis-
sion credit per FRAG Pmax (connected to the persistence P ) is in�nite.

Case 1: in�nite Pmax

As the number of transmissions per FRAG is in�nite, the PER vanishes regardless of
the used HARQ mechanism, thus:

lim
Pmax→∞

ΠF = 0. (1.1)

This previous expression has been found in numerous papers such as in [5].
The e�ciency has the following expression:

lim
Pmax→∞

ηF =
ρ∑∞

k=1 kp1(k)
(1.2)

provided in [32] (for ARQ, ARQ with FEC, CC-HARQ, IR-HARQ) and in [33] (for
IC-HARQ). It is worth noting that (1.2), when ARQ occurs, boils down to:

lim
Pmax→∞

ηF = ρ(1− π0) (for ARQ only) (1.3)

as reported in [5]. Actually (1.3) is valid as soon as the terms πj are independent of j
which occurs for ARQ and ARQ with FEC.

As for the delay, one can �rst notice that:

lim
Pmax→∞

n̄F = lim
Pmax→∞

n̄F,r

since the PER is zero. Consequently, when Pmax is in�nite, there is no confusion between
n̄F and n̄F,r as they have the same limit, and all the expressions found in the literature
are correct. The following expression:

lim
Pmax→∞

n̄F = lim
Pmax→∞

n̄F,r =
∞∑
k=1

kp1(k) (1.4)



State-of-the-art for theoretical performance 23

is found in [34] (for ARQ, ARQ with FEC), in [32] (for ARQ, ARQ with FEC, CC-
HARQ, IR-HARQ), and in [33] (for IC-HARQ). In the case of ARQ and ARQ with
FEC, we have:

lim
Pmax→∞

n̄F = lim
Pmax→∞

n̄F,r =
1

1− π0
(for ARQ only). (1.5)

Some authors (speci�cally [9,32]) noted that the e�ciency can be connected to the
delay as follows:

lim
Pmax→∞

ηF =
ρ

limPmax→∞ n̄F
,

=
ρ

limPmax→∞ n̄F,r
.

We will see in next section (associated with �nite Pmax) that both delays n̄F and n̄F,r are
di�erent. We will also see that the e�ciency (when the DPDUs have the same length)
is proportional to the inverse of n̄F,r and not of n̄F . Consequently the second equality
is always correct whereas the �rst one only holds for in�nite transmission credit per
FRAG. Unfortunately, in a lot of papers (as can be seen below), the authors incorrectly
believed that the �rst equation still holds.

As a conclusion, we notice that the analysis for the jitter is always omitted by the
authors. In addition the closed-form expressions of the metrics, written with respect
to p1(k), are insensitive to the nature of the considered HARQ mechanism (although
the authors established them for speci�c HARQ mechanism, and were not aware of
the generic nature of their approach). Actually the expression of p1(k), through the
expression of πj , depends on the nature of the considered HARQ mechanisms.

Now we move on the second case which is in line with real implementation of new
standards: �nite Pmax. In the literature, this case corresponds to the so-called truncated

HARQ [12,35] introduced in order to limit the maximum delay per packet.

Case 2: �nite Pmax

The PER can be described by the following expression:

ΠF = 1−
Pmax∑
k=1

p1(k) (1.6)

given in [9]. In the case of ARQ, the previous expression reduces to the following
one [24]:

ΠF = πPmax
0 (for ARQ only). (1.7)

Both previous terms go to zero when the transmission credit per FRAG goes to in�nity
which con�rms (1.1).

Di�erent expressions for the e�ciency have been found in the literature. Fortunately
most of them are equivalent and correct. As the transmission credit Pmax is �nite, note
that the obtained closed-form expressions are much more complicated than in the in�nite
case. The following expression for the e�ciency:

ηF = ρ

∑Pmax
k=1 p1(k)

1 +
∑Pmax−1

i=1 (1−∑i
j=1 p1(j))

(1.8)
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has been provided in [9] and in [36] for IR-HARQ. In [37], an other expression for the
e�ciency has been established:

ηF = ρ
1−ΠF

PmaxΠF +
∑Pmax

k=1 kp1(k)
, (1.9)

= ρ

∑Pmax
k=1 p1(k)

Pmax

(
1−∑Pmax

k=1 p1(k)
)

+
∑Pmax

k=1 kp1(k)
, (1.10)

where ΠF has been given by (1.6). (1.9) and (1.10) have been proven for CC-HARQ and
IR-HARQ. One can note that (1.9) fortunately reduces to (1.2) when assuming in�nite
Pmax, since PmaxΠF goes to zero when Pmax goes to in�nity. One can also prove that
(1.8) and (1.9) are actually identical.

In [17], the following expression for the e�ciency has been put:

ηF
w.=

ρ∑Pmax
k=1 kp1(k)

. (1.11)

This expression is not correct. In their proof, the authors made two mistakes: i)
confusion between n̄F and n̄F,r, and ii) mistake in the derivations on n̄F as it can
be seen later in (1.12).

Note that, for the case when ARQ or ARQ with FEC is used, the e�ciency reduces
to:

ηF = ρ(1− π0) (for ARQ only)

which is for example provided by [24]. The e�ciency is independent of the persistence
in ARQ scheme since the expression for �nite persistence is the same as for in�nite
persistence (cf. (1.3)).

Let us now inspect the existing results about delay derivations. First of all, we focus
on the derivations of the true delay n̄F . In [17], it has been established that:

n̄F
w.=

Pmax∑
k=1

kp1(k) (1.12)

which is not correct as we will see with the true expressions given in the next section
and in Chapter 2. In [24], the authors found for the ARQ scheme:

n̄F
w.=

Pmax−1∑
k=0

πk0 =
1− πPmax

0

1− π0
(1.13)

which is also not correct as we will see with the true expression for ARQ scheme provided
in Chapter 2. Note that, by putting Pmax = +∞ in (1.12) we �nd the correct expression
given by (1.4) for the delay with in�nite transmission credit. By putting Pmax = +∞
in (1.13), we �nd the correct expression reported in (1.5).

Due to the non-null PER when Pmax is �nite, it is easy to prove that the equality
between the two kinds of delays do not hold anymore. Consequently, we get:

n̄F 6= n̄F,r.

In contrast, we know that, if DPDUs have the same length, we have:

ηF = ρ
1
n̄F,r

.
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In [9], the delay has been obtained as the inverse of the e�ciency. Consequently, the
authors derived the term n̄F,r and not n̄F . Nevertheless, as they did not de�ne the
considered delay, we do not know if they were aware of these two kinds of delays. So,
in [9], we have:

n̄F,r =
1 +

∑Pmax−1
i=1 (1−∑i

j=1 p1(j))∑Pmax
k=1 p1(k)

. (1.14)

We remind that n̄F,r is not the useful delay for system design.
Let us now focus on the jitter. This metric is very seldom taken into account in the

literature although it is of great interest for upper layers. The following expression:

σ2
nF

w.=
Pmax∑
k=1

k2p1(k)− (
Pmax∑
k=1

kp1(k))2. (1.15)

has been given in [38] (for ARQ, ARQ with FEC, CC HARQ, IR-HARQ). Unfortu-
nately, this expression does not correspond to the true jitter. Actually it is the "jitter"
associated with the false expression of the delay given in (1.12). As (1.12) becomes cor-
rect for in�nite transmission credit per FRAG, (1.15) becomes correct only for in�nite
transmission credit per FRAG.

Usually p1(k) corresponds to the probability that a FRAG is successfully received
in exactly k transmissions. But other de�nitions for p1(k) are possible. For instance,
in [9, 32, 39], p1(k) has been expressed as in (1.1) but where πj−1 is the outage proba-
bility and is equal to Pr{cj < r} with cj the channel capacity at the jth transmission
and r the target rate.

In the literature, we thus found correct closed-form expressions for PER and e�-
ciency. Even if the authors proved their expressions for speci�c HARQ schemes, we will
see in Chapter 2 that these expressions hold for any HARQ scheme. We also noticed that
the delay and the jitter have not been expressed in closed-form via the combinational
approach. Moreover a lot of papers confuse n̄F with n̄F,r.

1.4.2.2 Theoretical analysis using a Markovian approach

In the literature, an other approach to establish the closed-form expressions of the met-
rics exists: this approach relies on the Markov chain. There are two ways to introduce
the Markov chain for our problem as described below.

• The propagation channel is modeled by a Markov chain with Nb states. Each state
corresponds to one level of the channel quality. The most commonly employed
channel modeled by a Markov chain is the Gilbert-Elliot channel. Such a channel
has only two states: the state "GOOD" associated with a high SNR (i.e. a low
bit error rate) and the state "BAD" associated with a low SNR (i.e. a high bit
error rate). Note that it is possible to merge these two states into a single one if
the average SNR is identical for both states. For instance, the Gaussian channel
and the Rayleigh channel can be viewed as a Gilbert-Elliot channel with only one
single state.

• The HARQ scheme (regardless of the type of propagation channel) is modeled by
a Markov chain.
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As the �rst approach does not really use the Markov chain for modeling the underly-
ing HARQ scheme, we only focus on the second approach which is the most interesting
because strongly di�erent from the combinational approach.

Case 1: in�nite Pmax

Most works using the markovian approach have focused on the case when the transmis-
sion credit is in�nite.

In [40], the e�ciency has been derived for the Go Back-N ARQ scheme with unre-
liable feedback and timeout mechanism. The ARQ scheme has then been modeled by
a four states Markov chain as follows:

• the �rst state corresponds to a transmission of an erroneous FRAG and a correct
feedback,

• the second state corresponds to a transmission of a correct FRAG and a correct
feedback,

• the third state corresponds to a transmission of an erroneous FRAG and an erro-
neous feedback,

• the fourth state corresponds to a transmission of a correct FRAG and an erroneous
feedback.

In [40], it has been proven that:

ηF =
R̄

D̄
(1.16)

where R̄ is the average number of acknowledged transmissions during a cycle (which is
the time between two consecutive passages to the reference state), and D̄ is the average
time between two consecutive entrances into the reference state. (1.16) has also been
found in [41] for Selective Repeat ARQ scheme. Obviously the Markov chain developed
in [40] still holds when the feedback is perfect (as assumed in this manuscript) by
removing the third and fourth states. In [40], when only two states occur, it has been
proven that R̄ = p0(P01R01 + P00R00) + p1(P10R10 + P11R11) and D̄ = p0(P01D01 +
P00D00)+p1(P10D10 +P11D11) where pi is the steady-state probability of state i, where
Pij is the probability of transition from state i to state j, and where Rij (resp. Dij) is the
number of acknowledged transmissions associated with transition from state i to state
j (resp. the delay associated with transition from state i to state j). In ARQ scheme,
we have p0 = 1− π0 and p1 = π0, P01 = P11 = π0, P10 = P00 = 1− π0. In addition we
can see that R00 = R10 = 1, R01 = R11 = 0, and D00 = D01 = D10 = D11 = 1. Then
we �nd fortunately (1.3) with ρ = 1.

The delay has been studied by [42] as follows: the analysis holds when the re-
transmission mechanism is RM1 or RM2, and when the receiver side is RP1 or RP3.
Consequently, the analysis is valid for ARQ, ARQ with FEC, CC-ARQ, CC-HARQ. Let
Nmax be the maximum number of the received versions of the same FRAG to be Chase-
combined. Such a HARQ scheme can be modeled by a Markov chain with (Nmax + 2)
states. One of these states is called "FACK" and corresponds to an ACK error or
loss with probability f . An other of these states is called "SUC" and corresponds to
successful decoding. Note that the transmission credit per FRAG is in�nite but the
maximum number of FRAG copies (or DPDUs coming from the same FRAG) that can
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be combined together is �nite. This means that for the (Nmax + 1)th transmission of
the same FRAG, the Chase combination is not done and the decision is only made on
the incoming FRAG. The closed-form expression for the delay has then been given by:

n̄F = v(INmax+1 −G)−1w, (1.17)

where

• v is the 1×(Nmax +1) row vector with the component corresponding to the initial
state equal to 1 and 0 otherwise,

• INx+1 is the (Nx + 1)× (Nx + 1) identity matrix,

• G is a (Nmax + 1)× (Nmax + 1) matrix, that elements are equal to the transition
probabilities but in which the row and the column of the "SUC" state have been
deleted

• and w is the column vector with every component equal to 1.

If we consider only ARQ or ARQ with FEC, we have Nmax = 1. After some algebraic
manipulations, one can write:

n̄F =
(1− f) + f(1− π0)

(1− f)(1− π0)
(for ARQ only). (1.18)

Knowing that f = 0 in our case, we obtain (1.5).

Case 2: �nite Pmax

Clearly the most interesting work based on the markovian approach is [43] in which �nite
transmission credit Pmax and almost every HARQ scheme (CC-HARQ, IR-HARQ, and
even IC-HARQ) have been considered. In addition no perfect feedback and round-trip
time have been taken into account. For instance, the round-trip time is here equal to m
and each state of the chain is characterized by a state vector v of m couples of the form
(li, ri) (1 ≤ i ≤ m) where ri represents the number of retransmissions that have occurred
for the ith FRAG (ri = 0 corresponds to the �rst transmission) and where li represents
the total number of bit errors that have been undergone by the transmission of FRAG
i after ri retransmissions of the same FRAG i. If li is lower than a predetermined
error correction threshold θri , the transmission is successful whereas if it is greater, the
transmission fails. In order to compute the evolution of the error level li, the authors
introduced an extra state, denoted by S, that corresponds to the bit errors ξS added
by the channel to each DPDU transmission. Consequently li+1 = li + ξS . This channel
information is adjuncted to the couples (li, ri) to build a state as follows:

v = ((l1, r1), (l2, r2), · · · , (lm, rm), S). (1.19)

In the sequel, we denote the steady-state probability of state v by σ(v). In [43], closed-
form expressions for PER, e�ciency, and delay have been provided. The authors then
had:

ΠF =
∑
v∈B

σ(v) (1.20)
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where B = {v|v = ((x, Pmax − 1), (l2, r2), · · · , (lm, rm), S) with θPmax−1 < x} is the set
of vectors such that the �rst FRAG is still received with errors after Pmax transmissions.
For the e�ciency, they get:

ηF =
∑
v∈A

σ(v) (1.21)

where A = {v|v = ((0, r1), (l2, r2), · · · , (lm, rm), S)} is the set of vectors such that the
�rst FRAG is successfully received after r1 retransmissions. As for the delay, it has
been given by:

n̄F =
∑

v∈A r1σ(v)∑
v∈A σ(v)

. (1.22)

In order to translate these expressions in our framework, we consider now that the
feedback is instantaneously sent which implies that m = 1. Furthermore, in Gaussian
channel, l1 only takes two values: 0 if the transmission succeeds (ACK) and 1 if it fails
(NACK). The term πj represents the probability to have l1 equal to 0 or 1 given the
number j of retransmissions. The link between πj and πj+1 does not need an extra
state. Consequently, we can remove it. Then the state vector is only described by
the couple (l1, r1). Finally, A and B are simply given by A = {v|v = (0, r1)} and
B = {v|v = (1, Pmax − 1)}. After these simpli�cations, we can write (1.20), (1.21), and
(1.22) as follows:

ΠF = 1−
Pmax∑
k=1

p1(k), (1.23)

ηF
w.=

Pmax∑
k=1

p1(k) (1.24)

and

n̄F =
∑Pmax

k=1 kp1(k)∑Pmax
k=1 p1(k)

. (1.25)

Some comments are given below: (1.25) is the �rst closed-form expression for the delay
valid when the persistence is �nite. Therefore this paper de�nitely does add value
on that point. In contrast, one can notice that combining (1.23) and (1.24) leads to
ηF = 1 − ΠF which is not correct according to our de�nition. Consequently, (1.24) is
not true. Given (1.24), the e�ciency should be the probability to successfully transmit
one FRAG in maximum Pmax transmissions. Such a de�nition for the e�ciency is not
in agreement with the one previously done. Fortunately (1.23) concerning the PER is
the same as (1.6).

1.4.2.3 Approximation and simulation based analysis

Instead of trying to derive the metrics in closed-form, some papers only concentrated on
calculating some approximations or bounds for the considered metrics. Actually most
works dealt with delay evaluation.

In [44], the authors provided the following lower and upper bounds for the delay in
case of CC-HARQ:

1 +
Pmax−1∑
i=1

i∏
j=1

(
1−

j∑
k=1

p1(k)

)
≤ n̄F ≤ 1 +

Pmax−1∑
i=1

1−
i∑

j=1

p1(j)

 (1.26)
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We can note that the upper bound of (1.26) is similar to (1.14) but without the de-
nominator. As a result the upper bound of n̄F is really a lower bound of n̄F,r since the
denominator is less than 1. Therefore we are not sure that previous lower and upper
bounds are correct for the delay.

In [45], the authors approximated the delay in case of IR-HARQ as follows:

n̄F ≈
1

1−ΠF

(
=

1∑Pmax
k=1 p1(k)

)
. (1.27)

This approximation is rough since the true numerator equal to
∑Pmax

k=1 kp1(k) (as seen
in (1.25)) is omitted.

To �nd bounds on the e�ciency, [46] used the fact that the e�ciency is inversely
proportional to the delay given by (1.26) in the case of in�nite transmission credit per
FRAG.

As the derivations for the HARQ are rather di�cult, a lot of authors often prefered
to assess the HARQ performance by simulating the whole system. A high quantity
of works based on this approach can be found. As an example, the authors of the
most articles mentioned in Section 1.3 studied their proposed scheme through extensive
simulations, even if these simulations are time consuming and do not provide useful
insights about the in�uence of the design parameters.

1.4.3 HARQ performance analysis at the NET level

As a system is not only composed by the MAC layer, it is useful to evaluate the per-
formance of HARQ mechanism on upper layer, such as the adjacent NET layer. This
enables us to be more realistic on the true system performance and so more represen-
tative of the real QoS observed by the users. This section is organized as follows: in
Section 1.4.3.1, we introduce a new manner (valid for each HARQ mechanism) of dis-
tributing the transmission credit using the fact that DPDUs at the MAC layer belong
to the same DSDU at the NET layer. This cross-layer optimization strategy has been
proposed in [3] for ARQ mechanism. Section 1.4.3.2 is devoted to the state-of-the-art
about theoretical performance analysis at the NET layer. Finally Section 1.4.3.3 deals
with simulation based performance analysis for the NET layer and even the uppest
layers.

1.4.3.1 Cross-layer optimization strategy

Before studying the performance evaluation at the NET layer, we �rst introduce a
cross-layer optimization strategy proposed in [3] between both MAC and NET layers.
Usually, a �xed number of retransmissions is granted per FRAG. Consequently if the
last possible retransmission fails, the FRAG is dropped and the transmission is started
again with the next FRAG. Note that if one FRAG is dropped at the receiver side,
the corresponding DSDU at the NET layer is also dropped. Then it is absurd to
continue to send FRAGs associated with the corrupted DSDU. Therefore the authors
in [3] suggested to enhance the ARQ scheme by taking into account the fact that a
set of FRAGs belongs to the same DSDU. To do that, they proposed to grant a global
transmission credit, noted C, to the set of FRAGs belonging to the same DSDU. Thus,
rather than allowing each of the N fragments to be transmitted Pmax times, the new
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strategy authorizes C transmissions to the set ofN FRAGs. Results in [3] show that this
cross-layer strategy outperforms the conventional one in terms of PER. In the sequel,
we will refer the conventional one to as PDU-Based Strategy (PBS) and the cross-layer
one to as SDU-Based Strategy (SBS). Furthermore, depending on the retransmission
strategy (PBS or SBS), we will di�erentiate the variables by adding an upper script,
respectively with a 'P' or a 'S'. As an example, ηPS will denote the e�ciency at the NET
layer when PBS is employed. In Fig. 1.9 (resp. Fig. 1.10), we draw the scheme of the
PBS (resp. SBS).

CRC checking
(only CRC addition)

Pmax transmissions per FRAG

DSDU(k)

FRAG(k,1)

FRAG(k,2)

FRAG(k,N)

SAR 1->N

DPDU (k,m)

DPDU (k,m)

DPDU (k,m)

Pmax = Pmax−1

DPDU (k,m)

DPDU (k,m)

Pmax = Pmax−1

DPDU (k,m)
Pmax = Pmax−1

FRAG(k,m)

SAR N->1

DSDU(k)

SOURCE CHANNEL DESTINATION

Transmission #1

Transmission #2

Transmission #3

NACK

NACK

ACK

No coding

Figure 1.9: PBS scheme (for ARQ with Pmax ≥ 3).

1.4.3.2 Theoretical analysis

Only a few papers have focused on the theoretical performance of HARQ mechanism
at the NET layer.
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C = C−1

DPDU (k,m)
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C = C−1
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Transmission #2

Transmission #3
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Figure 1.10: SBS scheme (for ARQ with C ≥ 3).

Let us start with [3] which deals with ARQ mechanism and both PBS and SBS
strategies. The authors proposed PER and delay closed-form expressions. According
to the notations introduced in Section 1.4.1, they obtained:

ΠP
S = 1− (1− π0

Pmax)N (1.28)

and

ΠS
S = 1−

NPmax∑
k=N

pSN (k), (1.29)

with pSN (k) the probability to successfully receive N FRAGs in exactly k transmissions
in the context of SBS strategy. Note that (1.28) is available in [47] as well. In the case
of ARQ scheme, the term pSN (k) can be written as follows:

pSN (k) =
(
k − 1
N − 1

)
(1− π0)Nπ0

(k−N). (1.30)
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The authors obtained the following expressions for the delay:

n̄PS =
∑NPmax

k=N kpPN (k)
(1− π0

Pmax)N
(1.31)

and

n̄SS =
∑NPmax

k=N kpSN (k)∑NPmax
k=N pSN (k)

, (1.32)

where pPN (k) is the probability to successfully receive N FRAGs in exactly k transmis-
sions in the context of the PBS strategy. By using (1.30), the delay for the SBS strategy
takes the following form:

n̄SS = N

∑NPmax
k=N

(
k
N

)
πk0∑NPmax

k=N

(
k−1
N−1

)
πk0
.

Moreover the closed-form expression pPN (k) is available in the paper as follows:

pPN (k) =
∑

(n1,··· ,nN )∈QP
k

N∏
j=1

(1− π0)πnj−1
0

where QPk = {(n1, · · · , nN ) ∈ N|∑N
j=1 nj = k and 1 ≤ nj ≤ Pmax}. In [47], it has also

been proven that
n̄PS = Nn̄PF . (1.33)

An other work has proposed closed-form expression for the PER in the case of ARQ
mechanism and PBS strategy at the NET layer [48]. The paper is based on a Gilbert-
Elliot channel model. In order to simplify the presentation, we will consider a degenerate
Gilbert-Elliot model with only one state. As already mentioned, Gaussian or Rayleigh
channels can be treated as a Gilbert-Elliot model with one single state. The authors
obtained that:

ΠP
S = 1−

NPmax∑
k=N

pPN (k). (1.34)

It is interesting to notice that (1.34) concerning the PBS strategy has the same form as
(1.29) concerning the SBS strategy. Actually (1.34) is identical to (1.28) since one can
prove that

∑NPmax
k=N pPN (k) = (1− π0

Pmax)N (see Chapter 2).
Finally, in [49], closed-form expression for the delay has been proposed in the case

of ARQ mechanism and PBS strategy at the NET layer. To derive the delay, a Gilbert-
Elliot channel model has been considered. Once again, we introduce the degenerate
case. The authors established that:

n̄PS
w.= v(I−GPmax)(I−G)−1w (1.35)

where

• v is the N components row vector
[

0, 0, · · · 1
]
,

• I is the identity matrix with the same size as G,

• G is the following matrix


π0, 0, · · · 0

π0(1− π0), π2
0, · · · 0

...,
...,

. . .
...

π0(1− π0)N−1, π2
0(1− π0)N−2, · · · , πN0
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• and w is the column vector with every component equal to 1.

In order to check this previous expression, we consider N = 1 (we thus boil down to
MAC layer). Then (1.35) becomes (1− πPmax

0 )/(1− π0) and is equal to (1.13) which is
not correct. Consequently (1.35) is not correct.

We �nally notice that the literature about theoretical performance of HARQ mecha-
nism at the NET layer is poor since HARQ is never considered (only ARQ) and e�ciency
and jitter are never derived (only PER and delay).

1.4.3.3 Simulation based analysis

Some papers have considered simulation based performance analysis for ARQ/HARQ
mechanism at the NET layer and even other upper layers.

For example, in [49], the authors studied the interactions between ARQ mechanism
and Transport level (TCP for TCP/IP protocol) over wireless links. They showed, by
simulations, that limiting the number of retransmissions granted per FRAG degrades
the TCP goodput (de�ned as the total useful TCP payload data received at the end of
each simulation run and expressed in FRAGs per second) and leads to a loss in wireless
e�ciency (bandwidth and energy consumption). Then, the authors concluded that the
best and simplest choice at the TCP level is to adopt a fully reliable link layer ARQ
protocol. In [50], they extended their previous work to the HARQ. They obtained the
same conclusion as in [49]. In [38], the authors con�rmed experimentally the conclusion
done in [49] and moreover showed that, even at the TCP level, IR-HARQ and CC-HARQ
enable to achieve better performance than the ARQ and ARQ with FEC.

1.4.4 System performance optimization

Furthermore, the system performance depend on the design parameters of the system.
Indeed, design parameters (like persistence, number of fragments per DSDU, etc.) play
an important role in the performance and can be adjusted in order to satisfy the di�erent
QoS requirements. Hence, some works have been made by simulations to analyze the
impact of these parameters on the system performance at the upper layers.

We can note that the persistence has an important in�uence on the upper layers
as pointed in [51] where the authors assessed the TCP goodput for IR-HARQ by sim-
ulations. But other parameters have to be taken into account in order to satisfy the
required performance. Indeed, the same authors also demonstrated that the persistence
and the Maximum Segment Size (MSS) are interdependent: if the persistence is low,
a medium value of the MSS is optimal, whereas if the persistence is medium, a high
value of the MSS is necessary. Furthermore, based on ARQ mechanism, [48] shows that,
when the transmitter is far from the receiver, the DSDU has to be fragmented in a high
number of FRAGs for improving the PER.

Little e�ort has then been made in order to determine the impact of the HARQ
mechanisms of the cross-layer strategies on the whole system. Clearly the related works
are not su�cient enough and a rigorous study has still to be made in order to de-
�ne a relevant selection of the HARQ mechanisms, cross-layer strategies, and design
parameters according to one target QoS.
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1.5 Thesis objective

In Tab. 1.2, Tab. 1.3, and Tab. 1.4, we sum up all the closed-form expressions available
in the literature with respect to HARQ mechanisms, considered layers, and cross-layer
strategies. In the tables, only the correct expressions of the metrics (according to our
previous analysis) have been reported. The cross "×" means that the corresponding
expression does not exist in the literature.

SBS (NET)

ARQ HARQ

PER 1−∑C
k=N p

S
N (k) ×

E�ciency, UDL Not applicable ×

E�ciency, EDL × ×

Delay
∑C

k=N kpS
N (k)∑C

k=N pS
N (k)

×

Jitter × ×

Table 1.2: Available theoretical expressions from the state-of-the-art for the SBS at the
NET level. (Unequal DPDU Length: UDL, Equal DPDU Length: EDL.)

PBS (NET)

ARQ HARQ

PER 1−∑NPmax
k=N pPN (k) ×

E�ciency, UDL Not applicable ×

E�ciency, EDL × ×

Delay
∑NPmax

k=N kpP
N (k)∑NPmax

k=N pP
N (k)

×

Jitter × ×

Table 1.3: Available theoretical expressions from the state-of-the-art for the PBS at the
NET level. (Unequal DPDU Length: UDL, Equal DPDU Length: EDL.)

We notice that all the metrics depend on the term pN (k) de�ned as the probability
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PBS (MAC)

ARQ HARQ

PER 1−∑Pmax
k=1 p1(k) 1−∑Pmax

k=1 p1(k)

E�ciency, Not applicable ×
UDL

E�ciency,
ρ
∑Pmax

k=1 p1(k)

Pmax(1−
∑Pmax

k=1 p1(k))+
∑Pmax

k=1 kp1(k)

ρ
∑Pmax

k=1 p1(k)

Pmax(1−
∑Pmax

k=1 p1(k))+
∑Pmax

k=1 kp1(k)

EDL

Delay
∑Pmax

k=1 kp1(k)∑Pmax
k=1 p1(k)

∑Pmax
k=1 kp1(k)∑Pmax
k=1 p1(k)

Jitter × ×

Table 1.4: Available theoretical expressions from the state-of-the-art at the MAC level.
(Unequal DPDU Length: UDL, Equal DPDU Length: EDL.)

of receiving successfully N FRAGs in exactly k transmissions. Closed-form expressions
for pN (k) are listed on Tab. 1.5.

ARQ HARQ

pSN (k)
(
k−1
N−1

)
(1− π0)Nπ0

(k−N) ×

pPN (k) (1− π0)N
∑

(n1,··· ,nN )∈Sk

∏N
j=1 π

nj−1
0 ×

p1(k) (1− π0)πk−1
0 (1− πk−1)

∏k−2
j=0 πj

Table 1.5: Available theoretical expressions from the state-of-the-art for pN (k).

The main purpose of the PhD thesis is to ful�ll both previous tables.

Consequently the thesis is organized as follows:

• In Chapter 2, the missing expressions are derived. They are valid for any HARQ
mechanism regardless of the considered cross-layer strategy and layer. We specif-
ically provide theoretical expression for e�ciency when DPDUs associated with
the same FRAG have di�erent lengths.

• In Chapter 3, we �rstly check that there is a perfect agreement between the em-
pirical values of performance metrics and their closed-form expressions developed
in Chapter 2. Then we also compare the di�erent HARQ mechanisms and the
di�erent cross-layer strategies for several modulations and propagation channels.

• In Chapter 4, we use the theoretical expressions obtained in Chapter 2 to carry out
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relevant resource allocation. We �rstly analyze the in�uence of design parameters
(N , C, Pmax, FEC scheme, and channel coding rate) on the global system perfor-
mance versus the SNR. From that study we determine the best set of parameters
to ful�ll the various QoS.

Secondly, we show that the cross-layer strategy introduced in [3] induces an un-
equal packet loss protection and is thus relevant for practical scheme such as
multimedia application. This concept is extended to the conventional strategy.
Finally, we show that we can predict the packet error rate and delay performance
of a discrete event based realistic simulation implementing the HARQ scheme,
using the previous derived closed-form expressions.
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Chapter 2

Performance Closed-Form

Expressions

2.1 Introduction

In Chapter 2, we derive the closed-form expressions of the metric performance intro-
duced in Chapter 1 as a function of the elementary packet error rate πj and the param-
eters N , Pmax, and C.

In Section 2.2, we �rst derive expressions in the most general case using compact
notations that do not always explicitly show the πj values. We then derive the expres-
sions for particular cases in Section 2.3, for equal length DPDUs and type I HARQ
schemes. We discuss about the independence of the e�ciency vs. the persistence and
also prove that the cross-layer approach SBS performs better in terms of PER at the
NET level than the PBS one. We �nally end by giving a summary of the di�erent steps
needed to compute the performance from the πj in Section 2.4, followed by a conclusion
in Section 2.5.

2.2 General expressions

We derive the calculation according to the following order. We �rst start by the PER
which is quite easy to obtain in a compact manner, all the complexity being hidden
by the intermediate probability notations that we use. It is followed by the delay and
the jitter expressions with the same comment as for the PER. We then �nally end the
section by deriving the e�ciency expression with unequal DPDU lengths. This is the
most challenging part of this work since the combinatorial is quite complex and is not
easy to express in a compact way.

The assumptions made to derive the general expressions are the following conven-
tional ones:

• the ACK/NACK are assumed error-free and instantaneous,

• the CRC is ideal with overhead zero,

• the DPDU packet length can be di�erent from one transmission to another (for
the IR scheme),

• the delay and jitter are counted in number of transmissions,
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• the noisy DPDU packets are independent.

Note that the last assumption is obvious in an Additive White Gaussian Noise (AWGN)
channel, and corresponds to a slow fading channel (typically Rayleigh) where the atten-
uation is constant within one DPDU transmission and is independent from one DPDU
to another.

2.2.1 Packet error rate

At the MAC level, the PER is easily obtained in the PBS case by writing ΠF :=
1 − Pr{FRAG received}. The probability that a fragment is successfully received is
equal to the probability that the fragment is received in one transmission, or in two
transmissions, ... up to the maximum number of transmissions. Thus, from (1.1), we
obtain:

ΠF = 1−
Pmax∑
k=1

p1(k), (2.1)

where Pmax takes di�erent expressions depending on the RM (see Section 1.3.1).

At the NET level, inasmuch as the fragment transmissions are independent, it is
straightforward to get:

ΠP
S = 1− (1−ΠF )N , (2.2)

which drops down to (2.1) when N = 1.
In the SBS, we consider only ΠS

S since ΠF is of no use. Using the same reasoning as
for ΠF , the probability that a DSDU is successfully received is equal to the probability
that the DSDU is received after N transmitted DPDUs, or received after (N + 1)
DPDUs, ... up to the maximum number of transmissions C. We thus obtain:

ΠS
S = 1−

C∑
k=N

pSN (k). (2.3)

where pSN (k) is the probability thatN FRAGs are transmitted in exactly k transmissions
in the SBS. Let us introduce the following event de�nition: Fj(`) := {FRAG #j is
received in ` DPDUs}, thus pSN (k) corresponds to the event {F1(i1) and F2(i2) and
. . . and FN (iN ) } where the indices are constrained to verify

∑N
m=1 im = k to account

that the SDU is transmitted in k transmissions. From (1.1) and the Fj(k) de�nition we
�nd Pr{Fj(k)} = p1(k). Since the FRAG transmissions are independent, we can thus
deduce:

pSn(k) =
∑

i∈QS
n,k

n∏
m=1

p1(im), (2.4)

where the set QSn,k is de�ned as

QSn,k = {i = [i1, i2, · · · , in] ∈ Nn
∗ |

n∑
m=1

im = k}. (2.5)
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2.2.2 Delay

At the MAC level, the average number of transmitted DPDUs per successful FRAG
transmission for the PBS is given by:

n̄F =
Pmax∑
k=1

kPr{FRAG received in k DPDUs | FRAG received}. (2.6)

The Bayesian rule allows to remove the conditioning in the probability in (2.6) and
using (1.1) we get:

n̄F =
∑Pmax

k=1 kPr{FRAG received in k DPDUs}
Pr{FRAG received} ,

=
∑Pmax

k=1 kp1(k)
1−ΠF

,

=
∑Pmax

k=1 kp1(k)∑Pmax
k=1 p1(k)

. (2.7)

At the NET level for the PBS, the instantaneous delay for a DSDU is the summation
of the N FRAG transmission delays. Noting nF (k), the instantaneous delay of the k-th
FRAG, we have:

n̄PS =
N∑
k=1

E [nF (k)] . (2.8)

As the N FRAG transmission delays are independent and identically distributed, we
have:

n̄PS = Nn̄F . (2.9)

For the SBS, following the same reasoning as for n̄F at the NET level, we get:

n̄SS =
∑C

k=N kp
S
N (k)

1−ΠS
S

. (2.10)

This expression drops down to the expression given in [3] Eq. (7) for the particular ARQ
case (see (1.32)).

Expressions (2.7), (2.9) and (2.10) are apparently new since, as for the PER, they can
here be applied to all the di�erent RM-RP combinations whereas they were previously
given only for speci�c schemes.

2.2.3 Jitter

Using the same approach as above for the average delay, we obtain at the FRAG level:

σ2
nF

= E[nF ]2 − (n̄F )2, (2.11)

which leads to:

σ2
nF

=
∑Pmax

k=1 k2p1(k)
1−ΠF

− (n̄F )2. (2.12)

At the NET level, the derivation for the PBS is straightforward since the FRAGs
are i.i.d., and we get:

σ2
nP

S
= Nσ2

nF
. (2.13)
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For the SBS case, following the same reasoning as for σ2
nF

at the NET level leads
to:

σ2
nS

S
= E[

(
nSS
)2

]− (n̄SS)2,

=
∑C

k=N k
2pSN (k)

1−ΠS
S

− (n̄SS)2. (2.14)

2.2.4 E�ciency

From the e�ciency de�nition (ratio between the average received bits and average trans-
mitted bits), we can write:

ηxy =
n1

n2
(2.15)

where n1 is the average number of received bits (with no error) and n2 is the average
number of transmitted bits. As illustrated in Fig. 2.1 the number of received bits with no
error is equal to the transmitted information bits length I multiplied by the probability
of success (n1 = I · (1 − Πx

y)) where I is the number of information bits. The average
number of transmitted bits is equal to the average number of transmitted bits when
the packet of length I is successfully received (noted n̂) multiplied by the probability of
success, plus, the average number of transmitted bits when the transmission fails (noted
ň) multiplied by the probability of error (n2 = ň ·Πx

y + n̂ · (1−Πx
y)). It thus leads to:

ηxy =
I · (1−Πx

y)
ňxy ·Πx

y + n̂xy · (1−Πx
y)
. (2.16)

This expression is very general and applies for any kind of retransmission scheme at

I

n̂1 ň2 n̂3 ň4

3

4321

1
KO KO

Figure 2.1: Illustration of ň and n̂ de�nitions.

any layer. For instance, at the MAC level, we will have I = LF , whereas at the NET
level, we will have I = LDSDU, the quantities n̂xy and ňxy being a function of I as well.
We are now deriving the expressions for n̂xy and ňxy for the di�erent considered cases
(PBS at FRAG and NET levels, and SBS at NET level).

Before, let us introduce δk the number of transmitted bits for DPDU #k and
wk :=

∑k
i=1 δi which gives the total number of bits transmitted at the k-th trans-

mission (including transmissions from DPDU #1 up to DPDU #k) as illustrated in
Fig. 2.2).
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w3

δ1 δ2 δ3

DPDU #3DPDU #2DPDU #1

w1

w2

Figure 2.2: Illustration of wk and δk de�nitions.

2.2.4.1 Calculation of n̂F

Thus, the average number of transmitted bits per successful transmitted FRAG is given
by:

n̂F =
Pmax∑
k=1

wk · Pr{F (k)| FRAG OK}

=
1

1−ΠF

Pmax∑
k=1

wk · p1(k). (2.17)

2.2.4.2 Calculation of ňF

The average number of transmitted bits when the FRAG fails to be received is equal
to:

ňF =
Pmax∑
k=1

δk = wPmax . (2.18)

2.2.4.3 Calculation of n̂PS

For the PBS, since the fragments are independent, the average number of transmitted
bits is equal to N times the average number of transmitted bits per FRAG:

n̂PS = N · n̂F . (2.19)

2.2.4.4 Calculation of n̂SS

For the SBS, we have to list all the events corresponding to a successful DSDU packet
transmission. Each event is composed of N successful transmissions provided the total
number of transmissions does not overshoot C. Let us de�ne ÊSS (i) := {F1(i1) and
F2(i2) and · · · FN (iN )} this event, with i = [i1, i2, · · · , iN ], and with the constraint∑N

k=1 ik ≤ C. Then the average number of transmitted bits in this case is given by:

n̂SS =
∑
i∈R

e(i) · Pr{ÊSS (i)| IP packet OK}, (2.20)

where e(i) is the number of bits corresponding with the event ÊSS (i), and R is the set
of integer vectors i belonging to the set

R = {i = [i1, i2, · · · , iN ] ∈ NN
∗ |

N∑
k=1

ik ≤ C}. (2.21)



42 Performance Closed-Form Expressions

One can easily deduce that e(i) is equal to the total number of bits transmitted for the
N fragments, and is equal to e(i) =

∑N
k=1wik . Since events Fj(k) are independent, we

have Pr{Ê(i)| IP packet KO} = (1−ΠS
S)−1·∏N

k=1 Pr{Fk(ik)}. Since Pr{Fi(k)} = p1(k),
(2.20) takes the following form:

n̂SS = (1−ΠS
S)−1 ·

∑
i∈R

[ N∏
k=1

p1(ik) ·
N∑
k=1

wik

]
. (2.22)

2.2.4.5 Calculation of ňPS

The events associated with ňPS are events where at least one FRAG is not received. Let
us note the event Gi(j) := {F̄1 and F̄2 and . . . and F̄j and Fj+1(i1) and . . . and FN (iN−j)
}, where F̄k is the event FRAG #k is not received. The event Gi(j), 1 ≤ j ≤ N ,
corresponds to the case where the �rst j fragments are not received and the (N − j)
remaining ones are successfully transmitted. For a given j, the indices {i1, i2, . . . , iN−j}
belong to the set

Sj := {i = [i1, i2, · · · , iN−j ] ∈ NN−j
∗ |∀k, ik ≤ Pmax}. (2.23)

Noticing that the number of possible events that have j FRAGs KO is
(
N
j

)
, we can

write:

ňPS =
N∑
j=1

(
N

j

)∑
i∈Sj

gi(j) Pr{Gi(j)| IP packet KO}

= (ΠP
S )−1

N∑
j=1

(
N

j

)∑
i∈Sj

gi(j) Pr{Gi(j)}, (2.24)

where gi(j) is the number of transmitted bits associated with the event Gi(j).
When a FRAG is not received, the corresponding number of transmitted bits is

equal to wPmax bits. Thus we can write

gi(j) = j · wPmax + ri(N − j) (2.25)

where ri(N−j) :=
∑N−j

k=1 wik is the number of transmitted bits for the (N−j) remaining
received FRAGs. For j = N , all the FRAGs are in error and thus we have Pr{Gi(j)} =
(ΠF )N with gi(j) = N · wPmax . For j < N , the probability that j FRAGs are not
received is equal to (ΠF )j and the probability that the (N − j) remaining FRAGs are
received is equal to

∏N−j
k=1 p1(ik), which gives:

Pr{Gi(j)} =


(ΠF )j ·∏N−j

k=1 p1(ik) for 1 ≤ j < N,

(ΠF )N for j = N.

(2.26)

Putting (2.25) and (2.26) into (2.24) leads to:

ňPS =
1

ΠP
S

[
N−1∑
j=1

(
N

j

)
(ΠF )j

∑
i∈Sj

N−j∏
k=1

p1(ik)(j · wPmax + ri(N − j))

+N · wPmax · (ΠF )N
]
. (2.27)
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We now show that (2.27) can be simpli�ed into a di�erent form that is more compact
and less complex to compute. First, let us rewrite (2.27) as the sum of 3 terms ňPS =
A1 +A2 +A3 with:

A1 = NwPmax
(ΠF )N

ΠP
S

, (2.28)

A2 =
wPmax

ΠP
S

N−1∑
j=1

(
N

j

)
j(ΠF )j

∑
i∈Sj

N−j∏
k=1

p1(ik), (2.29)

A3 =
1

ΠP
S

N−1∑
j=1

(
N

j

)
(ΠF )j

∑
i∈Sj

(
N−j∏
k=1

p1(ik) ·
N−j∑
k=1

wik

)
, (2.30)

(2.31)

where A2 and A3 can be simpli�ed. In order to do so, we need �rst to establish the 2
following properties:

Property 1 The following equality holds:

∑
i∈Sj

N−j∏
k=1

p1(ik) = (1−ΠF )(N−j).

Proof : We can write:(
Pmax∑
i=1

p1(i)

)(N−j)

=
Pmax∑
i1=1

p1(i1)×
Pmax∑
i2=1

p1(i2)× . . .×
Pmax∑
iN−j=1

p1(iN−j),

=
∑

i1,i2,...,iN−j∈[1,Pmax]

p1(i1)p1(i2) . . . p1(iN−j), (2.32)

where the set of indices of the multiple summation in (2.32) can be identi�ed as the set
de�ned in (2.23), which allows to �rst establish that:(

Pmax∑
i=1

p1(i)

)(N−j)

=
∑
i∈Sj

N−j∏
k=1

p1(ik). (2.33)

Then, from (2.1) we deduce that
∑Pmax

i=1 p1(i) = 1 − ΠF , which inserted into (2.33)
completes the proof.

Property 2 The following equality holds:

∑
i∈Sj

(
N−j∏
k=1

p1(ik) ·
N−j∑
k=1

wik

)
= (N − j)(1−ΠF )(N−j−1)

Pmax∑
k=1

wkp1(k).

Proof : The Property 2 can be proved by recurrence. First let us introduce the
following notation

XN−j :=
∑
i∈Sj

(
N−j∏
k=1

p1(ik) ·
N−j∑
k=1

wik

)
, (2.34)

with N �xed.
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For j = N − 1, we have SN−1 = {i = 1, . . . , Pmax} and we simply deduce that:

X1 =
Pmax∑
k=1

wkp1(k). (2.35)

For j = N − 2, we have SN−2 = {i = [i1, i2] ∈ N2
∗|∀k, ik ≤ Pmax}. Let us express X2

as the summation of Pmax terms, X2 = y1 + y2 + · · · + yPmax where ym collects all the
terms with i1 = m. Thus p1(m) can be put in factor and we can write ym = p1(m)zm
with zm =

∑Pmax
k=1 (wm + wk)p1(k). We can split the summation into 2 sums, zm =

wm
∑Pmax

k=1 p1(k) +
∑Pmax

k=1 wkp1(k) where the �rst term can be identi�ed as wm(1−ΠF )
using (2.1) and the last term as X1. We thus deduce ym = p1(m)(wm(1 − ΠF ) + X1).
Replacing ym into X2 and computing the summation gives X2 =

∑Pmax
k=1 p1(k)(wk(1 −

ΠF ) +X1) or equivalently:
X2 = 2(1−ΠF )X1. (2.36)

For j = N − 3, we have SN−3 = {i = [i1, i2, i3] ∈ N3
∗|∀k, ik ≤ Pmax}. Let us express

X3 as the summation of Pmax terms, X3 = y1 +y2 + · · ·+yPmax where ym collects all the
terms with i1 = m. Thus p1(m) can be put in factor and we can write ym = p1(m)zm,
with zm =

∑
i∈SN−2

(wm + wi1 + wi2)p1(i1)p1(i2). We can split the summation into 2
sums, zm = wm

∑
i∈SN−2

p1(i1)p1(i2) +
∑

i∈SN−2
(wi1 + wi2)p1(i1)p1(i2) where the �rst

term can be identi�ed as wm(1 − ΠF )2 using Property 1 for N − j = 2, and the last
term as X2. We thus deduce ym = p1(m)(wm(1 − ΠF )2 + X2). Replacing ym into X3

gives X3 =
∑Pmax

k=1 p1(k)(wk(1−ΠF )2 +X2) or equivalently:

X3 = (1−ΠF )2X1 + (1−ΠF )X2. (2.37)

The previous reasoning can be applied recursively by grouping terms with i1 = m,
factorizing those terms by p1(m), and identifying Xm−1 and X1 when computing Xm.
This leads to the general term expression

Xm = (1−ΠF )m−1X1 + (1−ΠF )Xm−1. (2.38)

Applying (2.38) recursively, we �nally get:

Xm = m(1−ΠF )m−1X1, (2.39)

which completes the proof using (2.35) and for m = N − j.
From Property 1, we can write A2 = wPmax

ΠP
S

∑N−1
j=1

(
N
j

)
j(ΠF )j(1 − ΠF )(N−j) which

drops down to:

A2 = NwPmax
ΠF

ΠP
S

(1− (ΠF )(N−1)). (2.40)

From Property 2 we have:

A3 =
1

ΠP
S

N−1∑
j=1

(
N

j

)
(ΠF )j(N − j)(1−ΠF )N−j−1X1,

which after some calculations leads to:

A3 = N(1− ΠF

ΠP
S

)
X1

(1−ΠF )
. (2.41)
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From (2.35) we can rewrite (2.17) as n̂F = X1/(1 − ΠF ), and (2.41) then takes the
following form:

A3 = N(1− ΠF

ΠP
S

)n̂F . (2.42)

From (2.28) and (2.40) we have A1 + A2 = NwPmax
(ΠF )

ΠP
S

. Thus from (2.18) and (2.42),

we �nally end up with the �nal expression:

ňPS = N
ΠF

ΠP
S

(ňF − n̂F ) +Nn̂F . (2.43)

This later expression is much more compact than (2.27) and it is also less complex
to program since we have succeeded to remove the summation over the sets Sj in (2.27)
to simple summations. Indeed, for a given j, the summation over Sj in (2.27) requires

PN−jmax additions which leads to a total complexity of PN
max−Pmax
Pmax−1 additions when j goes

from 1 to (N − 1), whereas the summations in (2.43) have a complexity of Pmax.

2.2.4.6 Calculation of ňSS

For the SBS, we have to take into account that the N FRAGs are sharing the same
global transmission credit and cannot be considered independently. Thus, the event the
IP does not go through corresponds to the event ĚSS :=

⋃N
j=1H(j) with:

• H(1) :={FRAG #1 consumes all the credit},

• H(j) :={{FRAG #1 OK, and FRAG #2 OK, and ... and FRAG #j consumes
the remaining credit}, for j < 1 < N},

• H(N) :={FRAG #1 OK, and FRAG #2 OK, and ... and FRAG #(N − 1) OK
and FRAG #N KO with the remaining credit},

the rationale for considering 3 di�erent cases will appear later since the computation of
these terms are di�erent. Going further in characterizing the previous events, we �nd

• H(1) = {F̄1},

• H(j) =
⋃
i∈Tj

Hi(j), for 1 < j < N ,

• H(N) =
⋃
i∈TN

Hi(N),

where Hi(j), for 1 < j < N , is the event de�ned as Hi(j) :={F1(i1) and F2(i2) and
. . . and Fj−1(ij−1) and F̃j(i)} where F̃j(i) is the event that FRAG #j consumes the
remaining credit whenever it is successfully received or not, Hi(N):= {F1(i1) and F2(i2)
and . . . and FN−1(iN−1) and F̄N}, and the set Tj is de�ned as:

Tj := {i = [i1, i2, · · · , ij−1] ∈ Nj−1
∗ |

j−1∑
k=1

ik < C}. (2.44)

Fig. 2.3 illustrates for N = 4 and C = 5 all the cases contributing to ňSS where cross
means KO and circle OK. The superposition of the cross and circle represents cases
where both KO and OK have to be considered.
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We can know give the expression for the mean number of transmitted bits when an
IP packet does not go through:

ňSS = h(1) Pr{H(1)| IP packet KO}+
N∑
j=2

∑
i∈Tj

hi(j) Pr{Hi(j)| IP packet KO}

= (ΠS
S)−1

h(1) Pr{H(1)}+
N∑
j=2

∑
i∈Tj

hi(j) Pr{Hi(j)}

 . (2.45)

where hi(j) (resp. h(1)) is the number of transmitted bits associated with the event
Hi(j) (resp. H(1)).

FRAG #4

= or

FRAG #1

FRAG #2

FRAG #3

Figure 2.3: Crosses and circles for ňSS case, N = 4, C = 5 .

We now present the computation of h(1), Pr{H(1)}, hi(j) and Pr{Hi(j)} for the
di�erent cases:

• j = 1
The probability Pr{H(1)} = Pr{F̄1} is the probability that the �rst FRAG has
consumed the C credits whenever it is successfully received or not (if it is trans-
mitted in C transmissions, there is no longer credits to transmit the remaining
packets and thus the IP packet transmission fails). Thus we have to consider both
cases the FRAG is OK and KO which correspond respectively to the probability
(1− πC−1)

∏C−2
k=0 πk and

∏C−1
k=0 πk. Introducing the following notation:

q(i) :=

{
1 for i = 0,∏i−1
k=0 πk for i > 0.

we deduce that Pr{H(1)} = (1− πC−1)q(C − 1) + q(C) which drops down to

Pr{H(1)} = q(C − 1), (2.46)

and that the corresponding number of transmitted bits h(1) = wC for both cases.
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• 1 < j < N

In this case, the event Hi(j) corresponds to the successful transmission of the
�rst (j − 1) FRAGs, followed by the transmission of FRAG #j which consumes
the remaining credits whenever it is successfully received or not. The remaining
credit left after the (j − 1) FRAGs transmission is equal to C −mi(j − 1) where
mi(j) :=

∑j
k=1 ik. Thus, following the same reasoning as for j = 1, we have

Pr{F̃j(i)}} = q(C −mi(j − 1) − 1). Since FRAG transmissions are independent
and remembering that Pr{Fi(k)} = p1(k), we thus easily deduce that:

Pr{Hi(j)} =
∑
i∈Tj

j−1∏
k=1

p1(ik)q(C −mi(j − 1)− 1), (2.47)

and that the corresponding number of transmitted bits hi(j) = ri(j − 1) +
wC−mi(j−1).

• j = N

In that case, FRAG #N is necessarily KO at the C-th transmission, which gives
Pr{F̄N} = q(C −mi(N − 1)). We then deduce that:

Pr{H(N)} =
∑
i∈TN

N−1∏
k=1

p1(ik)q(C −mi(N − 1)), (2.48)

and that the corresponding number of transmitted bits is equal to hi(N) = ri(N−
1) + wC−mi(N−1).

Thus, from (2.46), (2.47), (2.48), and the corresponding number of transmitted bits,
(2.45) takes the following expression:

ňSS = (ΠS
S)−1

[
q(C − 1) · wC

+
N−1∑
j=2

∑
i∈Tj

j−1∏
k=1

p1(ik)q(C −mi(j − 1)− 1)(ri(j − 1) + wC−mi(j−1))

+
∑
i∈TN

N−1∏
k=1

p1(ik)q(C −mi(N − 1))(ri(N − 1) + wC−mi(N−1))

 . (2.49)

Conversely to the ňPS expression, we have found no way of simplifying the expression
(2.49) in order to put it in a more compact form with a reduced computation complexity.
This could be part of a future research track.

2.2.4.7 Expressions summary

We give here a summary of the e�ciency expressions from the expressions established
above for ηF and ηPS since they can take a reasonable compact form. However this is
not possible (or useless) for ηSS since ňSS is huge and has no compact form.

When putting (2.17) and (2.18) into (2.16) and using (2.1), we get:

ηF =
LF (1−ΠF )

ΠF ňF + (1−ΠF )n̂F
, (2.50)

=
LF
∑Pmax

k=1 p1(k)

(1−∑Pmax
k=1 p1(k))wPmax +

∑Pmax
k=1 wkp1(k)

. (2.51)
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When putting (2.19) and (2.43) into (2.16) and using (2.2), we get:

ηPS =
NLF (1−ΠF )N

NΠF (ňF − n̂F ) +NΠP
S n̂F + (1−ΠP

S )Nn̂F
,

=
LF (1−ΠF )N

ΠF ňF + (1−ΠF )n̂F
. (2.52)

We can identify ηF (2.50) in (2.52) which allows to write:

ηPS = ηF · (1−ΠF )(N−1), (2.53)

= ηF ·
(
Pmax∑
k=1

p1(k)

)(N−1)

, (2.54)

and shows that ηPS can be simply deduced from ηF by a multiplicative coe�cient which
depends on the PER at the MAC level. We verify that when setting N = 1 into the
previous equations we obtain, as expected, the e�ciency at the MAC level. We can also
deduce that since (1 − ΠF ) ≤ 1, we have ηPS ≤ ηF which sounds natural and traduces
the price to pay to transmit N FRAGs.

2.3 Particular cases performance derivations

In this section we give some particular cases performance results deduced from the
general expressions derived in the previous section. We �rst compute the expressions
in the particular case when the DPDUs have the same length. We then proceed by the
ARQ or type I HARQ case for which all the πj are equal. We then discuss about the
independence of the e�ciency vs. the persistence. We �nally end by proving that the
PER in the SBS is always smaller than the PBS one when C ≥ NPmax.

2.3.1 Constant length DPDUs

The performance metric expressions given in the previous Section 2.2 were derived
with no assumption on the length of the transmitted packets. More speci�cally, those
expressions allow to take account retransmission schemes for which the length of the
packets may vary from one (re)transmission to another as it is generally the case for the
Incremental Redundancy scheme. If we look at the expressions in the previous sections
of Section 2.2, we conclude that the length of the transmitted packets matters only for
the e�ciency, the PER and delay-jitter being independent of this parameter.

In this section we derive speci�c expressions for the particular case of constant length
packets that are more simple than for the general case and can be applied to HARQ-
CC (RM2-RP3) or to HARQ-IR (RM3-RP2) when the redundancy increments have the
same length. When the DPDUs have all the same length we have ∀k, δk = LDPDU, which
implies wk = k · LDPDU and thus ri(n) =

∑n
k=1wk = LDPDU

∑n
k=1 ik, or equivalently

ri(n) = LDPDU ·mi(n).
We �rst start by giving the new expressions for ň and n̂ and then we will include

those terms in the equations derived in the previous section. Since ηPS can be easily
deduced from ηF using (2.53), we just need to work on n̂F and ňF for both. For ηSS we
need to work on n̂SS and ňSS . In order to distinguish the variable expressions derived for
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this special assumption from the others, we will add up a dot on top of them (e.g. ˆ̇nPS
denotes the equivalence of n̂PS for constant length packets.)

It is straightforward to get:

ˆ̇nF =
LDPDU
1−ΠF

Pmax∑
k=1

k · p1(k), (2.55)

ˇ̇nF = LDPDU · Pmax, (2.56)

One can notice that, from (2.7), we can identify the mean delay at MAC level in (2.55)
which can be rewritten as:

ˆ̇nF = LDPDU · n̄F . (2.57)

which con�rms that when the DPDUs have the same length, the average amount of
transmitted bits when the transmission is successful is proportional to the average num-
ber of transmitted packets. Thus, putting (2.55), (2.56), (2.57) into (2.50) gives the 2
equivalent expressions:

η̇F =
LF (1−ΠF )

LDPDU(ΠF · Pmax + (1−ΠF )n̄F )
, (2.58)

η̇F =
LF
∑Pmax

k=1 p1(k)

LDPDU

(
(1−∑Pmax

k=1 p1(k))Pmax +
∑Pmax

k=1 kp1(k)
) , (2.59)

that boil down to:

η̇F =
ρ(1−ΠF )

ΠF · Pmax + (1−ΠF )n̄F
, (2.60)

η̇F =
ρ
∑Pmax

k=1 p1(k)

(1−∑Pmax
k=1 p1(k))Pmax +

∑Pmax
k=1 kp1(k)

(2.61)

since we remind ρ = LF /LDPDU.
The SBS case is a little bit more complex. Let us start with n̂SS . Since

∑N
k=1wik =

LDPDU
∑N

k=1 ik, (2.22) becomes:

ˆ̇nSS =
LDPDU

(1−ΠS
S)
·
∑
i∈R

[ N∏
k=1

p1(ik) ·
N∑
k=1

ik

]
. (2.62)

Then, the idea is to split the summation over the set R in subsets for which
∑N

k=1 ik
is constant. This is actually the property of the set QSn,k de�ned in (2.5) which veri�es

R =
⋃C
j=N QSN,j . We can rewrite (2.22) as:

ˆ̇nSS =
LDPDU

(1−ΠS
S)
·

C∑
j=N

j
∑

i∈QS
N,j

N∏
k=1

p1(ik), (2.63)

in which the last term can be identi�ed using (2.4) as pSN (j), and thus can be rewritten
as:

ˆ̇nSS =
LDPDU

(1−ΠS
S)
·

C∑
j=N

j · pSN (j). (2.64)
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From the de�nition of the average delay given by (2.10), we can identify n̄SS in (2.64)
which takes the following form:

ˆ̇nSS = LDPDU · n̄SS , (2.65)

which con�rms that when the DPDUs have the same length, the average amount of
transmitted bits when the transmission is successful is proportional to the average num-
ber of transmitted packets.

For ňSS , we use the same idea as for n̂SS by splitting the summation over the set Tj on
subsets for which

∑n
k=1 ik is constant using QSk,n set. Noticing that Tj =

⋃C−1
`=j−1QSj−1,`,

we can rewrite (2.49) as:

ňSS = (ΠS
S)−1

 C−1∑
`=N−1

∑
i∈QS

N−1,`

N−1∏
k=1

p1(ik)q(C −mi(j − 1))(ri(N − 1) + wC−mi(N−1))

+
N−1∑
j=2

C−1∑
`=j−1

∑
i∈QS

j−1,`

j−1∏
k=1

p1(ik)q(C −mi(j − 1)− 1)(ri(j − 1) + wC−mi(j−1))

+ q(C − 1) · wC
]
. (2.66)

Applying the constant packet length assumption leads to mi(j − 1) =
∑j−1

k=1 ik = `,
ri(j − 1) = `LDPDU, and thus ri(j − 1) + wC−mi(j−1) = C · LDPDU, which enable us to
simplify (2.66) into:

ˇ̇nSS =
C · LDPDU

ΠS
S

q(C − 1) +
N−1∑
j=2

C−1∑
`=j−1

∑
i∈QS

j−1,`

j−1∏
k=1

p1(ik)q(C − `− 1)

+
C−1∑
`=N−1

∑
i∈QS

N−1,`

N−1∏
k=1

p1(ik)q(C − `)

 . (2.67)

To go further, we need to note that the 3 terms inside the square brackets can be
identi�ed as (2.46), (2.47) and (2.48) when the split over the set QSk,n is done. Thus,
we can rewrite (2.67) as:

ˇ̇nSS =
C · LDPDU

ΠS
S

Pr{Hi(1)}+
N−1∑
j=2

Pr{Hi(j)}+ Pr{Hi(N)}

 , (2.68)

where the terms into the square bracket can be identi�ed, from the Hi(j) de�nition, as
the SDU PER for the SBS, and thus

∑N
j=1 Pr{Hi(j)} = ΠS

S , which �nally gives:

ˇ̇nSS = C · LDPDU. (2.69)

This result was predictable since, when a SDU is not transmitted, the corresponding
number of transmissions used is equal to the maximum credit C and thus in the case
of constant length packets, we naturally �nd (2.69).
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Putting (2.65) and (2.69) into (2.16) gives the 2 equivalent expressions:

η̇SS =
Nρ(1−ΠS

S)
C ·ΠS

S + (1−ΠS
S)n̄SS

, (2.70)

η̇SS =
Nρ ·∑C

k=N p
S
N (k)

C(1−∑C
k=N p

S
N (k)) +

∑C
k=N kp

S
N (k)

. (2.71)

2.3.2 Type I HARQ performance expressions

In the previous sections we have shown that we can derive any retransmission scheme
performance as a function of p1(k) in an explicit manner or through pSn(k). Those
expressions cannot be simpli�ed further, except for the type I HARQ scheme with
memoryless receiver processing (RP1) for which ∀j, πj = π0 and Pmax = P + 1. This
includes also the ARQ scheme which can be seen as a special case of type I HARQ with
no channel coding at the transmitter side. We present here the closed form expressions
for the di�erent performance metric for both PBS and SBS as a function of π0 which do
not include the summation operator. Note that those expressions can be used for any
kind of propagation channel and channel coding since it is captured in π0. Moreover,
except for the PER ΠF and ΠP

S and the e�ciency ηPF at the PBS level, all the expressions
presented in this section have apparently never been published.

For type I HARQ schemes, (1.1) takes the simple form:

p1(k) = (1− π0)π(k−1)
0 . (2.72)

When putting (2.72) into (2.4), it comes:

pSn(k) =
(
k − 1
n− 1

)
(1− π0)nπ(k−n)

0 , (2.73)

that was given in [3] Eq. (2).

From (2.72) we compute:

P+1∑
k=1

p1(k) = 1− π(P+1)
0 , (2.74)

P+1∑
k=1

kp1(k) =
1− (P + 2)π(P+1)

0 + (P + 1)π(P+2)
0

1− π0
, (2.75)

that will be useful in the following sections.

2.3.2.1 Packet error rate

From (2.1) and (2.74) we �nd:

ΠF = π
(P+1)
0 , (2.76)

which was given in [24] Eq. (15). Replacing ΠF by (2.76) in (2.2) gives:

ΠP
S = 1− (1− π(P+1)

0 )N , (2.77)

that was given in [3] Eq. (1) and in [47] Eq. (2).
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In the SBS, putting (2.73) into (2.3) brings (using Mathematica):

ΠS
S =

π
(C−N+1)
0 Γ(C + 1)(1− π0)NFC−N+2

C+1 (1, π0)
Γ(N)

, (2.78)

with F yx (w, z) := 2F1(w, x, y, z)/Γ(y), where Γ(x) and 2F1(w, x, y, z) are respectively
the conventional gamma and hypergeometric functions [52]. Note that (2.78) is an
explicit version of Eq. (3) in [3].

2.3.2.2 Delay

Putting (2.72) into (2.7) and using (2.9) we get:

n̄PS = N

(
Pmax +

1
1− π0

+
Pmax

πPmax0 − 1

)
, (2.79)

from which we can easily deduce n̄F by setting N = 1.
For n̄SS , replacing ΠS

S and pSN (k) respectively by (2.3) in (2.73) into (2.10) leads to:

n̄SS =

∑C
k=N

(
k−1
N−1

)
kπk0∑C

k=N

(
k−1
N−1

)
πk0

. (2.80)

The summations in (2.80) can be computed usingMathematica which gives the following
equivalent expression:

n̄SS =
(1− π0)(N+1)π

(C+1)
0 Γ(C + 2)(FC−N+2

C+1 (1, π0) + π0F
C−N+3
C+2 (2, π0))−NΓ(N)πN0

(1− π0)((1− π0)Nπ(C+1)
0 Γ(C + 1)FC−N+2

C+1 (1, π0)− πN0 Γ(N))
,

(2.81)
that depends only on C, N , and π0.

Those equations allow to compute the asymptotic values of the delay, e.g. at high
and low SNR. At high SNR we have limSNR→+∞ π0 = 0, thus replacing π0 = 0 in (2.79)
leads immediately to n̄PS = N , which sounds coherent since when the channel is error
free, the N IP packets are transmitted in N DPDUs.

For the low SNR we have limSNR→0 π0 = 1. Putting π0 = 1 in (2.79) is not possible
since it leads to a division by zero. Rearranging (2.79) as a fraction still leads to a
0 over 0 indetermination. We thus can resort to the l'Hospital's rule by deriving two
times the numerator and denominator (since there is still an indetermination after the
�rst derivation), and we get:

lim
π0→1

n̄PS = N

∂2

∂π2
0

(
πPmax0 (1− π0)Pmax + πPmax0 − 1

)
∂2

∂2π2
0

(
(1− π0)(πPmax0 − 1)

)
∣∣∣∣∣∣
π0=1

=
N

2
(Pmax + 1). (2.82)

For the SBS at high SNR, the Taylor expansion of (2.80) around π0 = 0 gives
n̄SS = N + O(π0) that leads to limπ0→0 n̄

S
S = N , which is again an expected result. At

high SNR, replacing π0 = 1 into (2.80) gives n̄SS |π0=1 = (
∑C

k=N

(
k−1
N−1

)
k)/(

∑C
k=N

(
k−1
N−1

)
)

for which we have found no way to simplify. Thanks to Mathematica we �nd:

lim
π0→1

n̄SS =
N(C + 1)
N + 1

. (2.83)
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We have reported in Tab. 2.1 the di�erent values for the instantaneous and average
delays at the NET level for PBS and SBS. We can see that whereas the minimum value
for the instantaneous and average delays are equal, it is not true for the maximum values.
The maximum of the average delays are smaller than those of the instantaneous ones.
This means that at very low SNR, there are still some IP packets that are transmitted
without consuming all the allowed credits. Those �gures also allow to compare the

min[nxS(i)] max[nxS(i)] n̄xS min n̄xS max n̄xS

PBS N NPmax (2.79) N N(Pmax+1)
2

SBS N C (2.80) or (2.81) N N(C+1)
N+1

Table 2.1: Min and max values for instantaneous and average delay at the NET level
for PBS and SBS.

maximum average delay between both strategies. We �nd that the SBS average delay
is larger when C > N(Pmax+1)+Pmax−1

2 . In particular, it shows that when the number
of maximum retransmission per DSDU is equal in both strategies, (e.g. C = NPmax),
the SBS has always a larger delay than the PBS one (which will be illustrated by the
simulations in Chapter 3).

2.3.2.3 Jitter

Putting (2.76), (2.79) into (2.12) and using (2.13) we get:

σ2
nP

S
= N

(
π0 + π

(2P+3)
0 − π(P+1)

0 ((P + 1)2 + π2
0(π0 + 1)2 − 2π0P (P + 2))

(π0 − 1)2(π(P+1)
0 − 1)2

)
, (2.84)

from which we can easily deduce σ2
nF

by setting N = 1.
Putting (2.78), (2.81) into (2.14) we obtain:

σ2
nS

S
=
N(N + π0)Γ(N)
A(1− π0)2

− (1− π0)Nπ(C−N+1)
0 (B1 +B2)
A

− D

E
, (2.85)

with

A = Γ(N)− (1− π0)Nπ(C−N+1)
0 Γ(C + 1)FC−N+2

C+1 (1, π0),

B1 = C3Γ(C)FC−N+2
C+1 (1, π0) + (2C + 1)Γ(C + 1)FC−N+2

C+1 (1, π0),

B2 = π0((2C + 3)Γ(C + 2)FC−N+3
C+2 (2, π0) + 2π0Γ(C + 3)FC−N+4

C+3 (3, π0)),

D = ((1− π0)N (π0 − 1)Γ(C + 2)π(C+1)
0 (FC−N+2

C+1 (1, π0) + π0F
C−N+3
C+2 (2, π0))

+NΓ(N)πN0 )2,

E = (1− π0)2((1− π0)Nπ(C+1)
0 Γ(C + 1)FC−N+2

C+1 (1, π0)− πN0 Γ(N))2. (2.86)

2.3.2.4 E�ciency

Putting (2.74) and (2.75) into (2.61) gives the conventional result:

ηF = ρ(1− π0) (2.87)
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which shows that the e�ciency is independent of the persistence. We can then easily
deduce ηPS by putting (2.87) and (2.74) into (2.54):

ηPS = ρ(1− π0)(1− π(P+1)
0 )(N−1). (2.88)

For ηSS , putting (2.78), (2.81), and (2.69) into (2.16), we get:

ηSS = ρ
A

B +D
, (2.89)

with

A = N(π0 − 1)((1− π0)Nπ(C+1)
0 Γ(C + 1)FC−N+2

C+1 (1, π0)− πN0 Γ(N)),

B = (1− π0)N (π0 − 1)π(C+1)
0 ((Γ(C + 2)− CΓ(C + 1))FC−N+2

C+1 (1, π0),

D = (1− π0)N (π0 − 1)((π(C+1)
0 π0Γ(C + 2)FC−N+3

C+2 (2, π0)) +NΓ(N)πN0 ).

2.3.3 On the independence of the e�ciency vs. persistence

From (2.87) we have deduced that the e�ciency at the MAC level is independent of
the persistence in the case of ARQ or type I HARQ (thus equal length DPDUs). It
is worth noting that this result was presented in [24] in a di�erent way by saying "the
throughput only depends on N", which with our notations is equivalent to say "the
e�ciency only depends on π0", which seems to us less instructive than stressing on the
independence with regard to the persistence.

One can wonder if this property still holds at the NET level or for other retransmis-
sion schemes. Using the previous derivations, we prove the following results:

• In the case of IR-HARQ with �ush memory at the receiver side (RM3-RP2), when
the persistence is a multiple integer of t0 (we remind that t0 corresponds to the
number of DPDUs per FRAG), the e�ciency at the MAC level is independent of
the persistence, even for unequal DPDU lengths.

• The e�ciency at the NET level is dependent of the persistence for the PBS.

For the �rst result, let us pose Pmax = a · t0 with a ∈ N∗. We can rewrite z =∑Pmax
k=1 wkp1(k) equivalently as z =

∑a−1
i=0

∑t0
k=1wit0+kp1(it0 + k). Since the RP uses

the �ush memory, we have wit0+k = iwt0 +wk and p1(it0 +k) = p1(k)(q(t0))i. Inserting
the two last relations into z gives z = z1 + z2 with z1 =

∑a−1
i=0 iwt0(q(t0))i

∑t0
k=1 p1(k)

and z2 =
∑a−1

i=0 (q(t0))i
∑t0

k=1wkp1(k). From (2.46) and (1.1) it is useful to notice that
q(k − 1) − q(k) = p1(k) and thus

∑j
k=1 p1(k) = 1 − q(j). This later expression allows

to write z1 = wt0(1 − q(t0))
∑a−1

i=0 i(q(t0))i which transforms into z1 = wt0q(t0)

1−q(t0) [1 −
a(q(t0))(a−1) + (a − 1)(q(t0))a]. We also get z2 = 1−(q(t0))a

1−q(t0)

∑t0
k=1wkp1(k). Inserting z

expression into (2.51) leads after simpli�cations to:

ηF =
LF (1− q(t0))

wt0q(t0) +
∑t0

k=1wkp1(k)
, (2.90)

which is not a function of Pmax and thus is independent of the persistence.
For the second result, it can be simply deduced from (2.54) which shows that al-

though ηF is independent of the persistence, ηPS is not since Pmax appears in the expres-
sion. Although we do not have such straightforward proof, the dependency of ηSS with
regard to the persistence at the NET level can be observed on the simulation results in
Chapter 3.
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2.3.4 PBS and SBS packet error rate comparison

In this section we prove that, when C ≥ NPmax the SBS strategy always outperforms
the PBS one in terms of PER, i.e. ΠS

S < ΠP
S . The proof uses the pPn (k) and pSn(k)

de�nition based on the p1(k) that we remind here for the sake of clarity:

pxn(k) =
∑

i∈Qx
n,k

n∏
m=1

p1(im) (2.91)

where the sets Qxn,k are de�ned as:

QPn,k = {i = [i1, i2, · · · , in] ∈ Nn
∗ |

n∑
m=1

im = k, ik ≤ Pmax}, (2.92)

QSn,k = {i = [i1, i2, · · · , in] ∈ Nn
∗ |

n∑
m=1

im = k}. (2.93)

In order to prove this result, we �rst establish the three following propositions.

Proposition 1 n ≤ k < Pmax + n =⇒ QPn,k = QSn,k.

Proof : As long as the maximum number of transmitted DPDUs for the PBS,
Pmax, is not reached, both PBS and SBS have the same set of vectors. When k increases,
the maximum number of transmitted DPDUs needed per fragment increases too. The
highest value for which both strategies give the same set of vectors arises when one
fragment consumes the maximum of transmitted DPDUs and the n − 1 remaining
fragments are received in one DPDU. The n−1 transmissions consuming n−1 DPDUs,
there are k−n+1 remaining DPDUs to transmit the last fragment. Thus, both strategies
will have the same set until Pmax = k − n+ 1 which concludes the proof.

Proposition 2 Pmax + n ≤ k ≤ nPmax =⇒ QPn,k ⊂ QSn,k.

Proof : We put k = Pmax + n + m with 0 ≤ m ≤ (n − 1)Pmax − n. Then, let us
take the case when the n−1 fragments are received in one DPDU and the last fragment
is received in k− (n− 1) = Pmax +m+ 1 DPDUs. This event occurs for SBS due to the
global credit management but never occurs for the PBS since the maximum number of
transmitted DPDUs exceeds Pmax. Thus QPn,k is strictly included in QSn,k.

We can illustrate the Proposition 2 by taking the previous example n = 3, k = 7,
with Pmax = 3. In order to compute the set QP7,3, it su�ces to take vectors from
QS7,3 and to remove all the vectors with components greater than Pmax, which gives
QP7,3 ={(3, 3, 1),(3, 1, 3),(1, 3, 3),(2, 2, 3),(2, 3, 2),(3, 2, 2)}.

Proposition 3 For the PBS, k > nPmax, =⇒ pPn (k) = 0.

Proof : For the PBS, the maximum number of transmitted DPDUs per fragment
is Pmax, and thus the maximum of transmitted DPDUs for n fragments is equal to
nPmax. As a consequence, when k > nPmax, there is no way to deliver the n fragments
in exactly k transmissions, which is equivalent to pPn (k) = 0, for k > nPmax and thus
QPn,k = ∅.

Based upon the previous propositions, we can then state the following theorem:
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Theorem 1 For any retransmission scheme (RM and RP) and for C ≥ NPmax, the

packet error rate of the cross-layer strategy SBS at the NET level is strictly smaller than

the PBS one (i.e. ΠS
S < ΠP

S ).

Proof : Let us note ∆ := ΠP
S −ΠS

S . For C ≥ NPmax, from (2.2) and (2.3), we get:

∆ =
C∑

k=N

(pSN (k)− pPN (k)). (2.94)

According to Proposition 1 and Proposition 3, (2.94) can be rewritten:

∆ =
NPmax∑

k=Pmax+N

(pSN (k)− pPN (k)) +
C∑

k=NPmax+1

pSN (k). (2.95)

Noting Q̄k,n := QSn,k \ {QSn,k ∩QPn,k}, then according to Proposition 2, (2.95) becomes:

∆ =
NPmax∑

k=Pmax+N

∑
q∈Q̄k,N

p1(q1)p1(q2) · · · p1(qn) +
C∑

k=NPmax+1

pSN (k). (2.96)

Thus, since Q̄k,n 6= ∅ according to Proposition 2 and since p1(k) and pSN (k) are strictly
positive quantities, we deduce that ∆ > 0 which concludes the proof.

Theorem 1 tells that, when C ≥ NPmax, it is always bene�cial from a packet error
point of view at the NET level to use the cross-layer scheme SBS rather than the PBS
one. It means in particular that, for an equal number of maximal retransmission credit
(C = NPmax), the cross-layer strategy always outperforms the conventional one. When
C < NPmax, calculation shows that we cannot derive any theoretical results. We will
see in Chapter 3 that we can play on the credit C for the SBS in order to adjust
performance and balance the trade o� throughput/delay, even when C < NPmax.

2.4 Performance computation procedure

In this section we summarize the di�erent steps that are needed to compute the dif-
ferent performance given by the equations derived in Section 2.2 and Section 2.3. The
performance expressions show that they may involve the following quantities: πj , p1(k),
q(k), and pSn(k), and that they all can be computed from the πj . The p1(k) and q(k) can
easily be computed from the πj using (1.1) and (2.46) whereas an e�cient computation
of pSn(k) requires some tricks.

We �rst discuss the estimation of the πj and then how to compute pSn(k). Then we
list the di�erent steps that enable to compute the performance from the πj .

2.4.1 Estimation of πj

In order to compute the performance, we assume that the πj are available. They can
be obtained from either simulations (estimated PER) or bounds (computed PER) as
it is done for example in [24] for convolutional codes using tangential sphere bound
technique, in the very simple case of type I HARQ with no memory at the receiver
side. In our work we will base the performance study on estimated PER, the PER
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computation being speci�c to the channel coding scheme (convolutional, turbo, LDPC,
...) and a whole research topic by itself.

The way to obtain the estimated πj is then to perform a simulation in order to
generate the events related to the corresponding RM-RP scheme at the MAC level only.
Thus, although it may look close to do the programming of the HARQ protocol, it is less
complex. Indeed, the simulation is done only at the MAC level and there is no necessity
to consider the protocol at the NET level (thus avoiding the segmentation and the
reassembly process) to compute the πj , even if they allow to compute the performance
of the PBS and the SBS at the NET level.

We can state that a given set of πj associated with LF , Pmax and C, allows to
compute all the performance (MAC and NET levels for PBS and SBS) for any N ,
transmission credit per FRAG ≤ Pmax and global credit ≤ C. Furthermore, when
the RP does not involve accumulating processing (such as Chase Combining type of
processing) at the receiver side, the su�cient set of πj (see step 2 in Section 2.4.3)
allows to compute all the metric performance for any N , transmission credit per FRAG
and global credit. In the contrary, new πj need to be computed when Pmax or C
increases. When the FRAG length LF varies, the πj have also to be re-evaluated in
any case since the channel coding performance usually varies with the packet length.
The need of evaluating new πj can be seen as drawback and a limitation of our method.
Further work should be dedicated to bound derivation for πj estimation.

We now illustrate the complexity of computing closed form expression for the πj
which is mainly due to the conditioning with respect to the previous transmissions. Let
us consider here the ARQ case for which there is no channel coding scheme. In the
very simple case of a binary shift keying modulation in an additive complex Gaussian
circular noise channel with variance N0/2 per real dimension, and LF = 1 (i.e. a packet
of one bit) with combining at the receiver side (RM1-RP3), we get:

π1 =
1

2πσ2π0

∫ −√Eb

−∞

∫ −v−2
√
Eb

−∞
exp−u

2 + v2

N0
dudv, (2.97)

where Eb is the energy per bit and π0 = 1
2 erfc

{√
Eb
N0

}
is the conventional error

probability in a Gaussian channel. Thus, one can understand that for more complex
parameters this approach is not tractable.

2.4.2 Estimation of pSn(k)

The computation of the pSn(k) can be done using the de�nition (2.91) but experience
shows that it requires a huge complexity and is thus not tractable when k and n become
large since we need to browse the whole set Nn

∗ to determine the elements of QSn,k.
We can show that we can actually compute recursively pSn(k) in n. Indeed, pSn(k) can

be expressed using pSn−1(k), noticing that the probability that n DPDUs are received
in k transmissions is equal to the probability that (n − 1) DPDUs are received in
(n − 1) transmissions along with 1 DPDU received in (k − n + 1) transmissions (i.e.
p1(k−n+ 1)pSn−1(n− 1)) or, that (n− 1) DPDUs are received in n transmissions along
with 1 DPDU received in (k − n) transmissions (i.e. p1(k − n)pSn−1(n)) or, ... or, that
(n− 1) DPDUs are received in (k− 1) transmissions along with one DPDU received in
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1 transmission (i.e. p1(1)pSn−1(k − 1)), which can be summarized by:

pSn(k) =
k−n+1∑
i=1

p1(i)pSn−1(k − i), (2.98)

where p1(i) is given by (1.1) and pS1 (i) is interpreted as p1(i). This algorithm has a
polynomial complexity in multiply and add operations equal to (n− 1)(k − n+ 1)(k −
n + 2)/2 that can be upper bounded by n(k − n)2. Obviously, (2.98) is dedicated to
the SBS strategy, since all the performance closed-form expressions in the PBS one can
be given as function of p1(k). But we can note that an equivalent form of (2.98) was
proposed in [3] for the PBS (although not needed) referring [53] were similar problem
was addressed in the context of queuing networks.

2.4.3 Performance computation in 4 steps

We now give the way to compute the closed-form expressions following 4 successive
di�erent steps.

Step 1

The �rst step consists in evaluating the set {πj}Mj=0 by simulation, where M is de�ned
as the maximum index for which the elementary PERs are needed. M depends on the
RM-RP and cross-layer schemes whereas the πj values depend on the channel model
too. The di�erent values taken by M for the di�erent RM-RP and cross-layer schemes
(in ascending RP order for convenience) are given by:

• RP1, ∀ RM: since the receiver processing is memoryless, we have πj = π0, thus
M = 0 for both PBS and SBS.

• RM3-RP2: since the receiver �ushes periodically the memory after receiving the
maximal number of incremental redundancy blocks, we have πj = π(j mod t0), thus
M = t0 − 1, for both PBS and SBS.

• RM1-RP3/RM2-RP3: since the CC processing accumulates the packets up to the
maximum retransmission credit, we have M = P for PBS and M = C − 1 for
SBS.

• RM3-RP3: for the same reason as above, we get M = (P + 1)t0 − 1 for the PBS
and M = C − 1 for the SBS.

Step 2

The second step consists in computing the p1(k) from the πj estimated in step 1, using
(1.1). The parameter to be determined here is the range of the index k.

• RM1, RM3 and RM4: for the PBS, it is easy to deduce from the di�erent equations
(e.g. (2.1)) that we have 1 ≤ k ≤ Pmax, which gives 1 ≤ k ≤ P + 1 for RM1 and
RM2, and 1 ≤ k ≤ (P + 1)t0 for RM3 ; for the SBS, following the same reasoning
on (2.3), and identifying the p1(k) needed in (2.4), we obtain 1 ≤ k ≤ C −N + 1
for all RMs.



Conclusion 59

Step 3

The third step concerns only the SBS. It consists in computing {pSN (k)}Ck=N applying
(2.98) with the p1(k) computed in step 2. This can be easily obtained from a double
recursion in n and k as follows:

for n = 2 to N

for k = n to C-N+n

compute pSn(k) using (2.98)
end for

end for

where all the intermediate value of pSn(k) should be kept in memory.

Step 4

The last step deals with the performance computation. For the PBS, use the p1(k)
computed in step 2 into (2.1) and (2.2) for packet error rates, into (2.7), and (2.9) for
delays, into (2.12) and (2.13) for jitter, and into (2.51) and (2.54) for e�ciency. For the
SBS, use the pSN (k) computed in step 3 into (2.3) for packet error rate, into (2.10) for
delay, into (2.14) for jitter and into (2.49) for e�ciency.

2.5 Conclusion

In this chapter, we have presented a general framework to derive theoretical performance
(PER, delay, jitter, e�ciency) of any retransmission scheme, ARQ, Hybrid ARQ, in a
cross-layer mode or not, at the fragment or NET level, including �nite transmission
credit per FRAG (connected to the persistence P ). Speci�cally, we have given closed
form expressions for the e�ciency in the case of unequal DPDU lengths that are ap-
parently new. We have then used those expressions to derive particular cases when the
length of the DPDUs is constant, and for type I HARQ. We have also discussed the
independence of the e�ciency with regard to the persistence parameter, and we then
have established a theorem which says that the cross-layer strategy taking into account
the IP nature of the fragments is always better in terms of PER than the conventional
approach regardless of the retransmission scheme.

Tab. 2.2, Tab. 2.3, Tab. 2.4 and Tab. 2.5 summarize the closed-form expressions
that have been derived in this chapter. Two kinds of expressions can be found in those
tables compared to those of Chapter 1 (Tab. 1.2 to Tab. 1.5). First, the new expressions
that replace the crosses. Second, new expressions that replace the existing ones when
found to be simpler. Note that the expressions are referred by their number due to their
big size and the lack of space. Furthermore, note that we have actually covered 100%
of the missing formulas in the initial tables which makes 17 new expressions, and found
7 new simpli�ed ones.
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SBS (NET)

ARQ HARQ

PER (2.78) (2.3)

E�ciency, UDL Not applicable (2.16) with (2.22) and (2.49)

E�ciency, EDL (2.89) (2.71)

Delay (2.81) (2.10)

Jitter (2.85) (2.14)

Table 2.2: Proposed theoretical expressions for the SBS at the NET level. (Unequal

DPDU Length: UDL, Equal DPDU Length: EDL.)

PBS (NET)

ARQ HARQ

PER (2.77) (2.2)

E�ciency, UDL Not applicable (2.54)

E�ciency, EDL (2.88) (2.61)

Delay (2.79) (2.9)

Jitter (2.84) (2.13)

Table 2.3: Proposed theoretical expressions for the PBS at NET level. (Unequal DPDU

Length: UDL, Equal DPDU Length: EDL.)
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PBS (MAC)

ARQ HARQ

PER (2.76) Same as in Tab. 1.4

E�ciency, UDL Not applicable (2.51)

E�ciency, EDL (2.87) Same as in Tab. 1.4

Delay (2.79) Same as in Tab. 1.4

Jitter (2.84) (2.12)

Table 2.4: Proposed theoretical expressions at MAC level. (Unequal DPDU Length: UDL,

Equal DPDU Length: EDL.)

ARQ HARQ

pSN (k) Same as in Tab. 1.5 (2.91)

pPN (k) Same as in Tab. 1.5 (2.91)

p1(k) Same as in Tab. 1.5 Same as in Tab. 1.5

Table 2.5: Proposed theoretical expressions for pN (k)
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Chapter 3

Performance Analysis

3.1 Introduction

The goal of this chapter is twofold: on the one hand, we check the accuracy of the
theoretical expressions established in Chapter 2. On the other hand, based on the
numerical evaluations of the theoretical expressions, we focus on the in�uence of the
di�erent HARQ mechanisms and cross-layer strategies as well as of the modulation and
the propagation channel on all the performance metrics. This analysis enables us to
provide some insights and guidelines about system design according to QoS require-
ments.

We remind that all the simulations are done under the same assumptions as stated
in Section 2.2 for the closed-form derivations. In addition, we have selected �ve HARQ
mechanisms de�ned in Chapter 1 to perform the simulations: ARQ, CC-ARQ, CC-
HARQ, IR-HARQ, and IC-HARQ. The IR-HARQ and IC-HARQ are implemented with
the RCPC codes introduced in [7]. Unless it is otherwise stated, the DPDUs have the
same length, the modulation is QPSK, and the propagation channel is the Gaussian
channel. We recall that the input/output relationship in a Gaussian channel is y = s+b
where s represents the transmitted symbols, b is the complex-valued, circular, Gaussian
noise with zero mean and variance N0 per real dimension, and y is the discrete-time
received signal. In the sequel, we often analyze the performance with respect to the
SNR de�ned as

SNR =
Average received power per symbol (around carrier frequency)

Noise power (around carrier frequency)
. (3.1)

After some simple algebraic manipulations, the SNR in the case of Gaussian channel
takes the following form

SNRGaussian =
Es

2N0
(3.2)

where Es is the average transmitted power per symbol in baseband.
As a second propagation channel, we also focus on the Rayleigh for which the in-

put/output relationship is y = hs + b where h is a complex-valued, circular, Gaussian
process with zero mean and variance σ2

h/2 per real dimension, and where s, b, and y
are de�ned as in Gaussian channel. The channel is assumed slow-fading, that means
that h is varying at each DPDU transmission and not at each transmitted symbol. The
average SNR is given by

SNRRayleigh =
σ2
hEs

2N0
. (3.3)
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This chapter is organized as follows: in Section 3.2, the theoretical expressions are
compared to the simulation results. Thanks to numerical evaluation of the theoretical
expressions, we compare the HARQ mechanisms in Section 3.3 and the cross-layer
strategies in Section 3.4 respectively. In Section 3.5 (resp. Section 3.6), we inspect
the in�uence of the modulation (resp. an other propagation channel such as Rayleigh
channel) on the HARQ mechanisms and cross-layer strategies. In Section 3.7 concluding
remarks about the choice on relevant HARQ mechanisms and cross-layer strategies are
drawn.

3.2 Empirical and theoretical performance comparison

This section is dedicated to the comparison between the theoretical performance and
the empirical one for di�erent con�gurations, that means for di�erent types of HARQ,
di�erent cross-layer strategies, and di�erent layers. All the metrics (PER, e�ciency,
delay, jitter) are considered and plotted versus the SNR. In all the �gures, the lines
represent the theory while the symbols represent the simulation.

In Fig. 3.1 and Fig. 3.2, we display the PER, e�ciency, delay, and jitter with respect
to the SNR for IR-HARQ and CC-HARQ respectively for both cross-layer strategies at
the NET layer. We observe a perfect agreement between the theory and the simulation.
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Figure 3.1: Theoretical and empirical performance for IR-HARQ at NET layer with
SBS and PBS strategies: (a) PER, (b) e�ciency, (c) delay, and (d) jitter. (N = 3,

LF = 120 bits, R0 = 1/4, C = 24 (SBS), and Pmax = 8 (PBS).)

We also have to inspect the validity of our analysis at the MAC layer. Therefore, in
Fig. 3.3, we plot the four metrics with respect to the SNR for ARQ and IC-HARQ (which
were not considered in Fig. 3.1 and Fig. 3.2) at the MAC layer. As expected, there is
a perfect matching between the numerical evaluation of the theoretical expressions and
the performance of simulated system.
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Figure 3.2: Theoretical and empirical performance for CC-HARQ at NET layer with
SBS and PBS strategies: (a) PER, (b) e�ciency, (c) delay, and (d) jitter. (N = 4,

LF = 60 bits, R0 = 1/2, C = 12 (SBS), and Pmax = 3 (PBS).)
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Figure 3.3: Theoretical and empirical performance for ARQ and IC-HARQ at MAC
layer: (a) PER, (b) e�ciency, (c) delay, and (d) jitter. (LF = 120 bits, Pmax = 7 for the

ARQ, and R0 = 1/2 and Pmax = 8 for the IC-HARQ.)

The �gures presented above in the case of HARQ mechanisms using incremental
redundancy have been obtained with DPDUs of constant length. However, in Chapter 2,
we have highlighted the fact that, if the PER, delay, and jitter theoretical formulas are
not a�ected by the size of the DPDUs, the e�ciency analytical expression takes an
other form. We then represent on Fig. 3.4 the empirical and theoretical e�ciencies in



66 Performance Analysis

the case of IR-HARQ with DPDUs of di�erent lengths, for several sets of parameters
(di�erent C for SBS and Pmax for PBS, and di�erent N for both). This �gure enables
us to check the validity of the general e�ciency closed-form expressions summarized in
Tab. 2.2 and Tab. 2.3.
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Figure 3.4: Theoretical and empirical e�ciency for IR-HARQ at the IP layer: (a) PBS
e�ciency with Pmax varying and N = 3, (b) SBS e�ciency with C varying and N = 3,
(c) PBS e�ciency with N varying and Pmax = 18, and (d) SBS e�ciency with N varying
and C = 64. (LF = 320 bits, R0 = 1/4, t0 = 6, with the di�erent puncturing rates: 1, 4/5, 2/3, 1/2,

4/11, and 1/4.)

Until now, the comparison has been done with the same modulation (QPSK) and
the same propagation channel (the Gaussian one). However, it is necessary to check also
the accuracy of our expressions in the context of modulation with higher e�ciency and
more realistic wireless channel such as the Rayleigh one. Consequently, the four metrics
are represented with respect to the SNR in Fig. 3.5 when 16QAM is employed for the
IR-HARQ at the NET layer with both cross-layer strategies. Once again, we observe
that our theoretical derivations are accurate even when the modulation is modi�ed.

In Fig. 3.6, we plot the four metrics with respect to the SNR in the context of
a slow-fading Rayleigh channel for IR-HARQ at the NET layer with both cross-layer
strategies. We check that our theoretical expressions remain valid although we have
changed signi�cantly the nature of the propagation channel.

Other con�gurations (BPSK modulation, ARQ mechanism, etc.) have been tested
and we always have observed a perfect matching between theory and practice. As the
number of con�gurations that can be considered is in�nite and as we have presented
one case for each major kind (di�erent HARQ schemes, SBS and PBS, di�erent layers,
modulations, and channels), we decide to now concentrate on the comparison of the
main HARQ mechanisms and/or cross-layer strategies studied throughout this thesis.
From now on, we only focus on the numerical evaluation of the theoretical expressions
to do the proposed comparisons in next sections.
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Figure 3.5: Theoretical and empirical performance in 16QAM context for IR-HARQ at
the NET layer with SBS and PBS strategies: (a) PER, (b) e�ciency, (c) delay, and (d)
jitter. (N = 3, LF = 240 bits, R0 = 1/4, C = 24 (SBS), and Pmax = 8 (PBS).)
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Figure 3.6: Theoretical and empirical performance in slow-fading Rayleigh channel for
IR-HARQ at the NET layer with SBS and PBS strategies: (a) PER, (b) e�ciency, (c)
delay, and (d) jitter. (N = 3, LF = 120 bits, R0 = 1/2, C = 24 (SBS), and Pmax = 8 (PBS).)

3.3 HARQ mechanisms performance comparison

Our ability to evaluate the performance metrics enables us to compare the di�erent
HARQ mechanisms easily. Thanks to Chapter 2, we are able to propose a complete
comparison of the HARQ mechanisms whereas, in the literature, most papers often
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focus on the comparison of two HARQ mechanisms for one performance metric only
(e.g. [54, 55]).

This section is organized as follows: in Section 3.3.1, we introduce our simulation set-
up chosen so that the comparison between di�erent HARQ mechanisms will be fair. In
Section 3.3.2, we really compare the considered HARQ mechanisms for the four perfor-
mance metrics with respect to the SNR and the QoS requirements. Only PBS strategy
is considered in this section, but similar results and remarks could be obtained by con-
sidering SBS strategy. Moreover we inspect the in�uence of two important parameters:
the code rate (in Section 3.3.3) and the transmission credit (in Section 3.3.4).

3.3.1 Design parameters setting

In order to proceed into a fair comparison between di�erent HARQ mechanisms, we
consider that:

• the number of information bits per DSDU is constant whatever the HARQ mech-
anism and is denoted by LDSDU

• and the number of bits (regardless of the nature of the bits, that is to say that
the bit may correspond either to an information bit or to a redundancy bit)
per DPDU is constant and is denoted by LDPDU. Consequently the number of
symbols is equal to LDPDU/2 per DPDU since the QPSK modulation is used. In
other terms, sending a DPDU is equivalent to LDPDU/2 "channel uses" regardless
of the HARQ mechanism.

We then have to determine the number of bits per FRAG LF and the number of
FRAGs per DSDU N , that both depend on LDSDU and LDPDU. Let us consider �rstly
the case when IR-HARQ (with mother code rate R0) is studied. With this scheme, we
get:

• LF = LDPDU

• and N = LDSDU/LF = LDSDU/LDPDU.

It comes easily that the parameters LF and N de�ned for IR-HARQ are numerically
identical for the ARQ, CC-ARQ, and IC-HARQ (with the same mother code rate).

In contrast, the CC-HARQ (with the same code rate as the IR-HARQ) has to be
designed very carefully. Indeed, in such a case, the information bits contained in one
DSDU are passed through a coding with rate R0. As a consequence, we get:

• LF = R0 · LDPDU

• and N = LDSDU/LF = LDSDU/(R0 · LDPDU).

As the size of a DPDU is the same for each HARQ mechanism, it is fair to consider
a constant transmission credit which corresponds to the maximum number of DPDUs
that can be transmitted to receive one DSDU. This transmission credit is assumed
to be �xed to C, for any retransmission scheme. As each DSDU is fragmented in N

FRAGs and as the strategy used is the PBS, we then get Pmax = C/N for each of the
�ve schemes of interest. In Tab. 3.1, we summarize the relationship between the main
parameters when various HARQ mechanisms are carried out. It thus resorts that in all
cases, C = Nr0(P + 1).
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ARQ IR-HARQ

+ + CC-HARQ

CC-ARQ IC-HARQ

Coding rate R0 No coding R0 = 1
r0

R0 = 1
r0

Number of bits per FRAG LF LDPDU LDPDU R0 · LDPDU

Number of FRAGs per DSDU N LDSDU
LDPDU

LDSDU
LDPDU

LDSDU
(R0·LDPDU)

Transmission credit per FRAG Pmax
C
N

C
N

C
N

(PBS only)

Table 3.1: Parameters setting for di�erent HARQ mechanisms, with �xed DSDU and
DPDU lengths and with C constant.

3.3.2 Performance comparison

We now focus on the performance comparison of di�erent HARQ mechanisms (ARQ,
CC-ARQ, CC-HARQ, IR-HARQ, IC-HARQ) for the following metrics: PER, e�ciency,
delay, and jitter.

At �rst, we concentrate on the PER and the e�ciency which have been plotted
with respect to the SNR in Fig. 3.7. Concerning the PER, we immediately notice that
the ARQ is always the worst mechanism whatever the SNR. The best mechanisms are
actually the CC-HARQ and the IC-HARQ for all SNR intervals. Between the best
ones and the worst one, it lies the IR-HARQ and the CC-ARQ. Clearly at medium and
high SNRs, the IR-HARQ outperforms the CC-ARQ. Consequently, at medium and
high SNR, the FEC included in IR-HARQ mechanism and absent from the CC-ARQ
mechanism provides a signi�cant error correcting capacity. At low SNR, the CC-ARQ is
slightly better than the IR-HARQ (around SNR of 0 dB on this speci�c �gure) but with
a PER around 30% for which any system does not work. As a reminder, the CC-HARQ
is not only a Chase combining technique but a FEC is included in each DPDU, what
explains that this scheme is excellent in terms of PER.

We now move on the e�ciency analysis. The CC-HARQ looses its advantage (ob-
tained with the PER analysis) since having a FEC included in each DPDU has a signi�-
cant cost in terms of e�ciency. At high SNR, we e�ectively observe that the CC-HARQ
has the worst e�ciency while all other HARQ mechanisms (even the simple ARQ one)
o�er the same e�ciency close to 1. Actually, at high SNR, it is well-known that the
e�ciency of the CC-HARQ is equal to R0 (on the �gure, we get R0 = 1/2) since the
redundancy is always sent even if it is not needed. At medium SNR, the ARQ and
the CC-ARQ e�ciencies quickly drop down. As a consequence, at medium SNR, the
IR-HARQ, IC-HARQ, and CC-HARQ o�er the best performance in terms of e�ciency.
At low SNR, the e�ciency of the IR-HARQ vanishes whereas the e�ciencies associated
with IC-HARQ and CC-HARQ continue to provide reasonable performance. Finally,
the best e�ciency is always reached with the IC-HARQ regardless of the SNR.
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Figure 3.7: Theoretical PER (a) and e�ciency (b) for various HARQ mechanisms with
respect to the SNR at the NET layer with PBS strategy. (LDSDU = 360 bits, LDPDU = 120

bits, and C = 24 ; for ARQ and CC-ARQ, N = 3, LF = 120 bits, and Pmax = 8 ; for IR-HARQ and

IC-HARQ, N = 3, LF = 120 bits, Pmax = 8, and R0 = 1/2 ; for CC-HARQ, N = 6, LF = 60 bits,

Pmax = 4, and R0 = 1/2.)

We then analyze the HARQ mechanisms performance in terms of delay and jitter.
The both metrics are plotted on Fig. 3.8 with respect to the SNR with the same design
parameters as in Fig. 3.7.

At high SNR, since almost all the FRAGs are received without re-sending them, the
delay goes to the number of FRAGS per DSDU. Therefore the CC-HARQ is the worst
mechanism since the number of FRAGs per DSDU is greater than those of other HARQ
mechanisms (cf. Section 3.3.1). We observe that at high and medium SNR, the IC-
HARQ and the IR-HARQ provide the smallest delay. At medium SNR, the CC-ARQ
is clearly the worst one. Finally, at low SNR, the simple ARQ and the IR-HARQ o�er
the best delays. Actually using (2.82), one can prove that the delay for ARQ goes to
N(Pmax + 1)/2 when SNR becomes weak (cf. Section 2.3.2.2) whereas the delay at low
SNR for mechanisms based on Chase combining (CC-ARQ, CC-HARQ, and IC-HARQ)
is NPmax. Obviously previous remark about delay at low SNR cannot be used to design
a system since any system does not operate at such a SNR because of corresponding
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Figure 3.8: Theoretical delay (a) and jitter (b) for various HARQ mechanisms with
respect to the SNR at the NET layer with PBS strategy. (LDSDU = 360 bits, LDPDU = 120

bits, and C = 24 ; for ARQ and CC-ARQ, N = 3, LF = 120 bits, and Pmax = 8 ; for IR-HARQ and

IC-HARQ, N = 3, LF = 120 bits, Pmax = 8, and R0 = 1/2 ; for CC-HARQ, N = 6, LF = 60 bits,

Pmax = 4, and R0 = 1/2.)

poor e�ciency and high PER.

Except at low SNR, we observe a matching between the shape of the jitter's curve
and the shape of the delay's one. Indeed high jitter occurs when the slope of the delay's
curve is sharp. When this slope is sharp, the system oscillates between di�erent values
of delay which leads to a high delay variation and so to a high jitter. Consequently
the jitter is strongly (but not mathematically) connected to the derivative function of
the delay. At high SNR, all HARQ mechanisms lead to small jitter. At medium and
low SNR, the jitter is still well-bounded except for ARQ and IR-HARQ mechanisms.
This can be explained as follows: at low SNR, the ARQ and IR-HARQ provide a lower
average delay than the maximum instantaneous delay at the expense of a great variation
of the instantaneous delay.

In Tab. 3.2, we select the best HARQ mechanisms with respect to the four perfor-
mance metrics and the SNR. For sake of simplicity, we do not to classify the ARQ-like
mechanisms (ARQ and CC-ARQ) which are very rarely the best ones. It turns out that
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the IC-HARQ is a very relevant mechanism except for the delay at low SNR. The main
drawback of the IC-HARQ is the complexity since it combines Incremental Redundancy
(which leads to complex FEC codes) and the Chase combining (which leads to large
size of bu�er). We now compare the other HARQ mechanisms (without considering the
IC-HARQ). In most realistic situations, a system often operates in high SNR context.
In such a case, the CC-HARQ seems to be very relevant for the PER whereas the IR-
HARQ is better for the e�ciency and the delay. The CC-HARQ and the IR-HARQ
o�er the same jitter at high SNR. In stronger propagation environment, the CC-HARQ
seems to o�er a good trade-o� between the four performance metrics.

Low SNR Medium SNR High SNR

PER IC, CC IC, CC IC, CC

E�ciency IC, CC IC, IR, CC IC, IR

Delay IR IC, IR, CC IC, IR

Jitter IC, CC IC, CC IC, IR, CC

Table 3.2: Best HARQ mechanisms with respect to performance metrics and SNR
(without ARQ like mechanisms).

Instead of considering the four performance metrics, let us consider the nature of the
application. We remind that i) voice needs small delay, ii) video streaming needs high
e�ciency and small jitter, and iii) �le transfer needs small PER and high e�ciency. In
Tab. 3.3, we select the best HARQ mechanism with respect to the application and the
SNR.

Low SNR Medium SNR High SNR

Voice IR IC, IR, CC IC, IR

Video IC, CC IC IC, IR

File transfer IC, CC IC, CC IC, IR

Table 3.3: Best HARQ mechanisms with respect to application and SNR.

We now have to check that the same trends for the HARQ mechanisms marking
can be observed when either other code rates or other transmission credits are used.
Consequently we propose to study the in�uence of the code rate in Section 3.3.3 and of
the transmission credit in Section 3.3.4. Notice that the goal of both next sections is
not to assess the in�uence of code rate and transmission credit on the performance of
HARQ mechanisms (actually done in Section 4.2), but only on the relative performance
between HARQ mechanisms.
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3.3.3 In�uence of code rate

In this section, we modify the previously used value of R0. Performance in previous
sections have been always computed with R0 = 1/2. Here, we consider that R0 = 1/4.
In contrast, the global transmission credit per DSDU is invariant. As seen in Tab. 3.1,
this leads to change the FRAG size and the transmission credit per FRAG. In the rest
of this section, we consider that the FRAG size is 60 bits for CC-HARQ (as done in
previous section) and the FRAG size becomes 240 bits for other HARQ mechanisms
instead of 120 as done before. As the transmission credit per DSDU remains the same,
the transmission credit per FRAG in the CC-HARQ case is divided by 2 since the code
rate is also divided by 2.

In Fig. 3.9, we plot the PER and the e�ciency for the �ve HARQ mechanisms
with respect to the SNR in PBS context and a value of R0 equal to 1/4. Clearly,
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Figure 3.9: Theoretical PER (a) and e�ciency (b) for various HARQ mechanisms with
respect to the SNR at NET layer with PBS strategy and R0 = 1/4. (LDSDU = 720 bits,

LDPDU = 240 bits, and C = 24 ; for ARQ and CC-ARQ, N = 3, LF = 240 bits, and Pmax = 8 ; for

IR-HARQ and IC-HARQ, N = 3, LF = 240 bits, and Pmax = 8 ; for CC-HARQ, N = 12, LF = 60

bits, and Pmax = 2.)

the performance in PER of the IR-HARQ improves and becomes nearer to those of IC-
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HARQ and CC-HARQ. In addition, the gap in PER between the CC-HARQ and the IC-
HARQ is slightly larger. Decreasing the code rate enables us to o�er higher performance
for the IR-like mechanisms in terms of PER. The advantage of the CC-HARQ reduces
accordingly. In terms of e�ciency, the CC-HARQ performance dramatically degrades
at high SNR, since the e�ciency of the CC-HARQ goes then to R0. Conversely, by
decreasing the code rate, the e�ciency of the IR-HARQ is improved at low SNR.

Let us inspect the delay and the jitter displayed in Fig. 3.10. The trend on the HARQ
mechanisms comparison remains the same as the one described in Section 3.3.2. We
notice a signi�cant degradation at high SNR for the delay of the CC-HARQ. Therefore
once again the CC-HARQ is a�ected by the decrease of the code rate.
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Figure 3.10: Theoretical delay (a) and jitter (b) for various HARQ mechanisms with
respect to the SNR at NET layer with PBS strategy and R0 = 1/4. (LDSDU = 720 bits,

LDPDU = 240 bits, and C = 24 ; for ARQ and CC-ARQ, N = 3, LF = 240 bits ,and Pmax = 8 ; for

IR-HARQ and IC-HARQ, N = 3, LF = 240 bits, and Pmax = 8 ; for CC-HARQ, N = 12, LF = 60

bits, and Pmax = 2.)

Finally, decreasing the code rate allows to reduce the gap in performance of the IR-
HARQ compared to the CC-HARQ when the IR-HARQ o�ered not as good performance
as the CC-HARQ. Consequently decreasing the code rate is particularly in favor of the
IR-like mechanisms. Nevertheless the comparison done in Tab. 3.2 and Tab. 3.3 is not
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signi�cantly modi�ed and thus remains still valid.

3.3.4 In�uence of the transmission credit

Until now, we have computed all the �gures with the same transmission credit C = 24.
We now assess if using another value for C modi�es or not the conclusion drawn in
Tab. 3.2 and Tab. 3.3. As previously mentioned, C is equal to NPmax where Pmax is the
transmission credit per FRAG. Furthermore Pmax can be decomposed into r0(P + 1)
for the IR-like mechanisms (because of the assumption of constant DPDU length) and
into (P + 1) for the Chase combining based mechanisms, where P is the persistence per
DPDU. In this section, for changing C, we keep r0 and N �xed, and we just modify the
value of P . Therefore we will plot the four performance metrics versus the persistence
P . Actually, for IR-HARQ, r0 = 2 and N = 3. In contrast, the persistence P varies
from 1 to 5. Consequently, C varies from 12 to 36.

In Fig. 3.11, we plot the PER and the e�ciency for only two HARQ mechanisms
with respect to P in PBS context and for di�erent values of SNR. Actually, we present
here three SNR values: a low one, a medium one, and a high one. Notice that the
considered SNR values are not exactly the same from a performance metric to an other
one. Actually, we select the SNRs that enable us to exhibit relevant insights. In order to
not overwhelm the �gure, we only plot the performance metrics for two kinds of HARQ
which are the most representative: the CC-HARQ and the IR-HARQ.

In terms of PER, it comes easily that increasing the persistence leads to an important
gain in performance for both mechanisms. The gap between both mechanisms is not
signi�cantly reduced with the increase of P . As a result, the classi�cation of both mech-
anisms according to the PER is unchanged regardless of the SNR. As for the e�ciency,
the persistence allows to increase the performance for both mechanisms speci�cally at
low and medium SNRs. However, as soon as P exceeds a certain threshold, the e�-
ciency is not improved anymore for the IR-HARQ scheme as for the CC-HARQ one.
This threshold value decreases as the SNR increases and for high SNR, becomes null.
Once again, modifying P does not mainly change the conclusion put in Tab. 3.2 about
e�ciency.

In Fig. 3.12, we plot the delay and the jitter for only two HARQ mechanisms with
respect to P in PBS context and for di�erent values of SNR.

Except at low SNR, the persistence has a very limited impact on the delay and the
jitter. Let us focus now on low SNR context. One can then observe that the IR-HARQ
which was the best mechanism in previous simulations concerning the delay becomes
the worst one for large P . Consequently the conclusion given in Tab. 3.2 for the row
"delay" and the column "low SNR" is not general at all. Nevertheless, at low SNR,
realistic system does not operate, thus Tab. 3.3 may remain the same. Regarding the
jitter at low SNR, only the IR-HARQ performance are degraded by the persistence
increase.

As a conclusion, we have noticed that the persistence has a great in�uence on the
PER and a slighter in�uence on the other performance metrics. The greater the per-
sistence, the better the PER for each HARQ mechanism. As for the e�ciency, as soon
as P reaches a certain threshold (which is not large in practice), the e�ciency becomes
numerically almost independent of P . Note that this observation is only mathematically
true for ARQ mechanism at MAC layer. The persistence modi�es only very slightly the
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Figure 3.11: Theoretical PER (a) and e�ciency (b) for various HARQ mechanisms with
respect to P at NET layer with PBS strategy and di�erent SNRs. (LDSDU = 360 bits,

LDPDU = 120 bits, and R0 = 1/2 ; for IR-HARQ, N = 3 and LF = 120 bits ; for CC-HARQ, N = 6

and LF = 60 bits.)

values of the delay and the jitter except at low SNR.
As a consequence, playing on the amount of FEC redundancy (via the code rate)

or the amount of simple retransmission (via the persistence) does not really impact
the relative performance metrics between considered HARQ mechanisms, speci�cally
around the operating points (at medium and high SNRs). As a result the conclusion
previously drawn in Tab. 3.2 and Tab. 3.3 still holds. Finally the IC-HARQ almost
always o�ers the best performance. If we consider only the IR-HARQ and the CC-
HARQ, the IR-HARQ is appropriate for communications needing high e�ciency and
low delay whereas the CC-HARQ is more relevant for communications needing very low
PER.

3.4 Cross-layer strategies performance comparison

In the previous section, we have provided insights about the in�uence of the HARQ
mechanisms on the four performance metrics and about the choice of the HARQ mech-
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anisms according to the QoS requirements through Tab. 3.2 and Tab. 3.3. We would like
hereafter to proceed in a similar way but concerning the cross-layer strategies (PBS or
SBS). Therefore this section deals with the evaluation of the four performance metrics
according to the considered cross-layer strategies (PBS or SBS) at the NET layer. For
the same reasons as the ones evoked in Section 3.3.4, we only consider the two most
representative HARQ mechanisms: the IR-HARQ (which enables us to illustrate the in-
�uence of the incremental redundancy based error correcting code), and the CC-HARQ
(which enables us to illustrate the in�uence of the linear combining). In order to make
a fair comparison, the transmission credit per DSDU and the number of FRAGs per
DSDU for a given retransmission scheme are the same regardless of the strategy used.

In Fig. 3.13 and Fig.3.14, we display the four performance metrics with respect to
the SNR for the both cross-layer approaches (PBS and SBS) with the IR-HARQ and the
CC-HARQ mechanisms respectively. We then can observe that the PER is signi�cantly
improved when the SBS strategy is used. In addition the SNR penalty for the PBS
strategy compared to the SBS strategy increases with the SNR. This remark holds
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Figure 3.13: Theoretical PER (a), e�ciency (b), delay (c), and jitter (d) of the SBS and
the PBS strategies for IR-HARQ mechanism. (C = 32, N = 4, LF = 120, and R0 = 1/4.)
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Figure 3.14: Theoretical PER (a), e�ciency (b), delay (c), and jitter (d) of the SBS
and the PBS strategies for CC-HARQ mechanism. (C = 12, N = 4, LF = 60, and R0 = 1/2.)

for both HARQ mechanisms (IR-HARQ and CC-HARQ) and con�rms the Theorem 1
proven in Chapter 1. The same remark about the PER comparison of both cross-layer
strategies has been already done in [3] but only for ARQ mechanism. In contrast, the
e�ciency is quite insensitive to the cross-layer strategy. To be more precise, the SBS
strategy enables us to improve very slightly the e�ciency at medium SNR. As for the
delay and the jitter, they are also close to each other for both strategies except at low
SNR for IR-HARQ. At low SNR, the PBS strategy (i.e that does not take into account
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the link between both layers) is better than the SBS strategy in terms of delay and jitter.
We speci�cally observe that the jitter exhibits a peak at low SNR for the SBS strategy
and not for the PBS strategy. It is due to a sharper slope of the delay for the SBS
strategy than for the PBS strategy as seen on part (c) of the �gure. We nevertheless
remind that at such low SNR, any system does not operate due to too high PER and
too low e�ciency.

To highlight more precisely the relationship between PER and delay, we plot the
PER with respect to the delay for both strategies (PBS and SBS) on Fig. 3.15. The
curves displayed on this �gure have been obtained with di�erent SNRs but only with
the IR-HARQ mechanism for the sake of clarity. At low SNR, the delay is worse in
the SBS strategy case for eventually a little bene�t in terms of PER. However, at high
SNR, the SBS approach allows to really achieve a lower PER than that of the PBS
approach for almost the same delay. Therefore at high SNR, it is relevant to select the
SBS strategy which relies on the optimization between the MAC layer and the NET
layer. Similar analysis and conclusion were presented in [3] for the ARQ mechanism.
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Figure 3.15: PER versus delay of the SBS and the PBS strategies for IR-HARQ mech-
anism. (N = 3, LF = 120 bits, and R0 = 1/4.)

In Fig. 3.16, we plot the e�ciency with respect to the SNR for both strategies (PBS
and SBS). The curves displayed on this �gure have been obtained with di�erent SNRs
but only with the CC-HARQ mechanism for the sake of clarity. Given a PER, we
observe that the SBS strategy o�ers a better e�ciency than the PBS strategy. Given
a reasonable value of SNR (i.e. at medium or high SNR), the SBS allows to improve
signi�cantly the performance in terms of PER and slightly the performance in terms of
e�ciency.

We are now able to classify the merit of the both strategies according to the SNR and
the considered performance metric. This is summarized in Tab. 3.4. The SBS strategy
enables us to boost the PER. At high SNR, the SBS strategy is the best one for each
performance metric. In Tab. 3.5, we provide the strategy that we have to choose given
a certain application and a certain SNR as done in Tab. 3.3.
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Low SNR Medium SNR High SNR

PER SBS SBS SBS

E�ciency SBS SBS SBS

Delay PBS PBS PBS, SBS

Jitter PBS PBS PBS, SBS

Table 3.4: Best cross-layer strategies with respect to performance metrics and SNR

Low SNR Medium SNR High SNR

Voice PBS PBS PBS, SBS

Video PBS PBS, SBS PBS, SBS

File transfer SBS SBS SBS

Table 3.5: Best cross-layer strategies with respect to application and SNR

3.5 In�uence of the modulation

We here analyze the in�uence of the modulation on the four performance metrics for
both SBS and PBS strategies. For sake of simplicity, we only focus on the IR-HARQ
mechanism.

In order to compare transmission based on di�erent data rate, we consider that the
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number of symbols per DPDU, denoted by Ls, is constant. In contrast, the number of
bits (of information or redundancy) may di�er from a DPDU to another one according to
the chosen modulation scheme. Moreover the size in bits of the DSDU is also unchanged.
Each DSDU then contains LDSDU information bits.

Let us considerms the number of bits per symbol. The number of bits in a DPDU, or
equivalently in a FRAG (since the scheme is here the IR-HARQ), is thus equal to msLs,
and the number of FRAGs per DSDU is N = LDSDU/(msLs). The chosen parameters
given in the captions of the �gures satisfy these constraints.

Before going further, we have to mention that the e�ciency has been replaced with
the capacity, denoted hereafter by κ. Indeed, the e�ciency only inspects the ratio
between the well received bits and the transmitted bits and so does not take into account
that several bits can be transmitted per channel use. We de�ne the capacity as the
product between the e�ciency and the number of transmitted bits per channel use.
Consequently κ = msη.

In Fig. 3.17, we plot the PER and the data rate with respect to the SNR for both
cross-layer strategies at the NET layer and for di�erent modulations (BPSK, QPSK,
16QAM, 64QAM). The lowest PER and capacity have been obtained by the BPSK. The
gap between the PBS PER and the SBS one is slightly modi�ed by the modulation.
The highest capacity is obtained for constellations with large size as soon as SNR is
high enough (speci�cally for the 16-QAM and 64-QAM on the �gure).

In Fig. 3.18, we plot the delay and the jitter with respect to the SNR for both cross-
layer strategies at the NET layer and for di�erent modulations (BPSK, QPSK, 16QAM,
64QAM). At low SNR, the best modulation in terms of delay is the 64QAM, and the
worst one is the BPSK. When the SNR increases and becomes medium, the classi�cation
is modi�ed. Between low and medium SNR, the BPSK becomes the best one. Then
at medium SNR, the QPSK is highlighted. Finally between medium and high SNR,
the 16QAM o�ers the best delay. At high SNR, all modulations are equivalent for the
delay performance metric. We speci�cally note that the 64QAM becomes once again
interesting at high SNR. Indeed, at high SNR, the delay goes to N and N decreases
when the constellation size increases. In terms of jitter, the higher the modulation, the
higher the jitter. These conclusions are identical for the SBS and the PBS strategies.

In Tab. 3.6, we classify the di�erent modulations with respect to the four perfor-
mance metrics and the SNR. For the voice, as the delay has to be minimized, the BPSK
modulation (even if it is not always the best one in terms of delay, it is not far away
from the best one) seems to be a good candidate. For the video streaming, maximizing
the capacity and minimizing the jitter leads to two di�erent modulations, therefore a
trade-o� has to be done. For the �le transfer, at high SNR, the 64QAM can be chosen
since the PER obtained for 64QAM at high SNR is small enough for the required QoS.

3.6 In�uence of the propagation channel

As a reminder, all the previous analyses have been carried out when a Gaussian channel
is implemented. In wireless context, the Rayleigh channel is more realistic. There-
fore, we analyze in this section the four performance metrics in the context of Rayleigh
channel compared to the context of Gaussian channel. We recall that the considered
Rayleigh channel is slow �at fading, that is to say that the channel realization is con-
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Figure 3.17: Theoretical PER (a) and capacity (b) versus SNR for IR-HARQ mechanism
in the SBS and PBS contexts. (C = 96 and R0 = 1/4 ; for BPSK, LF = 120 bits and N = 12 ;

for QPSK, LF = 240 bits and N = 6 ; for 16QAM, LF = 480 bits and N = 3 ; for 64QAM, LF = 720

bits and N = 2.)

Low SNR Medium SNR High SNR

Low-Medium Medium-Medium High-Medium

PER BPSK BPSK BPSK BPSK BPSK

E�ciency ALL BPSK QPSK 16QAM 64QAM

Delay 64QAM BPSK QPSK 16QAM 64QAM

Jitter BPSK BPSK BPSK BPSK BPSK

Table 3.6: Best modulation with respect to performance metrics and SNR.
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stant over one DPDU and varies independently from one DPDU to another one. The
mathematical model of the Rayleigh channel is introduced in Section 3.1. For sake of
simplicity, we only focus on the IR-HARQ mechanism but we consider both SBS and
PBS schemes.

In Fig. 3.19, we plot the PER and the e�ciency for the IR-HARQ mechanism in the
context of the SBS and PBS schemes for a Gaussian channel and a Rayleigh channel.
Note that for the PBS strategy, similar curves can be found in [56]. As proven in
Theorem 1, the SBS is always better than the PBS for the PER regardless of the
propagation channel. Fig. 3.19 con�rms this statement. Nevertheless the gap between
SBS and PBS is not the same in a Gaussian channel and a Rayleigh channel. In a
Gaussian channel, we observe that the PBS based curve is only shifted but the shape is
the same as the SBS one. The di�erence is thus only a gain in SNR. As for a Rayleigh
channel, the di�erence between SBS and PBS is more important. We observe a gain in
SNR but also a gain in diversity since the slope of the SBS based curve is larger than
the slope of the PBS based curve. Consequently the SBS handles more relevantly the
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channel diversity. Concerning the e�ciency, the di�erence between SBS and PBS is
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Figure 3.19: Theoretical PER (a) and e�ciency (b) versus SNR for IR-HARQ mecha-
nism in the SBS and PBS contexts and with a Gaussian channel and a Rayleigh channel.
(C = 36, N = 3, LF = 240 bits, and R0 = 1/4.)

very small for the both propagation channels. In contrast, the Gaussian channel o�ers
better performance than the Rayleigh channel in terms of e�ciency speci�cally at useful
SNRs (such as those around 10dB).

In Fig. 3.20, we display the delay and the jitter for the IR-HARQ mechanism in the
context of the SBS and PBS schemes for a Gaussian channel and a Rayleigh channel.
Not surprisingly, the delay and the jitter are slightly worse for the Rayleigh channel
than for the Gaussian channel (except for a few values of SNRs). Nevertheless, the
trends between SBS and PBS are unchanged.

To conclude, the same trade-o� between the cross-layer and the conventional strate-
gies has to be made regardless of the propagation channel.

3.7 Conclusion

In this chapter, we have analyzed, by means of the numerical evaluations of the four
performance metrics expressions established in Chapter 2, the in�uence of the HARQ
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Figure 3.20: Theoretical delay (a) and jitter (b) versus SNR for IR-HARQ mechanism
in the SBS and PBS contexts and with a Gaussian channel and a Rayleigh channel.
(C = 36, N = 3, LF = 240 bits, and R0 = 1/4.)

mechanism, the cross-layer strategies, the modulation, and the propagation channel
on the system performance. First of all, we have numerically validated the accuracy
of the theoretical formulas for several system con�gurations. Then, depending on the
system QoS, we have noticed that the CC-HARQ or the IR-HARQ can be of interest.
In addition, we also have noted that the SBS scheme is well adapted to systems needing
small PER and high e�ciency whereas the PBS scheme is rather more relevant for real-
time systems needing small jitter. The in�uence of the modulation and the propagation
channel has been studied as well. Finally the reader may refer to Tab. 3.2, Tab. 3.4,
and Tab. 3.6 to know how to satisfy the desired QoS.
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Chapter 4

Applications to Communication

Systems

4.1 Introduction

In Chapter 3, we have analyzed the in�uence of the di�erent HARQ mechanisms (ARQ,
CC-ARQ, IR-HARQ, CC-HARQ, and IC-HARQ), the di�erent cross-layer strategies
(PBS and SBS), the di�erent modulations (BPSK, QPSK, 16QAM, and 64QAM), and
the di�erent propagation channels (Gaussian and Rayleigh ones) on the four perfor-
mance metrics (PER, e�ciency, delay, and jitter). Thanks to this analysis, we now
know how to select the most relevant con�guration with respect to the required QoS
and the SNR. In the previous chapter, we did not evaluate the impact of the design
parameters such as the transmission credit (Pmax for the PBS and C for the SBS), the
number of FRAGs per DSDU N , the code rate R0. Therefore, the main goal of Chap-
ter 4 is to �nd the best selection of the design parameters in order to satisfy a required
QoS for a given channel quality. In this chapter, we show that the SBS induces by
construction an unequal packet loss protection. We theoretically analyze this property
and extend it to the PBS. Lastly, we show that we can predict the packet error rate
and delay performance of a discrete event based realistic simulation implementing the
HARQ scheme, using the previous derived closed-form expressions. In the remaining of
this chapter, we only consider the IR-HARQ mechanism for the sake of clarity. Unless
it is otherwise stated, the evaluation is done under the assumptions of constant DPDU
length, Gaussian channel and QPSK modulation.

The chapter is organized as follows: in Section 4.2, we study the in�uence of the main
design parameters (C, N , R0, the error correcting codes) on the PER, the e�ciency,
the delay, and the jitter. We then provide the best set of parameters according to the
considered application. Section 4.3 is dedicated to the unequal packet loss protection.
The application of the theoretical formulas in a multi-hop context is done is Section 4.4.

4.2 Radio resource management

We here investigate the in�uence of the main parameters on the four performance met-
rics. The goal of the section is to show that the choice of these design parameters consists
of a trade-o� since minimizing PER, delay, and jitter, and maximizing e�ciency leads
to contradictory choices of parameters. This analysis is facilitated by our ability to
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compute easily the performance metrics thanks to the closed-form expressions given in
Chapter 2 (once the πj are obtained, following the approach described in Section 2.4).
This section is organized as follows:

• How to choose the global transmission credit C? see section 4.2.1.

• How to choose the code rate R0 and the persistence P? see section 4.2.2.

• How to choose the error-correcting code? see section 4.2.3.

• How to choose the number of FRAGs per DSDU N? see section 4.2.4.

4.2.1 In�uence of the transmission credit

In this section, we study the in�uence of the transmission credit (Pmax for the PBS and C
for the SBS) on the performance. In order to do so, we �x the following parameters: the
number of FRAGs per DSDU N = 3, the code rate R0 = 1/4, the FRAG size LF = 120
bits. In order to make a fair comparison between both SBS and PBS strategies, we grant
the same maximum number of transmissions per DSDU [3], which leads to C = NPmax.
Since we consider here the IR-HARQ scheme with constant DPDU length, Pmax is
equal to r0(P + 1). Thus, in the rest of the section, P will be adjusted in order to �t
C = Nr0(P + 1), and we will then only refer to C.

In Fig. 4.1, we plot the PER and the e�ciency with respect to C in both PBS and
SBS contexts at di�erent SNRs. As expected, the higher C, the lower the PER. In
addition, at given PER, the gap between the both strategies (SBS and PBS) increases
as the SNR increases. In the same way as for the PER, increasing C leads to an
improvement in terms of e�ciency. Nevertheless the gain in e�ciency is only slight and
not signi�cant for a system design. At low and high SNRs, the gain is even so tiny
that it is di�cult to see it on the �gure. In Fig. 4.2, we represent the ratio between
the e�ciency obtained in the SBS and the e�ciency obtained in the PBS with respect
to the SNR for di�erent values of C. Firstly, as this ratio is always greater than or
equal to one, the e�ciency for the SBS is greater than or equal to the e�ciency for PBS
whatever the SNR. Secondly, we can notice that the gap in e�ciency between both
cross-layer approaches increases with C speci�cally at low SNR.

In Chapter 2, we have proven that the e�ciency at the MAC layer for HARQ schemes
based on IR is independent of the persistence when Pmax is a multiple of t0. This result
is valid for unequal DPDU sizes (wi 6= w1 for i 6= 1). Fig. 4.3 highlights this result for
two values of t0. The �rst one corresponds to t0 = 6 with the following code rates: 1,
4/5, 2/3, 1/2, 4/11, and 1/4. Along with a number of information bits equal to 320, we
add up 24 tailing bits, so that the number of bits fed into the convolutional encoder is
equal to 344. Thus the sizes of the t0 DPDUs are equal to: w1 = 344, w2 = w3 = 86,
w4 = 172, w5 = 258, and w6 = 430. The second example corresponds to t0 = 4 with
the following code rates: 1, 1/2, 1/3, and 1/4. In this case, the DPDU sizes are equal
to wi = 344, ∀i. We can check on Fig. 4.3 that the e�ciency hits the same value at
Pmax = {6, 12, 18} for t0 = 6 and at Pmax = {8, 12, 16} for t0 = 4, which con�rms the
result of Section 2.3.3. It is also interesting to note that the e�ciency is maximal when
Pmax is a multiple integer of t0, i.e. Pmax = a · t0, with a ∈ N∗, and that in the interval
[a · t0, (a+1) · t0], the e�ciency reaches its minimum for Pmax = (a+1) · t0−1. However,
those results have not been proven in Section 2.3.3.



Radio resource management 89

20 40 60 80 100 120 140 160

10
−5

10
−4

10
−3

10
−2

10
−1

10
0

C=NP
max

Π
S

(a)

SBS SNR=−5 dB
PBS SNR=−5 dB
SBS SNR=−3.4 dB
PBS SNR=−3.4 dB
SBS SNR=−2.6 dB
PBS SNR=−2.6 dB
SBS SNR=−2.2 dB
PBS SNR=−2.2 dB

−5 −4.5 −4 −3.5 −3 −2.5 −2 −1.5 −1
0

0.05

0.1

0.15

0.2

0.25

SNR

η S

(b)

C=24
P=1
C=60
P=4
C=96
P=7
C=168
P=13

Figure 4.1: Theoretical PER (a) and e�ciency (b) with respect to C for IR-HARQ
mechanism in PBS and SBS contexts. (R0 = 1/4, LF = 120 bits, and N = 3.)
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1/3, and 1/4.)

Let us now focus on the delay and the jitter. In Fig. 4.4, we display the delay and the
jitter with respect to C in both PBS and SBS contexts at di�erent SNRs. As expected,
if more retransmissions per FRAG are allowed, the delay and the jitter increase. At low
SNR, the delay and the jitter seem to increase linearly with respect to C. At medium
and high SNR, a �oor occurs as soon as C is large enough since the FRAGs are well
received without consuming the whole global transmission credit.

To be more precise, in Fig. 4.5, we display the PER versus the delay and the e�ciency
versus the delay for both cross-layer strategies at di�erent SNRs. We compare the PBS
strategy with one given C (actually, C = 24) to several SBS strategies designed with
di�erent C. In Fig. 4.5.a we show that, for a given SNR, decreasing C gracefully
degrades the performance in terms of PER to the bene�t of a smaller delay, and thus
allows to adjust the desired trade-o� between PER and delay at the NET level. We also
observe that equivalent performance for PBS and SBS can be achieved with a smaller
transmission credit when SBS is prefered to PBS.

In Fig. 4.5.b, as noticed in Fig. 4.1, the e�ciency can be slightly improved with the
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Figure 4.4: Theoretical delay (a) and jitter (b) with respect to C for IR-HARQ and
di�erent SNRs. (R0 = 1/4, LF = 120 bits, and N = 3.)

SBS strategy at the expense of the delay, or equivalently the PBS and the SBS can o�er
the same e�ciency and almost the same delay but not with the same value of C.

In Tab. 4.1, we summarize the best choices to do in terms of global transmission
credit with respect to the four performance metrics and the SNR. We do not comment
the results at low SNR since any system does not operate at such a SNR. At medium
and high SNR, one can select a medium C since it will ensure a small PER, a high
e�ciency and reasonable delay and jitter.

4.2.2 In�uence of the code rate

In this section, we analyze the in�uence of R0 when the global transmission credit per
DSDU is �xed and when the number of FRAGs per DSDU is also �xed. Consequently,
we consider the following con�gurations. In PBS context, C = Nr0(P + 1) is �xed, N
is �xed, but r0 and P may vary. We then analyze the trade-o� between the code rate
and the persistence. In SBS context, C is �xed, N is �xed, but r0 may vary. In other
words, we seek to know if we have to either transmit more times few di�erent DPDUs
or transmit few times more di�erent DPDUs.
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low SNR medium SNR high SNR

PER high C high C high C

E�ciency all C high C all C

Delay low C low C, medium C low C, medium C

Jitter low C low C, medium C low C, medium C

Table 4.1: Best transmission credit per DSDU with respect to performance metrics and
SNR.

In Fig. 4.6, we represent the PER and the e�ciency in SBS and PBS contexts and
for di�erent code rates. We observe that it is worth selecting the lowest mother code
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rate in order to improve the PER whatever the cross-layer strategy used. That means
that, for a same transmission credit C per DSDU, the redundancy is more relevant
than the "simple" repetition for the PER metric. We have the same result concerning
the e�ciency. It is then interesting to put a large amount of redundancy rather than
to grant a large number of "simple" repetitions. Note that the case R0 = 1 can be
assimilated to ARQ (even if the DPDU may not only contain information bits) while
the other cases (R0 < 1) are really IR-HARQ. It is already known that the IR-HARQ
o�ers a better granularity in terms of e�ciency than the simple ARQ. Indeed, in ARQ
mechanism, the e�ciency is either 0 or 1, and the other values occur but only over a
very small SNR interval.

In Fig. 4.7, we respectively plot the delay and the jitter in SBS and PBS contexts
and for di�erent code rates. At (very) high SNR, the delay is insensitive to the code
rate. Actually, as mentioned in the previous chapter, the delay goes to N when the
SNR gets high. Since the number of FRAGs N is the same whatever the mother code
rate, so is the delay in this range of SNR. At high and medium SNRs, it is interesting
to consider small code rate rather than high transmission credit per FRAG. At (very)
low SNR, that is the converse. We have similar phenomenon with the jitter, except at
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very low SNR since the lowest jitter is still given by the lowest mother code rate for the
both cross-layer approaches.
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Figure 4.7: Theoretical delay (a) and jitter (b) versus SNR for IR-HARQ, SBS and PBS
contexts, and di�erent R0. (N = 3, LF = 320 bits, and C = 36.)

As a conclusion, the values of the mother code rate have to be chosen accordingly
to Tab. 4.2. Except to very low SNR, we advocate to choose low code rate, that is
to say that, the IR-HARQ mechanism really needs to take bene�t of its associated
error-correcting code.

4.2.3 In�uence of the channel coding scheme

Until now, the channel coding schemes used for implementing IR-HARQ mechanism
(and even the other HARQmechanisms studied along the thesis) are based on the RCPC
codes introduced in [7]. The error-correcting codes obviously may have an in�uence on
the whole HARQ mechanism performance. Therefore, we propose hereafter to compare
the RCPC codes with other interesting error correcting codes such as the LDPC codes.
Indeed, it has been shown that the LDPC codes are adapted to IR [57] and o�er solutions
to improve the performance of HARQ mechanisms based on this concept [58]. However,
this section is not dedicated to a thorough analysis of the LDPC codes, but rather to the
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low SNR medium SNR high SNR

PER low R0 low R0 low R0

E�ciency all R0 low R0, medium R0 all R0

Delay high R0 low R0 all R0

Jitter low R0 low R0 all R0

Table 4.2: Best code rate with respect to performance metrics and SNR.

highlighting of the fact that the closed-form expressions established in Chapter 2 can
be applied whatever the considered codes and enable us to easily assess the resulting
performance. Even if there are more relevant ways to puncture the LDPC codeword [59],
we have considered here random puncturing for simplicity.

It is well-known that these LDPC codes o�er very small PER when the codeword
length is large enough, i.e. when the FRAG is large enough.

We then here compare RCPC and LDPC codes for di�erent values of FRAG length
in terms of capacity as de�ned in Section 3.5: κ = msη. For sake of simplicity, but
without loss of generality, we only focus on MAC layer, Gaussian channel, and QPSK
modulation. As a benchmark, we also plot the Shannon capacity for QPSK input which
is given by:

κQPSK ≈ 2(1− 2−γ), (4.1)

where γ is the SNR [60].
In Fig. 4.8, we plot the capacity versus SNR for both RCPC and LDPC codes when

the FRAG (i.e the codeword) only contains 64 bits. At this FRAG length, the RCPC
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Figure 4.8: Capacity versus SNR for RCPC and LDPC when the FRAG length is equal
to 64 bits at the MAC layer. (P = 11 and R0 = 1/4.)

codes o�er slightly better performance than the LDPC codes whatever the SNR. It is
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not a surprise since LDPC codes become to be very interesting when the codeword is
large enough.

In Fig. 4.9, we display the same criteria as in Fig. 4.8, but the number of bits in a
FRAG is increased and equal to 240 bits. The LDPC performance gets slightly better
than the RCPC one as soon as the SNR gets too bad.
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Figure 4.9: Capacity versus SNR for RCPC and LDPC when the FRAG length is equal
to 240 bits at the MAC layer. (P = 11 and R0 = 1/4.)

In Fig. 4.10, we plot the same metrics as in both previous �gures but with the
number of bits per FRAG equal to 1920 bits. The gap between RCPC and LDPC still
increases speci�cally at low and medium SNR. The LDPC capacity becomes closer to
the Shannon capacity as expected. That con�rms that LDPC codes are relevant channel
coding scheme candidates for HARQ as soon as the FRAG is large enough.
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4.2.4 In�uence of the number of FRAGs per DSDU

In this section, we evaluate the in�uence of the fragmentation on the four performance
metrics for PBS and SBS contexts. Thus we aim to determine if it is better to split one
DSDU into a high number of FRAGs (each with small size) or into a small number of
FRAGs (each with large size). Note that we do not into account the fragment overhead.

We consider that the number of bits per DSDU, denoted by LDSDU, is �xed and
that the global transmission credit is comparable for both strategies. We then get in
PBS context C = Nr0(P + 1), where the inverse of the code rate r0 and the persistence
P are �xed. Consequently, the global transmission credit per DSDU C is proportional
to the number of FRAGs per DSDU N . In other words, we assume that:

C

N
= constant (4.2)

where the constant is equal to 6 since we put R0 = 1/2 and P = 2. In SBS context, we
also assume that (4.2) means that the "average" number of transmissions per FRAG is
�xed. As LDSDU is equal to NLF and is �xed, increasing the number of FRAGs per
DSDU leads to decreasing the number of bits per FRAG.

In Fig. 4.11, we plot the PER and the e�ciency versus SNR for di�erent values of
N in PBS and SBS contexts. We observe that the PER decreases when the number of
FRAGs increases, i.e when the FRAG is smaller. Therefore fragmenting the DSDU is
interesting in terms of PER. Moreover the gap between the PBS and the SBS increases
when N increases. Indeed, the SBS handles better the case when the number of FRAGs
is high thanks to the credit sharing among all the FRAGs. In terms of e�ciency, as
already noticed by [61] at the MAC layer, the number of FRAGS has an impact on this
performance metric. We observe on part (b) of the �gure that it is a little advantageous
to split one DSDU into a high number of FRAGs for several ranges of SNR.

In Fig. 4.12, we display the delay and the jitter versus SNR for di�erent values ofN in
PBS and SBS contexts. As the delay corresponds to the number of DPDU transmissions
needed to successfully transmit one DSDU, it is at least equal to N . Consequently, at
high SNR, the higher N , the higher the delay, as observed on the �gure. At low and
medium SNRs, the delay is once again minimized when N is chosen as small as possible.
Note that we compare FRAG delay with di�erent sizes of FRAGs. If we can send the
FRAGs successively (without guard time between FRAGs), the transmit duration (in
second) is the same if the delay increasing is proportional to N . In PBS context, the
delay is proportional to N which implies that the transmission duration is insensitive to
N . In contrast, in SBS context, the delay is not proportional to N (except at high SNR),
and a careful observation of this �gure shows that the transmission duration increases
with respect to N . As for the jitter, the lower N , the lower the jitter. Nevertheless at
high SNRs, the gap for di�erent values of N is very tiny. In contrast, at medium SNRs,
we observe huge gap between small N and high N , speci�cally in the SBS context. At
medium SNRs, we have to choose a su�ciently small N to ensure a reasonable jitter in
SBS context.

In Tab. 4.3, we sum up the relevant choices for N with respect to the four perfor-
mance metrics and the SNR.
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Figure 4.11: Theoretical PER (a) and e�ciency (b) versus SNR for IR-HARQ mecha-
nism, PBS and SBS contexts, and di�erent N . (LDSDU = 960 bits, R0 = 1/2, and C/N = 6.)

low SNR medium SNR high SNR

PER high N high N high N

E�ciency all N high N high N

Delay low N low N low N

Jitter low N low N all N

Table 4.3: Best number of FRAGs with respect to performance metrics and SNR.

4.2.5 Application to di�erent QoS requirements

In this section, we provide some trends about the policy of radio resource management
that we have to follow for three types of data: the voice, the video, and the �le trans-
fer. The policy is summed up in Tab. 4.4 and has been ful�lled thanks to Tab. 4.1,
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Figure 4.12: Theoretical delay (a) and jitter (b) versus SNR for IR-HARQ mechanism,
PBS and SBS contexts, and di�erent N . (LDSDU = 960 bits, R0 = 1/2, and C/N = 6.)

Tab. 4.2, and Tab. 4.3 established in previous sections of this chapter. Therefore we
do not mention the cross-layer strategies (PBS/SBS) and the error-correcting codes
(RCPC/LDPC).

Low SNR Medium SNR High SNR

Voice low C, high R0, low N low C, low R0, low N low C, all R0, low N

Video low C, low R0, low N medium C, low R0, low N low C, all R0, high N

File high C, low R0, high N high C, low R0, high N high C, low R0, high N

transfer

Table 4.4: Best radio resource management with respect to application and SNR.
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4.3 Unequal data protection

For some applications, it is worth protecting the data di�erently. For instance, in the
video streaming context, the data associated with the �rst image or the data associ-
ated with the low-frequency image decomposition are more important than the data
corresponding to the image of the motion compensation or the data corresponding to
the high-frequency image decomposition. In addition, in IP context, the IP header has
to be read correctly. As a consequence, some data have to be more protected than
others [62�64].

For some other applications, we can loose some FRAGs without a�ecting signi�-
cantly the system performance. This is the case for the voice which is very robust to
packet loss. However, in this case the unequal protection is not necessarily an asset.

In any case, it is therefore of interest to inspect for both strategies:

• the packet loss of FRAG #i,

• the probability to get i erroneous FRAGs out of N FRAGs of the same DSDU.

From this study, we can show that the SBS strategy actually provides by construc-
tion an unequal packet loss protection at the FRAG level due to the fact that the
FRAGs are transmitted in an ordered manner. As a consequence, the �rst FRAG to be
transmitted is always better protected than the others.

In the PBS, since each FRAG is granted with the same Pmax value, the FRAGs are
inherently equally likely protected. We then propose to extend the PBS to an unequal
packet loss protection scheme by granting di�erent maximum transmission credit per
FRAG.

This section is organized as follows : in Section 4.3.1, we derive the probability to
successfully receive the FRAG #i in PBS and SBS context. We discuss the capability
of PBS and SBS to enable unequal packet protection. In Section 4.3.2, we derive the
probability to successfully receive a given number of FRAGs among N FRAGs.

4.3.1 Probability to receive the FRAG #i

Before deriving the probability to successfully receive the FRAG #i, we roughly justify
that SBS scheme is appropriate for doing unequal data protection. The �rst FRAG
can be transmitted as many times as needed, as long as the global transmission credit
C is not reached. Once the �rst FRAG is received without error, the second FRAG
is then sent and can be only retransmitted as long as the global transmission credit C
minus the credit used by the �rst FRAG is reached. Therefore, by noting k1 the number
of transmissions used by the �rst FRAG, there are C − k1 possible transmissions for
the second one. By assuming that the second FRAG is successfully received after
k2 transmissions (thus k1 + k2 transmissions have been already used by the two �rst
FRAGs), the third FRAG can be sent C − (k1 + k2) times at maximum. And so on
until either the N FRAGs are successfully received or the global transmission credit C
is reached. It appears then easily that the �rst FRAG has the highest probability to
be received without errors, since it is more likely to successfully receive one FRAG in
C transmissions at maximum than in less than C transmissions at maximum. More
generally, it comes that the probability to successfully receive the FRAG #i is more
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important than the one to successfully receive the FRAG #(i + 1). Hence, the cross-
layer approach allows an unequal protection of the data and thus, is a judicious choice
for the applications presented at the beginning of this section.

Let RPN (i) and RSN (i) be one minus the probability to receive successfully the
FRAG #i belonging to a DSDU consisting of N FRAGs in PBS and SBS contexts
respectively. Let us start with the SBS scheme. The probability to successfully receive
the FRAG #i, knowing that the global transmission credit is C, is equivalent to the
probability to successfully receive the i �rst FRAGs of the same DSDU in C transmis-
sions at maximum. Indeed, if the (i − 1) previous FRAGs are not received without
error, the FRAG #i would not be transmitted and would be considered as erroneous.
We then obtain

RSN (i) = 1−
C∑
k=i

pi(k), ∀1 ≤ i ≤ N. (4.3)

In Fig. 4.13, we represent the PER per FRAG index versus the SNR in the SBS scheme.
The lines represent the theory and the symbols the simulation. We observe that the-
oretical and empirical results perfectly match. Furthermore, as previously mentioned,
we observe that RSN (i) is smaller than RSN (i+ 1) for all SNR intervals. As a conclusion,
the more protected FRAGs are the �rst FRAGs of the DSDU since they could bene�t
from more transmission credit. Application of this unequal protection property could
be used for IP header protection which are more sensitive to errors than the payload
for some tra�c (video streaming, VoIP). In this case, the IP header should belong to
the �rst FRAG.
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Figure 4.13: Theoretical and empirical PER versus SNR for di�erent FRAG indices in
the SBS scheme. (N = 3, LF = 120 bits, R0 = 1/4, and C = 24.)

In the PBS scheme, each FRAG has the same protection since the same transmission
credit per FRAG is guaranteed. We then can obviously write

RPN (i) = RPN = 1−
Pmax∑
k=1

p1(k), ∀1 ≤ i ≤ N. (4.4)

In Fig. 4.14, we represent RPN (i) versus the SNR for di�erent i. Theory and practice
are in perfect agreement.
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We propose here to do unequal data protection in PBS by allowing di�erent trans-
mission credit per FRAG. In such a case, the more protected FRAGs are not necessarily
the �rst ones but those having the highest number of retransmissions. In Fig. 4.15, we
illustrate this approach since we plot the theoretical PER per FRAG versus SNR when
di�erent values of transmission credit per FRAG are provided. Note that this new
scheme, although derived from the PBS, can be cast in the cross-layer category since it
considers the fact that the FRAGs are coming from the same IP packet in an ordered
manner.
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Figure 4.14: Theoretical and empirical PER versus SNR for FRAG having the same
transmission credit in the PBS scheme. (N = 3, LF = 120 bits, R0 = 1/4, and P = 1.)
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Figure 4.15: Theoretical and empirical PER versus SNR for FRAG having di�erent
transmission credit in the PBS scheme. (N = 3, LF = 120, R0 = 1/4, and C = 24.)

In Fig. 4.16, we merge the theoretical results obtained in Fig. 4.13 and Fig. 4.15.
The global transmission credit per DSDU is the same for the SBS and PBS schemes,
therefore it is then fair to compare their performance. By noting Pk the number of
maximum retransmissions for the FRAG #k in the PBS case, we have C = r0(N +
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∑N
k=1 Pk). We observe that, with the PBS strategy, it is not possible to achieve the

SBS performance in terms of PER per FRAG. Indeed, the SBS adapts the persistence
per FRAG according to the channel quality, whereas the persistence is a priori �xed in
the PBS case. Then, if the PBS persistence for the FRAG #i is not su�ciently large to
allow successful transmission, the FRAG would be erroneous whereas, at the expense
of some additional transmissions, it could �nally be received without errors in the SBS
case. In the same way, if the FRAG #i is successfully received without having consumed
its whole persistence, the reminder of the transmission credit would be wasted in the
PBS context, instead of being used for the other FRAGs, if needed, in the SBS context.
As a consequence, we get a higher PER for each of the N FRAGs in the PBS strategy.
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Figure 4.16: Theoretical PER versus the SNR in unequal data protection context.
(N = 3, LF = 120 bits, R0 = 1/4 ; in SBS scheme, C = 24 ; in PBS scheme, P1 = 2 for FRAG 1,

P2 = 1 for FRAG 2 and P3 = 0 for FRAG 3.)

Note that in order to operate this unequal packet loss protection scheme, we need to
let the MAC layer send to the IP level IP datagrams with corrupted FRAGs. We have
to modify the SAR accordingly and let him know the maximum number of corrupted
FRAGs that it can allow within one IP packet.

4.3.2 Probability to receive i erroneous FRAGs among N

In this section, we study the probability to have a �xed number, noted i, of erroneous
FRAGs among the N FRAGs belonging to the same DSDU. By "erroneous FRAG",
we mean that the FRAG is received with error or is never transmitted.

Let SPN (i) and SSN (i) be the probability to have i erroneous FRAGs amongN FRAGs
in PBS and SBS contexts respectively. Like in the previous section, we start with the
SBS scheme. With this cross-layer strategy, the i erroneous FRAGs are necessarily the
last ones. Indeed, while a FRAG is not successfully received, the following FRAGs
are not sent. Then, the probability to have i erroneous FRAGs is equivalent to the
probability to receive only N−i FRAGs in exactly C transmissions or to the probability
to receive only N− i FRAGs in less than C transmissions when the FRAG #(N− i+1)
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is transmitted but always received with error. In other words, we get

SSN (i) =
C∑

k=N−i
pSN−i(k)(1−

C−k∑
k′=1

p1(k′)), ∀0 < i < N. (4.5)

When i = N or i = 0, we also can prove in a similar way that

SSN (N) = 1−
C∑
k=1

p1(k), (4.6)

and

SSN (0) =
C∑

k=N

pSN (k), (4.7)

this last one being obviously equal to 1−ΠS
S since the probability to have no erroneous

FRAG among N is equivalent to the probability to have successfully received all the N
FRAGs.

Let us move on the PBS scheme. In PBS, having i erroneous FRAGs among N is
equivalent to assert that N − i FRAGs are received without error and that i FRAGs
are received with error even after having used all their transmission credits. Receiving
a FRAG without error occurs with probability

∑Pmax
k=1 p1(k). Receiving a FRAG with

error occurs with probability 1−∑Pmax
k=1 p1(k). Consequently the �nal expression is

SPN (i) =
(

N

N − i

)( Pmax∑
k=1

p1(k)
)N−i(

1−
Pmax∑
k=1

p1(k)
)i
, ∀0 ≤ i ≤ N. (4.8)

The binomial coe�cient,
(
N
N−i
)
, is due to the fact that the indices of the i erroneous

FRAGs can be taken among all the N FRAGs.
In Fig. 4.17, we respectively plot SSN (i) and SPN (i) versus SNR. Theoretical results

(in lines) are identical to empirical ones (in symbols), what shows that the closed-form
expressions given by (4.5) and (4.8) are valid.

4.4 Comparison to OMNeT++ simulations

In this section, we compare the performance obtained by our closed-form derivations
and the ones computed from a discrete event based simulator using OMNeT++ software
as in [65] implementing the same HARQ protocol. This OMNeT++ implementation
is very close to real system, including all the signaling and framing. We show on a
one-hop link (2 nodes: one transmitter, one receiver) that for the PER we have a direct
matching between both approaches. For the delay, we can also achieve a good matching
by applying a translation formula (from number of packets to ms) which takes into
account the real characteristics of the OMNeT++ implementation. Furthermore, we
also simulate a two-hop link (3 nodes: one transmitter, one relay, one receiver) and
propose equations to predict, from our closed-form derivations, the PER and the delay
for the two-hop model. The prediction is actually quite accurate.

The simulation parameters are as introduced at the beginning of this chapter except
for the modulation that is a BPSK.

The OMNeT++ simulation includes the following features:
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Figure 4.17: Theoretical and empirical probability to have i erroneous FRAGs among
N for the SBS (a) and the PBS (b). (N = 3, LF = 120 bits, R0 = 1/4 ; in SBS scheme, C = 24

; in PBS scheme, P = 1.)

• The protocol at the Transport layer is User Datagram Protocol (UDP). That
means that no retransmission of the transport packet occurs, even if it has been
received with errors at the destination transport layer.

• The sliding window is set to 1 in order to comply with our assumptions.

• The network protocol is the IP protocol, so that the DSDU is an IP packet.

• The IP packet has the following structure:

� 4 bytes of signalling (SIG),

� 64 bytes of payload (PL),

� 8 bytes of UDP header (UDP),

� 20 bytes of IP header (IP).

The number of payload bytes has been chosen so that the IP packet has a size
equivalent to the one of the IP packets in applications like VoIP, but it obviously can
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be �xed to an other value. The IP packet is then fragmented in N FRAGs, with N put
arbitrarily to 4 in this section. The way the fragmentation is carried out is illustrated
on Fig. 4.18. First of all, the IP packet is divided in N blocks of same lengths (4 blocks
of 24 bytes on the scheme). To each block are added 9 bytes: 6 bytes of header and
3 bytes necessary for the Convolutional Coding (CCo) (leading here to a total of 33
bytes). The concatenation of the block bytes and of its header bytes is the payload of
one FRAG. Thus, each FRAG is constituted by its payload (here, of 30 bytes) and by
3 bytes for the coding.

PL (30) CCo (3)=

UDP (8)IP PaketPL (64) IP (20)
BLOCK 4 (24)BLOCK 3 (24)BLOCK 2 (24)BLOCK 1 (24)

SIG (4)

BLOCK 2 (24) Header (6)+ CCo (3) BLOCK 3 (24) Header (6)+ CCo (3) BLOCK 4 (24) Header (6)+ CCo (3)
BLOCK i (24) Header (6)+ CCo (3) FRAG i

for 1 ≤ i ≤ 4

BLOCK 1 (24) Header (6)+ CCo (3)

Figure 4.18: Fragmentation of the IP packet in 4 FRAGs.

Once the fragmentation is done, the FRAGs are sequentially transmitted, by apply-
ing the SBS or the PBS strategy conveniently, from the �rst node (N0) to the second
one (N1). If the N FRAGs are successfully received at the node N1, before the global
transmission credit (C in the SBS case and NPmax in the conventional one) is entirely
consumed, they are reassembled in one IP packet. Then, the received network packet
is one more time fragmented and the resulting FRAGs are successively sent to the fol-
lowing node (N2). The same process continues until the last node is reached or until
there is no more credit. In the �rst case, the IP packet is reassembled and sent to the
upper layer. In the other one, the IP packet is dropped and the next packet is treated
in the same way as above described. In our simulation, there are three nodes, mean-
ing that there is one source, one destination and one relay between them. Lastly, the
SNR is assumed to be identical on both links, so that the performance on the �rst link
(N0 → N1) are the same as the performance on the second one (N1 → N2). Fig. 4.19
illustrates this multi-hop context.

We show on Fig. 4.20 that (2.3) and (2.2) match the OMNeT++ simulation results
for the PER on one-hop link, and (2.10) and (2.9) for the delay as well. The solid lines
correspond to the theoretical results and the dashed lines to the simulation ones.

In the OMNeT++ simulation the delay is expressed in milliseconds (ms), whereas
our theoretical delay is given in number of transmitted DPDUs. Moreover we have to
take into account the ACK/NACK and the HELLO messages that can use the frame
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Figure 4.19: Framework.

slot dedicated to the DPDU transmission. Thus we have to �nd a translation formula
that converts the theoretical delay into a delay expressed in ms. This expression is given
by:

d̄xs = α · n̄xS · (1 + β), (4.9)

where d̄xS is the predicted delay (in ms) for the xBS strategy, α is the average duration
per DPDU transmission, and β is the average number of transmissions that are not
related to DPDU transmission. One DPDU is transmitted in 3 frames (2 for the DPDU,
1 for the ACK/NACK). Since the frame duration is equal to 10ms, we get α = 30ms.
The HELLO messages are sent every 11 frames. However, approximately 2/3 of the
HELLO messages are sent in the same frame as the ACK/NACK and thus should not
be counted. Thus, on the average, β = (1/3) ∗ (1/11). One can note that α and β are
independent of the cross-layer strategy.

We now study the two-hop case and try to propose equations to predict the PER
and delay performance from our closed-form expressions. For the PER metric, assuming
independent links, basic reasoning leads to the following expression:

Πx,N0→NL
S = 1−

L−1∏
i=0

(1−Πx,Ni→Ni+1

S ). (4.10)

where Πx,Ni→Nj

S is the PER at the IP level between the nodes Ni and Nj assuming that
the data go all through the (j−i−1) relay nodes from node Ni to node Nj (thus j−i+1
nodes). If we assume equal SNR for all links, (4.10) boils down to:

Πx,N0→NL
S = 1− (1−Πx

S)L. (4.11)

In the same way, we can guess that the delays accumulate at each link. Thus, we
propose to compute the end-to-end delay (in number of transmitted DPDUs) as:

n̄x,N0→NL
S =

L−1∑
i=0

n̄
x,Ni→Ni+1

S , (4.12)

where n̄
x,Ni→Nj

S is the mean delay at the IP level between the nodes Ni and Nj , which
can be simpli�ed for equal SNR on each link into:

n̄x,N0→NL
S = Ln̄xS . (4.13)

Note that if we want the delays to be expressed in ms to �t the OMNeT++ simulation,
one have to resort to the translation formula in (4.9).
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Figure 4.20: Theoretical and simulated PER (a) and delay (b) for one-hop link versus
SNR, at the IP level and for both SBS and PBS strategies, with BPSK. (N = 4, LF = 240

bits, R0 = 1/4, C = 32 (SBS), and P = 1 (PBS).)

Fig. 4.21 shows the results of the 2-hop simulation for the PER and delay. We
can clearly see that there is a good matching between both the proposed closed-form
expressions in (4.11) and (4.13) and the OMNeT++ results.

These results are encouraging in the sense that it seems very probable to predict
real system performance from our closed-form equations. One step further would be
needed to take into account more realistic assumptions and speci�cally a sliding window
greater than 1 (although it should not impact the PER performance).

4.5 Conclusion

In this chapter, we have focused on the applications of our performance metric deriva-
tions to practical issues (radio resource management, unequal packet loss protection
and multi-hop context). For the radio resource management, we have deeply analyzed
the in�uence of the following design parameters on the system:

• The global transmission credit (Pmax for the PBS and C for the SBS). Judicious
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Figure 4.21: Theoretical and simulated PER (a) and delay (b) for two-hop link versus
SNR, at the IP level and for both SBS and PBS strategies, with BPSK. (N = 4, LF = 240

bits, R0 = 1/4, C = 32 (SBS), and P = 1 (PBS).)

choices for this parameter are drawn in Tab. 4.1.

• The code rate R0. Judicious choices for R0 are drawn in Tab. 4.2.

• The channel coding. For short FRAG, the RCPC o�ers the same performance as
the LDPC but it is less complex. For long FRAG, the LPDC becomes better at
the expense of a higher computational load.

• The number of FRAGs per DSDU N . Judicious choices for N are drawn in
Tab. 4.3.

We thus have been able to provide a design solution for a given QoS associated with
the voice, or the video streaming, or the �le transfer for di�erent ranges of SNR. For
the unequal packet loss protection, we have shown that it is induced in the cross-layer
strategy introduced in [3], that is thus relevant for practical scheme such as multimedia
application. We then have extended this concept of unequal packet loss protection to
the conventional strategy. Finally, we have shown that we can predict the packet error
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rate and delay performance of a discrete event based realistic simulation implementing
the HARQ scheme, using the previous derived closed-form expressions.
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General Conclusion and

Perspectives

The work carried out in the thesis deals with the analysis of the di�erent HARQ schemes,
one of the key technique used in the new standards like Wimax, 3G LTE, and 4G. The
main objective being to �nd the best way to satisfy the user needs, we have focused on
the HARQ performance in terms of PER, e�ciency, delay, and jitter depending on the
type of data �ow (data, voice, video). Indeed these metrics play an important role in the
QoS requirements. Generally, the performance of the retransmission mechanisms are
evaluated at the MAC layer, knowing that each MAC packet is considered independently
of the others with its own persistence. However, the IP level is more representative of
the QoS perceived by the user than the MAC level. That is the reason why we have
considered along the thesis a cross-layer concept, based on the fact that the MAC pack-
ets are coming from a same IP packet and then are allocated a global transmission credit.

Taking into account the fact that the most relevant way to determine the system
behavior is by means of closed-form expressions, those ones giving quickly accurate re-
sults compared to approximations or simulations, Chapter 1 has been dedicated to a
thorough analysis of the existing theoretical formulas presented in the literature. We
then have highlighted two major results. Firstly, some confusions have been made re-
garding the metrics de�nition, thus leading to some invalid expressions for the relative
metrics. Secondly, the majority of the analytical expressions have been established at
the MAC level. Given the complexity of the HARQ computations, the performance at
the IP level have been mostly studied by either approximations and simulations or by
considering the ARQ protocol only. Furthermore, only the conventional concept has
been treated in the case of HARQ schemes.

In order to ful�ll the important gap in terms of performance closed-form expressions
at the IP level, we have derived in Chapter 2 the four metrics for both conventional and
cross-layer strategies. Since the cross-layer approach aims at optimizing the performance
at the IP layer, it was su�cient to establish their expressions at the IP layer only. For
the classical approach, the performance have been given at the MAC and IP levels. The
theoretical formulas we have established are valid for any type of HARQ, modulation
and propagation channel. Moreover, they can be applied regardless of the length of the
MAC packets, that can be di�erent when using the incremental redundancy concept.
The main part of the closed-form expressions presented in this chapter are totally new
because of the di�cult derivation of the HARQ schemes. In addition, the analytical
expressions have been derived into two particular cases: MAC packets with constant
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size and type I HARQ scheme. We also have discussed about the independence of the
e�ciency at the MAC level for incremental redundancy based schemes with regard to
the persistence parameter. We then have theoretically proven that the independence is
obtained when the transmission credit per FRAG is a multiple of the number of DPDUs
resulting from the FRAG encoding. Finally we have demonstrated that the PER at the
NET level is always lower in the cross-layer context than in the conventional one for
comparable parameters.

By means of the numerical evaluations of the closed-form expressions of the four
performance metrics, we have studied in Chapter 3 the in�uence of the HARQ mech-
anism, the cross-layer strategies, the modulation, and the propagation channel on the
system performance. First of all, we have illustrated the perfect matching between the-
oretical and empirical results for several system con�gurations. Then, depending on the
application the system is used for, we have noticed that, even if the best model is the
IC-HARQ (and this regardless of the user needs), the CC-HARQ or the IR-HARQ can
also achieve good performance. Furthermore, the analysis of the both cross-layer strate-
gies has enabled us to conclude that systems requiring small PER and high e�ciency
are more satis�ed by using the SBS whereas for real-time systems needing small jitter,
it is more relevant to adopt the PBS scheme. We also have investigated the in�uence of
the modulation and of the propagation channel. Thus, the reader may simply refer to
Tab. 3.2, Tab. 3.4, and Tab. 3.6 to select the best con�guration (retransmission scheme,
cross-layer strategy, modulation) for its system according to the desired QoS.

Finally we have focused on some applications our derivations framework can be
used for: radio resource management, unequal data protection, and multi-hop network.
For the radio resource management, we have thoroughly analyzed the in�uence of the
following design parameters on the system: the global transmission credit (Pmax for
the PBS and C for the SBS), the code rate R0, the channel coding, and the number
of FRAGs per DSDU N . The reader is invited to refer to Tab. 4.1, Tab. 4.2 and
Tab. 4.3 where he will �nd the most relevant parameters choice according to its QoS
requirements. Thanks to the derivations framework developed in Chapter 2, we also
have highlighted the fact that the unequal protection of the data is inherent to the SBS
scheme but not to the conventional one. We then have proposed a solution design for
the PBS scheme so that such a technique can be applied with it. Lastly, we have shown
that our closed-form expressions are valid for one link in a multi-hop network and enable
us to easily predict its global performance from the source to the destination.

The works completed in the thesis have raised a number of problematics which
should deserve to be treated in the future. These problematics are listed below.

• Regarding the established analytical expressions, they all have been expressed as
function of the PERs πj (as a reminder, πj is the probability that the (j + 1)th

DPDU transmission associated with one FRAG fails, given that the j previous
DPDU transmissions associated with the same FRAG failed). Those PERs de-
pend on the retransmission scheme, the size of the MAC packets, the modulation,
the propagation channel and so on. They then have to be estimated by means
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of simulations, as soon as one of the characteristics quoted just above changes.
Although we do not have to simulate the segmentation and reassembly process
to compute the πj , the programming of the HARQ mechanism has to be done.
It would then be very helpful to �nd the theoretical formulas or tight bounds for
the πj . Such analytical expressions would avoid a high number of time-consuming
simulations.

• We have just touched upon the capability of the HARQ to provide an unequal
packet protection in a cross-layer strategy, giving the basic performance equations.
Further work needs to be carried out to set up strategies in the case of speci�c
problems such as IP header protection and video streaming in relationship with
existing solutions driven by the application layer.

• Regarding the multi-hop context, it would be interesting to extend the studies
carried out for the PER and the delay to the e�ciency and the jitter. Thus, we
would be able to fully determine what is the QoS perceived by the user in a multi-
hop context without resorting to time-consuming simulations. In other terms, we
would have a perfect knowledge of the system behavior from the Radio Access
layers to the Transport layer, what would reinforce the cross-layer optimization.
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