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& Biosciences (LOB), Ecole Polytechnique, Palaiseau, France.

Thank you all, we will get this paper published soon !

• The project on the imaging of the human cornea described in chapter 5 involved quite a
few people:

– Florent Aptel, Jean-Marc Legeais and Gilles Renard, ophthalmologists at the Labo-
ratoire Biotechnologie et Oeil (Université Paris V), Hôtel-Dieu Hospital, Paris
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Foreword

This is the most difficult part of the thesis to write: how to make it seem like three years
of work were done to answer one specific question. We can start by giving the state of the art
of THG microscopy in 2006:

• Phase-matching conditions have been identified; interfaces and inclusions have been rec-
ognized as the geometries producing the most signal.

• Chemical specificity has been studied, and lipids have been described as a major source
of contrast in biological samples.

• Biological applications on developing embryos and cultured cells have been demonstrated.

The easy way out would be to present it as a follow-up to Delphine Débarre’s thesis, quoting
from her conclusion:

Afin d’augmenter encore la qualité des données obtenues, de nombreuses amé-
liorations techniques peuvent être envisagées, telles que la mise en forme temporelle
(pulse shaping) ou spatiale (PSF engineering) des impulsions, ou encore la correction
des aberrations induites par les tissus.

that can be translated to:

In order to increase the quality of the data/images, several technical improve-
ments can be considered such as temporal pulse shaping, PSF engineering or the
correction of tissue-induced aberrations.

There are therefore three main objectives in this thesis:

1. Continue the study of phase-matching conditions in coherent nonlinear microscopy.
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2. Work on the aforementioned technical improvements.

3. Demonstrate new applications of THG microscopy in biology.

Outline

• Chapter 1 gives a rapid introduction to the different methods of nonlinear microscopy
that are now used. A particular attention is given to THG microscopy.

• Chapter 2 describes a general method to model coherent nonlinear microscopy, and illus-
trates several properties using simpler analytical models.

• Chapter 3 deals with the influence of the structure of the sample on the phase-matching
conditions in THG microscopy, using numerical simulations performed with the model
described in chapter 2.

• Chapter 4 covers three different topics: it starts by an expansion of the third chapter for
non-Gaussian excitation, and then presents two different experimental studies of wavefront
control in nonlinear microscopy.

• Finally, chapter 5 presents two novel biomedical applications of nonlinear microscopy.
The first one is on the multimodal nonlinear imaging of the unstained human cornea,
done in collaboration with LOA6 (ENSTA, Palaiseau) and Hospital Hotel-Dieu (Paris).
The second one is on the reconstruction of the zebrafish embryo development during the
first 3 hours of development, done in collaboration with INAF7 (Gif), Univ. Madrid8 and
CREA (X, Palaiseau).

6Laboratoire d’Optique Appliqué
7Institut de Neurobiologie Alfred Fessard
8Universidad Politécnica de Madrid
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INTRODUCTION

Since its introduction in 1990, multiphoton1 microscopy [1] has become a widely used tool in
cell and tissue biology [2, 3]. This technique relies on the different nonlinear optical phenomena
that can occur in the presence of an intense electric field [4, 5], such as the field produced by a
focused femtosecond laser beam. We will briefly describe the main concepts and the properties
of this type of microscopy in section 1.1, with a particular attention to the advantages it offers
for deep tissue imaging in section 1.2, before detailing the different modalities that can be used
in section 1.3. THG microscopy is the main focus of this thesis, and it is discussed in section 1.4,
followed by a discussion on the combination of several sources of contrast in section 1.5, and
finally a study of epidetection in nonlinear microscopy in section 1.6.

1.1 Principles & Properties

Nonlinear microscopy is a scanning method that relies on the nonlinear optical properties
of the sample [1, 3]2. Figure (1.1) gives a simple view of what a nonlinear microscope consists

1also called nonlinear microscopy, both terms will be used indifferently in this thesis
2The equations that describe nonlinear optical phenomena can be found in Appendix A
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Chapter 1. Multiphoton Microscopy in the Biosciences

of:

• A laser source: typically a femtosecond Ti:Sa laser.

• A scanning system: usually the beam is scanned in the sample.

• A microscope objective that focuses the laser beam into a diffraction-limited spot.

• A set of filters and detectors that are appropriate for the wavelength(s) of the nonlinear
process(es) used.

A computer controls the synchronization between the scanning and the detection.

Figure 1.1: Schematic view of a multiphoton microscope
The laser beam is focused into the sample. At the vicinity of the focal point, the
intensity is high enough to allow nonlinear optical phenomena to occur. Nonlinear
photons then propagate, and are detected or filtered out depending on their wavelength.

1.1.1 Optical Sectioning

Because an nth order nonlinear signal is proportional to the nth power of the excitation,
the nonlinear signal obtained from a focused beam comes essentially from the region of highest
intensity referred to as the focal volume. This means that the origin of the signal is intrinsically
confined, as illustrated by figure (1.2), in which a solution of fluorescein is illuminated by two
different lasers: a CW laser at 488nm, and a pulsed laser at 960nm. The first laser induces
one-photon-excited fluorescence all along its propagation and we can clearly see the cone of
excitation, whereas the pulsed laser only induces two-photon excited fluorescence where the
square of the excitation intensity is highest, i.e in the vicinity of the focal plane of the objec-
tive. Thus, the origin of the nonlinear signal is confined, and the 3D distribution of nonlinear
signal can be obtained by scanning the beam focus through the sample.

This intrinsic optical sectioning obviates the need for a confocal pinhole in front of the
detector, contrary to the case of linear confocal microscopy where such an aperture is necessary
to provide 3D resolution. Adding a pinhole in a nonlinear microscope produces only a marginal
increase in resolution [6, 7], ans reduces the signal collection efficiency, particularly in scattering
samples.

1.1.2 Excitation

Nonlinear microscopy became a popular technique thanks to the introduction of robust
commercial femtosecond laser sources, the latest generation often being turnkey computer-
controlled systems. For example, typical Titanium: Sapphire (Ti:Sa) lasers provide ≈ 100fs

2
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Figure 1.2: Illustration of optical sectioning in focused nonlinear
excitation
Photographs of a solution of fluorescein after one photon excitation (left) and 2-photon
excitation (right). Adapted from [3].

1st order (linear) S1 = P0

2nd order S2 ∝ P 2
0

fτ

3rd order S3 ∝ P 3
0

f2τ2

Nth order Sn ∝ Pn
0

f (n−1)τ (n−1)

Table 1.1: Nonlinear signal for a given pulse-duration and repeti-
tion rate
Linear fluorescence only depends on the average power, but the higher the nonlinear ef-
fect, the more advantageous it becomes to have short pulse-durations or low repetition
rates.

pulse trains with a central wavelength tunable in the 700-980nm range, with a repetition rate
of ≈ 80MHz, and an average output power larger than 2W. These sources are well suited
for two-photon excited fluorescence (2PEF) imaging of visible chromophores (eg: GFP). If we
consider an nth order nonlinear process, the nonlinear signal will scale as the average of the nth

power of the excitation [4]. If we consider a pulse duration τ and a repetition rate f for a given
average power P0, the intensity of a single Gaussian pulse can be expressed as:

I(t) =
P0

fτ
√

2π
e
−t2

2τ2 (1.1)

and an nth order nonlinear signal Sn is then proportional to:

Sn ∝ f.〈I(t)n〉 (1.2)

The nonlinear signal for an nth order nonlinear process as a function of pulse-duration and
repetition rate are summed up in Table 1.1.

3



Chapter 1. Multiphoton Microscopy in the Biosciences

We see that for all the nonlinear modalities, the signal scales inversely with the pulse-
duration and the repetition rate. This means that in experimental situations where the exci-
tation is not saturated, amplified pulses such as the ones provided by regenerative amplifiers
and Optical Parametric Amplifiers (OPA) can be advantageous in nonlinear microscopy, as
demonstrated by Theer et al. [8] in the case of 2PEF microscopy. However, the low repetition
rate of these sources sets upper bounds on the achievable image pixel rate. Very short lasers
with pulse-durations of a few femtosecond also have an interesting potential, but require to
implement dispersion compensation techniques.

As mentioned above, typical values for the repetition rate and pulse-durations are respec-
tively 100Mhz and 100fs, which means the ratio fτ is in the order of 108×10−16 = 10−5: for a
third order process, the difference in nonlinear signal using a CW laser or a Ti:Sa laser is 10−10.
Typical imaging conditions yield approximately one photon per µs, which means getting one
photon using a CW laser with the same average power would take about 2 hours and 45 minutes.

a

b

Figure 1.3: Pulsed excitation compared with continuous excitation
Comparison between the efficiency of a continuous (a) and pulsed (b) excitation for a
third order nonlinear process. Adapted from [9].

The laser system used during this thesis consists of a Ti:Sa oscillator and a synchronously
pumped OPO. The Ti:Sa laser is a turnkey system (Chameleon Ultra II, Coherent) that is
tunable between 680nm and 1080nm and provides pulses of ≈ 100fs. It can be used directly
as an excitation source, or to pump an Optical Parametric Oscillator (OPO, APE) that pro-
vides pulses between 1050nm and 1.3µm, with pulse-durations of ≈ 100fs (more details in
Appendix B.1). This laser chain can therefore provide excitation with a center wavelength
tunable in the 680-1300nm range, depending on the application.

1.1.3 Scanning

The spatial confinement of the nonlinear signal implies that nonlinear microscopy is intrin-
sically a scanning technique, which means the imaging speed is limited either by the signal level
(ie: the minimum pixel acquisition time), or by the speed of the scanning method. The most
common scanning technique relies on galvanometric mirrors which provide rapid beam steering
(typically 100-500 µm per ms in the sample), so the signal level is usually the limiting factor
in biological samples.

Several technological developments aim at increasing the imaging speed: parallelization us-
ing multiple beams for example [10–12], means the imaging speed can be increased linearly with
the number of beams. Line scanning [13, 14], which reduces the dimension of the scanning space
by one, is an interesting alternative although it degrades the axial resolution and increases the
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1.1 - Principles & Properties

alignment complexity.

Temporal focusing is an interesting approach where the sectioning is achieved by temporal
instead of spatial focusing: the spectral phase of the pulse is modulated so as to have a short
pulse only at the focus of the objective, which means full field imaging is possible if the intensity
is high enough, as demonstrated in the case of 2PEF microscopy by Tal et al. [15]. This method
can be combined with line scanning techniques which allow an improved speed without compro-
mising the resolution [16, 17], or with phase-shaping methods to increase the resolution [18, 19].

Wide field3 CARS has been demonstrated by Heinrich et al. [20] using a folded excitation
geometry, and allows an imaging speed of a few nanoseconds which is orders of magnitude
shorter than the fastest scanning techniques.

However, we note that all these parallel methods share some drawbacks: first the detection
system has to be changed from a point detector (usually a photo-multiplier tube (PMT)) to
a camera, or at least a multi-point detector, but more importantly they also limit the attain-
able imaging depth (discussed in section 1.2), as the scattering of the nonlinear photons by
the sample now degrades the quality of the images. Thus, the application of these methods is
somewhat restricted to thin samples, for which linear methods such as confocal microscopy are
also adapted (and often cheaper).

Finally, when the signal level is not limiting, fast scanning methods can be used:

• Acousto-optic modulators [21, 22] can replace the galvanometric mirrors, as their speed is
orders of magnitude higher, but they introduce several complications such as chromatic
aberrations, chromatic dispersion, and important losses. These issue can be addressed [23,
24] at the price of increased experimental complexity.

• Video-rate imaging can be achieved by using a fast element for scanning along one di-
mension, such as a polygon scanning mirror (used in ref. [25] for coherent anti-Stokes
Raman scattering microscopy) or a resonant galvanometer (used for 2PEF microscopy in
ref. [26]).

1.1.4 Resolution

Resolution in multiphoton microscopy will be discussed in more details in Chapter 2. A rule
of thumb, though, is that assuming a Gaussian-Gaussian spatial excitation profile the resolu-
tion for an nth order nonlinear effect will depend on the wavelength divided by

√
n because the

width of the nth power of a Gaussian function is equal to the width of the Gaussian function
divided by

√
n.

Due to the geometry of the excitation, the lateral resolution is better than the axial reso-
lution. Approximate analytic expressions have been derived from numerical calculations in the
case of an nth order incoherent process assuming a Gaussian-Gaussian excitation profile as [27]:

3Wide in this case is an area of 50µm by 50µm
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δlat =
0.61λ

sin θ
√
n

(1.3)

δax =
0.894λ

(1− cos θ)
√
n

(1.4)

where 2θ is the focusing angle sustained by the objective lens (and is related to the often used
Numerical Aperture (NA) by the equation NA = n sin(θ)). If we compare these resolutions
with the ones achieved using confocal microscopy, we see that the resolution is not as good
because of the longer wavelengths involved (typically, for an nth order effect the excitation is n
times the linear excitation wavelength, so the resolution is decreased by a factor

√
n). However,

the spatial confinement and therefore the resolution is much better preserved when the beam
is focused inside a scattering sample (which is the case of most biological tissues) in the case
of 2PEF than in the case of 1PEF, as will be discussed in section 1.2.

1.1.5 Photo-bleaching

In the case of 2PEF microscopy, one advantage of the confinement of the excitation is
that there is no photo-bleaching away from the focal volume. As photo-bleaching is propor-
tional to the excitation rate, we see that in linear microscopy it is not limited to the imaged
plane, and that every plane absorbs roughly the same amount of energy. The ratio of induced
photo-bleaching between linear and 2PEF imaging (assuming the same axial sampling) is thus
proportional to the thickness of the imaged sample divided by the axial resolution .

1.1.6 Photo-toxicity

One final advantage of nonlinear microscopy is the reduced photo-toxicity for 3D imaging.
The main reason for that is that the linear absorption of biological tissues is much lower in the
near-IR wavelengths (typically 700-1300nm) used for nonlinear microscopy than for the wave-
lengths used in linear microscopy (typically, 350 to 500nm), as illustrated in figure (1.5). This
spectral region is sometimes called transparency window for this reason (if the wavelength is
increased, the absorption of water significantly increases). Moreover, even when we consider the
influence of 2-photon-excited photo-toxic effects [28–32], they are limited to the imaged plane
by the same mechanism as the optical confinement, which means 3D imaging can be performed
with reduced toxicity . Squirrell et al. [33] demonstrated the possibility to image a developing
mouse embryo during hours using 2PEF microscopy without compromising its viability.

1.2 Deep Tissue Imaging

One of the main advantages of nonlinear microscopy over linear (confocal) microscopy is its
ability to image deeper inside scattering tissues [8, 34–37], as illustrated by figure (1.4), where
a mouse brain slice is imaged down to a depth of approximately 1mm.

The main reason for this is that the excitation wavelength in multiphoton microscopy (typ-
ically 900nm) is longer than in linear microscopy (typically 500nm), and that two of the most
limiting factors, e.g. the absorption and the scattering are wavelength dependent. This means
they affect optical sectioning more severely in linear microscopy than in nonlinear microscopy,
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Figure 1.4: Deep tissue imaging with 2PEF microscopy
2PEF microscopy image of a brain slice stained with a fluorescent dye. Adapted from
[37].

as discussed below. The use of longer wavelengths in nonlinear microscopy (λ > 1.2µm) to
achieve deeper penetration inside tissues has been recently reported [38]. Other reasons are
related to the imaging mechanisms and will be discussed in the next paragraph.

1.2.1 Conservation of the Optical Sectioning with Depth

The optical sectioning in nonlinear microscopy is more robust than that of linear confocal
microscopy in turbid media for two reasons:

• The confinement of the excitation due to the nonlinearity is maintained in scattering
media. The scattered photons can therefore induce no fluorescence.

• In confocal microscopy, fluorescence photons originate from the whole excitation cone and
from the scattered excitation photons. In order to be detected, the photons not only have
to be collected, but they also have to go through a pinhole that is conjugated with the
focal point of the objective. In the absence of scattering, this technique effectively filters
out the out-of-focus photons, but in the presence of scattering not only can the photons
created at the focal point be filtered out because they have been scattered on the way
back, but out of focus photons can be detected if the scattering gives them a trajectory
that seems to originate in the focal volume. The absence of out of focus fluorescence
means that this does not happen in nonlinear microscopy.

1.2.2 Absorption

The absorption of a medium can be described by its absorption mean free path (noted la)
which is defined as the average distance traveled by a photon before being absorbed. Light
propagating in an absorbing medium can therefore be described by the Beer-Lambert law:

I(z) = I(z = 0).e−z/la (1.5)

where I(z) is the intensity after traveling a distance z inside the absorbing medium.
Absorption is an important limiting factor in linear confocal microscopy because the excita-

tion wavelength is typically in the UV or blue part of the visible spectrum, and cells and tissue
components exhibit strong absorption at these wavelengths, as illustrated by figure (1.5).

In both linear and nonlinear microscopy, the first effect of absorption is to decrease the
intensity of the signal. Yet, in linear microscopy it also tends to reduce the signal-to-background
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Figure 1.5: Absorption spectra of the main absorbers present in
biological samples
Adapted from [3].

ratio. Indeed, the influence of absorption is more important on the “signal” photons propagating
from the focal volume to the collection optics than on the “background” photons created in the
cone of excitation.

This phenomenon is not present in nonlinear microscopy, as long as the excitation is confined
to the focal volume.

1.2.3 Scattering

Like absorption, scattering is often described by a scattering mean free path (noted
ls), defined as the average distance traveled by a photon between two scattering events. The
evolution of the intensity of the un-scattered light can thus be written as:

I(z) = I(z = 0).e−z/ls (1.6)

where z is the distance traveled in the scattering medium. Another parameter used to
describe scattering is the mean scattering angle :

g = 〈cos(θ)〉 (1.7)

where θ is the angle between the original direction of the photon and the direction in which
it is scattered.

Similarly to absorption, scattering is highly dependent on the wavelength, as illustrated by
figure (1.6) which shows the scattering mean free path as a function of the wavelength for a
mixture of droplets of diameters ranging from 20nm to 700nm. It is also strongly sample-
dependent as illustrated by table 1.2 which compares the scattering properties of the mouse
brain and liver tissues.

The scattering mean free path increases with the wavelength (ls ∝ λ2.4 according to ref-
erence [39] ), which provides deeper excitation in nonlinear microscopy compared to linear
microscopy. If multiple scattering can be neglected, the imaging depth in nonlinear microscopy
is directly proportional to ls, hence the benefit of using longer wavelengths. Scattering puts a
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Figure 1.6: Scattering coefficient µs = 1/ls as a function of the
wavelength
for a mixture of droplets of diameters ranging from 20nm to 700nm. The scattering
mean free path dependence on the wavelength can be approximated by a power law.
Adapted from reference [39].

λ (nm) ls (µm ) g

480 42 0.91

Brain (white matter) 850 71 0.95

1064 91 0.95

515 35 –

Liver 850 50 0.95

1064 67 0.93

Table 1.2: Scattering properties of brain and liver tissues In both
cases, ls increases with the wavelength. Adapted from references [35, 40].

fundamental limit on the imaging depth, because the exponential decrease in excitation inten-
sity eventually leads to a situation where the intensity at the surface is higher than at the focal
plane [41, 42].

1.2.4 Aberrations

Another element that limits the imaging depth is the presence of optical aberrations due
to refractive index-mismatches before and within the sample [43–45]. The deeper the beam is
focused in the sample, the more aberrations increase the size of the focal volume, which has
severe consequences on nonlinear signals. Their influence will be discussed in more details in
section 4.6.
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1.3 Different Types of Nonlinear Microscopies

Linear Non linear

I ∝ I I , I ∝ I2 I , I ∝ I3

1PEF 2PEF 3PEFSHG THGCARS

I ∝ I.I2

Figure 1.7: Different types of nonlinear microscopies
2PEF: 2-Photon Excited Fluorescence, 3PEF: 3-Photon Excited Fluorescence, SHG:
Second Harmonic Generation, THG: Third Harmonic Generation, CARS: Coherent
Anti-stokes Raman Scattering. Adapted from [9].

Although SHG and CARS microscopy were the first nonlinear imaging techniques demon-
strated experimentally [46, 47], they remained mainly a curiosity for a decade, and it was not
until 2PEF microscopy was also demonstrated [1] that multiphoton microscopy found applica-
tions in biology [3]. Although 2PEF is still by far the most widely used nonlinear microscopy
technique in biology, the other modalities are becoming more and more relevant.

1.3.1 2PEF (and 3PEF) Microscopy

1.3.1.1 2PEF: Principles & Properties

Predicted in the first part of the XX th century by Maria Göppert-Mayer [48, 49], 2-Photon-
absorption was first demonstrated in 1961 in a CaF2 : Eu2+ crystal [50]. Two-Photon Excited
Fluorescence microscopy relies on the simultaneous absorption of two photons from the exciting
beam which excite a fluorescent molecule which relaxes to the ground state by emitting one
fluorescence photon whose energy is equal to the sum of the energies of the absorbed photons
minus the energy corresponding to the Stokes shift [27]. 2PEF is an incoherent process, and al-
though it is a second order process (the signal scales as the squared intensity of the excitation),
it depends on the imaginary part of the third-order nonlinear susceptibility Im(χ(3)) of the
sample. For a quantum description of the two-photon excitation process, see references [51, 52]
and more specifically of 2PEF microscopy, see references [4, 5, 53]. Two-Photon Excited Flu-
orescence microscopy usually relies on a tunable femtosecond laser source for the excitation,
with pulse durations of 100− 150fs and wavelengths between 700nm and 1µm.

Shorter pulses are sometimes used, but the fact that they have large spectra means they
can simultaneously excite many fluorophores without specificity. Moreover, delivering sub-50fs
pulses to the focus of a microscope requires to implement elaborate dispersion-compensation
schemes. However, an interesting possibility offered by broadband ultrashort pulses is to com-
bine 2PEF microscopy with coherent control methods. Indeed, by controlling the spectral phase
of the excitation one can select a particular 2-photon transition (demonstrated by Meshulach
et al. [54]). This approach allows selective excitation of different chromophores with a fast
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switching ability. Implementations of this method for 2PEF imaging of living samples have
been performed recently by Ogilvie et al. [55], and Pillai et al. [56].

Figure 1.8: Example of 2PEF imaging in developmental biology
2PEF image of a nls-GFP drosophila embryo (Bloomington Stock center) at the end
of the cellularization. This transgenic strain expresses eGFP in its nuclei. Scale bar
=50µm. Adapted from reference [57].

Most of the fluorophores used in linear fluorescence microscopy can be used in two-photon
excited fluorescence microscopy. The rule of thumb is that their 2-photon absorption spectra
are shifted towards twice the linear wavelengths, and that their (one-photon) emission spectra
are mostly unchanged, even though some exceptions do exist. 2PEF excitation spectra are
usually broader than their 1PEF counterpart, so that multicolor imaging with several dyes is
easier in 2PEF.

1.3.1.2 2PEF: Applications in Biology

nation intensities than would be required for MPM with con-
ventional probes. However, protein binding or association with
membranes or lipid droplets may enhance the in vivo f luores-
cence quantum yield. In addition, many autofluorophores are
found at extremely high concentrations; for example, indoleam-
ine concentrations within secretory granules are �50 mM (10,
11). Within the Ti:Sapphire (Ti:S) laser tuning range, the 2PE
cross sections are maximal between 700 and 750 nm, and
therefore intrinsic imaging is usually carried out in this range.
This wavelength dependence explains why multiphoton imaging
at �800 nm has been reported to be more damaging (19), with
or without any added fluorophores. Excitation of intrinsic
species often cannot be avoided and maximized collection
efficiency is crucial for maintaining the minimal excitation dose
to minimize photodamage. For functional imaging, doses at 20
mW��m2 (a few mW at high NA) with a beam dwell time of �1
�sec are generally safe (8, 11).

Fig. 1b shows the emission spectra of the molecules whose
action cross sections were reported in Fig. 1a. These spectra
demonstrate that discrimination between sources of intrinsic
f luorescence is often difficult and cannot be based on emission
wavelength alone. Much of the intrinsic f luorescence observable
with MPM is in the 440- to 500-nm range, and verification of the
source of a particular emission often requires additional infor-
mation, such as knowledge of the tissue’s biochemical compo-
sition, additional immunohistochemistry, colocalization with
organelle stains, or fluorescence decay time measurements.

Cellular Sources of Intrinsic Emissions. The primary intracellular
sources of fluorescence are NAD(P)H, flavins, retinol, and
tryptophan and its indoleamine derivatives. Indoleamines, such
as serotonin (5-HT) and melatonin, have 1PE absorption max-
ima at wavelengths �300 nm with emission at 340 nm, requiring
3PE between 700 and 800 nm (10). Serotonin-containing gran-
ules in cultured mucosal mast cells can be directly imaged to
follow both 5-HT uptake and stimulated exocytosis (11). In-
doleamine pools can be imaged in vivo as well. For example,
indoleamine-containing granules in a mouse pineal gland are
identified by imaging the UV emission (Fig. 2a Right). The
proximal choroid plexus (Fig. 2a Left) shows a uniform intra-
cellular Trp pattern suggestive of the general protein distribution
(10, 11). In addition to serotonin, other indoleamines including
melatonin and the 5-HT oxidation products 5-hydroxyindole
acetic acid (5-HIAA) and 5-hydroxytryptophol (5-HTOL), are
found in high concentrations in various living tissues (20) and, if

present, would be observable in vivo within the same wavelength
range (see Table 1). Although the subcellular localization of
melatonin (and 5-HT) in pinealocytes is still unresolved; the
direct imaging approach demonstrated here (Fig. 2a Inset)
corroborates immunohistochemical and cell fractionation stud-
ies that indicate that indoleamines are located in the nucleus in
pinealocytes (21).

In pinealocytes, blue fluorescence (�400–490 nm) arises in
separate punctate regions (Fig. 2b Right). A major source of
intracellular blue emission is NAD(P)H�NAD(P)�, which is
f luorescent only when reduced. Nicotinamide adenine dinucle-
otide (NADH) fluorescence has long been used as an indicator
of cellular metabolic state (22, 23). In neurons (data not shown)
and pancreatic beta cells (7), the punctate blue fluorescence
originates primarily from mitochondrial NAD(P)H. Flavins flu-
oresce yellow in their oxidative states, and, in some tissues, FAD
and NAD(P)H together can provide ratiometric mapping of
cellular redox state (9, 23, 24). In epithelial cells of the choroid
plexus (Fig. 2b Left), the uniform blue fluorescence is due, at
least in part, to the high concentrations of protein-bound retinol
(25), rather than solely of NAD(P)H. By using antibodies against
retinol-binding protein (RBP), we have found that the same
general regions that exhibit blue fluorescence in vivo also stain
positive for RBP (data not shown).

Distinct UV and blue emission patterns of microvilli in the
small intestine of mouse are shown in Fig. 2 c and d. The UV
fluorescence (Fig. 2c) again shows a uniform Trp background
with a few bright punctate spots, possibly indicating indoleamine
storage, whereas the blue fluorescence (Fig. 2d) clearly delin-
eates the structure of the epithelial cells (Inset). In ovarian
epithelial cells (Fig. 2e) and in the granulosa cells (arrowhead)
and oocytes (O) of the developing follicle, blue fluorescence,
presumably because of NAD(P)H, again delineates the cellular
regions. Thecal cells (T) surrounding follicles show punctate
regions of green-yellow fluorescence of an unknown origin,
whereas the corpus luteum (CL) emits bright blue fluorescence
compared with other stromal cells. Although studies have shown
that luteal cells can contain high levels of NAD(P)H (26), the
fluorescence also occurs because of the high concentration of
retinol found in this tissue (27). Our signal level is consistent with
published retinol concentrations (27) and its 2PE action cross
section (Fig. 1a). Furthermore, the luteal intrinsic f luorescence
remains even after fixation, which generally destroys NAD(P)H
fluorescence. Fig. 2 e and f demonstrate the similarity of MPM

Fig. 1. Two-photon action cross sections and emission spectra from a basis set of biological molecules. (a) Action cross sections (absorption cross section
multiplied by the fluorescence quantum yield) of six molecules that contribute much of the intracellular 2PE intrinsic fluorescence. Units: 1 GM (Göppert-Mayer)
equals 10�50�cm4 s. All compounds were measured in buffered (pH 7.2) saline solution, except retinol and cholecalciferol (vit D), which were measured in EtOH.
Riboflavin, cholecalciferol, and NADH were measured at 100 �M; retinol, folic acid, phylloquinone, pyridoxine, and nicotinamide were measured at 500 �M. (b)
Emission spectra of the compounds shown in a (measured in the same solvents).

7076 � www.pnas.org�cgi�doi�10.1073�pnas.0832308100 Zipfel et al.

Figure 1.9: Excitation & emission spectra of intrinsic fluorophores
(a) Two-photon action cross sections and (b) emission spectra of some of the major
cellular fluorophores. Units: 1GM = 10−50.cm4.s. Adapted from [58].

2PEF microscopy is by far the most widely used nonlinear imaging modality in biology. Its
technological development has been propelled by the important applications it found in neu-
roscience [59–63], where animal models, including fluorescent transgenic constructs, are widely
used, and deep tissue imaging is necessary. The transition from linear to nonlinear microscopy
is easy because 2PEF can take advantage of the many fluorophores developed for morphological
and functional imaging in linear fluorescence microscopy. Moreover, endogenous fluorophores
can also be used as sources of signal and provide images of unstained tissues
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images of an intact ovary to standard histological images of the
same tissue after fixation, sectioning, and conventional staining.

Extracellular Sources of Intrinsic Emissions. Elastin and collagen,
visualized by 2PE and SHG respectively, are the two primary
extracellular sources of nonlinear emissions, and are both, for
example, clearly evident in optical sections of an intact arteriole
(Fig. 3a). The characteristic elastin ring lies directly under the
endothelial cell lining, whereas collagen I and III fibrils are
dispersed among the smooth muscle cells and form a dense mesh
surrounding the vessel (green in Fig. 3a). Sixty percent of the
amino acids in elastin are nonpolar (28), with lysine-residue-
linked pyridinoline groups forming covalent cross links between
the chains, producing a globular conformation. Pyridinoline
groups exhibit an �400-nm emission maximum (29) when
excited in the UV and may be responsible for this 2PE elastin

fluorescence (18). In vivo spectra (Fig. 3d) obtained from 2PE
of elastin fibers in human skin (Fig. 3b) exhibit a small peak at
�400 nm, but the emission maximum of 480 nm resembles that
from elastin powder and may correspond to pyridinoline aggre-
gates (17).

Fig. 3c shows the collagen SHG signal collected from the same
skin sample excited at 800 nm, away from the elastin excitation
peak. Collagen SHG is strongest when the illumination polar-
ization is parallel to the fibrils (5, 30), resulting in SHG with the
same polarization. With MPM imaging in tissue, collagen SHG
acts as a ‘‘tissue map,’’ clearly defining boundaries between
different tissues and cells within the extracellular matrix.
Through comparison to histological and biochemical literature
to identify specific collagen types present in different tissues, we
have found that SHG is produced by a wide variety of collagens.
We have imaged the primary fibrillar collagens as follows:
collagen I (tendon in Fig. 3e, bone in Fig. 3k), collagen II
(articular cartilage in Fig. 3f ), and mixtures of collagens I and III
(blood vessels in Fig. 3a, dermis in Fig. 3c, and tendon sheathing
in Fig. 3e). We have been unable to image nonfibrillar collagens
such as collagen IV by SHG. We have also not observed SHG
from elastin fibers or other extracellular matrix components such
as fibronectin or laminin.

SHG is a nonlinear coherent scattering process that conserves
energy, and therefore the SHG wavelength (�SHG) is always half
the illumination wavelength (�I). The SHG spectra (Fig. 3g) from
rat tendon illuminated at several different wavelengths (Fig. 3h)
exhibit this �I�2 dependence and a spectral width that scales as
1��2 of the illumination spectral width (as expected from
sum-frequency generation across the fundamental’s spectrum).
In rat tail tendon we see essentially no 2PE fluorescence (arrow
in Fig. 3g) relative to the SHG intensity, although induced
fluorescence can arise with too much illumination. This obser-
vation (SHG intensity �� 2PE fluorescence) holds for all types

Fig. 2. Intrinsic intracellular fluorescence sources. (a) 3PE emissions (�400
nm) show intracellular Trp in the choroid plexus (Left) and indoleamines in the
pineal gland (Right) of a mouse. (b) 2PE-generated blue emissions (400–500
nm, presumably NADH). (Inset) A higher zoom image of the pinealocytes in a
and b with the UV emission (green pseudocolor) and blue emission (red
pseudocolor) merged to show they do not colocalize. (c) In the microvilli of the
small intestine, uniform 3PE UV emission indicates the general protein distri-
bution with punctate regions, suggesting indoleamine storage. (d) The blue
emission is sufficient for discrimination between epithelial and goblet cells in
the intestinal villi. MPM image (fluorescence in grayscale, SHG in green; e) and
hematoxylin�eosin-stained histological images of a mouse ovary ( f). The
ovarian epithelium (arrow), oocyte (O), granulosa cells (arrowhead), thecal
cells (T), the corpus luteum (CL), and ovarian bursa (OB) are all clearly resolv-
able and resemble the histological image in f. (Scale bars, 50 �m.)

Table 1. Multiphoton excitation (MPE) characteristics of intrinsic
emitters in the 700- to 1,000-nm range

Molecule Process
�ex 50% max,

nm* Cross section MPE, refs.†

Tyrosine 3PE �700 1 � 10�84 10
Tryptophan 3PE 700–740 1 � 10�84 10
Serotonin 3PE 700–720 4 � 10�84 10
Melatonin 3PE 700–720 7 � 10�84

5-HIAA 3PE 700–720 2 � 10�84

5-HTOL 3PE 700–720 5 � 10�84

Retinol 2PE 700–830 7 � 10�52

Flavins 2PE 700–730 1–8 � 10�51 9, 13
NADH 2PE 690–730 9 � 10�52 6–9, 13
Pyridoxine 2PE 690–710 8 � 10�53

Folic acid 2PE 700–770 7 � 10�53

Cholecalciferol 2PE �700 6 � 10�54

Elastin 2PE 700–740 —
NFTs 2PE 700–780 —
Lipofuscin 2PE 700–850 High‡

Collagen SHG 700–740 — 41
Microtubules SHG — — 13
Skel. muscle SHG — — 13

2PE-action cross sections given for 700-nm excitation, units are cm4 s; 3PE
cross sections measured at 720 nm, units are cm6�s2. (For comparison to Fig. 1:
10�50�cm4 s � 1 GM for 2PE cross sections. There is no unit equivalent to the GM
for 3PE cross sections.)
*The Ti:S wavelength range where the cross section is �50% of the peak value.
†Listed values include results from previously published work. We note,
however, that our collagen SHG efficiency spectrum differs significantly from
ref. 41.

‡Varies according to type.

Zipfel et al. PNAS � June 10, 2003 � vol. 100 � no. 12 � 7077
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Figure 1.10: 2P Excitation cross sections of intrinsic fluorophores
2PE-action cross sections given for 700-nm excitation, in cm4 and 3PE cross sections
measured with a 720 nm excitation. Adapted from [58].

Biological applications of 2PEF microscopy cover several fields, and are reviewed in several
articles [3, 36, 64]. The most relevant domain in the context of this thesis is the field of em-
bryology [7, 33, 65, 66], where hundreds of different mutants expressing targeted fluorescent
proteins are available for the most studied animal models. For example, figure (1.8) shows a
transgenic drosophila embryo that expresses eGFP proteins that bind with a nuclear-targeted
peptide. 2PEF microscopy has also found many applications in immunology [67–69], angiogen-
esis [70, 71], oncology [72, 73] and dermatology [74–76] where multiphoton endoscopes adapted
to clinical use [77] are now commercially available.

3PEF microscopy [78] is not as much used, because it involves higher energies, and so photo-
damage is more likely to occur. However, it is useful to reach UV bands of dyes such as serotonin
that cannot be excited with 2PEF and a Titanium: Sapphire laser. 4PEF microscopy [79] is
more of a curiosity, and has not found any application yet.

1.3.2 SHG Microscopy

1.3.2.1 SHG: Principles & Properties

Coherence/ interference

Constructive

interference

Destructive

interference

Figure 1.11: Example of constructive and destructive interference
When waves are in phase, they interfere constructively and the intensity scales as
N2 (ie: the squared number of scatterers), while when they are π out of phase the
destructive interference is complete. Adapted from [80].
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Second Harmonic Generation (SHG) was the first nonlinear optical phenomenon demon-
strated. The demonstration was done in 1961 by Franken et al. [81], just after the invention
of the laser [82, 83]. SHG is a degenerate 3 waves mixing process where two photons (usually
from the same exciting beam) are scattered by a single molecule to produce a photon at half
the wavelength. It is a coherent process, so the phase of the nonlinear photon is related to
the sum of the phases of the exciting photons. Moreover, the coherent nature of SHG implies
that the photons created by different molecules can interfere either constructively if they are in
phase, or destructively if they are out of phase, as illustrated by figure (1.11).

SHG requires non-centrosymmetry, as the second order nonlinear susceptibility of a cen-
trosymmetrical medium is equal to zero [4]. This means SHG is only possible in organized
structures.

1.3.2.2 SHG: Biological Applications

Although SHG microscopy was one of the first nonlinear microscopy techniques demon-
strated [46, 84] over 30 years ago, it remained mainly a curiosity for more than a decade until the
development of efficient dyes [85, 86], and the identification of endogenous sources [58, 87–92]. A
few studies focus on understanding phase matching mechanisms in organized media [85, 93, 94].
SHG is now easily combined with 2PEF microscopy, and SHG imaging is a maturing field with
several applications in biology.

Figure 1.12: Example of second harmonic generation microscopy im-
age
3D reconstruction of the SHG signal from the pharynx muscles of C. Elegans worm.
Scale bar=20µm . Adapted from [9].

As SHG requires non-centrosymmetric macromolecular structures [95], SHG microscopy
is used for imaging dense fibrillar structures such as collagen fibrils [96], for example in the
skin [58, 74], in the arteries [87, 90, 97], in tendons [98] or in the cornea [99–101]. It was
used by Pena, Strupler et al. [80, 102–104] as a scoring method of collagen accumulation in
fibrotic tissues. Other harmonophores include muscle myofilaments [88, 105–108], polarized
microtubule bundles in neurons [109] or the mitotic spindles of dividing cells [110].

The use of SHG producing dyes has allowed SHG imaging of membranes with high con-
trast [85, 86], and one promising application in neuroscience is the possibility to measure action
potentials in vivo by using such markers [111–115].
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Chapter 1. Multiphoton Microscopy in the Biosciences

1.3.3 CARS Microscopy

1.3.3.1 CARS: Principles & Properties

As was the case for SHG microscopy, there was a long delay between the first demonstration
by Duncan [47] and the first applications which took advantage of a simplified collinear excita-
tion geometry [116]. Coherent anti-Stokes Raman Scattering (CARS) microscopy (reviewed by
Volkmer [117]), allows vibrational imaging with 3D resolution and (arguably) high sensitivity.
CARS microscopy relies on a four waves mixing process described in figure (1.13) and requires
two different excitation wavelengths: the Stokes field at a wavelength λs which is involved once,
and one pump/probe field at a wavelength λp which is involved twice in the process. The
fourth wave involved is the signal that is detected and measured. The third order nonlinear
susceptibility that describes CARS signal creation can be written as [117]:

χ
(3)
CARS = χ

(3)
NR + χ

(3)
R (ωas, ωp,−ωs, ωp) (1.8)

where χ
(3)
NR is the non-resonant part of the χ(3), and ωs, ωp correspond to the Stokes and

pump frequencies. χ
(3)
R (ωas, ωp,−ωs, ωp) can be expressed as [117] :

χ
(3)
R (ωas, ωp,−ωs, ωp) =

∑
j

Rj

Ωj − (ωp − ωs)− iΓj
(1.9)

Where Ωj, Rj and Γj correspond to the amplitude (Rj), and width (Γj) of the eigenfre-

quencies (Ωj) of the Raman spectrum. χ
(3)
R (ωas, ωp,−ωs, ωp) is enhanced when the difference

between pump and stokes corresponds to a vibrational resonance related to its Raman spec-
trum, which means CARS imaging can provide chemical specificity. However, the presence of
the non-resonant χ(3) means the CARS intensity can be written as:

ICARS ∝
∣∣∣χ(3)

NR

∣∣∣2 +
∣∣∣χ(3)

R (ωas, ωp,−ωs, ωp)
∣∣∣2 + 2χ

(3)
NRRe

(
χ

(3)
R (ωas, ωp,−ωs, ωp)

)
(1.10)

so the extraction of the Raman spectrum from the CARS signal is not easy. The most com-
mon setup consists of two different synchronized picosecond lasers, one for each wavelength, or
a laser with an OPO.

CARS: coherent
anti-Stokes Raman
scattering

Ωvib

ωp ωs ωp ωas

a

kp

kp

ks

kas

b c

kp

kp

ks

kas

Figure 2
(a) Diagram of the coherent anti-Stokes Raman scattering (CARS) process. When the
difference between the pump and Stokes frequencies (ωp − ωs ) matches the molecular
vibrational frequency, �vib , the anti-Stokes signal is generated at a frequency ωas = 2ωp − ωs .
(b) Phase-matching condition for forward-generated CARS. (c) Phase-matching condition for
backward- (epi-)generated CARS. k is known as the wavevector, and is given by k = 2π / λ.
Here, kp, ks, and kas represent the pump, Stokes, and anti-Stokes wavevectors, respectively.

1018); therefore, data acquisition times are long. Raman microscopy images require
high laser powers and long integration times of 100 ms to 1 s per pixel (8). These
factors severely limit the application of Raman microscopy to the study of living
systems.

Far stronger vibrational signals can be obtained with coherent anti-Stokes Raman
scattering (CARS), which was first reported by Maker and Terhune at the Ford Motor
Company in 1965 (9). Ironically, it was not named CARS until almost ten years
later (10). In the CARS process, a pump beam at frequency ωp and a Stokes beam
at frequency ωs interact with a sample via a wave-mixing process. When the beat
frequency ωp − ωs matches the frequency of a Raman active molecular vibration, the
resonant oscillators are coherently driven by the excitation fields, thereby generating
a strong anti-Stokes signal at ωas = 2ωp − ωs (Figure 2).

The Reintjes group at the Naval Research Laboratory was the first to use CARS
as a contrast mechanism for microscopy (11). Due to technical difficulties there were
no further developments until 1999, when CARS microscopy was revived at Pacific
Northwest National Laboratory (12) with a new method. Since then, CARS mi-
croscopy has been used to visualize living cells with contrast of different vibrational
modes, including the phosphate stretch vibration (DNA), amide I vibration (protein)
(13), OH stretching vibration (water) (14), and the CH group of stretching vibrations
(lipids) (15, 16). Among these modes, the signal from lipids is so high that single
phospholipid bilayers can be visualized (17, 18). Meanwhile, CARS has proved to be
a powerful imaging modality for studying tissues in vivo (19, 20).

The advantages of CARS are summarized as follows:

1. It provides contrast based on the intrinsic molecular vibrations of a specimen,
circumventing the need for extrinsic labels.

2. It is orders of magnitude more sensitive than spontaneous Raman microscopy
(21–23), permitting video-rate vibrational imaging at moderate excitation
powers.

www.annualreviews.org • CARS Microscopy 885

${
jo

ur
na

l.a
bb

re
v}

 2
00

8.
1:

88
3-

90
9.

 D
ow

nl
oa

de
d 

fr
om

 a
rjo

ur
na

ls
.a

nn
ua

lre
vi

ew
s.o

rg
by

 H
A

R
V

A
R

D
 U

N
IV

ER
SI

TY
 o

n 
10

/1
4/

08
. F

or
 p

er
so

na
l u

se
 o

nl
y.

Figure 1.13: CARS Microscopy
(a,b) Resonant CARS characterized by [(ωp−ωs = Ωvib)].(c) Typical CARS microscopy
setup (adapted from reference [118]).
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1.3 - Different Types of Nonlinear Microscopies

The main advantage of CARS microscopy is that it combines an imaging technique with
a spectroscopic technique, which in theory provides an image where the chemical composition
of each pixel could be known. Yet, there are a few problematic issues with CARS microscopy:
first, the sensitivity is somewhat limited, as at least 105 to 106 oscillators are needed in the
focal volume in order to get enough signal. Then, there is a non-resonant background in all
the CARS images, because although the third order nonlinear susceptibility can be enhanced
by the resonance, it is still usually different from zero out of resonance.

CARS microscopy can be implemented with two different strategies in mind:

• Recording the full spectra for each pixel, which is generally time-consuming and requires
a good spectral resolution.

• Recording images of a single vibrational mode which is as fast as other nonlinear tech-
niques, but loses the spectroscopic information.

Although the typical picosecond CARS setup is not easily compatible with other types of
nonlinear imaging, there are several ways to circumvent this. One possible way is to use two
chirped femtosecond pulses whose difference in frequency is constant (ωp(t)−ωs(t) = ΩR) [119].
It is even possible to use a single laser by diverting part of the beam to pump a photonic fiber
to produce the Stokes beam and the rest of the laser beam is used as a pump beam [120].

One interesting alternative method is to use coherent control techniques to do single pulse
CARS microscopy as demonstrated in reference [121]. These techniques modulate the spectral
phase of the pulse to exploit the quantum interference between multiple paths in order to
selectively populate a given vibrational level, and then probe this population using the same
pulse. Additional phase shaping can even be used to reduce the non-resonant background [122].

1.3.3.2 CARS: Applications in Biology

Figure 1.14: CARS microscopy in Biology
(a) CARS microscopy image of the CH vibration stretch in C. Elegans (adapted from
reference [123]) (b) CARS microscopy image of the CH vibration stretch in the mouse
liver (adapted from reference [118]).

Currently, the most widely developed application of CARS microscopy is to image lipid
structures, as lipid molecules contain many C-H bonds that exhibit a strong stretching band
at 2840cm−1 that is attainable with most setups. Lipid droplets have been extensively studied,
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Chapter 1. Multiphoton Microscopy in the Biosciences

for example in live fibroblast cells [124] or in the worm C. Elegans4 [123]. Lipid membranes
have also been studied [125, 126]. Another good source of signal with the same vibrational
properties (C-H stretch) is myelin [127], which was imaged using CARS microscopy in intact
brain tissue [128]. O-H bonds in water can also be probed, and CARS microscopy has been
used to examine the dynamics of water in organic environments [129]. Other applications of
CARS microscopy are reviewed in reference [118].

1.3.4 SRS Microscopy

Stimulated Raman Scattering (SRS) microscopy [130–132] is a recent nonlinear microscopy
technique that relies on Stimulated Raman scattering: it is a four-wave mixing process, in which
a pair of spatially and temporally overlapping pump and Stokes laser pulses at frequencies
ωp and ωs respectively interact with a nonlinear Raman-active medium characterized by its

nonlinear susceptibility (χ
(3)
r ). Like in CARS microscopy, two spectrally narrow lasers are used:

a pump beam at frequency ωp, and a Stokes beam at frequency ωs whose wavelengths are chosen
so as to satisfy a resonance condition with a Raman medium characterized by the frequency
Ωvib:

ωp − ωs = Ωvib (1.11)

When the two beams satisfy the resonance condition, Stokes and pump laser beams expe-
rience a gain and a concomitant loss, respectively, while propagating along the optical axis z.
The intensities of the beams are therefore measured after propagation through the sample using
lock-in amplification, and their variations can then be attributed to the interaction with the
Raman medium.

Figure 1.15: SRS microscopy
(a) Schematic of the SRS microscope. (P): polarizer; (HWP/QWP): half/quarter-wave
plate; (BC): dichroic beam combiner; (Obj): objective lens; (F): filter; (A): analyzer; (L):
lens; (S): sample; (AOM): acousto-optical modulator; (PD): photodiode detector; (Preamp):
pre-amplifier; (RF-LIA): radio-frequency lock-in amplifier. (b) Energy-level diagram for the
SRS four-wave mixing process and (c,d) SRS images of a mouse brain at the C-H stretch
frequency. Adapted from [131, 132].

Despite the increased experimental complexity (lock-in detection) compared to CARS, SRS
offers some advantages for vibrational imaging. In particular, the SRS signal is devoid of the

4Caenorhabditis Elegans: transparent nematode used as a model organism in developmental biology.
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1.3 - Different Types of Nonlinear Microscopies

interference with the non-resonant contribution which complexifies the interpretation of CARS
images.

1.3.5 STED Microscopy

STED5 microscopy [133–137] does not rely on nonlinear excitation, but on nonlinear de-
excitation. It uses two beams : the first one is used for the excitation of a fluorophores and
the second one for its de-excitation by stimulated emission. The two beams have different
wavelengths, the excitation being around the maximum absorption of the dye, and the de-
excitation being near the tail of the red part of the emission spectrum. The nonlinearity comes
from the fact that stimulated emission depends nonlinearly on the field intensity. The trick
used to increase the resolution is to use a hollow beam for the de-excitation, as illustrated by
figure (1.16): as the intensity of this beam is increased, the size of the area excited but not
de-excited by stimulated emission can be made arbitrarily small, which provides a resolution
that is only limited6 by the signal-to-noise ratio. An extension using two de-excitation beams
of different shapes means the increase in resolution can be performed isotropically [138].

 

Fig. 1. Principles of the reported implementation of TPE-STED microscopy. (a) Energy 
diagram of the 3 processes involved. (b) Light intensity distribution of the two-photon 
excitation spot (left) and of the STED doughnut (right) in the focal plan. Scale bars represent 
500 nm (c) Setup. 

The light source for STED was a krypton CW laser providing ~1 W at 676 nm (Innova 
Sabre, Coherent, USA) at its output. Spatial mode cleaning of the STED beam was performed 
using a high-power polarization-maintaining single mode optical fiber (OZ Optics, Canada). 
After collimating the beam at the output of the fiber, light passed through a polymer mask 
imprinting a 0 to 2π helical phase-ramp (RPC Photonics, Rochester, NY, USA) in order to 
obtain the doughnut-like pattern at the focus. A symmetrical light distribution and zero-point 
intensity of less than 1.5% on the optical axis were obtained in the focal plane by imposing a 
circular polarization on the STED beam in the back aperture of the objective lens using an 
additional pair of quarter- and half-waveplates before the second dichroic (Z660SPRDC, AHF 
analysentechnik). Typical time-averaged optical powers used in the back aperture of the 
objective lens were ~7–15 mW (pulsed) and ~200 mW (CW) for the two-photon excitation 
and the STED beams, respectively. The associated maximum focal intensities are of the order 
of 200 GW/cm

2
 for TPE and by three order of magnitude lower (0.2 GW/cm

2
) for STED. 

Fluorescence light was collected by the objective lens, and passed through the dichroic 
mirrors and cleanup filters (E700SP and HQ600/60 or HQ560/40, AHF analysentechnik) 
before being focused by a 300 mm focal length doublet into a multimode fiber (62.5 µm / 0.27 
NA, M31L01, Thorlabs) acting as a confocal pinhole ~0.8 times the size of the Airy disc at 
600 nm. Fluorescence light was finally collected by an avalanche photodiode module (SPCM-
AQR-13-FC, Perkin Elmer, Québec, Canada) connected to a photon-counting board (P7882, 
FAST ComTec, Oberhaching, Germany). Image acquisition was performed by scanning the 
sample with a 3D piezo stage (NanoBlock, Melles Griot GmbH, Bensheim, Germany). TPE-
STED and TPE reference images were recorded nearly simultaneously on a line-by-line basis 
by opening and closing a shutter in the STED beam. All acquisition operations were 
automated and managed by the software Imspector. 

#113468 - $15.00 USD Received 26 Jun 2009; revised 29 Jul 2009; accepted 31 Jul 2009; published 3 Aug 2009

(C) 2009 OSA 17 August 2009 / Vol. 17,  No. 17 / OPTICS EXPRESS  14570

Figure 1.16: 2PSTED microscopy
Principles of the reported implementation of TPE-STED microscopy. (a) Energy di-
agram of the 3 processes involved. (b) Light intensity distribution of the two-photon
excitation spot (left) and of the STED donut (right) in the focal plane. Scale bars
represent 500nm (c) Setup. (d) & (e): Image of 200nm beads, with (d) a confocal
microscope and (e) a STED microscope. Adapted from references [139, 140].

A recent demonstration used two-photon excited fluorescence [140] that may help to go
deeper inside scattering tissues, although the evolution of the shape of the de-exciting beam as
a function of depth stays a limiting factor.

5STED stands for STimulated Emission Depletion
6in the absence of scattering and aberrations
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Chapter 1. Multiphoton Microscopy in the Biosciences

1.4 THG Microscopy

Since THG microscopy is one of the main focuses of this thesis, it will be described here in
more details than the other techniques.
THG microscopy relies on the coherent nonlinear processes of third harmonic generation, in
which three infrared photons (typically between 900nm [141] and 1.5µm, our setup working
usually at around 1.2µm) are coherently scattered by the same molecule to produce a harmonic
photon, as illustrated in figure (1.17).

hν

hν

3hν

hν a b

Figure 1.17: third harmonic generation
Schematic view of the THG process: (a) Quantum representation in which 3 photons
of energy hν are coherently scattered to produce a harmonic photon of energy 3hν. (b)
Virtual energy levels of the molecule involved in the THG process. Adapted from [9].

1.4.1 Third Harmonic Generation

The first experimental demonstrations of third harmonic generation in calcite [142, 143]
gases [144, 145] and liquids [146, 147] were performed shortly after the demonstration of sec-
ond harmonic generation, and an accurate theory of THG with focused Gaussian beams was
proposed shortly after [144, 145]. Tsang [148, 149] later demonstrated efficient third harmonic
generation at interfaces between two bulk dielectric media7 and opened the way to applications
in microscopy.

1.4.2 THG Microscopy: First Demonstrations

THG microscopy was demonstrated by two different groups in parallel at the end of the
1990s: Barad, Eisenberg, Horowitz & Silberberg at the Weizmann institute [150, 151]; and
Squier, Müller, Brakenhoff, and Wilson at UCSD [152, 153]. The authors have shown that
THG can be used as a contrast mechanism and allows structural imaging of several samples
(algae, neurons, yeast cells, . . . ) with micrometer resolution, but the contrast mechanisms
were not clearly identified. They used excitation wavelengths of 1.5µm [150, 151] and 1.2µm
[152, 153] that allowed detection of THG in the visible, but as they used moderate intensities
(15 − 50mW ) the acquisition of one image lasted up to several tens of seconds, which limited
the potential applications in biology. The authors have shown that the THG signals mainly
come from interfaces and micron-sized structures. This is in good agreement with both the
experimental demonstration of THG at interfaces [148] and the theoretical analysis performed
by Ward and New [145] (and extended to tight focusing conditions by Cheng and Xie [154])

7and Fifth Harmonic Generation at the same time, though it is not very relevant for application in biology
because of the high power and longer wavelengths implied
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1.4 - THG Microscopy

who have shown that there is no THG from a homogeneous isotropic medium and a maximum
signal from structures approximately the size of the focal volume.

1.4.3 Coherence: Geometrical Effects.

Intensity 
near focus

- (Gouy shift)

0Phase 
near focus

Figure 1.18: Intensity and phase distribution near the focus of a
high NA objective
(Left) 2d distribution of phase and intensity in the focal volume calculated numeri-
cally using the angular spectrum representation (detailed in Chapter 2). (Right) Axial
intensity and phase distribution, adapted from reference [154]. In both cases, the
propagation terms of the phase have been substracted.

The coherent nature of the signal generation process is one fundamental difference between
THG and two-photon excited fluorescence, as the geometrical structure of the sample becomes
an important parameter: if the sample has a ”suitable” geometry, constructive interference
will increase the signal, whereas a “wrong” geometry will result in destructive interference.
If we consider the field distribution near the focal point illustrated in figure (1.18) we notice
the presence of a progressive phase slippage called the Gouy phase-shift [155], that results in
an overall π radian phase difference between a plane wave and a focused beam. The main
consequence of this phase-shift is that there is no THG signal in the case of a homogeneous
medium (even if it has a high χ(3)). In contrast a strong signal is observed in the case of an in-
terface between two media of different optical properties. Therefore, the relevant parameter to
describe THG efficiency is not χ(3), but the squared difference between the χ(3) of the two media.

Débarre et al. [156] have shown that the size of the visible structures for several geometries
depends on the focusing conditions and Pilai et al. [157] have studied the effects of linear index-
mismatch on THG at the interface between media of matching χ(3). The importance of the
geometrical properties of the sample will be studied in more details in chapter 3.

1.4.4 Identification of the Sources of Contrast

Some early studies [158–160] have looked at the sensitivity of THG to ion concentrations
and advanced the hypothesis that THG imaging could be used to measure variations of cal-
cium concentration. This was partly corroborated by later studies [161, 162] which showed
that the nonlinear susceptibility of a solution of Calcium Chloride depended on its concentra-
tion, at least for concentration levels orders of magnitude higher than what is expected in a
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biological sample. However, the measurement method used in these studies was not adapted
to the high NA focusing conditions used, as shown by Pillai et al. [45], and the concentration
sensitivity remained an open question until a more accurate measurement of the concentration
dependence was realized by Débarre et al. [163] using a more adapted method [164]. These new
measurements showed that although there is a measurable χ(3) dependence on the concentration
of ions or other soluble molecules, the variations are quite small, and usually undetectable at
physiological concentrations. The concentration dependence values are summed up in table 1.3.

∂χ(3)

∂C
(×10−22m2V −2mol−1L)

NaCl 0.203± 0.011

KCl 0.204± 0.011

CaCl2 0.295± 0.015

MgCl2 0.306± 0.017

NaH2PO4 0.188± 0.021

KH2PO4 0.196± 0.032

Table 1.3: χ(3) variability as a function of the concentration of sev-
eral ions.
Non-physiological concentrations are needed to provide a significant difference in the
nonlinear susceptibilities. The excitation wavelength is λ = 1064nm. Adapted
from [163].

Lipid bodies have meanwhile been identified as a strong source of contrast in biological
samples by the same group [165], and the measurement of the nonlinear susceptibility of the
main molecules found in biological samples has been performed using the same method as for
the measurement of the concentration dependence [163]. These results have confirmed that
lipids are a major source of contrast in cells and tissues, as can be seen in figure (1.19).

As shown in CARS microscopy, the nonlinear properties of a medium can be wavelength-
dependent, which means resonant-enhancement of the χ(3) is possible. For example, Clay et
al. [166] identified resonant contributions from the THG signal of hemoglobin, while Bélisle et
al [167] took advantage of the resonance of hemozoin pigments at the harmonic wavelength to
obtain sensitive detection of malaria-infected cells.

The accurate measurement of the third order nonlinear susceptibilities of common biological
molecules combined with a good understanding of the contrast mechanisms have allowed a
better understanding of the image generation process, and have opened the way for biological
applications of THG microscopy, that are described in the next paragraph.

1.4.5 Applications in Biology

Once the contrast mechanisms were better understood, one remaining question concerning
applications of THG microscopy in biology was its photo-toxicity: could a non-resonant third
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l=1180nm
c(3)

(×10-22m2 V-2)
 c(3) - c(3)

water 
2

water - 1.68 ± 0.08 0

NaCl 1M ions 1.79 ± 0.09 1.2 ×10-2

glucose 1M sugar 1.83 ± 0.08 2.2 ×10-2

glycine 1M amino acid 1.69 ± 0.13 1.0 ×10-4

triglycine 1M polypeptide 1.69 ± 0.12 1.0 ×10-4

BSA 1mM protein 1.75 ± 0.13 4.9 ×10-3

triglycerides lipids 2.58 ± 0.5 0.81

oil lipids 2.71 ± 0.5 1.06

BK7 glass 2.79 1.2

Figure 1.19: Third-order nonlinear susceptibility χ(3) of several
molecules commonly found in biological samples
Lipids have the highest non-resonnant nonlinear susceptibility, and as they have the
highest contrast with water, they are amongst the most visible species. The excitation
wavelength is λ = 1180nm. Adapted from [163].

order process be used to image fragile biological samples ?

1.4.5.1 Photo-toxicity in THG Microscopy

THG is a non-resonant third-order nonlinear process, which means it requires high excitation
intensities (average power in the order of 100mW using 80MHz 100fs excitation pulse-trains
in typical imaging conditions), so the issue of the photo-toxicity of THG imaging has to be
considered as these conditions using a lower wavelength would induce important photo-damage
such as ionization [66]. The fact that many independent parameters are involved makes it dif-
ficult to make simple comparisons, but to summarize, the absence of energy deposition during
the nonlinear interaction, and weak linear and two-photon absorption in the sample at 1.2µm
make it possible to image living samples with THG microscopy. However, the damage threshold
must be characterized for each application.

Débarre et al. [165] have shown that hepatocytes could be imaged under typical imaging
conditions without compromising their survival and their enzymatic activity, and that the speed
of cellularization in the drosophila embryo was not perturbed below a certain imaging rate ;
while Sunet al. [110] have shown that zebrafish embryos could be imaged at different stages
and still continue to develop normally.

1.4.5.2 Embryology

Chu et al. [110, 168] demonstrated the possibility of imaging developing zebrafish embryos
from the cleavage stage to the larva stage using THG microscopy without damaging the embryo.
They used a Chrome-forsterite laser centered at 1230nm, with a pulse-duration of ≈ 100fs and
an average power at the sample of around 100mW . They combined THG imaging with SHG
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Figure 1.20: Example of third harmonic generation microscopy im-
ages
(a) 2D THG image of a zebrafish embryo at the one cell stage, where the yolk structure
is clearly visible. (b) 2D THG image of the epithelial cells of the human cornea, where
nuclear & cell membranes along with a few organelles are visible. (see chapter 5 for
more details)

imaging of the microtubules of the mitotic spindles that appear during the cell division in the
cleavage stage and of the myosin fibrils of muscles during the larva stage.

Débarre, Supatto et al. [9, 57, 66, 169] demonstrated the possibility of imaging the developing
drosophila embryo using THG microscopy. The main sources of contrast in this case are the lipid
droplets that are distributed in most of the embryo, and which allow structural imaging. They
also demonstrated the possible combination with microablations using femtosecond lasers [170]
to study the mechanosensitivity of the expression of a gene involved in early embryogenesis.
They finally showed that THG images could be used to quantify morphogenetic movements
using correlation-based algorithms adapted from fluid mechanics [169].

Some recent work used THG microscopy to image C. Elegans [171] and mouse embryos [172].

1.4.5.3 Other Applications In Biology

A number of other applications in biology have been published: after the first demonstra-
tion by Yelin et al. [151] of THG imaging of neuron cells, Sun et al. [173, 174] have reported
combined THG and SHG images of the structure of the skin, without clearly identifying the
sources of contrast, which they later investigated by imaging the hamster oral cavity [175] and
a collection of tissue with a special attention to elastic fibers [176]. As previously mentioned ,
Débarre et al. [165] have demonstrated that lipids were an efficient source of contrast in many
biological samples, and have presented in the same paper an application of THG to quantify
the quantity of lipids in hepatocytes.

THG microscopy of organized structures, such as the sea urchin’s spicule [177], or tooth
dentin [178] has also been performed. One elegant application of THG microscopy as a sensitive
tool to diagnose malaria infections by detecting hemozoin pigments [167] has been recently
proposed.
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1.4.5.4 THG Microscopy & Contrast Agents

Several groups have studied the possibility of using surface resonant effects that can locally
enhance the electric field, and therefore the nonlinear effect, for example in nano-metallic par-
ticles [179–181], and several studies have been conducted on the size dependence of the THG
signal coming from such structures [182–185]. These structures have two main advantages:

• They are highly efficient at producing harmonic signal, and so very small particles can be
detected.

• There small size allows a non-negligible part of the harmonic signal to be backward
emitted.

Figure (1.21) compares the F-THG and B-THG signals from latex beads with a diameter
of 330nm and gold nano-particles with a diameter of 150nm. In the F-THG image, we can see
that both structures emit a comparable amount of signal, although the gold particle is twice as
small, illustrating the high visibility of small metallic objects, while the B-THG image shows
that the nano-particles also emit a significant amount of THG signal in the backward direction.
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Figure 1.21: THG Microscopy of dielectric and metallic particles
(a) Geometry considered: the sample consists of a mixture of polystyrene beads (diam-
eter 330nm) + gold nano-particles (diameter 150 nm). (b) corresponding F-THG (b1)
and B-THG (b2) images. (c) intensity profiles marked in (b1) and (b2). Published
in [186].

The use of absorbing dyes at the resonant frequency as a contrast agent was also published by
Yu et al. [187]. Quantum dots were similarly used for THG imaging at resonant frequency [188].
The main drawback of these techniques is that they involve energy deposition, which means that
harmonic signal enhancement can be accompanied by heating and related photo-toxic effects.

1.4.6 Applications In Other Domains

As THG was already being used in the material sciences, the frontier between THG and
THG microscopy can be quite vague. THG has found several applications in the material
sciences [189, 190], and in particular for material characterization [191], for example in liquid
crystals [192–194].
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1.5 Multiple Sources of Contrast

In this section, we will discuss the combination of several nonlinear signals, either using a
single modality or combining several modalities.

1.5.1 Endogenous & Exogenous Signals

As mentioned earlier, SHG CARS and THG microscopy often rely on endogenous contrasts
(although the THG signal can be enhanced exogenously, for example with the injection of nano
particles [183] or resonant dyes [187]), whereas 2PEF and 3PEF can be used for imaging both
intrinsically fluorescent biological molecules (for example, NADH and Flavins) [3, 58] , and
artificially introduced fluorescent molecules. Both endogenous signals and exogenous signals
are useful, and both have different advantages and drawbacks.

(a)

(b)

400 600 800 1000 1200

SHG

2PEF

Excitation (titane-saphir)

400 600 800 1000 1200

THG SHG

2PEF

Excitation (OPO)

Figure 1.22: Emission spectra of the most common types of nonlinear
microscopy
The combination of several nonlinear microscopy modalities is possible thanks to the
difference in emission spectra for each process. (a) excitation centered around λ =
1.2µm coming from an OPO, and (b) λ = 800nm coming from the Ti:Sa laser. Adapted
from [9].

On the one hand, exogenous signals come from dyes with well characterized emission spec-
tra [195, 196], and large 2-photon cross sections σ2p which allow rapid and efficient imaging.
Moreover, dyes can be targeted to any structure of interest depending on the application. Be-
sides, dyes that are sensitive to their chemical environment have been developed, and they
can be used as functional indicators to probe physiological parameters such as pH or calcium
concentration.

On the other hand, exogenous dyes have to be introduced into the specimen, which raises
issues such as toxicity and biological perturbation of the sample.

The main advantage of endogenous imaging is obvious: there is no need to prepare the
sample, it can be observed in a non-perturbed state. As the main sources of nonlinear con-
trast have been identified [3, 58, 76], endogenous sources can be used for structural imaging,
sometimes with good specificity, and can even be used for spectral or fluorescence lifetime
imaging [197–200].

Yet, endogenous signals are usually weaker than exogenous ones, as the dyes that have been
selected or engineered to optimize their fluorescence properties are more efficient than most
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biological molecules8.

What makes most sense is to combine both methods when needed: if the ”free” endogenous
signal is not good enough to study what we are interested in, it becomes necessary to use labels
(or even mutants that directly express the fluorescent protein at the good location) but the
endogenous signal can still be used, for example to provide structural information about the
sample.

1.5.2 Multimodal Microscopy

Figure 1.23: Example of a multimodal THG+2PEF image
(a) Simultaneous THG+2PEF imaging of a nls-GFP transgenic drosophila embryo
(Bloomington Stock center) using a dual-wavelength excitation (890nm & 1275nm)
2PEF from nuclei is in green, and THG from lipids in purple. (b) 3D reconstruction
of a H2B-mCherry transgenic zebrafish embryo (Collaboration N. Peyrieras) where
chromatin is labeled with the red fluorescent protein mCherry (visible in dark blue),
while the THG signal is visible in purple. λ = 1180nm, NA=0.7. (see chapter 5 for
more details.)

One of the advantages of nonlinear microscopy is that several modalities can be exploited
at the same time, as the emission spectra of the different nonlinear modalities often do not
overlap (figure (1.22)) or sequentially using another wavelength but on the same setup. Com-
bining different types of modalities can provide complementary information on the sample. For
example, one interesting combination is THG+2PEF on a sample where the fluorescence is tar-
geted to a specific molecule, as it allows simultaneous 3D structural imaging with an accurate
localization of the molecules of interest. One example of simultaneous THG+2PEF microscopy
imaging using two different wavelengths (laser at 890nm and OPO at 1280nm) is shown on
figure (1.23), where the sample is a nls-GFP drosophila transgenic construct that localizes
eGFP in its nuclei. Another example using a single excitation wavelength of 1.2µm is shown
for a zebrafish embryo where the chromatin is labeled with the red fluorescent protein mCherry.

It is also possible to combine more than two modalities, as illustrated by figure (1.24) where
three signals are simultaneously detected using a single excitation wavelength to follow the cell

8although some dyes are biological molecules: GFP, for example, comes from the Jellyfish Aequorea Victoria
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Figure 1.24: Multimodal imaging of a cell division in the Zebrafish
embryo
The combination of several nonlinear microscopy modalities is possible thanks to the
difference in emission spectra for each process. Red: 2PEF from H2B-mCherry labeled
chromatin, Green: SHG from microtubules, Blue: THG from interfaces. Transgenic
Embryo provided by N. Peyrieras. λ = 1.1µm, NA=0.7. (see chapter 5 for more
details)

division of a zebrafish embryo. The chromatin is stained with mCherry (red fluorescent protein)
and is visible in red on the image, the THG signal comes from the interfaces between cells and
the interstitial fluid, from the interface between the nucleus and the cytosol, and from some
micron-sized organelles, and is represented in blue in the image, and finally the SHG signal
comes from the polarized microtubule bundles forming the mitotic spindles, in green in the
images.

1.6 Epidetection in Nonlinear Microscopy

1.6.1 Introduction

We have seen that the main application of nonlinear microscopy in the life sciences is its
use as a tool to study thick samples such as intact tissue or small organisms at the micrometer
scale. Yet, we have neglected an important aspect when we discussed deep tissue imaging:
how can we detect the nonlinear photons in the case of thick samples when only epicollection
through the focusing objective is possible ?

A handful of studies have addressed the issue of optimizing the collection of multiphoton-
excited fluorescence generated inside a scattering sample such as a biological tissue [35, 201, 202],
and the case of coherent microscopy has been investigated later by Debarre et al. [9, 186].
The situation is indeed different in the case of coherent nonlinear imaging such as SHG or
THG, because unlike fluorescence, coherent nonlinear emission patterns are prescribed by the
geometries of the sample and of the excitation beam. Emission is directional and often co-
propagating with the excitation beam, as we will see in Chapter 2, but may subsequently be
affected by incoherent scattering.

1.6.2 Incoherent Microscopy

In incoherent microscopy, the epidetected fraction depends on the depth where the imaging
is performed. We will only consider the two extreme situations:

• Imaging at the surface.

• Imaging deep inside the sample (where we can describe propagation in a diffusive
regime).
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At intermediate depths, the situation can be described as a mix between these two extreme
cases.

1.6.2.1 At the Surface

At the surface, two categories of epidetected photons can be defined: ballistic photons ,
that are emitted in the direction of the excitation objective, and back-scattered photons ,
that are emitted in the tissue but go through enough scattering events to be eventually back-
scattered to the tissue surface. The amount of ballistic photons (Pbal) that can be detected
relative to the total number of emitted photons can be readily calculated as the ratio between
the solid angle defined by the objective and all the possible emission angles (4π since the
emission is isotropic):

Pbal =
2π(1− cos(θmax))

4π
=

1− cos(θmax)

2
(1.12)

where θmax is the acceptance angle of the objective.

The fraction of backscattered photons that can be detected is harder to calculate, though
the rule of thumb is“the more scattering the tissue is, the more photons can be epidetected”.
We first define the reduced scattering mean free path as :

ĺs =
ls

1− g
(1.13)

where ls is the scattering mean free path and g is defined in equation 1.7. ĺs corresponds
to the distance it takes (on average) for a photon to loose its initial direction, as illustrated by
figure (1.25).

Figure 48

q0=0
q1

qn

ls

l’s

q=0

Figure 1.25: Reduced scattering mean free path Adapted from [9].

The photons created at the surface and emitted towards the sample seem to originate from
an extended source in the sample. This is equivalent to the situation where we have an extended
source located deep inside the sample that will be discussed in the next paragraph.

1.6.2.2 Deep Inside the Sample

If the imaging depth (z0) is larger than the reduced mean free path, there are no more
ballistic photons, and we can consider that there is a diffusive regime [203, 204] in which
statistical tools of light diffusion can be used. The two most important parameters for the
epidetection become the numerical aperture (described by the parameter θmax) and the field of
view (described by the parameter rmax equal to the lateral distance over which the acceptance
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angle of the objective is equal to θmax) of the objective, and the collection efficiency in the
diffuse case can be written as [201]:

Pdif = (1− cos(θmax))

[
1− z0√

r2
max + z2

0

]
(1.14)

In the case of deep tissue imaging, we have z0 � rmax so we can write:

P = Pdif ≈ (1− cos(θmax))
r2
max

2z2
0

(1.15)

So we have a quadratic dependence of the signal on the field of view, and a quadratic decrease
of the signal as a function of depth.

This expression can also be used to estimate the fraction of backscattered photons in the
case of an emission at the surface as:

Pdif ≈ (1− cos(θmax))

1− ĺs√
r2
max + ĺs

2

 (1.16)

Which means that in the case of a highly scattering sample, ĺs � rmax, we get at the surface:

P = Pbal + Pdif = (1− cos(θmax)) (1.17)

This expression is equal to twice the value in the absence of scattering, which makes sense
since an infinitely scattering medium will scatter the light isotropically from a quasi-punctual
source.

1.6.3 THG Microscopy

The study of backscattering in THG microscopy (an in other forward-emitting modalities)
is different from 2PEF because the emission of the harmonic signal is not isotropic but forward
directed. It has been discussed in details in [9], though a few more experiments were latter
performed for the article from which this paragraph is adapted [186, 205].

1.6.3.1 Influence of the Absorption

Figure (1.26) illustrates the difference between the influence of absorption in fluorescence
microscopy and in THG microscopy both qualitatively and quantitatively using Monte-Carlo
simulations. We have seen that in incoherent microscopy, the epidetected photons can either be
ballistic photons that are not influenced by the absorption, or backscattered photons that have
to travel distances larger than ĺs inside the absorbing medium, while in coherent microscopy
only the backscattered contribution exists. In the case of an image recorded at the surface of
an absorbing medium, the backscattered probability scales as eĺs/la and gets vanishingly small
when the absorption increases. THG imaging of an absorbing sample is thus impossible, even
at the surface, and we will therefore consider non-absorbing media in the next paragraph.
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they can reach the tissue surface, even if the excitation beam is focused only a few microns 
under the surface (figure 6). 

This situation is markedly different from the case of isotropic emission such as 
fluorescence, where a significant fraction of ballistic photons can escape the tissue at shallow 
imaging depths. Therefore experimental parameters affect epicollection efficiency differently 
in these two situations. First it should be noted that even at shallow imaging depths, 
epidetected TH light is exclusively diffusive rather than ballistic or “snake-like”, so that the 
photons reaching the sample surface seem to originate from an extended light source in the 
focal plane. Therefore the detection efficiency should strongly depend on the field of view 
(e.g. the angular acceptance) of the collection optics: a low-magnification objective is 
expected to collect diffuse light more efficiently [10]. Secondly, even limited absorption of 
harmonic light by the tissue results in a dramatic drop of the collected fraction because TH 
photons must travel a distance at least on the order of ls’>>ls before reaching the tissue 
surface. A significant epidetected signal can be obtained only if the absorption mean free path 
la is large compared to the distance travelled by photons in the tissue (~ls’). 
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Fig. 6. Incidence of absorption and scattering on epidetection of backscattered harmonic light 
and multiphoton-excited fluorescence from a turbid medium. (A1) Detection of backscattered 
forward-emitted light (THG). (A2) Detection of light from an isotropic source (2PEF). (B) 
Epidetected fraction of THG and 2PEF as a function of tissue albedo (g=0.92, ls=25µm, 
NA=0.95, field of view=1000µm, working distance=2mm, sample thickness=2500µm). 

 
We corroborated this analysis by Monte Carlo simulations of THG and 2PEF light 

propagation inside a homogenous thick scattering slab, following [36], and by experiments on 
model and tissue samples. The simulation algorithm consisted in the following: photons were 
generated from a point source located near the surface of a semi-infinite scattering slab. Initial 
directions were chosen isotropic (2PEF) or forward-directed (THG). Photons then underwent 
a random walk, with scattering events every ls and scattering angles taken from a Henyey-
Greenstein distribution with anisotropy factor g. 5×106 random walks were simulated for each 
situation. Trajectories were weighted according to their length and to the absorption mean free 
path of the medium. Photons were then ray-traced through the backward or forward collection 
optics, described by their respective numerical aperture and acceptance angle (or field of 
view). 

4.2 Incidence of absorption and scattering on epidetection 

We estimated the epidetected fraction of emitted power as a function of the scattering and 
absorption mean free path of light in the tissue. Figure 6B displays collected fractions as a 
function of the absorption mean free path in the tissue. As expected, the epidetected TH signal 
drops rapidly when la becomes comparable with ls’. Setting la = 2 ls’ results in a drop of ≈66% 
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Figure 1.26: Influence of the absorption
Incidence of absorption and scattering on epidetection of backscattered harmonic light and
multiphoton-excited fluorescence from a turbid medium. (A1) Detection of backscattered
forward-emitted light (THG). (A2) Detection of light from an isotropic source (2PEF). (B)
Monte Carlo simulation of the epidetected fraction of THG and 2PEF as a function of tissue
albedo (g=0.92, ls=25µm, NA=0.95, field of view=1000µm, working distance=2mm, sample
thickness=2500µm). Published in [186].

1.6.3.2 Experimental Study of Epidetection in THG Microscopy

Figure (1.27) describes the experimental setup used to compare epidetection from a non-
absorbing sample in the case of 2PEF and THG microscopy. The nonlinear photons originate
from a thin (< 10µm) slab of agarose in which a low concentration of fluorescent latex beads
(330nm, large enough to provide essentially forward emitted THG) is embedded, and the scat-
tering sample is an agarose gel containing non fluorescent beads. The scattering gels used have
constant scattering properties (ls(λ = 400) = 25µm), but a variable thickness.

Figure (1.28) illustrates the results of this experiment performed with two different objec-
tives, and the corresponding Monte Carlo simulations. They confirm several things:

1. Contrary to 2PEF microscopy, no THG epidetection is possible from a thin sample.

z

ls

fluorescent 
beads 

(2PEF+THG)

Scattering, non 
absorbing 
medium

Ø

Aperture 
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collection 
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Figure 1.27: Experimental setup for the study of epidetection in
nonlinear microscopy
THG and 2PEF photons coming from fluorescent beads are scattered by a gel of
polystyrene beads. Published in [186].
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Figure 8. 

Incidence of microscope angular acceptance (field of view) 

on epidetection of THG and 2PEF from a turbid medium.
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Figure 1.28: Experimental study of epidetection in 2PEF & THG mi-
croscopy
Incidence of the microscope angular acceptance and field of view on epidetection of THG
and 2PEF from a turbid medium. (A1 & A2) Measured epidetected fraction as a function of
slab thickness (symbols and dotted lines), and corresponding Monte Carlo simulations (plain
lines) for two different objectives (60x, 0.9NA and 20x, 0.95NA). Simulations assume that
ls(400)=25µm and that the angular field of view is clipped to 0.13 rad (half-angle) by the
collection optics. (B1 & B2) Measured epidetected THG and 2PEF signal at the center of
the field, as a function of the angular acceptance of the collection optics. Published in [186].

2. Both THG and 2PEF signals increase as the size of the scattering medium increases, but
they reach a plateau (As seen in incoherent microscopy, the probability to detect a photon
emitted at a depth z0 depends on z−2

0 and so becomes very small when we increase the
depth).

3. More signal is epidetected when using a large field of view objective (both objectives have
the same numerical aperture).

4. The epidetected fraction is not negligible, and could (in the absence of clipping in the
detection pathway) reach 20% for scattering non-absorbing samples.

The plateau and the influence of the field of view can be explained together: as the width
of the scattering medium increases, more and more photons can be backscattered out of the
sample. Yet, as the photons travel longer and longer distances in depth into the sample, they
also travel large distances in the lateral direction, and so they get backscattered further and
further away from the optical axis, which means a large field of view objective can detect more
photons.

1.6.3.3 Conclusion

This study shows that THG epidetection is possible when the imaged structure is embed-
ded in a scattering, non-absorbing tissue with thickness greater than the reduced scattering
mean free path. This has been corroborated by experiments on washed lung tissue, skin tis-
sue (non-absorbing) and liver tissues (absorbing) [186]. The data presented here indicate that
this effect likely accounts for the epidetected endogenous signals reported in previous arti-
cles [165, 173–175]. Experiments and simulations indicate that more than 20% of the total
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created THG signal may be detected from weakly absorbing thick tissues, provided that signal
collection is optimized by using a low-magnification, high NA objective and by making sure
that the microscope collection pathway does not clip scattered photons before they reach the
detector. These optimization criteria also apply to CARS and SHG microscopies.

Finally, it should be noted that THG microscopy is usually performed with excitation light
in the 1100-1500 nm range corresponding to a harmonic wavelength of 370-500 nm, a range
where linear absorption in tissues is usually strong due to hemoglobin and other absorbers.
Therefore, epidetected THG microscopy based on endogenous contrast is feasible mostly in
weakly vascularized tissues such as skin, or alternatively on washed or perfused tissues.
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Conclusion

Multiphoton microscopy is a very versatile tool that can be
used in a large number of applications in the biosciences.
Thanks to the development of affordable turn-key femtosec-
ond sources, and the identification of the main sources of
contrast in 2PEF and SHG, it is now used routinely.

Third-order methods, such as CARS and THG, have recently
gained a greater attention as they can provide complemen-
tary information. However, the coherent nature of these sig-
nals mean they can be hard to interpret. The aim of the
next 3 chapters is therefore to investigate the phase match-
ing conditions that dominate the signal generation in these
methods, with a special attention to THG.

Two novel biomedical applications of coherent nonlinear mi-
croscopy will be presented in the last chapter.
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Physik, 401:273–294 (1931).

[50] W. Kaiser and C. G. Garrett. Two-photon excitation in caf2 : Eu2+. Phys. Rev.
Lett. , 7:229–231 (1961).

[51] Y. R. Shen. Quantum statistics of nonlinear optics. Phys. Rev., 155(3):921–931 (1967).

[52] W. H. Louisell. Quantum Statistical Properties of Radiation. John Wiley and Sons,
Inc., New York (1990).

[53] O. Nakamura. Fundamental of two-photon microscopy. Microsc. Res. Tech., 47(3):165–
171 (1999).

[54] D. Meshulach and Y. Silberberg. Coherent quantum control of two-photon transi-
tions by a femtosecond laser pulse. Nature, 396:239–242 (1998).
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Introduction

One of the objectives of this thesis was to initiate in the laboratory the study of nonlinear
microscopy with focused engineered beams. The implementation of a general numerical frame-
work to simulate nonlinear signal generation with arbitrary input field distributions (amplitude,
phase, polarization) and arbitrary sample structure was therefore necessary. This Chapter de-
scribes different methods that can be used to model nonlinear microscopy. As seen in Chapter 1,
nonlinear microscopy can be described as a three-step process with (1) a linear propagation (fo-
cusing) of the excitation (2) a nonlinear interaction near the focus (3) a linear propagation of
the nonlinear field.

What differentiates the different nonlinear modalities is the nonlinear interaction that takes
place in the focal volume. As seen in the first chapter, the nonlinear effects that can happen
are either coherent (harmonic generation, CARS) or incoherent (multiphoton excited flu-
orescence). The modeling of incoherent multi-photon microscopy is simpler as the nonlinear
photons created at the focus cannot interfere and will be described in section 2.2, while coherent
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microscopy requires a different kind of modeling and will be described in sections 2.3 to 2.7.3.
We will then discuss two important concepts of nonlinear microscopy: the optical confinement
in section 2.8 , and the phase-matching conditions in section 2.9.

2.1 Modeling Nonlinear Microscopy

Modeling nonlinear microscopy is complex for several reasons:

• The nonlinear optical process is (unsurprisingly) described by nonlinear equations.

• We have to consider several wavelengths: the excitation wavelength (also called funda-
mental wavelength) that is focused into the sample, and the nonlinear wavelength that is
created in the focal volume.

• The equations involve vectorial operators.

Indeed, the following (vectorial) nonlinear equation (see appendix A.1 for notations & de-
tails) has to be true for every wavelength:

∆E(ω) +
n2(ω)ω2

c2
E(ω) = − ω2

ε0c2
PNL(ω) (2.1)

We can choose to use a single model and stick to it, which means it must describe the
propagation of fields at different wavelengths and describe the nonlinear interaction at the
focus. It also means we have to use a single set of simplifications that are appropriate to
describe all the parts of the microscope. Two strategies are possible with such an approach:

1. The analytical strategy, which (usually) implies a lot of simplifications. It is used in the
appendix to provide analytical results from simple geometries.

2. The numerical strategy, which is more complicated to implement but can describe more
complex geometries.

Alternatively, we can use different models for the description of the different parts, which
increases the complexity but means we can adapt the simplifications used for each part. The
method we will describe in detail in this chapter is based on such an approach.

2.1.1 Numerical Method

Numerical methods in physics are being increasingly used thanks to the availability of com-
puters with ever increasing computing power [1, 2]. The two main numerical methods used in
electrodynamics are :

• The Finite Differences Time Domain Method (FTDT) [3, 4].

• The Finite Elements Method (FEM) [5].
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The FTDT method was introduced by Yee in 1966 [3], and is an application of the Finite
Difference Method to Maxwell’s equations in a linear isotropic non-dispersive material. It has
also been applied to the nonlinear wave equations [6]. The main advantage of this method
is that it is easy to use, and not very demanding computationally , at least compared with
other methods. The Finite Differences Frequency Domain Method (FDFD) can also be used
in cases where it is more adapted than the time-domain method. Yet the Yee algorithm relies
on a regular discretization that is not adapted to all the geometries, and the dispersivity of
materials is hard to take into account.

The FEM is a more powerful method that offers more freedom for the shape and proper-
ties of the materials but is much harder to implement [5, 7–9]. It also is more demanding in
computing power. Other methods exist, such as the Method of Moments (MoM) [10] or the
Boundary Element Method (BEM) [11] that can also be combined with the FEM [12].

The problem with numerical methods in optics is that the grid size has to be smaller than the
wavelength, and so modeling 3D phenomena over large propagation distances gets very rapidly
impossible. It is still possible to use these methods for modeling near field microscopy [13–15],
as the propagation distances considered are much smaller. Another interesting possibility is
to combine numerical methods with regular propagation methods. For example, Cheng et al
combined the FTDT method in a small volume with Green’s function propagation of the non-
linear signal in focus-engineered CARS microscopy [16, 17], and Török proposed a more general
method for modeling coherent microscopy by combining vectorial focusing, FTDT in the focal
volume and Green’s function propagation [18].

Monte Carlo simulations [19] are adapted to the mathematical simulations of stochastic
processes, for example the scattering of light [20, 21].

2.2 Modeling Incoherent Nonlinear Microscopy

2.2.1 Introduction

In incoherent nonlinear microscopy (ie: usually two-photon excited fluorescence) we can
consider that the sample contains a given distribution of fluorophores, that is to say molecules
that have energy transitions which allow them to reach a radiative excited state after a nonlinear
excitation. The probability of having a n-photon absorption event depends on the probability
of having n photons at the same place at the same time, and it is proportional to the intensity
of the excitation to the power n.

Once a molecule is excited, the de-excitation timescale is in the nanosecond range, and the
fluorescent photon is emitted incoherently, that is to say with a phase and direction that are
not related to the phase and direction of the excitation photons. This means two neighbor-
ing molecules that are excited by the same pulse emit two photons that do not interact with
each other, and so the intensity that can be detected is directly proportional to the number of
molecules that are excited.

Thus, although the images nonlinearly depend on the excitation intensity, they linearly
depend on the distribution of fluorophores. As the image formation process is linear, the system
is completely described by its point spread function as we will see in the next section.
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Chapter 2. Modeling Nonlinear Microscopy

2.2.2 Point-Spread Function in Incoherent Multiphoton Microscopy

The point spread function (psf) of an optical system is defined as the response of the
system to a Dirac delta function, or more physically as the image of an infinitely small object
(one single molecule for example). We use (x, y) (resp (u, v)) as coordinates in the image (resp
in the sample):

Image(δ(u, v)) = PSF(x, y) (2.2)

If the system is linear, as is the case in incoherent nonlinear microscopy, the image of a
given object can then be calculated as the convolution between the object and the point spread
function.

Image(x, y) =

∫ ∫
O(u, v) PSF (x− u, y − v) du dv (2.3)

This can also be written using convolution as:

Image(x, y) = (PSF ⊗Obj)(x, y) (2.4)

What is particularly interesting in the case of 2PEF (resp. nPEF) microscopy is that when
we consider that:

1. The intensity distribution is the same in every point of the sample (no spatial dependence
on aberrations, scattering or absorption).

2. The collection efficiency is the same from every point of the sample.

then the point spread function of the microscope is equal to the squared (resp. nth power)
intensity distribution at the focus:

PSF (x, y) = In(x, y) (2.5)

The knowledge of the intensity distribution at the focus of the microscope objective is
therefore enough to characterize the system.

Original image 2P-STED Phase-mask Plane-wave

Figure 2.1: Simulation of image formation in 2PEF Microscopy
PSF calculations done using a 2D FTDT method. From left to right: original fluo-
rophore distribution, image filtered using a 2PSTED psf, using a super-resolution filter
psf, and using a focused plane wave psf.

Figure (2.1) illustrates the influence of a numerically calculated point-spread function on the
quality of an image. The simulations were done using a 2D FTDT method based on the paraxial
wave equation to calculate the intensity distribution at the focus of a virtual system. An image
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2.2 - Modeling Incoherent Nonlinear Microscopy

was then convoluted with the squared intensity distribution to obtain a virtual microscope im-
age. Three different conditions were computed: a focused plane wave, a super-resolution annular
phase-mask [22], and a 2P-STED-like psf resulting from the subtraction of a regular psf us-
ing an excitation wavelength and a phase-mask modulated de-excitation at another wavelength.

Several other different methods can be used to calculate the field intensity at the focus of an
objective, but we will only describe two: the Gaussian beam model in section 2.2.2.1 and a more
general model based on the angular spectrum representation of the field [23] in section 2.2.2.2.

2.2.2.1 The Gaussian Beam

The Gaussian beam is a solution to the paraxial wave equation that can be used to describe
quite accurately the output of a laser. Moreover, a Gaussian beam focused by a perfect lens
also is a Gaussian beam, which makes it even more adapted to simulate optical systems.

The general expression of a Gaussian beam is given by (see appendix A.2):

E(x, y, z) =
E0e

−ikz

(1 + 2iz/kw0
2)
e
− (x2+y2)

w0
2

1

(1+2iz/kw0
2) (2.6)

where w0 is the beam waist. Since we usually describe our focusing conditions by using the
numerical aperture of the objective, we want to express the beam parameters as a function of
the NA.

Using the paraxial approximation, we can express the waist of a focused beam as a function
of the focal distance of a lens f and the waist of the beam at the back aperture of the objective
w0 as:

w2
f =

λ2f 2w2
0

λ2f 2 + π2w4
0

(2.7)

and the numerical aperture can be expressed in the paraxial approximation as:

NA2

n2
=

w2
0

w2
0 + f 2

(2.8)

2.2.2.2 Non-paraxial Beams

Several methods to calculate the field of a focused non-paraxial beam exist, and in this
thesis we mostly use the angular spectrum representation, that will be described in details in
the next section. Using these models means that no analytical expression for the point spread
function can be obtained, and that all the calculations will have to be done numerically. Yet,
these methods are useful (and even necessary) as soon as the shape of the excitation is not
Gaussian, as will be shown in Chapter 4.

2.2.3 Deconvolution

One of the advantages of having a linear system described by a point spread function is that
deconvolution can be performed: as the image is the convolution between the point spread
function and the sample structure, the original sample structure can be reconstructed by using
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Chapter 2. Modeling Nonlinear Microscopy

a deconvolution algorithm [24] which consists of convoluting the image by the inverse of the
point spread function.

Image(X, Y ) = (Sample(x, y)⊗ psf(u, v)) (2.9)

⇓
Sample(x, y) = Image(X, Y )⊗ psf (−1)(u, v) (2.10)

Deconvolution algorithms are usually limited by the signal to noise ratio, which means they
are not particularly well adapted to multiphoton microscopy where the photon flux is small.

2.3 Modeling Coherent Nonlinear Microscopy

In coherent microscopy, the nonlinear process is instantaneous, and the wave-vector of the
harmonic photon is equal to the sum of the wave-vectors of the exciting photons. As the exci-
tation is also coherent, there is a well defined phase relation between all the different points of
the focal volume, which means they can all interfere to create either constructive or destructive
interference in the far field, so the image formation is not linear and the system cannot be
accurately described by a point spread function.

In this section, we will describe the model that we will use throughout this thesis to describe
coherent nonlinear microscopy.

2.3.1 Overview of the Main Model

The model used in this thesis to represent a nonlinear microscope is a modification of the
model proposed by Cheng et al. [25, 26] for coherent nonlinear microscopy, extended to take
into account the vectorial aspects of the excitation. It has three different parts:

1. The excitation, calculated from initial field conditions and objective properties.

2. The sample, given by the spatial distribution of a nonlinear tensor.

3. The propagation of the nonlinear polarization to the far field.

Figure (2.2) illustrates the main model used in this thesis: the model starts at the back
aperture of the focusing objective, which means we consider that everything before it is perfect.
From this initial field phase and amplitude, we calculate the focal field for a given set of focus-
ing conditions (Numerical aperture, index of refraction, . . . ) by using the Angular Spectrum
Representation (ASR) [23, 27, 28]. The field is calculated at each point of a regular 3d grid
by numerical integration. The nonlinear polarization is then calculated at each point of the
grid, according to the value of the field and nonlinear susceptibility at this point. Finally, the
nonlinear polarization is propagated to the far field by using the far-field Green’s function.

2.3.2 Simplifications Implied by the Main Model

Two fundamental properties of our laser beams are neglected in this model:

1. The time-dependence of our field: although we use femtosecond laser pulses, we will only
take into account the space-dependent terms in the equations.
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Sample filters

PMT

Obj.Ti:Sa

700-950nm

76MHz
100 fs

OPO

1.05-1.6µm

100fs

THG

E∞(θ,φ) Ef =F(E∞(θ,φ)) Id =G(Pf )Pf =T(Ef )

Initial condition Angular Spectrum Sample Geometry Green’s Function

Figure 2.2: Modeling Nonlinear Microscopy
Model used throughout this thesis: The initial condition is the field distribution at the
back aperture of the objective, the first part consists in calculating the focal field from
this initial condition using the ASR, then the nonlinear polarization is calculated, and
finally it is propagated to the far field using Green’s function.

2. The spectral bandwidth of the excitation pulses: we will only consider the central fre-
quency. This means we also neglect all the effects related to the spectral phase of the
excitation.

2.3.3 Geometry

backward
propagating

(B-THG)

forward
propagating

(F-THG)

Figure 2.3: Geometry used in chapter 2 to 4
See text for a description. Published in [29].

Figure (2.3) illustrates the geometry used in this section. The field at the back aperture
of the objective is expressed as E0(θ, φ) using cylindrical coordinates, while the focal field is
written Ef (r) in spherical coordinates centered at the focal point, but is sometimes expanded
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Chapter 2. Modeling Nonlinear Microscopy

in Cartesian coordinates as Ef (x, y, z). Finally, the far-field nonlinear field is written Eff (R)
(resp. Eff (X, Y, Z)) in spherical (resp. Cartesian) coordinates.

The objective is characterized by its numerical aperture (NA), that can be expressed as:

NA = n. sin(θmax) (2.11)

where θmax is the half-angle of the maximum cone of light that can exit the objective lens
(defined in figure (2.3)).

The sample is described by two media of nonlinear susceptibilities χ(n) and χ
(n)
0 = 0, and

by a single couple of linear indices at the fundamental and nonlinear frequencies: (nexc, nnl).

2.4 Focusing of Fields Using the Angular Spectrum Rep-

resentation

In this theoretical treatment,we follow the theory established by Richards and Wolf [27, 28],
and expanded by Novotny [23]. In the angular spectrum representation, the field is the sum of
plane waves with variable amplitudes and propagation directions, so that in order to compute
the propagation of the beam, we propagate all the plane waves and then sum them up coherently.
Assuming a homogeneous isotropic linear medium, we have:

E(x, y, z) =

∫∫ ∞

−∞
Ê(kx, ky, 0)ei[kxx+kyy−kzz]dkxdky (2.12)

where:

k2
z = k2 − k2

x − k2
y (2.13)

k =
ω

n.c
(2.14)

2.4.1 Assumptions

We accept the following hypotheses:

1. the incoming beam is polarized along the x direction, which means: Einc = Eincnx.
Then, the exciting field propagates only in homogeneous isotropic media, and there are
no index-mismatches, which means :

χ(1)(z) = χ(1) (2.15)

2. we consider an objective with perfect anti-reflection coating, Numerical Aperture NA1,
and cone angle θm given by:

θm = arcsin(NA/n) (2.16)

1We will usually consider in this chapter high values of the numerical aperture (typically NA=1.4) because
the vectorial effects are more important in this case.
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2.4 - Focusing of Fields Using the Angular Spectrum Representation

2.4.2 Expression of the Focal Field

In the geometry illustrated by figure (2.3), the expression of the incoming field E∞ just after
the objective can be written as:

E∞(θ, φ) =
Einc

√
cos(θ)

2

 1 + cos(θ) cos(2φ)(1− cos(θ))
sin(2φ)(cos(θ)− 1)
−2 cos(φ) sin(θ)

 (2.17)

This field can be propagated using equation (2.12):

E(ρ, φ, z) =
ikfe−ikf

2π

∫ θm

0

∫ 2π

0

e−ikzcos(θ)e−ikρsin(θ)cos(φ−Φ)sin(θ)E∞(θ, φ)dΦdθ (2.18)

=
ikfe−ikf

4π

∫ θm

0

∫ 2π

0

Einc
√
cosθe−ikzcosθe−ikρsinθcos(φ−Φ)sinθ

×

 1 + cosθ − cos(2φ)(1− cosθ)
sin(2φ)(cosθ − 1)
−2cosφsinθ

 dΦdθ (2.19)

=
ikfe−ikf

4π

∫ θm

0

Einc
√
cosθe−ikzcosθsinθ

 Ax
Ay
Az

 dθ (2.20)

with Ax
Ay
Az

 =


∫ 2π

0
e−ikρsinθcos(φ−Φ)[1 + cosθ − cos(2φ)(1− cosθ)]dΦ∫ 2π

0
e−ikρsinθcos(φ−Φ)sin(2φ)(cosθ − 1)dΦ

−2
∫ 2π

0
e−ikρsinθcos(φ−Φ)cosφsinθdΦ

 (2.21)

=

 2π(1 + cosθ)J0(kρsinθ)−
∫ 2π

0
e−ikρsinθcos(φ−Φ)cos(2φ)(1− cosθ)dΦ∫ 2π

0
e−ikρsinθcos(φ−Φ)sin(2φ)(cosθ − 1)dΦ

−2
∫ 2π

0
e−ikρsinθcos(φ−Φ)cosφsinθdΦ


If we expand E0(θ,Φ) as a polynomial expansion of cos(Φ) and sin(Φ) functions, this 2D

integral can be reduced to a 1D integral involving Bessel functions Jn. We can then use the
following abbreviations to express the focal fields of a number of modes (Gaussian, but also
Laguerre-Gaussian and Hermite-Gaussian, as we will see in chapter 4).

Iαβlmn(ρ, z) =

∫ β

α

fw(θ)(cosθ)1/2sinmθcosnθJl(kρsinθ)e
ikzcosθdθ (2.22)

where fw(θ) = exp(−(sin(θ)/(f0 sinθmax))
2) is a filling factor that takes into account the ra-

tio (f0) between the beam size (related to w0) and the back aperture of the objective (f sinθmax).

2.4.3 Comparison Between Angular Spectrum Representation & Gaus-
sian Paraxial Approximation

We remind the expression for a focused Gaussian beam derived in appendix A.2:

E(x, y, z) = E0
w0

w(z)
e
− (x2+y2)

w(z)2 ei(kz−η(z)+k(x
2+y2)/(2R(z))) (2.23)
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where:

w(z) = w0

√
1 +

z2

b2
(2.24)

In this section, we will compare the field predicted by the paraxial approximation and by
the angular spectrum representation in the case of a linearly polarized beam with a Gaussian
intensity distribution and a flat phase at the back aperture of the objective.

2.4.3.1 Vectorial Aspects

×15 ×3×1

Field distribution in focal plane for a focused Gaussian beam

 µmµmyxNA 1,1,,4.1 

Figure 2.4: Vectorial aspects using the ASR
Electric field distribution of a focused linearly polarized Gaussian beam. Conditions:
NA=1.4, n=1.5. Published in [29].

The first fundamental difference between the two models is that the angular spectrum rep-
resentation takes into account the vectorial nature of the electric field: even if we consider a
perfectly linear polarization at the back aperture of the objective, the polarization at the focus
can be completely different. For example, the different components of the electric field at the
focus of a high NA objective with a Gaussian intensity distribution at the back aperture are
shown in figure (2.4), and we can see that the intensity of the axially polarized component of
the excitation is only three times smaller than the x-polarized component.

However, in the case of a Gaussian beam, the vectorial effects are limited, especially if
we consider the nth power of the electric field as the axially polarized and laterally polarized
components of the field do not spatially overlap, but for other polarizations and other field
distributions at the back aperture, the effect can be more drastic. For example, the focusing
of donut shaped Laguerre-Gaussian (LG01) beams can either yield to a donut intensity at the
focus when it is linearly polarized, or a single peaked intensity distribution when it is radially
polarized as illustrated in figure (2.5), discussed in more detail in chapter 4.

2.4.3.2 Differences in Ex

Even if we only consider the linear part of the focal field, there are still some differences
between the angular spectrum representation and the Gaussian beam. Figure (2.6) illustrates
the cubed intensity and phase distribution for both models, as well as the difference between
models. We find a better agreement for the intensity than for the phase.
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E(ρ ,φ ,z) = E2

⎡
⎣ 4iI120sinφ

−4iI120cosφ
0

⎤
⎦ (10)

Focused radially polarized LG rad
01 mode:

E(ρ ,φ ,z) = E2

⎡
⎣ 4iI121cosφ

4iI121sinφ
−4I030

⎤
⎦ (11)

For future reference in this article, we summarize the calculated field distributions near focus
for these various cases in Figure 2. Phase distributions are presented without the propagation
term exp(−ikωz) in order to highlight the differences between the modes.

yz

x

yz

Fig. 2. Distributions in the xy and xz planes of the focal field intensity and of the phase of
the x-polarized component when relevant, for the modes described by Eqs.(5-11). Arrows
indicate the direction of polarization in the xy plane for focused LG01 beams. Intensity plots
are normalized to their maximum values. Phase color table ranges from white (−π rad) to
black (π rad). NA = 1.4, x,y ∈ [−1 1]μm, z ∈ [−2 2]μm.

2.2. Calculation of the induced third-order non-linear polarization

In a medium characterized by its third-order nonlinear tensor χ (3)
i jkl(r), the excitation field in-

duces a polarization density described by:

P(3ω)
i = ∑

j,k,l

χ (3)
i jklE jEkEl (12)

The χ (3) tensor of a homogeneous isotropic medium can be expressed as [18]:

χ (3)
i jkl = χ0(δi jδkl + δikδ jl + δilδ jk) (13)

We can then express the nonlinear polarization induced by the exciting field E in cartesian
coordinates as:

P(3ω) = χ0

⎡
⎣ Ex(3E2

x + E2
y + E2
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indicate the direction of polarization in the xy plane for focused LG01 beams. Intensity plots
are normalized to their maximum values. Phase color table ranges from white (−π rad) to
black (π rad). NA = 1.4, x,y ∈ [−1 1]μm, z ∈ [−2 2]μm.
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Figure 2.5: Influence of the incoming polarization
xy and xz components of the focal fields resulting from the focusing of radially, az-
imuthally and linearly polarized Laguerre-Gaussian LG01 beams. The yellow arrows
denote the direction of the polarization in the focal plane. Conditions: NA=1.4, n=1.5.
Published in [29].
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Figure 2.6: Differences between Gaussian paraxial & ASR
Cubed intensity difference of a focused Gaussian beam with (a) a paraxial model (b)
a non-paraxial model (c) difference, and phase distribution using (d) a paraxial model
(e) a non-paraxial model (f) the difference. Conditions: NA=1.4, n=1.5. Adapted
from [30].

2.5 Modeling Nonlinear Effects

The nonlinear interactions that occur at the focus of a coherent nonlinear microscope are
described by the nonlinear wave-equation (described in more details in appendix A.1) :

(∇ + k2)E(nω) = − ω2

ε0c2
PNL(nω) (2.25)
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where PNL(ω) is the induced nonlinear polarization that depends on:

1. The sample structure described by a nonlinear tensor χ(n), whose properties are discussed
in section 2.5.2.

2. The excitation field: for an nth order nonlinear effect, the nonlinear polarization is pro-
portional to En

f (ω).

2.5.1 Nonlinear Polarization of the Main Nonlinear Effects

The nonlinear polarization for the process of second harmonic generation can be written as:

P
(SHG)
i (2ω) =

∑
j,k

χ
(2)
ijk.Ej(ω).Ek(ω) (2.26)

for third harmonic generation:

P
(THG)
i (3ω) =

∑
j,k,l

χ
(3)
ijkl.Ej(ω)Ek(ω)El(ω) (2.27)

for nth harmonic generation:

P
(NHG)
i (nω) =

∑
j1,,..,jn

χ
(n)
ij1...jn

.Ej1(ω)...Ejn(ω) (2.28)

and for CARS (with two different excitation wavelengths: λp and λs) :

P
(CARS)
i (2ωp − ωs) =

∑
j,k,l

χ
(3)
ijkl.Ej(ωp)E

∗
k(ωs)El(ωp) (2.29)

The vectorial aspects of second and third harmonic generation have been studied, for ex-
ample in reference [31].

2.5.2 Symmetries & Tensors

The χ(n) tensors are n+1 order tensors called hyperpolarizability tensors. If a medium pos-
sesses symmetry properties related to its organization, then its tensor also has some properties.
For example, if we consider a homogeneous medium, we have strict symmetry conditions [32–34]:

• The tensor χ(2)(2ω, ω, ω) describing second harmonic generation is a third order tensor
that can be non-zero only in non-centrosymmetric media.

• The tensor χ(3)(3ω, ω, ω, ω) describing third harmonic generation is a fourth order tensor
that does not require non-centrosymmetry, and is discussed in more details in chapter 3

When we consider degenerate processes like SHG or THG, we get some extra symmetry
conditions. If we consider for example the third order hyperpolarizability of an isotropic ho-
mogeneous medium, χ(3)(ω1 + ω2 + ω3, ω1, ω2, ω3) has three independent elements, while if we
consider a THG process χ(3)(3ω, ω, ω, ω), there is only one independent tensor element, and all
the other non-zero elements are proportional to it.
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2.6 Modeling the Propagation of the Nonlinear Polar-

ization

2.6.1 Green’s Function

In order to calculate the far field interference pattern created by the nonlinear polarization,
we use the far field Green’s function, defined as the electric field radiated by a single dipole,
and sum up all the contributions of the sources located in the focal volume.

The harmonic field originating from all positions r in the focal region and propagated to a
position R in the collection optics aperture can be expressed as [23, 25]:

EFF (R) =

∫
V

P(nl)(r)GFF (R− r)dV (2.30)

where V spans the excitation volume and GFF is the far field Green’s function:

GFF =
exp(ikR)

4πR
[I−RR/R2] (2.31)

where R is the coordinate of a point in the far field (see figure (2.3)) and I is the third-order
identity tensor.

2.7 Numerical Implementation

This section provides some details about the practical numerical implementation of the
numerical simulations.

2.7.1 Numerical Integration of the Focal Field

We have seen in section 2.4 that the focal field can be expressed as a sum of Iαβlmn(ρ, z)
integrals. The problem is that these integrals have no analytical solutions, and have to be
calculated numerically. We used Matlab quadrature algorithms [35] to evaluate these integrals.

Iαβlmn(ρ, z) =

∫ β

α

fw(θ)(cosθ)1/2sinmθcosnθJl(kρsinθ)e
ikzcosθdθ (2.32)

2.7.2 Numerical Considerations: Size, Sampling

The question of the size of both the total dimensions and the step size of the grid in our
numerical simulations is non-trivial.

2.7.2.1 Size of the Focal Volume

As a benchmark for the simulations, we often used THG from an isotropic medium since it
reaches zero for a homogeneous sample. However, the method is valid for any kind of nonlinear
effect if we replace “reaching zero” by reaching a given plateau.

The choice of the size of the focal volume used for our simulations is then quite straightfor-
ward, as any domain large enough to yield zero signal2 works. Practically, we used a domain

2we never get zero signal, but we can get it arbitrarily close to zero
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as small as possible that satisfied this condition, which meant it depended on the geometry
considered: B-THG domains could be made very small, while F-THG domains are usually
larger. In the case of non-Gaussian excitation, (as in Chapter 4) or in the case of negative
dispersion (described in section 3.3) the question becomes trickier, as the THG signal can be
non zero even on homogeneous media. In this case, the focal volume is calculated by increasing
the dimensions of the domain until the calculated nonlinear signal reaches a plateau.

2.7.2.2 Size of the Grid Steps
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Figure 2.7: Influence of the sampling conditions in our simulations
(Left) F-THG signal as a function of the width (in nm) of a centered slab: Magenta:
dρ=20nm, Green dρ=30nm; Black: dρ=40nm; Red dρ=60nm; Blue: dρ=50nm; Cyan
dρ=60nm; (Right) B-THG from a centered slab: Magenta: dρ=5nm, Cyan dρ=10nm;
Orange: dρ=20nm; Blue dρ=40nm; Conditions: NA=1.3, nω = n3ω = 1.5.

Figure (2.7) illustrates two different simulations using different sampling sizes. The grid
sizes that can be used depend a lot on the geometry of the sample: in the case of F-THG,
it can be relatively large (even with dρ = 80nm = λ/5, we get the same qualitative result).
Contrariwise, in the case of B-THG, as soon as the sampling used step is not small as compared
to the coherence length, the numerical result starts to deviate significantly from the correct
result.

2.7.3 Far-Field Integration

The far field harmonic radiation is calculated on another regular grid, and the signal in each
point is the sum of all the propagated contributions from the sample grid points. The numerical
propagation involves a multiplication by a propagation phase factor and a division by a distance
factor. The number of points in the far field also depends on the geometry considered, and
typically goes from ≈ 400 to ≈ 6000.

2.8 Optical Confinement

One of the most interesting properties of nonlinear microscopy is that the origin of the signal
is confined to the focal volume. This is only true under certain conditions, though, as the signal
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does not only depend on the excitation field, but also on the sample structure. One of the ways
to understand optical confinement is then to consider a homogeneous isotropic sample, and to
calculate the origin of the signal.

2.8.1 Incoherent Microscopy

The easiest case to consider is the case of incoherent microscopy, because only the intensity
distribution of the excitation has to be considered. In order to simplify our calculations, we
will consider that our sample has a homogeneous distribution of fluorophores.

2.8.1.1 Axial Confinement

We first determine the confinement obtained along the direction of propagation (z direction)
by calculating the amount of signal created in the volume defined by a width parameter a along
the z axis, and infinite in the x and y directions, that can be expressed for an nth order process
as :

Sn(a)/S
∞
n =

∫ a

−a

∫∞
−∞

∫∞
−∞ I

n(x, y, z)dx.dy.dz∫∞
−∞

∫∞
−∞

∫∞
−∞ I

n(x, y, z)dx.dy.dz
(2.33)

using the expression of the intensity distribution of a Gaussian beam given in appendix A.2,
this integral can be evaluated as:
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we remind that w(z) = w0

√
1 + z2/b2, where b is the Rayleigh range of the beam, and we

get:
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dz (2.35)

For a second order effect this integral is equal to:

S2(a) =
a√

1 + a2/b2
(2.36)

and for a third order effect:

S3(a) =
2a3 + 3ab2

3b2(1 + a2/b2)3/2
(2.37)
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We can see from equation (2.36 and 2.37) that when a goes to infinity, the total signal scales
as bn. However this is because we have not normalized the intensity.

We can then define an arbitrary threshold, for example 95% or 99% and consider that the
nonlinear signal creation is confined to this area. Figure 2.8 illustrates the value of S(a)/S(∞)
for second order and third order effects.

S3(a)/S3(∞) S2(a)/S2(∞)

0 2 4 128 106 0 2 4 128 106
a(µm) a(µm)

(a) (b)

Figure 2.8: Axial Confinement
(a) S3(a)/S3(∞), and (b) S2(a)/S2(∞) for b =1µm (red), 2µm (green), 3µm (blue),
4µm (cyan), and 5µm (magenta).

We could estimate the confinement in the xy plane by doing the same calculation, but
integrating x and y over a finite domain. We also have to remember that this confinement is
true only for an isotropic sample: if we consider really abnormal samples, we can get a significant
amount of signal created outside the previously-defined focal volume . For example, a (very
pathological) example is when the distribution of fluorophores is equal to the inverse of the
squared intensity: in this case the signal can originate from any plane, as the probability to
emit one nonlinear photon is the same everywhere in the sample.

2.8.2 Influence of Scattering & Absorption

We have seen in the first chapter that absorption and scattering are the most limiting factors
in microscopy. Multiphoton microscopy improves the imaging depth as compared to linear
microscopy, in part because it uses longer excitation wavelengths that reduce the influence of
scattering and absorption, but they remain a limiting factor, as we will see in this paragraph.

2.8.2.1 Scattering & Absorption

The effects of scattering and absorption on the attainable imaging depth are complex, as
outlined in section 1.6. However, if we only consider the confinement due to the excitation
intensity distribution, we can use a simple model for both scattering and absorption where the
intensity decreases exponentially. This model assumes that scattered excitation light does not
generate any 2PEF, so it should be considered as a first order approximation. If we consider
that the scattering/absorbing medium starts at z = z0, the intensity can be expressed as:
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(
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so if we follow the same strategy as previously, we can define confinement efficiency as a
function of depth:

Sn(a, b, z0) =

∫ a

−a

∫ ∞

−∞

∫ ∞

−∞

(
w2

0

w(z)2
e
− 2(x2+y2)

w(z)2 e(z0−z)/la
)n

.dy.dy.dz

= S0

∫ a

−a

en(z0−z)/la

(1 + z2/b2)n−1/2
dz (2.39)

However, the exponential decrease has introduced an asymmetry in the intensity distribu-
tion, which means it is easier to represent the influence of scattering and absorption by plotting
the origin of the nonlinear signal instead of its integral. In figure (2.9), we consider that the
beam is focused 100µm into the sample, and the value of la increases until the confinement is
lost.

Figure 2.9: Influence of scattering & Absorption
Origin of the 2PEF signal for a Gaussian beam focused 100µm into a scattering sample.

The imaging limit may be defined as the situation where shot noise from the near-surface
region is larger than the “useful” signal originating from the near-focus region.

2.8.3 Coherent Microscopy

In the case of coherent microscopy, two different effects affect the optical confinement:

• Intensity effects, similarly to what is observed in incoherent microscopy.

• Phase effects, from which we either have a coherent increase or decrease of the signal.
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Moreover, the coherent nature of the signal implies that the intensity of a phase-matched
process increases as the squared number of emitters, instead of linearly in incoherent microscopy.
This means the simple model described in section 2.8.1 is not valid anymore.

There are two main phase effects: the first one is the index-mismatch between the exciting
field and the harmonic field. Indeed, the optical index is wavelength dependent and is generally
(ie: neglecting resonances) increasing over the visible and near infra-red range typically used
for nonlinear microscopy. The second effect is the Gouy phase-shift [36]: in the focal region,
the phase of a focused beam experiences a progressive π radian phase-shift, as illustrated in
figure (2.10).

Intensity 
near focus

- (Gouy shift)

0Phase 
near focus

Figure 2.10: Intensity and phase distribution near the focus of a
high NA objective
(Left) 2D distribution of phase and intensity in the focal volume calculated numerically
using the angular spectrum representation. (Right) Axial intensity and phase distri-
bution, adapted from reference [25]. In both cases, the propagation terms of the phase
have been neglected.

The interplay between the intensity and phase effects will be discussed in the next section.

2.9 Phase Matching in Coherent Microscopy

2.9.1 Introduction

The concepts of phase-matching come from nonlinear optics, where weak focusing condi-
tions are commonly used, and the interaction distances are usually large as compared to the
optical wavelength. An easy way to understand it is to consider the interaction between 1D
plane-waves. In the case of second harmonic generation, the excitation - that can be written
as E(z, t) = E0e

i(kωz−ωt) - induces a second order nonlinear polarization that can be written
as P (2)(z, t) ∝ χ(2)E(z, t)2. If we want the second harmonic field - that can be written as
E2ω(z, t) = E1e

i(k2ωz−2ωt) - and the nonlinear polarization to interfere constructively then they
must have the same phase, that is to say k2ω = 2kω. This condition is called the phase-
matching condition .

The case of second harmonic generation is described in appendix A.4, and we recall the
equation describing the interaction as:
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dA2

dz
= C2e

i(∆kz) (2.40)

Where A2(z) is the amplitude of the harmonic field, ∆k = k2ω− 2kω and C2 is proportional
to A2

1. This equation can easily be integrated, and yields:

A2(z = L) = C2
sin(∆kL/2)

∆k
(2.41)

If we consider perfect phase-matching conditions, the amplitude of the SH field increases
linearly with the interaction distance, but if ∆k 6= 0 then the harmonic field amplitude reaches
a maximum for an interaction distance L = π

∆k
and then oscillates.

This model implies the following assumptions:

1. The first one is the non-depleted pump approximation , which means that we consider
that the amplitude of the fundamental wavelength is not modified by the interaction with
the nonlinear field. Since nonlinear microscopy relies on very inefficient effects, this is a
valid assumption.

2. The second one is the plane-wave approximation , which means we consider that the
amplitude of the fundamental beam is constant and does not depend on the position.
This assumption is obviously not valid in the case of nonlinear microscopy where we
have tightly focused beams.

In the next section, we will therefore consider the case of Gaussian beams.

2.9.1.1 Phase-matching Gaussian Beams

The previous model considers that the excitation does not depend on z, which is not adapted
to nonlinear microscopy. A better model would be to consider Gaussian beams instead of plane
waves, and this model is described in [34]. Two main aspects are taken into account here:

1. The global effect of index-mismatch, whose influence was studied in the previous case.

2. The local effect of intensity variations and Gouy phase-shift.

We consider that both fundamental and harmonic fields can be described as Gaussian beams:

En(r, z) =
An(z)

1 + 2iz/bn
e−r

2/w2
n(1+2iz/bn) (2.42)

with:

bn = knωw
2
n (2.43)

The integration assuming an non-depleted pump (A1(z) = A1) is performed in appendix A.5,
and we find:

A(z,∆k, b1) = A0

∫ z

z0

ei∆kζdζ

(1 + 2iζ/b1)(n−1)
(2.44)
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Figure 2.11: Phase-matching for the first coherent nonlinear ef-
fects
Multi Harmonic Generation signal as a function of the axial size of a z-oriented
slab, for the first four coherent nonlinear effects. Conditions: λ = 1.2µm, NA=1.4,
nexc = nnl = 1.5.

The properties of this integral are studied in appendix A.5.1. Although second harmonic
generation is not properly described by this model (for example this model predicts that we
obtain no SHG signal from a non-dispersive medium while more accurate studies have shown
that it is not the case [37]), several results can be obtained with this model, the most important
one being that no THG signal is obtained from an isotropic normally dispersive (or even non-
dispersive) homogeneous medium.

2.9.2 In Coherent Nonlinear Microscopy

In coherent nonlinear microscopy, phase-matching fundamentally becomes a 3D phenomenon
that can be re-formulated as: given a 3D phase and intensity distribution, in which direction
are the interferences constructive, and in which direction are they destructive? Our numerical
model described previously is perfectly adapted to answer this question.

Figure 2.11 illustrates the amount of forward emitted signal for the four first coherent effects
(’1HG’, SHG, THG and 4HG), considering perfect index-matching and an isotropic medium3.
In all these cases, the harmonic field is quite accurately described by a Gaussian beam.

• The linear scattering effect is - as expected - not confined, and as there is no index-
mismatch, it increases with the width of the slab.

• The SHG signal reaches a plateau when the size of the domain gets bigger than the size
corresponding to the optical confinement.

3The is physically impossible in the case of SHG and 4HG, but mathematically way more convenient
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• The THG and 4HG signals have similar behaviors: the harmonic signal reaches a maxi-
mum for a domain smaller than the optical confinement, and decreases down to zero due
to destructive interference. If we go on and consider 5HG or MHG, we get the same kind
of response.

The cause of the destructive interferences that kill the harmonic signal in the case of THG
and 4HG is the Gouy phase-shift, described in figure (2.10).

2.9.2.1 Influence of the Gouy Phase-shift

In order to illustrate the influence of the Gouy phase-shift, we consider third harmonic gen-
eration with a hypothetical (physically impossible) excitation field distribution for which the
amount of phase-shift can be adjusted independently of the intensity.
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Figure 2.12: Influence of the Gouy phase-shift in THG
THG signal as a function of the width of the slab with different amounts of Gouy
phase-shift. Conditions: λ = 1.2µm, NA=1.4, nω = n3ω = 1.5.

Figure (2.12) illustrates the influence of the Gouy phase-shift in the case of third harmonic
generation. The number of times the Gouy phase-shift is involved in the nonlinear process is
controlled by calculating a different nonlinear polarization for each process:

P
(3)
3ω = |Eω|3 ∗

(
Eω
|Eω|

)n

(2.45)

The blue curve corresponds to the normal situation, in which case the Gouy phase-shift is
involved three times.

• In the green curve (n = 2) we decrease the number of times that the Gouy phase-shift is
involved so the destructive interference is not as strong: the maximum signal is reached
for a larger width, and the signal decreases until it reaches a non-zero plateau.
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• In the red and black curves (n = 1 and n = 2) the signal increases and reaches a
maximum that once again corresponds to the optical confinement due to the |Eω|3 term
in the equation.

• In the cyan curve, (n = 4), the phase matching conditions are worse than in the usual
case, so the maximum is reached sooner, and we can see the harmonic signal oscillate
before it reaches zero.

2.9.2.2 Influence of the Index-mismatch

Figure 2.13: Influence of the index-mismatch in THG
THG signal as a function of the width of the slab with different index-mismatches.
Conditions: λ = 1.2µm, NA=1.4, n3ω = 1.5, 1.47 ≤ nω ≤ 1.53.

Figure (3.22) illustrates the influence of the index-mismatch in the case of third harmonic
generation. The blue curve corresponds to the zero-dispersion case, in which nω = n3ω, and
we have the usual coherent increase followed by the onset of destructive interferences and a
signal that goes to zero. If we consider a normally dispersive material (nω > n3ω), as in the
green and cyan curves, the phase-mismatch is increased, so the coherence length is decreased.
Therefore, the signal reaches a smaller maximum and goes down to zero more rapidly. On the
other hand, if we consider an abnormally dispersive medium (nω < n3ω, black and red curves)
then the phase-mismatch is decreased and the coherence length is increased. Moreover, in this
case destructive interference is not complete, and the signal reaches a plateau once the width
of the slab is larger than the focal volume.

We have discussed the influence of several factors that can influence coherent nonlinear
processes. However, we have only considered the integrated harmonic signal emitted in the
forward direction, and not the shape and direction of the harmonic fields. This aspect will be
described in the next section.
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2.9.3 3D Phase-matching - Direction of Emission

2.9.3.1 Axial/Lateral Phase-Matching

Since we always consider exciting beams that propagate along the optical (z) axis, we can
treat separately phase-matching conditions in the transverse and axial directions. In the plane
wave model, we even completely neglect the transverse dimensions, and in the paraxial hypoth-
esis, we make different hypotheses for the axial and transverse dimensions. The reason for this
is that the phase propagation term mostly depends on the position along the optical axis. Even
in the case of high NA focusing, for which the intensity distribution can be almost isotropic
along the axial and lateral directions, the phase variations (due to both the propagation and
the Gouy phase-shift) are still mainly along the optical axis, as illustrated in figure (2.10).

This means we can simplify our discussion on phase matching by considering that only the
amplitude depends on both axial and lateral coordinates, and that the phase is the same along
the x and y directions [38]:

Eff (x, y, z) = A(x, y, z)eiφ(z) (2.46)

The main consequence of this assumption is that out-of-axis emission becomes impossible
to phase-match in a bulk isotropic medium. However, our goal is not to have perfect phase-
matching conditions, but to identify the structures that provide a non-zero signal through any
kind of quasi-phase-matching. In the case of a heterogeneity in the lateral direction, quasi-
phase matching is possible and provides out-of-axis harmonic emission, as we will see in the
next section.

2.9.3.2 Multi Harmonic Generation From Axial Interfaces

A well studied example [25, 30, 38, 39] is the case of harmonic generation from an interface
along the optical axis. The phase matching conditions for Multi Harmonic Generation (MHG)
can be written as:

∆k = |n(kω + kg)− knω| (2.47)

where kg describes the Gouy phase shift. If we consider the case of an interface along the
xz plane, we have: (kω + kg) = (kω + kg)ez, and knω = knω cos(θ)ez + knω sin(θ)ex, and the
phase-matching conditions become:

∆kz(θ) = n(kω + kg)− knω cos(θ)

∆kx(θ) = knω sin(θ) (2.48)

If we consider an emission at an angle (θ 6= 0), we can have ∆kz(θ0) = 0 but ∆kx(θ)
increases very rapidly. However, since we consider an interface in this direction, this phase-
matching condition is not completely restrictive (this is similar to the forward emission on an
interface perpendicular to the propagation direction), which means the emission at the angle
θ0 is possible. θ0 can be calculated by solving equation (2.48):

cos(θ) =
n(kω + kg)

knω
(2.49)
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This is true for a heterogeneity in any direction: in this case the direction without the
heterogeneity requires full phase-matching that can sometimes be obtained by degrading the
phase-matching conditions in the other direction.

2.9.4 Conclusion

Discussing coherent nonlinear microscopy in general is not easy, since the different modali-
ties can have such different properties. Moreover, the concepts of resolution, and point-spread
function do not work well, and the methods used in nonlinear optics usually rely on long inter-
action distances and are not always adapted. Therefore, we think that the identification of the
geometries that generate signal efficiently when excited by a particular focal field distribution
is relevant, and this is what we are going to do in chapters 3 and 4 in the case of third harmonic
generation.

72



2.9 - Phase Matching in Coherent Microscopy

Conclusion

There are several ways to model multiphoton microscopy, de-
pending on which effect is considered to dominate. We have
described a general method that is easy to implement and
that takes into account the full vectorial nature of the phase
and intensity distribution of the exciting and harmonic fields.
The method relies on the optical confinement of nonlinear
signals which imply that the nonlinear signal originates from
a finite domain of the sample dubbed the focal volume . In
this focal volume, the signal creation is dominated by quasi-
phase-matching effects that are specific to each geometry.

This method will be used to simulate third harmonic genera-
tion microscopy in different geometries in the next chapters,
with chapter 3 dealing with the well-described case of third
harmonic generation with Gaussian beams, and chapter 4
dealing with different aspects of focus engineering and wave-
front control in nonlinear microscopy. The vectorial aspects
of the simulations will be particularly significant in this chap-
ter 4.
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[1] C. Sandrin. Thèse de doctorat. Université Paris XI, Paris (2010: Bon courage et bonne
chance !).
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[10] R. F. Harrington. Field Computation by Moment Methods. Wiley-IEEE Press (1993).

[11] S. Kagami and I. Fukai. Application of boundary-element method to electromagnetic
field problems. IEEE Transactions on Microwave Theory Techniques, 32:455–461 (1984).

[12] S. J. Salon. The hybrid finite-element boundary element method in electromagnetism.
IEEE Transactions on magnetics, 21(5):1829–1834 (1985).

[13] M. Golosovsky, E. Maniv, D. Davidov, and A. Frenkel. Near-field of a scanning
aperture microwave probe: a 3-d finite element analysis. Instrumentation and Measure-
ment, IEEE Transactions on, 51(5):1090–1096 (2002).

[14] J-B. Masson, M-P. Sauviat, J-L. Martin, and G. Gallot. Ionic contrast terahertz
near-field imaging of axonal water fluxes. Proc. Natl. Acad. Sci. USA, 103(13):4808–4812
(2006).

[15] J-B. Masson and G. Gallot. True near field versus contrast near field imaging. Opt.
Express, 14(24):11566–11574 (2006).

[16] L. Cheng and D. Y. Kim. Differential imaging in coherent anti-stokes raman scattering
microscopy with laguerre- gaussian excitation beams. Opt. Express, 15(16):10123–10134
(2007).

[17] L. Cheng, S. Veetil, and D. Y. Kim. Differential imaging in coherent anti-stokes
raman scattering microscopy ii: a filter-assisted laguerre-gaussian beam detection scheme.
Opt. Express, 15(19):12050–12059 (2007).

[18] P. Török, P. R. T. Munro, and Em. E. Kriezis. High numerical aperture vectorial
imaging in coherent optical microscopes. Opt. Express, 16(2):507–523 (2008).

74



2.9 - Bibliography

[19] N. Metropolis and S. Ulam. The monte carlo method. Journal of the American
Statistical Association, 247 (1949).

[20] S. A. Prahl, M. Keijzer, S. L. Jacques, and A. J. Welch. A monte carlo model
of light propagation in tissue. In SPIE Proceedings of Dosimetry of Laser Radiation in
Medicine and Biology, pages 102–111. Press (1989).
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INTRODUCTION

This chapter deals with contrast mechanisms in third harmonic generation microscopy with
focused non-paraxial Gaussian excitation using the numerical model described in chapter 2.
Our aim is to identify the structures that are visible in a THG image, with a special attention
on what we will call the geometrical effect : the size and shape of our sample. In a first
part (section 3.1), we will expand on the work of Cheng et al. [1] and Débarre et al. [2, 3]
on the phase-matching conditions for THG in isotropic homogeneous samples for geometries
corresponding to what we could find in a typical biological specimen, before considering THG
from organized structures in sections 3.2 and 3.3.
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3.1 “Bulk” THG

In this section, we will only consider simple geometries that consist of two isotropic ho-
mogeneous media which have the same linear index of refraction but two different third order
nonlinear susceptibilities. Some of the results shown in this part have already been demon-
strated by Cheng et al. [1] and Débarre et al. [2, 3] using a scalar model, but they are presented
again in order to provide a continuity. They also validate the vectorial model that will be used
in more complex geometries later in section 3.3 and in chapter 4.

We will consider three different geometries, and study the influence of size and orientation
parameters:

1. Interfaces, that we see in biological samples each time we have structures larger than the
focal volume.

2. Spheres, that can represent small organelles or lipid droplets.

3. Cuboids, that are often described as slabs when the extension in one or two dimensions
is larger than the focal volume. They can be used to model domains that are not thick
enough to be modeled as interfaces.

Figure (3.1) gives an example of a THG image from a zebrafish embryo where the signal
comes from all three types of structures. We observe a THG signal from the interfaces between
nuclei and cytoplasm, circled in blue. We also see small organelles that can be modeled as
spheres, and are circled in red. Finally, the strong signal that seems to come from the cellular
membranes (in yellow) is due to the presence of an intercellular medium that is optically different
from the cytoplasm, and corresponds to a slab geometry.

Slabs:
Intercellular space

Interfaces:
Nucleus-cytoplasm

Spheres:
organelles

0

1

Figure 3.1: Identification of the structures yielding THG signal in
the blastoderm of the zebrafish embryo.
Scale bar=10µ m. Zebrafish embryo provided by N.Peyrieras. (More details in chap-
ter 5.)

Moreover, as it has been shown that the relative contrast between such structures could be
modified by changing the focusing conditions [2], we will study the influence of the numerical
aperture of the excitation on these three geometries in section 3.1.4.
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backward
propagating

(B-THG)

forward
propagating

(F-THG)

Figure 3.2: Geometry considered throughout Chapter 3
For a complete description of the geometry, see chapter 2.

3.1.1 Description of the Model

As seen in Chapter 2, the field created by a Gaussian beam focused by a high N.A. objective
can be expressed as:

E(ρ, φ, z) = E1

 I010(ρ, z) + I011(ρ, z) + (I210(ρ, z)− I211(ρ, z)) cos(2φ)
(I210(ρ, z)− I211(ρ, z)) sin(2φ)

−2iI120(ρ, z) cos(φ)

 (3.1)

where Ijkl is defined in equation (2.22) and (ρ, φ, z) are defined in figure (3.2). We then
consider that our focal volume is made of two isotropic homogeneous media that have the same
linear optical properties described by the tensor χ

(1)
ij = nωδij, but with different third order

nonlinear susceptibilities. As the medium is homogeneous and isotropic, the two tensors can
be written as [4]:

χ
(3)
ijkl = χ0.(δij.δkl + δik.δjl + δil.δjk) (3.2)

with a different constant χ0 for the two media. The induced third order polarization is equal
to:

P
(3ω)
i =

∑
jkl

χ
(3)
ijklEj(ω)Ek(ω)El(ω) (3.3)

so if we take the expression of the tensor given in equation (3.2), we can write:

P(3ω) = 3χ0

 Ex(E
2
x + E2

y + E2
z )

Ey(E
2
x + E2

y + E2
z )

Ez(E
2
x + E2

y + E2
z )

 (3.4)

The nonlinear polarization from each point in the focal region r can then be propagated to
the far field by using the far field Green’s functions [5]:

GFF (R) =
exp(ikR)

4πR
[I−RR/R2] (3.5)
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where R is the coordinate of a point in the far field and I is the third-order identity tensor.
The amplitude of the third harmonic field in the far field results from the coherent summation
of the contributions from all points in the focal volume [1]:

EFF (R) =

∫
V

GFF (R− r)P(3ω)(r)dV (3.6)

where V spans the excitation volume and GFF is the far field Green’s function. To
perform an exact calculation, the integration volume V should be considered infinite, but for
numerical calculations we consider instead a finite excitation volume. This volume is calculated
for each focusing condition by increasing the size of the volume until the new contributions are
negligible. Total THG power emitted in the forward (F-THG) or backward (B-THG) directions
can be estimated by integrating |EFF (R)|2 over the front aperture of an epi-collecting or trans-
collecting objective (see Figure (3.2)).

3.1.2 Size Effects

The dependence of the THG signal on sample size has already been investigated theoret-
ically by Cheng et al [1] using the same method (but neglecting the vectorial aspects of the
excitation), but we found it clearer to discuss these phenomena before elaborating further.

We consider two different geometries in this paragraph: the case of a slab of infinite dimen-
sions in the x and y directions, and of width dz along the z axis, centered at the focal point,
and the case of a sphere of diameter d also centered at the focus. Figure (3.3) illustrates the
two geometries.

dz

F-THGB-THG

c(3)=1 c(3)=0(a)

d

F-THGB-THG

c(3)=0

c(3) =1

(b)

Figure 3.3: Geometries considered in this paragraph
The excitation beam is focused in the middle of (a) an xy-oriented slab of width dz
and (b) a sphere of diameter d centered at the focal point.

3.1.2.1 Slabs

Because there is no far-field THG signal from an isotropic normally dispersive homogeneous
medium [6], and because the propagation of the harmonic field is a linear process, it is equivalent

to consider a first medium with a nonlinear susceptibility χ
(3)
1 embedded in a second medium

with a nonlinear susceptibility χ
(3)
2 , and to consider a first medium with a nonlinear suscepti-

bility χ
(3)
1 − χ

(3)
2 embedded in a second medium with χ

(3)
0 = 0. Accordingly, the geometry that

we will consider here is a slab of infinite dimensions in the x and y directions and of width
dz along the z axis, centered at the focal point and with a nonlinear susceptibility χ(3) = 1
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sandwiched between two domains of a medium with the same index of refraction, but a null
nonlinear susceptibility, as illustrated by figure (3.3.a).
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Figure 3.4: THG signal as a function of the size of a xy oriented
slab centered at the focal point
(Left) F-THG as a function of the width of the slab (Right) B-THG as a function of the
width of the slab. The geometry is illustrated in figure (3.3). Conditions: λ = 1.2µm
NA = 1.4, nω = n3ω = 1.5.

Figure (3.4) illustrates the dependence of both F-THG an B-THG signals on the slab width.
As the width increases from zero, both F-THG and B-THG signals exhibit a coherent increase
characterized by a quadratic intensity dependence on the number of emitters (in this geometry,
it corresponds to a quadratic dependence with the width of the slab). Yet, as the size of the
slab further increases, destructive interferences start to appear in the backward direction and
the signal decreases. This is due to the very important phase-mismatch in that direction. The
coherence length of B-THG can be approximated as:

lbw =
π

3kω + k3ω

≈ π

6.kω
≈ λ

12nω
(3.7)

If we take the same parameters as in the simulation, we find lbw ≈ 70nm, which is consistent
with the maximum signal value observed. The B-THG then follows damped oscillations with a
period corresponding to twice the coherence length.

Another way to explain these damped oscillations is to see them as the combination of an
oscillatory behavior due to the phase-mismatch plus a decrease related to the variations of the
cubed intensity along the optical axis, which holds as long as the phase matching conditions
are the same everywhere.

The F-THG signal has a simpler size dependence: it increases until destructive interfer-
ences that are due to the Gouy phase-shift (and, when present, index-mismatch between the
fundamental and the harmonic field) make it decrease till it reaches zero for a slab that is
large enough to be considered as a homogeneous medium compared to the size of the excitation
volume. The forward coherence length can be written as:

lfw =
π

∆k
=

π

3(kω + kg)− k3ω

(3.8)
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where kg is the linear phase variation induced by the Gouy phase-shift. The forward coher-
ence length was estimated in reference [1] as: lfw ≈ 0.7λ in the conditions we used, this value
being close to the observed maximum signal.

There are no visible oscillations on the F-THG signal because the excitation intensity at
twice the coherence length is negligible as compared with what it was at the focal point. Yet, if
we change the phase-matching conditions,for example by considering a large index-mismatch,
then oscillations start to appear also in the forward direction.

3.1.2.2 Spheres

The geometry we will consider here is that of a sphere with a nonlinear susceptibility χ(3) = 1
centered at the focus and surrounded by a medium with the same linear index of refraction,
but a nonlinear susceptibility equal to zero, as illustrated by figure (3.3.b).

F-
TH

G

(a)

Sphere diameter (nm)

(b) c

d

Figure 3.5: THG signal as a function of the size of a centered sphere
The geometry is illustrated in figure (3.3) (a) The excitation is focused in the center of a
sphere of size d. Conditions: NA = 1.2, nω = n3ω = 1.33, λ = 1.2µm (b) The emission
patterns are represented for several sphere sizes. Adapted from [7]. (c)&(d) THG images
of 600nm and 3µm diameter beads. The larger bead appears hollow. Scale bar=3µm,
NA = 0.8, λ = 1.2µm. Adapted from [3].

The signal dependence of THG on the size of the sphere is illustrated in figures (3.5.a and
3.6). It is very similar to what was obtained from slabs, except that the maximum forward
THG signal is obtained for a diameter slightly larger than the width of the slab in the forward
direction, and that the backward THG signal initially shows oscillations of increasing amplitude
which are afterwards damped.

These similarities come from the fact that axial phase matching dominates the phase match-
ing conditions, which means that the most important parameter is the extension along the
z-axis. The differences between slabs and spheres can be explained by considering the number
of emitters in the focal volume. In the backward direction in particular, the number of emitters
depends on the diameter cubed, so there are 8 times more emitters in the second oscillation
than in the first compared with only twice as many in the case of a slab, which more than
compensates for the differences in intensity1.

1at least at the beginning.
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(a) (b)

F-THG

B-THG

F-THG

B-THG

Figure 3.6: F-THG and B-THG from a centered sphere:
(a) F-THG & B-THG each normalized to 1. (max F-THG≈ 50× max B-THG) (b)
F-THG & B-THG on the same scale. Conditions: NA = 1.2, nω = n3ω = 1.33,
λ = 1.2µm.

It is the same effect that causes the shift in the forward direction: the increase in the num-
ber of emitters located where the interferences are constructive (that is to say where z is small
and ρ is large) compensates for a while the increase in the number of emitters which cause
destructive interferences (that are located where ρ is small and z is large).

Figure (3.5.c&d) illustrates the fact that the signal reaches zero for a sphere larger than the
focal volume by comparing THG images from two beads of different sizes: a 600nm-diameter
one that has a maximum signal at the center and a 3µm-diameter one that appears hollow on
the image.

Concerning the emission patterns illustrated in figure (3.5.b), we see that for very small
objects the emission has two wide lobes, one in the forward and one in backward direction.
However, as the size increases the phase-matching conditions get more and more limiting and
the emission becomes more and more narrowly forward directed, since the phase-mismatch is
less important in this direction.

3.1.3 Effect of Sample Anisotropy

3.1.3.1 Rectangular Cuboid

In this paragraph, we consider the geometry of a rectangular cuboid of length dz and width
both equal to dρ oriented along the optical axis and centered at the focal point, as illustrated by
figure (3.7). The THG signal as a function of the length and width of the cuboid is illustrated
in figure (3.8). The maximum THG signal comes from structures that are either a few hun-
dred nanometers (≈ 300nnm) wide in thee lateral dimension, or roughly three times as large
(800− 900nm) in the axial direction.

It is interesting to note here that the emission diagrams are completely different in the case
of an inhomogeneity along the optical (z) axis or perpendicular to this axis, as illustrated by
figure (3.8.c): in the case of heterogeneity along the optical axis (c2), the far field emission is
Gaussian with a low divergence, while in the case of an elongated geometry with a symmetry
along the z axis, the emission is ring shaped and more divergent (c1). This is due to the
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dρ

F-THGB-THG

c(3) =1

c(3) =0

dz

Figure 3.7: Anisotropy in THG microscopy:
geometry considered in this section.

fact that the phase-matching conditions are intrinsically vectorial, and that the presence of an
heterogeneity along one direction means that conditions in this direction are modified.

The vectorial phase matching condition can be written as:

|3(kω + kg)− k3ω| = 0 (3.9)

If we consider an emission with an angle θ relative to the optical axis, and neglect the
index-mismatch, we have in projection along the z axis:

|3(kω + kg)− cos(θ)k3ω| = 0 (3.10)

which means we have:

cos(θ) = 1 +
3kg
k3ω

(3.11)

In the conditions of the simulation2 (nω = n3ω = 1.33, NA = 1.2) this equation yields
θ ≈ 34◦, which is close to the maximum value of the emission pattern.

3.1.3.2 Slabs with Different Orientations

The geometry considered here is fairly similar to the one described in the previous para-
graph, except that instead of having dx = dy, we now consider that the extension along the y
axis is infinite and only consider the influence of dx and dz. This geometry has two limiting
cases that are illustrated in figure (3.9) and correspond to x and z-oriented slabs.

Figure (3.10) illustrates the F-THG signal as a function of the lateral and axial extensions
of the slabs. What we observe is similar to the case of the cuboid, except that the emission
diagrams differ significantly, with an emission along two lobes in the case of a slab along the z
axis instead of along a ring for the cuboid. Indeed, since we now have an heterogeneity only
along one direction, the phase-matching conditions have to be satisfied in the other lateral
direction. The emission angle is calculated by solving exactly the same equation.

Moreover, a very important difference exists between the amount of third harmonic signal
produced by laterally oriented slabs and axially oriented slabs: for “small” slabs (a few hundreds
of nanometers) an axially oriented slab will yield way more signal that a laterally oriented one.

2kg is estimated directly from E(0, z)
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Figure 3.8: Anisotropy in THG microscopy:
(a) THG signal as a function of the length and widths of a cuboid oriented along the
optical axis and centered at the focal point.(b) Intensity profiles taken along the 3
different directions marked in (a) with dotted lines. (c) Emission diagrams in the two
limiting cases dρ >> dz and dz >> dρ (when both dρ and dz are large, there is no
THG). Conditions: NA = 1.2, n = 1.33, λ = 1.2µm.

dz

F-THGB-THG

c(3)=1 c(3)=0(a)

dx

F-THGB-THG

c(3) =1

c(3) =0
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Figure 3.9: Geometry considered in section 3.1.3.2
The laser beam is focused in the middle of a slab. (a): xy-oriented slab, and (b)
xz-oriented slab.

Since we have small structures, this signal is not dominated by the phase-matching conditions
(though the angle of emission is) but by the intensity distribution of the field that is much
higher along the optical axis.

An illustration of this type of anisotropy in THG images is shown on figure (3.11.b), where
the yolk of the zebrafish embryo is shown either in the xy image (figure 3.11.a.1) or in the xz
reprojection (figure 3.11.a.2). The yolk is made of large globules filled with proteins and lipids
called yolk granule that are separated by an aqueous medium, so we expect THG signal to
originate from these aqueous slabs that all have approximately the same thickness but different
orientations. While in the first xy image a beehive structure is visible, in the xz re-projection
only the vertical signal corresponding to vertically extended structures subsists, and the signal
corresponding to the horizontally extended structures disappears. The ratio between vertical
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Figure 3.10: Anisotropy: Slabs with different orientations
(a) THG signal as a function of the axial and lateral extension of slabs centered at the focal
point. (b) Emission diagrams in the two limiting cases dx >> dz (b1) and dz >> dx (b2).
Conditions: NA = 1.2, nω = n3ω = 1.33, λ = 1.2µm.
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Figure 3.11: Anisotropy in THG microscopy: example of the ze-
brafish
(a1): xy THG image of the cells of the zebrafish embryo. (a2): xz reprojection. (b1):
xy THG Image of the yolk of the zebrafish embryo and (b2): xz reprojection. Condi-
tions: NA = 0.7, λ = 1.2µm, scale bar 25µm.

and horizontal slabs measured in the images is r = 10, which is consistent with structures
approximately 300nm large. In the case of larger slabs, however, the signal obtained from
both orientation is comparable, as illustrated if figure (3.11.a) where the boundary between
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cells are visible in both the xy image (a1) and the xz-reprojection (a2) with the same imaging
conditions.

3.1.3.3 Interfaces

The third geometry we consider is an interface between a medium with a nonlinear suscep-
tibility χ(3) and another medium with the same linear index of refraction, but with a nonlinear
susceptibility equal to zero. Figure (3.12.d) illustrates the different geometries used in this
paragraph: we consider interfaces along all three axis, and calculate the THG signal as a func-
tion of the angle with the third axis.

In the case of an interface along the optical axis (figure (3.12.a)), we find, consistently with
the results obtained by Cheng et al [1] in the case of spheres, that there is a weak though not
negligible orientation dependence (≈ 20%). This is related to the anisotropy in the focusing of
a linearly polarized beam (the factor cos(2φ) in equation 3.1). Similarly to the case of axially
oriented slabs, the emission is along two lobes that are perpendicular to the interface, for the
same phase-matching reasons.

If we now consider the case of an interface along the xz or yz axis (figure (3.12b & c)), we
find a lower contrast than Cheng et al [1], which can be explained by the difference in numerical
aperture and linear dispersion considered. The emission diagrams evolve from a single peaked
emission in the case of an interface perpendicular to the optical axis, to the aforementioned
symmetric double peaked emission in the case of an interface parallel to the optical axis, with
intermediate positions showing an asymmetric double peaked emission.

We confirmed this orientation dependence experimentally by imaging one of the top corners
of a glass coverslip (figure (3.13.a)). In this geometry, we have access to the signal from three
glass/water interfaces that are each perpendicular to one of the axes. While the signal obtained
from the vertical interfaces and the horizontal one can hardly be compared because of the
presence of aberrations caused by the focusing on an interface, the aberrations in the case of
the two vertical interfaces are comparable, so we have measured the intensity of the THG at
each interface as a function of the polarization of the excitation beam. The results of this
experiment are illustrated in figure (3.13.b), and both the period and the amplitude of the
oscillations are consistent with the theoretical prediction plotted on the same graph.

3.1.4 Influence of the Numerical Aperture

The influence of the focusing condition on the THG signal of isotropic structures has already
been studied by Débarre et al. [2, 3] , so we will just illustrate that dependence in the case of
spheres and slabs, and move on to the dependence of the anisotropy between structures of the
same size but different orientations with the focusing conditions.

3.1.4.1 Beads

We consider one last time the THG signal as a function of the size of a centered sphere.
In a nutshell, the more we defocus, the bigger the structures we can see: as illustrated by fig-
ure (3.14), the signal increases more slowly when the NA used is smaller because the intensity
of the focused beam is not as large, but as the coherence length is larger, there is a gain up to
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Figure 3.12: THG as a function of the interface orientation
(a): THG signal obtained from an interface between two semi-infinite domains divided
along the z axis as a function of the angle θ relative to the x axis. Underneath the curve
are the far-field harmonic field distribution for various interface angles. (b) and (c):
Same geometry except with the x (resp y) axis and an angle relative to the y (resp x)
axis . (d): Geometries considered, and comparison between the different orientations
on the same scale.

a larger diameter threshold.

Figure (3.14) also illustrates the difference in the images obtained with two different focus-
ing conditions on a zebrafish embryo. In this particular example, what is remarkable is that
although the resolution is increased by using a higher numerical aperture, the contrast is re-
duced as all the structures give more or less the same amount of signal. In the lower resolution
image, we see the interface between cells much more clearly than the rest, which allows these
structures to be detected by automated segmentation algorithms as we will see in chapter 5.

90



3.1 - “Bulk” THG

0 50 100 150 200 250

-15

-10

-5

0

5

10 (B)

10
0*

(S
y-S

x)/
(S

y+
Sx

)

Angle (degree)
 Experiment
 Theroy

Figure 3.13: THG as a function of the polarization direction.
(A) THG image of a coverslip, where both xz and yz glass/water interfaces are vis-
ible. (B) Ratio between the signal obtained from the xz-oriented interface and the
signal from the yz-oriented interface as a function of the direction of the excitation
polarization.
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Figure 3.14: THG signal from a centered sphere as a function of
the numerical aperture
(Left) Ratio between the signal obtained from a centered sphere, with three different
focusing conditions. (Right) THG images of a zebrafish embryo at the cleavage stage.
(Top) NA = 0.7 (Bottom) NA = 1.2. Zebrafish Embryo provided by N. Peyrieras.
(more details in chapter 5.)

3.1.4.2 Slabs

If we consider the same geometry as in section 3.1.2.1, but change the numerical aperture,
we see a completely different behavior between forward THG and backward THG, as illustrated
by figure (3.15). Indeed, we can see that in the case of backward emission, the size dependence
curves are almost the same for all the focusing conditions (when the curves are normalized with
regard to the maximum signal). This is due to the fact that the phase-matching conditions
are heavily dominated by the direction phase-mismatch between a forward propagating beam
(the excitation) and a backward propagating one (the harmonic field), which can be easily
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calculated, assuming that the index-mismatch is negligible (ie: nω ≈ n3ω) as:

l =
π

3kω + k3ω

≈ π

6.kω
≈ λ

12nω
(3.12)

for the parameters used in the simulation (λ = 1.2µm,nω = 1.5) we find l = 67nm, which
is in good agreement with the simulation where the maximum value is reached for a width
of ≈ 70 − 75nm. If we wanted to be more accurate, we should take into account the Gouy
phase-shift, which can be approximated accurately as a linear phase-shift whose slope depends
on the numerical aperture.
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Figure 3.15: Influence of the Numerical Aperture in THG mi-
croscopy:
(Left) F-THG signal as a function of the width of a centered slab for four different
NAs, and (Right) B-THG signal as a function of the width of a centered slab for four
different NAs

In the case of forward emission, the size dependence is heavily influenced by the value of the
numerical aperture, with a maximum signal shifted from a size of less than 1µm at a numerical
aperture of 1.2, to more than 2µm at a numerical aperture of 0.8. The reason for this is that the
phase-mismatch in this direction is strongly dominated by the presence of the Gouy phase-shift:

lfw =
π

∆k
=

π

3(kω + kg)− k3ω

≈ π

3kg
(3.13)

If we consider a paraxial Gaussian excitation, the phase-shift can be written as arctan(z/b),
which means if we consider that it is linear between z = −b and z = +b, we have a phase-shift
of:

kg ≈
π

4b
(3.14)

and the coherence length can now be approximated as:

lfw =≈ 4b

3
(3.15)

If we use the geometrical relation between the numerical aperture and the waist at the focus
defined in equation (2.8), we have:

b ∝ 1

NA2
(3.16)
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so finally, we have:

lfw ∝
1

NA2
(3.17)

This result is consistent with the coherence lengths calculated in figure (3.15): for example
the ratio between the size of the structures that yield a maximum signal for the numerical
apertures of 0.8 and 1.2 is equal to ≈ 2/0.9 ≈ 2.2, while the ratio between the squared numerical
apertures is equal to 2.25.

3.1.4.3 Anisotropy Due to the Orientation

We have seen that the axial phase matching is the dominant factor of THG signal creation,
and that the lateral and axial extensions of an object do not play the same role for the visibility
of an object, which means the THG signal is orientation dependent. The purpose of this
paragraph is to characterize how the focusing conditions modify this anisotropy through the
study of slabs with different orientations.

3.1.4.4 Slabs
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Figure 3.16: Influence of the Numerical Aperture in THG mi-
croscopy:
(Left) F-THG signal as a function of the width of a centered xy oriented slab, and
(Right) F-THG signal as a function of the width of a centered xz oriented slab.

The geometry we consider here is the same as in section 3.1.3.2: a centered slab with a non-
linear susceptibility χ(3) oriented either along the x, y or z axes as illustrated by figure (3.16).
We calculated the THG signal as a function of both the orientation and the size of the slabs,
and the results are presented in figure (3.16).

As expected, the THG signal as a function of the width of an xy-oriented slab varies pretty
much like in the case of a centered sphere (see section 3.1.4.1), for mostly the same reason
(Gouy phase-shift). In the case of an xz oriented slab, though, the focusing conditions are not
as important and the size dependence is only slightly shifted toward larger structures. This
means that the ratio between the signal for structures of a given size as a function of their
orientation relative to the optical axis changes with the focusing conditions: the tighter the
focusing conditions, the more isotropic the signal gets, as illustrated by figure (3.17) which
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Figure 3.17: Anisotropy factor for 2 different numerical aperture
Ratio between the signal obtained from an xz-oriented slab and an xy-oriented one, for
two different focusing conditions.

compares the anisotropy ratio for numerical apertures of 0.8 and 1.2.
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Figure 3.18: Example of isotropic THG imaging
(Left) xy THG Image of the epithelium of the human cornea and (Right) xz reprojec-
tion. Conditions: NA = 1.2, λ = 1.2µm. (More details in chapter 5.)

The anisotropy factor is very important for small structures (This can be seen on figure (3.17)
in the case of a numerical aperture of 0.7), but when we reach a given size the signal becomes
isotropic, and this threshold is reached for much smaller sizes for NA=1.2 (≈ 500nm) than for
NA=0.8 (≈ 1.2µm). When we are below that threshold, structures are equally visible in both
orientations (although we can still see the resolution difference), as illustrated by figure (3.18)
in the case of the epithelium of the cornea, while when we are above this threshold, the xz
reprojection only shows the axially oriented structures, as illustrated by the zebrafish yolk also
in figure (3.11).

3.2 Quasi-Phase-Matching

The THG signal depends on the interplay between the field structure and the sample struc-
ture. Quasi-phase-matching (QPM) is an idea developed in nonlinear optics (NLO) where
the conversion efficiency is an important parameter, and stems from the consideration that
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it is sometimes easier to change the structure of the sample (nonlinear crystal in NLO) than
to change the structure of the excitation (usually focused Gaussian beams). It is usually im-
plemented in a non-centrosymmetric medium by having a periodic arrangement of alternative
perpendicular orientations, with a period corresponding to the coherence length of the nonlin-
ear process. That way, the interferences are always constructive and the signal always increases.

Quasi phase matching has been demonstrated for simple nonlinear processes [8–10] as well
as for more complex processes such as THG by cascaded SHG/SFG3 [11].
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Figure 3.19: Quasi-phase matching geometry
The medium exhibits a sinusoidal variation of its χ(3) along the optical axis.

In our case, we will not consider the usual arrangement, as it implies variations of the linear
indices (and usually of birefringence), but we will consider instead the periodic oscillation of
the nonlinear properties of the medium. Figure (3.19) illustrates our quasi phase matching
geometry: it consists of a medium that exhibits a sinusoidal variation of χ(3) from 0 to 1 with
a period δe, while keeping a constant linear index.

χ(3)(z) =
1

2

(
1 + sin(

2πz

δe
)

)
(3.18)

The F-THG and B-THG from a focused Gaussian beam on this geometry as a function
of the period δe are shown in figure (3.20). The THG intensity is normalized by the F-THG
signal obtained from an interface perpendicular to the optical axis, so that all geometries have
the same number of emitters in the focal volume. This allows a direct comparison of the THG
signal that is only due to the quasi-phase-matching conditions. In both cases, we notice a large
enhancement of the harmonic signal for a particular resonance frequency. The backward QPM
period is much smaller, and much narrower than the F-THG QPM period. This is due to the
much larger phase-mismatch in that direction , as previously discussed. The theoretical value
for the resonance QPM period can be expressed as :

δe = 2.lc (3.19)

It can be noted that the B-THG resonant period corresponds closely to the theoretical value
(lbw ≈ 70nm, as seen in section 3.1.2.1, and the maximum B-THG is obtained for δe ≈ 150nm),
as the phase and intensity distribution can be approximated as constant at this scale. Moreover,
the backward resonance is a useful tool, since it can be used to characterize the organization of

3SFG=Sum-Frequency Generation.
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a material much below the resolution limit.

Unfortunately, the coherence length is so dominated by the phase-mismatch induced by
the wave-vector directions that it is hard to change this resonance frequency by changing the
focusing conditions unless we use focus engineering techniques to greatly modify the shape of
field in the focal volume, as we will see in chapter 4.
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Figure 3.20: Quasi-phase matched THG
F-THG and B-THG as a function of the axial period δe of the sample (expressed in
µm) as described in figure (3.19). Conditions: λ = 1.2µm, NA=1.2, n=1.5. Adapted
from

The F-THG QPM period yields an increase in intensity by a factor 3 compared to the
interface, and there is a very broad range of periods that can provide a significant amount
of THG. However, since the intensity and phase distribution of the excitation vary a lot on
the scale of these periods, the gain in harmonic signal is not as large as what we have in the
backward direction.

3.3 THG in Crystals & Quasi-Crystals

3.3.1 Introduction

In this last section, we consider structures (crystals, or more often in biological samples
quasi-crystals) that present different forms of anisotropy. This anisotropy can have different
forms:

1. It can be a linear anisotropy, in which case the linear index of refraction depends on the
polarization of the field.

2. It can be a nonlinear anisotropy, in which case the nonlinear index of refraction (which is
already polarization-dependent but possesses a large number of symmetries) looses some
of its symmetries and so the induced nonlinear polarization becomes more sensitive to the
polarization of the excitation.
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3.3 - THG in Crystals & Quasi-Crystals

However, most materials combine both types of anisotropy. For example, figure (3.21) il-
lustrates THG microscopy with circularly polarized excitation of the zebrafish otolith, which is
made of calcite (Oron et al. [12] have already demonstrated THG imaging of calcite when using
circularly polarized excitation, and presented an application to the specific imaging of the sea
urchin spicule, using the absence of signal from isotropic media).

Figure 3.21: THG image of the zebrafish otoliths
The excitation is circularly polarized, and the detection is polarization-resolved. (a)
x-polarized harmonic signal (b) y-polarized harmonic signal (c) ratio Px/Py.

In order to understand these images, we will dissociate the different types of anisotropy.
Therefore, we will discuss in a first section the effect of birefringence, before considering the
effects of χ(3) anisotropies in section 3.3.5.

3.3.2 Influence of the Dispersion

Figure (3.22) illustrates the influence of linear dispersion in the case of slabs oriented along
the z-axis. We notice that for all the dispersions considered we have a bell-shaped THG re-
sponse, with a coherent increase followed by the apparition of destructive interferences that
decrease the signal. Yet, in the case of negative dispersion, the dispersion partly compensates
the effect of the Gouy phase-shift, and the destructive interference is not complete.

We also notice that for THG to occur in a homogeneous medium, it needs to have a large
negative dispersion. Moreover, if we look closely at the case where we have a very large positive
dispersion, we see the apparition of damped oscillations similar to those observed in the back-
ward direction. This means complete destructive interference happens before the confinement
due to the variation in the intensity occurs.

However, negative dispersion in an isotropic non-absorbing medium is not possible, so the
presence of an organized structure is necessary for phase-matching THG, as we will see in the
next section.

3.3.3 Dispersion Compensation Using Birefringence

Birefringent media have the property that their indices of refraction depends on the polar-
ization of the light. When the material has a single axis of symmetry, the birefringence can
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Figure 3.22: Influence of dispersion on THG signal from slabs
F-THG as a function of the amount of dispersion in the sample. Conditions: n3ω = 1.5,
1.47 < nω < 1.53, NA = 1.2.

be formalized by assigning two different refractive indices to the material for different polariza-
tions: one along the ordinary axis (perpendicular to the axis of symmetry) and another along
the extraordinary axis (parallel to the axis of symmetry).

Third harmonic generation in highly birefringent structures such as calcite crystals (calcium
carbonate (CaCO3)) or liquid crystals [13] has been described by Oron et al. [12, 14]. Calcite is
one of the most birefringent structures we can find in biological samples, and has been used in
nonlinear optics for a long time for this reason. At a wavelength of 590 nm calcite has ordinary
and extraordinary refractive indices of 1.658 and 1.486 respectively.

Since we have tensor elements that create a nonlinear field polarized perpendicularly to
the excitation, we can have an excitation that propagates along the ordinary axis, while the
harmonic field propagates along the extraordinary axis, thus producing an effective negative
dispersion for the harmonic generation process.

Numerical simulations of THG in a slab of calcite-like medium considering an incoming
beam polarized along the ordinary axis are illustrated in figure (3.23). We neglect the wave-
length dependence of the medium (zero dispersion), so the linear indices are no = 1.66 and
ne = 1.49 .In a first simulation (red curve), we consider only the tensor elements that produce
an harmonic field along the ordinary axis. The size response in this case is the typical single
peaked curve that reaches its maximum for a size approximately equal to the coherence length,
and then decreases until it reaches zero. If we now take into account the tensor elements that
induce a nonlinear polarization along the extraordinary axis however (black curve) the negative
dispersion compensates the Gouy phase-shift and the THG signal increases until it reaches a
plateau.

We have seen how quasi-phase-matching can be obtained with birefringence. We will now
move on to the properties of the χ(3) tensor of anisotropic media.
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Figure 3.23: THG in calcite
Comparison between THG from a calcite-like medium considering either only tensor
elements in the ordinary-ordinary axis (red) or also taking into account the ordinary-
extraordinary elements (black) Conditions: NA = 1.2, no = 1.66, ne = 1.49.

3.3.4 Symmetries & Anti-symmetries

In a medium characterized by its third-order nonlinear tensor χ
(3)
ijkl(r), we remind that the

excitation field induces a polarization density described by:

P
(3ω)
i =

∑
j,k,l

χ
(3)
ijklEjEkEl (3.20)

For an homogeneous isotropic medium, we can then express the nonlinear polarization
induced by the exciting field E in Cartesian coordinates as:

P(3ω) = 3χ0

 Ex(E
2
x + E2

y + E2
z )

Ey(E
2
x + E2

y + E2
z )

Ez(E
2
x + E2

y + E2
z )

 (3.21)

Several things can be noticed from this equation:

1. Although THG is a third order process, Py and Pz depend both linearly and nonlinearly
on Ey & Ez. This means we have to be very careful before deciding to neglect the vectorial
components of the exciting field. Of particular importance is the spatial overlap between
the different polarizations. For example if we consider a Gaussian beam, as illustrated
by figure (3.24), the Ey and Ez components of the electric field have their maxima away
from the optical axis, and so their overlap with Ex is small. This is one of the reasons
why the paraxial scalar approximation works well for THG microscopy.

2. If we consider a circular polarization in the paraxial approximation, we have Ex = iEy
so Px = Py = 0. This is the reason why no THG is obtained with circularly polarized
light on isotropic samples, even at interfaces. Even if we take into account the vectorial
component of the excitation, the focal field can be expressed as:

99



Chapter 3. Third Harmonic Generation Microscopy
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Field distribution in focal plane for a focused Gaussian beam

 µmµmyxNA 1,1,,4.1 

Figure 3.24: Vectorial aspects of the focused Gaussian beam
Electric field at the focus of a Gaussian beam. Conditions: NA=1.4, n=1.5

E(ρ, φ, z) = E1

 I010 + I011 + (I210 − I211) cos(2φ) + i(I210 − I211) sin(2φ)
(I210 − I211) sin(2φ) + i(I010 + I011 − (I210 − I211) cos(2φ))

2iI120(sinφ− cosφ)

 (3.22)

and the amount of THG signal expected from a circularly polarized beam focused on the
an interface between two isotropic media is still negligible compared to what we expect
from a linearly polarized beam.

The absence of signal using circularly polarized light comes from the tensor symmetries,
which means that if we have a piecewise organized medium with different symmetries, we may
still get some signal as we will see in the next section.

3.3.5 Tensorial Effects

In this section, we neglect refractive index dispersion and linear birefringence (i.e: nω = n3ω

everywhere). The nonlinear tensor, however, is not that of a homogeneous isotropic sample
anymore.

3.3.5.1 Tensors & Nonlinear Polarizations

The form of the third order nonlinear susceptibility for various symmetries has been studied
by Butcher [15], expanded by Hellwarth [16], and can be found in a number of references,
including [4].

The form of the isotropic tensor has been given in equation (3.2). There are several sym-
metries we could consider, but the one we have chosen is that of a crystal with one main axis
along the x-axis with a C∞v symmetry, because it corresponds to the structure of the stroma
of the cornea, that will be described in chapter 5. we have three independent tensor elements:

χ‖ = χxxxx

χxxyy = χxyyx = χxyxy = χxxzz = χxzzx = χxzxz

χyyzz = χyzzy = χyzyz = χzzyy = χzyzy = χzyyz (3.23)

= χyyxx = χyxxy = χyxxz = χzzxx = χzxzx = χzxxz

χzzzz = χyyyy = 3χyyzz
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If we assume χ‖ = χxxxx, χcr = 3χxxyy, χ⊥ = 3.χyyzz, we can then write the nonlinear
polarization as:

P(3ω) =

 Ex(χ‖.E
2
x + χcr.E

2
y + χcr.E

2
z )

Ey(χcr.E
2
x + χ⊥.E

2
y + χ⊥.E

2
z )

Ez(χcr.E
2
x + χ⊥.E

2
y + χ⊥.E

2
z )

 (3.24)

We neglect the z component of the excitation4 to have more simple expressions, (although
the numerical calculations are still performed using the complete vectorial model) and we now
have:

P(3ω) =

 Ex(χ‖E
2
x + χcrE

2
y)

Ey(χcr.E
2
x + χ⊥.E

2
y)

0

 (3.25)

The degenerate situation in which χcr = χ‖ = χ⊥, corresponds to the isotropic medium. We
consider an elliptically polarized Gaussian beam, created by introducing a quarter wave-plate
with an angle α relative to the x-axis. The field distribution at the focal plane can be written
as:

Ex = cos(α)EG (3.26)

Ey = i sin(α)EG (3.27)

where EG is defined as:

EG = Ex(ρ, φ, z) = I010 + I011 + (I210 − I211) cos(2φ) (3.28)

where Ijkl is defined in equation (2.22). If we take this expression and insert it into the
nonlinear polarization, we find:

P(3ω) =

 cos(α)E3
G(χ‖ cos(α)2 − χcr sin(α)2)

i sin(α)E3
G(χcr. cos(α)2 + χ⊥. sin(α)2)

0

 (3.29)

We will consider two different geometries in the next sections: an interface between an
anisotropic medium and air, and an interface between two media with perpendicular anisotropy.

3.3.5.2 Interface Between an Anisotropic Medium and Air

We denote C0(z) the THG signal obtained when the focus is z-scanned across the interface
between an isotropic medium (χ(3) = χ0) and air (χ(3) = 0), where z the distance between the
interface and the focal plane. This case has been investigated previously [1, 18, 19] and is
illustrated in figure (3.25).

• Linear Polarization

We consider the case of an interface between air and the uni-axial crystal, in the case of a
linearly polarized Gaussian excitation and an angle θ between the incident polarization and the
axis of the crystal.

4this approximation is generally valid in practical situations, see references [1, 17]
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Figure 3.25: THG on an interface with linearly polarized light (a)
Geometry considered, and (b) C0(z): numerical calculation of the THG signal
obtained when the excitation beam is z-scanned across a xy interface between an
isotropic medium an air. NA = 1.2, λ=1.18µm.

The nonlinear polarization in the anisotropic medium can be expressed as:

P(3ω) = G3
0

 cos(θ)(χ‖. cos(θ)2 + χcr. sin(θ)2)
sin(θ)(χcr. cos(θ)2 + χ⊥ sin(θ)2)

0

 (3.30)

and the THG signal scales as:

ITHG ∝ C0(z)
[
cos(θ)2(χ‖.cos(θ)

2 + χcr.sin(θ)2)2 + sin(θ)2(χcr.cos(θ)
2 + χ⊥.sin(θ)2)2

]
This means that the anisotropy in the tensor alone does not allow quasi-phase-matching:

we still have no signal in a homogeneous anisotropic sample, and the signal from an interface
is proportional to the signal expected from the interface between two isotropic media.

• Circular Polarization

In the case of a circularly polarized excitation, the nonlinear polarization in the anisotropic
medium can then be written as:

P(3ω) =
1

2
√

2
G3

0

 (χ‖ − χcr)
i.(χcr − χ⊥)

0

 (3.31)

and the THG signal scales as C0(z)((χ‖ − χcr)
2 + (χcr − χ⊥)2). Figure (3.26) illustrates

the THG signal as a function of the value of χ‖ and χcr (assuming χ⊥ = 1). The degenerate
situation χ‖ =χcr=χ⊥ yields, as expected, no THG signal.
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Figure 3.26: Influence of the tensor elements
(a) Geometry considered and (b) THG signal obtained with circular incident polar-
ization at the interface between an anisotropic medium and air, as a function of the
parameters χ‖ and χcr with χ⊥ = 1 (see text). No signal is obtained in the case of an
isotropic medium (χ‖ = χcr = χ⊥ = 1).

3.3.5.3 Interface Between Two Semi-infinite Slabs with Different Orientations

We now consider the case of circularly polarized light only. We assume that the first slab
is oriented along the x axis and the second one along the y axis, so the nonlinear polarization
P

(3ω)
+ and P

(3ω)
− created in the successive media can be expressed as:

P
(3ω)
+ =

G3
0

2
√

2

 (χ‖ − χcr)
i.(χcr − χ⊥)

0

 (3.32)

P
(3ω)
− =

G3
0

2
√

2

 (χ⊥ − χcr)
i.(χcr − χ‖)

0

 (3.33)

Since no THG is obtained from a homogeneous medium, we have an equivalent system by
adding (χcr −χ⊥)G3

0 (resp. i(χ⊥−χcr)G3
0) to the x (resp. y) polarization terms in both layers;

and we obtain:

P
(3ω)
+ =

G3
0

2
√

2

 (χ‖ − χ⊥)
0
0

 (3.34)

P
(3ω)
− =

G3
0

2
√

2

 0
i.(χ⊥ − χ‖)

0

 (3.35)
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(a) (b)

Figure 3.27: Circularly polarized THG Image of the corneal stroma
(a) Structure of the model cornea (b) x − z-reprojection of a stack of THG images of
the corneal stroma Conditions: NA=1.2 λ = 1.18 scale bar = 20 µm .

These expressions show that the case of the interface between orthogonal lamellae is similar
to the case of an interface between air and an anisotropic medium, yielding a signal propor-
tional to C0(z).(χ‖−χ⊥)2 and circularly polarized5. The absence of χcr in this expression is not
surprising, as it is a term that couples the x and y polarization components and has a similar
influence on both axes.

An example of such a medium is the cornea in which alternate lamellae of collagen exhibit
a preferential direction with orthogonal directions relative to their neighbors. Figure (3.27)
shows a xz-reprojection of the THG signal obtained from the stroma of the cornea, and the
interfaces between the different lamellae are clearly visible. The origin of the harmonic signals
in the cornea are discussed in more details in section 5.1.3 of chapter 5.

5This assumes that the x polarized and y polarized nonlinear fields from the two slabs do not interfere
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Conclusion

We have reviewed in this section the main contrast mecha-
nisms of third harmonic generation microscopy. On isotropic
media, the large phase-mismatch induced by the Gouy phase-
shift means that there is no signal from a homogeneous
medium, and that only structures from which destructive
interference is incomplete are visible. Moreover, the shape
and size of the structures that can be seen depend on the
focusing conditions, and this aspect will be expanded in the
next chapter.

We have considered several types of organized structures, and
identified their quasi-phase-matching conditions: some al-
low THG from homogeneous media using birefringence, while
some allow THG from circularly polarized light because of
their nonlinear anisotropy.

We will now move on to non-Gaussian excitation in chap-
ter 4.
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[3] D. Débarre. Thèse de doctorat. Ecole Polytechnique, Palaiseau (2006).

[4] R.W. Boyd. Nonlinear optics, 2nd edition. Academic Press (2003).

[5] L. Novotny and B. Hecht. Principles of Nano-Optics. Cambridge Univ Press (2006).

[6] J. F. Ward and G. H. C. New. Optical third harmonic generation in gases by a focused
laser beam. Phys. Rev., 185(1):57–72 (1969).
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INTRODUCTION

The aim of this chapter is to discuss different methods of wavefront control (we will consider
only spatial shaping1) and their applications in nonlinear microscopy, with a special attention
to THG microscopy. We will start in section 4.1 by introducing the concepts of focus engineer-
ing, then we will discuss third harmonic generation with focus engineered beams in sections 4.2
to 4.4.2, before moving on to an application in incoherent microscopy using an acousto-optic
modulator in section 4.5, and finally presenting an application of aberration correction in non-
linear microscopy in section 4.6.

This chapter is structured around 3 articles that are reproduced integrally. They are each
preceded by an introduction that remind the general context, and in one case completed by
further calculations.

1Spectral phase-shaping also exists and has already been mentioned, but we will not discuss it in this chapter
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Chapter 4. Wavefront Control in Nonlinear Microscopy

4.1 Focus Engineering in Coherent Nonlinear Microscopy

4.1.1 Introduction

The concept of focus engineering is an extension of Fourier Optics [1] applied to the high NA
focusing conditions used in microscopy. It takes advantage of the relation that exists between
two planes in the paraxial hypothesis:

Eu(x, y, z) =

∫∫
Eu(kx, ky) e

j(kxx+kyy) e±jz(k−
k2
x+k2

y
2k

) dkxdky (4.1)

If we consider a converging lens, then the field in the focal plane is equal to the Fourier
transform of the field in the back focal plane (or Fourier plane) of the lens. The basic idea
behind focus engineering is: how much can we control the field distribution near the focus by
modulating the phase and the polarization of the excitation before focusing it, and what can we
do with it ? The tailoring of arbitrary fields [2–4] is in itself an important subject, and there
are several applications of focus engineering in microscopy, some of the most important ones
being super-resolution [5–10], extended depth of field [11–15], trapping and cooling [16, 17], or
STED microscopy [18–22].

In incoherent nonlinear microscopy, focus engineering was used to increase the lateral reso-
lution [23], to provide isotropic 3D resolution [24], or to provide multi-spot excitation [25–27].
It has also been used to produce arbitrary focal spot shapes for nonlinear uncaging [4].

The case of coherent nonlinear microscopy is more complicated, as both phase and intensity
distribution near the focus are important: the nonlinear signal depends on the interplay between
the excitation distribution and the sample structure, thus by controlling the shape2 of the
excitation we can select the type of structures that will provide highest signal. Two possible
types of applications of focus engineering can be envisioned3:

1. It could be used to specifically detect sample structures that are compatible with the
structure of the excitation.

2. It could be used to characterize unknown structures by taking several images with different
shapes.

There have been a few contributions to this field:

• In SHG microscopy, Yew et al. [28, 29] investigated the theoretical aspects of SHG using
a radially polarized excitation that increases the axial component of the focal field and
Yoshiki et al. [30] demonstrated this method experimentally by imaging collagen fibers
oriented along the optical axis.

• In CARS microscopy, Krishnamachari et al. [31] have investigated numerically CARS
microscopy using one or two focus engineered beams, and several experimental confir-
mations have later been provided [32–34]. The use of a radially polarized excitation to
image axially oriented molecules has been investigated recently [35], and an interesting
approach using a spatial filtering of the detection has also been proposed [36].

2The intensity distribution of engineered beam has received much more attention than the phase distribution,
so one of our objective was to investigate such phase effects.

3This is similar to CARS microscopy where complete spectral imaging or single frequency imaging can be
performed
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4.2 - THG Microscopy with Higher Order Modes: a Numerical Study

• In THG microscopy, the influence of the numerical aperture has been studied by Débarre
et al. [37], while Oron et al. [38] investigated the use of cylindrical Gaussian beams.
A numerical study on THG using radially polarized Gauss-Bessel beams [39] has been
published, and very recently, Masihzadeh et al. [40, 41] has investigated the possibili-
ties offered by polarization control in THG, both for polarimetric measurements and for
increasing the resolution.

4.2 THG Microscopy with Higher Order Modes: a Nu-

merical Study

We have seen in the previous chapter that the signal in coherent microscopy depends on
the interplay between the sample structure and the exciting field structure. As the sample
structure is what we are interested in, and the exciting field is a parameter we can control, how
much information about the sample can we get from using different excitations shapes? For
example, we have seen that dependence of the THG signal on sample size means that by using
different numerical apertures we could get information about the size of the imaged structure.

This section consists of an article in which we investigated the influence of several higher
order Hermite-Gaussian and Laguerre-Gaussian modes on THG from different simple geome-
tries.
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Abstract: We use a vector field model to analyze third-harmonic
generation (THG) from model geometries (interfaces, slabs, periodic
structures) illuminated by Hermite-Gaussian (HG) and Laguerre-Gaussian
(LG) beams focused by a high NA lens. Calculations show that phase
matching conditions are significantly affected by the tailoring of the field
distribution near focus. In the case of an interface parallel to the optical
axis illuminated by an odd HG mode, the emission patterns and signal level
reflect the relative orientation of the interface and the focal field structure.
In the case of slabs and periodic structures, the emission patterns reflect the
interplay between focal field distribution (amplitude and phase) and sample
structure. Forward-to-backward emission ratios using different beam shapes
provide sub-wavelength information about sample spatial frequencies.
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1. Introduction

Coherent nonlinear microscopies based on parametric processes such as coherent anti-Stokes
Raman scattering (CARS), second-harmonic generation (SHG) or third-harmonic generation
(THG) are receiving considerable attention. All these imaging modalities are compatible with
two-photon excited fluorescence microscopy and provide different information on biological
and non biological media with micrometer 3D resolution. A remarkable property of coherent
nonlinear imaging techniques is that they are very sensitive to both the sub-micrometer sample
structure and to the focal field structure. Indeed, the far field signal results from the coherent
superposition in the detection plane of waves emitted at different locations near focus, and
interference phenomena define the visibility of a particular distribution of scatterers.

Engineering the focal field structure is therefore a logical step in coherent nonlinear imag-
ing. Intensity, phase and polarization may be modified by controlling the wavefront at the pupil
of the objective, resulting in a modulation of phase-matching conditions and far-field emis-
sion patterns. This concept has been explored recently for SHG microscopy, where focused
beams with strong axial components were used to enhance signal from fibers parallel to the
optical axis [1, 2], and in CARS microscopy where focus engineering was used to highlight
interfaces [3, 4].

In this article, we study the use of engineered beams in THG microscopy. THG microscopy
relies on the third-order nonlinear susceptibility χ (3) of the sample to provide contrast [5, 6, 7],
and has proved effective for imaging biological samples [8, 9, 10, 11, 12, 13]. The imaging
properties of THG microscopy strongly depend on the field distribution near focus. The most
salient characteristic of THG microscopy with Gaussian beams is that no signal is obtained
from a homogeneous normally dispersive sample [5]. Signal is obtained around χ (3) inhomo-
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geneities, with an efficiency depending on the relative sizes of the inhomogeneity and of the
focal volume [14]. Since most materials have a non-negligible χ (3), THG signal creation for a
particular sample geometry is essentially determined by interference effects. Focus engineered
THG microscopy is therefore expected to give access to sub-wavelength structural information
about the sample. We here present a numerical study of vectorial and phase-matching aspects
of THG by tightly focused Gaussian, Hermite-Gaussian (HG), and Laguerre-Gaussian (LG)
beams incident on slabs, interfaces, and axially periodic samples. These calculations provide
insight on the interplay between field and sample structure in THG microscopy with focused
complex beams, and should more generally prove useful for designing coherent nonlinear mi-
croscopy (SHG, THG, CARS) experiments with engineered beams. Our strategy for simula-
tions follows the framework described in [15], but integrates a complete vector field model to
account for vectorial effects with arbitrary excitation beam profiles.

2. Theory and numerical implementation

A general method for analyzing signal generation in nonlinear microscopy can be described
as follows (see Figure 1 for notations). First, the focal field distribution is calculated using
a Debye-Wolf diffraction integral [16]. Then the induced nonlinear polarization in the focal
volume is calculated for a given sample geometry. Finally, the resulting nonlinear field is prop-
agated using Green’s functions into the far field [15], where signal level and radiation patterns
are analyzed. This theoretical description is summarized below.

backward

propagating

(B-THG)

forward

propagating

(F-THG)

Fig. 1. Geometry and notations (see text)

2.1. Excitation field near focus

The field distribution near the focus of a high numerical aperture (NA) and anti-reflexion-coated
objective lens given an arbitrary field at the back pupil can be calculated using the angular
spectrum representation method [16, 17]:

E(ρ ,φ ,z) =
ikω f e−ikω f

2π

∫ θm

0

∫ 2π

0
e−ikω zcos(θ)e−ikρsin(θ)cos(Φ−φ)sin(θ )E∞(θ ,Φ)dΦdθ (1)

with:

E∞(θ ,Φ) = (cos θ)1/2

⎡
⎣E0(θ ,Φ) ·

⎛
⎝ −sin Φ

cos Φ
0

⎞
⎠

⎤
⎦

⎛
⎝ −sin Φ

cos Φ
0

⎞
⎠
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+ (cos θ)1/2

⎡
⎣E0(θ ,Φ) ·

⎛
⎝ cos Φ

sin Φ
0

⎞
⎠

⎤
⎦

⎛
⎝ cos Φ cos θ

sin Φ cos θ
−sin θ

⎞
⎠ (2)

where E0(θ ,Φ) describes the field phase and intensity distribution at the back aperture of
the objective, k = kω = 2πω/nω is the wavenumber, f is the focal length of the objective,
nω is the refractive index at frequency ω , (ρ ,θ ,z) are cylindrical coordinates near focus, and
θmax = sin−1(NA/n) is the maximum focusing angle of the objective.

If we expand E0(θ ,Φ) as a polynomial expansion of cos(Φ) and sin(Φ) functions, this 2D
integral can be reduced to a 1D integral involving Bessel functions J n. We can then use the
following abbreviations to express the focal fields of the various beam modes considered in this
study:

Iαβ
lmn(ρ ,z) =

∫ β

α
fw(θ )(cosθ )1/2sinmθcosnθJl(kρsinθ )eikzcosθ dθ (3)

where fw(θ ) = exp(−(sin(θ )/( f0 sinθmax))2) is a filling factor that takes into account the ra-
tio ( f0) between the beam size (related to w0) and the back aperture of the objective ( f sinθmax).

We introduce the following shorthand notations:

Ilmn = I0θmax
lmn ; E1 =

ik f
2

E0e−ik f ; E2 =
ik f 2

2w0
E0e−ik f (4)

Expressions for focused Hermite-Gaussian and Laguerre-Gaussian modes can then be de-
rived as [17] :

Focused x− polarized HG00 (Gaussian) mode:

E(ρ ,φ ,z) = E1

⎡
⎣ I010 + I011 +(I210 − I211)cos(2φ)

(I210 − I211)sin(2φ)
−2iI120cosφ

⎤
⎦ (5)

Focused x− polarized HG10 mode:

E(ρ ,φ ,z) = E2

⎡
⎣ i(I120 +3I121)cosφ + i(I320 − I321)cos(3φ)

−i(I120 − I121)sinφ + i(I320 − I321)sin(3φ)
−2iI030 +2I230cos(2φ)

⎤
⎦ (6)

Focused x− polarized HG01 mode:

E(ρ ,φ ,z) = E2

⎡
⎣ i(3I120 + I121)sinφ + i(I320 − I321)sin(3φ)

−i(2I120−2I121)cosφ − i(I320 − I321)cos(3φ)
2I230sin(2φ)

⎤
⎦ (7)

Focused x− polarized HG20 mode:

E(ρ ,φ ,z) = E2

⎡
⎣ 3I031 −2(I010 + I011)−2cos(2φ)[2I231 + I210− I211]+ cos(4φ)I140

2sin(2φ)[I230 − I231 + I211 − I210]+2sin(4φ)[I431− I430]
cos(φ)[4I120 −3I140]+2icos(3φ)I340

⎤
⎦ (8)

Focused linearly polarized LG lin
01 (’donut’) mode:

LG lin
01 = HG10 + iHG01 (9)

Focused azimuthally polarized LG az
01 mode:
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E(ρ ,φ ,z) = E2

⎡
⎣ 4iI120sinφ

−4iI120cosφ
0

⎤
⎦ (10)

Focused radially polarized LG rad
01 mode:

E(ρ ,φ ,z) = E2

⎡
⎣ 4iI121cosφ

4iI121sinφ
−4I030

⎤
⎦ (11)

For future reference in this article, we summarize the calculated field distributions near focus
for these various cases in Figure 2. Phase distributions are presented without the propagation
term exp(−ikωz) in order to highlight the differences between the modes.

yz

x

yz

Fig. 2. Distributions in the xy and xz planes of the focal field intensity and of the phase of
the x-polarized component when relevant, for the modes described by Eqs.(5-11). Arrows
indicate the direction of polarization in the xy plane for focused LG01 beams. Intensity plots
are normalized to their maximum values. Phase color table ranges from white (−π rad) to
black (π rad). NA = 1.4, x,y ∈ [−1 1]μm, z ∈ [−2 2]μm.

2.2. Calculation of the induced third-order non-linear polarization

In a medium characterized by its third-order nonlinear tensor χ (3)
i jkl(r), the excitation field in-

duces a polarization density described by:

P(3ω)
i = ∑

j,k,l

χ (3)
i jklE jEkEl (12)

The χ (3) tensor of a homogeneous isotropic medium can be expressed as [18]:

χ (3)
i jkl = χ0(δi jδkl + δikδ jl + δilδ jk) (13)

We can then express the nonlinear polarization induced by the exciting field E in cartesian
coordinates as:

P(3ω) = χ0

⎡
⎣ Ex(3E2

x + E2
y + E2

z )
Ey(E2

x +3E2
y + E2

z )
Ez(E2

x + E2
y +3E2

z )

⎤
⎦ (14)
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2.3. Propagation of the harmonic field

Finally, the harmonic field originating from all positions r in the focal region and propagated
to a position R in the collection optics aperture can be expressed as [17, 15]:

EFF (R) =
∫

V
P(3ω)(r)GFF (R− r)dV (15)

where V spans the excitation volume and GFF is the far field Green’s function:

GFF =
exp(ikR)

4πR
[I−RR/R2] (16)

where R is the coordinate of a point in the far field (see Fig. 1) and I is the third-order identity
tensor.

Emission diagrams can be analyzed from these equations by calculating the squared har-
monic field |EFF (R)|2 at different positions R. Alternatively, total THG power emitted in the
forward (F-THG) or backward (B-THG) directions can be estimated by integrating |E FF (R)|2
over the front aperture of an epicollecting or trans-collecting objective.

To simplify the analysis of the results, we assume no linear index mismatch and we neglect
temporal aspects such as group velocity mismatch for ultrashort pulses. However we assume
that the samples consist of normally dispersive media (which is usually the case in biological
THG imaging), since dispersion plays a significant role in THG contrast formation: for exam-
ple, negative dispersion in homogeneous gas samples can result in bulk emission [18].

2.4. Numerical implementation

Calculations are performed using Matlab. We typically discretize the focal volume over a
200× 140× 140× (λ/40) grid, and evaluate the excitation field using quadrature algorithms.
Unless otherwise stated, we use the following parameters: λ = 1.2μm, NA = 1.4 or 1.2, f 0 =
2, nω = 1.5, n3ω = 1.52. We note that incorporating positive dispersion in the model is nu-
merically advantageous because smaller focal volumes can be considered, and calculations are
generally less noise-sensitive than in the limit case of zero-dispersion. For a given sample/focal
field combination, we calculate the projection of the forward- and backward- emission patterns
on planes perpendicular to the optical axis located at Z = ±10cm. We choose to present pro-
jected far-field patterns rather than angular emission diagrams because they appeared to be more
readable in the case of complex emission profiles. For the interface and slab sample geometries,
we assume that the focal volume encompasses two homogeneous isotropic media with third-

order nonlinear susceptibilities χ (3)
1 = 1 and χ (3)

2 = 0. This choice is motivated by the fact that,
for excitation geometries where bulk THG emission is canceled by destructive interference,

THG from an interface scales as |χ (3)
1 − χ (3)

2 |2. For periodic samples, we assume a sine-like
variation χ (3) = 1+ sin(2πz/δe)/2 along the optical axis. We then iterate for each beam shape
and for various sample positions the calculation of emission patterns, F-THG and B-THG pow-
ers. Normalization is done by considering the same total intensity in the focal volume for every
mode.

3. Results

3.1. Vectorial aspect of THG microscopy with tightly focused beams

Although studies of THG by focused Gaussian beams generally neglect vectorial aspects, a
general analysis of THG microscopy requires a priori a vector field model because high NA fo-
cusing does not preserve linear polarization. Furthermore it is seen from Eq.14 that the induced
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nonlinear polarization P(3ω) can linearly depend on a particular field component. For example
if Ez is strong at a particular location near focus and spatially overlaps with E x, a cross-term

proportional to EzE2
x will significantly contribute to P(3ω)

x . Conversely if Ez does not overlap
with Ex, only the E3

x term will contribute to the TH signal. In particular, in the case of a tightly
focused Gaussian beam with initial linear polarization the axial component near focus is im-
portant (see Fig. 3): Max(Ez) ≈ Max(Ex)/3 for NA = 1.4. However in this case there is little
overlap between Ex and Ez, so that Ez contributes little to THG. Thus, a scalar approximation
will usually work well for THG from simple interfaces excited by a focused linearly polarized
Gaussian beam. However it will typically not be accurate for higher-order beam shapes or other
input polarization patterns. Recalling that the phase distribution (including the Gouy shift) is
generally different for the various field components [17, 19], cross-terms may define different
coherence lengths within the focal volume and affect the imaging properties. Furthermore, fo-
cused radially polarized beams typically exhibit strong axial components (see e.g. LG rad

01 mode
in Fig. 3) [20, 1, 2] which give them original imaging properties.

We also point out that a well-described vectorial aspect of THG microscopy is the absence of
THG signal when a HG00 beam with circular polarization is focused on an interface between
isotropic media [9].

×15 ×3

×1.4×1.4

×1

×1

Fig. 3. Distribution of the different field polarization components and total intensity in the
transverse focal plane for focused HG00 and LG rad

01 beams. x,y ∈ [−1 1]μm.

3.2. THG imaging of XY interfaces with HG and LG beams
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Fig. 4. F-THG during an axial scan through a xy interface with HG and LG beams. Curves
are normalized by the factors indicated in the inset.

We begin our study of THG microscopy with non-standard beams by considering the simplest
sample geometry, namely an interface between two media with different nonlinear susceptibil-
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ities χ(3)
1 and χ (3)

2 . A well-known fact in the case of a XY-interface (i.e. perpendicular to the
optical axis) excited by a tightly focused HG00 beam is that a z-scan produces a symmetric
Gaussian (or Lorentzian if the objective aperture is overfilled) curve peaking when the inter-
face is at the focus. Our simulations predict similar behaviors for THG emission with all the
higher-order HG and LG modes considered in this study (see Fig. 4 for characteristic examples),
whether or not they possess cylindrical symmetry. The main difference lies in the widths of the
z-scan responses, which are related to the axial extents of the corresponding excitation field dis-
tributions. The single-peaked nature of the z-scans reflects the fact that the modes considered
here exhibit a single axial maximum. We note that emission is essentially forward-directed, as
in the case of Gaussian excitation [21]. However different modes produce different emission
patterns. For example, on-axis harmonic emission is prevented with focused HG 01 modes due
to the laterally antisymmetric nature of the focal phase distribution, as predicted for CARS
emission from bulk media [3].

We also point out that the HG00 case is qualitatively well-described by the paraxial approx-
imation (not shown) even at high NA (in contrast with [15] where an inappropriate value of
the confocal parameter was used). Paraxial approximation provides meaningful results for non-
linear processes involving Gaussian beams and simple geometries because over the region of
highest intensity where most signal creation occurs, both the intensity and the Gouy phase shift
(which varies almost linearly with z) are accurately approximated. Of course, the situation can
be quite different with complex field distributions.

3.3. THG imaging of XZ/YZ interfaces with focused HG beams
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Fig. 5. F-THG during lateral scans through interfaces parallel to the optical axis. (a) x−scan
through a YZ interface. (b) y−scan through a XZ interface. The HG10x curve (empty green
triangles) is the behavior predicted when the z component of HG10 is omitted. (c) Excitation
field and intensity distribution in the focal plane for focused HG01 and HG10 beams.

More interesting is the case of an interface parallel to the optical axis excited by an asymmetric
field distribution such as a focused HG01 or HG10 beam. When a YZ interface is x−scanned
across a focused HG01 beam (Fig. 5(a)), the F-THG response exhibits a double peak reflecting
the field distribution in the focal plane (see Fig. 5(c)), contrasting with the case of a focused
HG00 or HG10. Even more striking is the case of a XZ interface being y−scanned across a
focused HG10 beam (Fig. 5(b)). In this case the THG response exhibits a triple peak. The central
peak results from the presence of a significant axially polarized component in the strongly
focused x-polarized HG10 field (I030 term in Eq. 6 which is not present in the HG01 case,
see also Fig. 5(c)). This vectorial interpretation is corroborated by the double-peaked shape of
the THG y−scan obtained when the axial component is omitted in the simulation (Fig. 5(b)).
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Since this situation is equivalent to that of a single half-space with susceptibility |χ (3)
1 − χ (3)

2 |,
maximum emission is obtained when one of the two main excitation peaks is incident on the
interface.
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Fig. 6. Sensitivity to the orientation of an interface parallel to the optical axis using asym-
metric excitation (HG01 and HG10). (a) Geometry of the sample and distribution of the
excitation intensity in the focal plane. (b) Normalized F-THG signal as a function of in-
terface angle φ for HG00 (black squares), HG01 (red discs) and HG10 (green triangles).
Normalization factors are indicated in the inset. The HG10/HG01 signal ratio (purple stars)
probes the interface orientation within the focal volume with good contrast. (c) Projected
far-field emission patterns as a function of interface angle for HG01 and HG10 excitation.
(Media1): TH emission patterns for HG00, HG01, and HG10 excitation, as a function of
interface orientation. Patterns are evaluated at z=+10cm over a 15×15cm area transverse to
the optical axis, which corresponds to a detection NA of approximately 0.5.

We now seek to take advantage of the laterally asymmetric nature of odd HG beams to probe
sample orientation. We analyze the THG response obtained from HG 01 and HG10 beams fo-
cused on an interface parallel to the optical axis as a function of the angle φ that it makes relative
to the X axis (see Fig. 6(a)). As anticipated from the shape of the focal fields, THG emission is
strongly modulated (>50%) as a function of the interface angle. This is because the geometry
is roughly equivalent to that of a single-peaked excitation where the distance between the focal
spot and the interface is proportional to the sine (or cosine) of the interface angle. Therefore,
anti-correlated behaviors are predicted with HG01 and HG10 beams (Fig. 6(b)), and a combina-
tion of measurements with two such beam shapes provides sub-μm information about sample
orientation. The corresponding far-field emission patterns exhibit even more subtle variations
(Fig. 6(c)). When the two main peaks of the focal field lie on both sides of the interface (i.e.
φ = 0 with HG10 excitation or φ = 90 with HG01 excitation), F-THG emission occurs along
two off-axis lobes. These emission patterns are reminiscent of the case of Gaussian excitation
of a XY interface [15], where the Gouy shift prevents on-axis phase matching and deflects the
emission. However when both excitation peaks are incident on the interface (i.e. φ ≈ 90 with
HG01 or φ ≈ 0 with HG10), the emission originates from two sources and interferences struc-
ture it into a non-trivial 8-lobes pattern. The relative intensities of these lobes are tightly related
to the sample orientation (Fig. 6). See (Media1).
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Fig. 7. F-THG and B-THG from slabs of varying thicknesses using different beam shapes.
(a) F-THG as a function of slab thickness indicates the forward coherence length associated
with a particular field profile. The inset depicts the corresponding geometry. HG20 excita-
tion (blue triangles) results in larger forward coherence length than HG00 (black squares).
HG01 excitation (red disc) produce a double-peaked response as a function of thickness,
corresponding to distinct emission patterns. The double peak behavior is blurred for HG10
excitation (see text). The HG20 case without dispersion is also presented for comparison
(empty triangles). For all the modes considered here, the peak TH signal intensity is be-
tween 1.5 and 2 times higher than that obtained from a semi-infinite slab. (b) Far-field emis-
sion patterns using HG01 and HG10 excitation, for different slab thicknesses. (c) B-THG
as a function of slab thickness, according to the geometry depicted in the inset. Oscillation
period indicates the backward coherence length. (d) On-axis phase distribution (without
propagation term) for HG00 and HG20 modes with different NAs.
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3.4. Focus-engineered THG from slabs

Coherent nonlinear microscopies are particularly sensitive to the axial phase distribution in the
regions of highest intensity. In THG microscopy with HG00 excitation, the Gouy shift defines a
signal coherent construction length of ≈ 0.7λ for forward emission (F-THG) [15] and the wave
vector mismatch Δk defines a construction length of π/Δk ≈ λ/12n ω for backward emission
(B-THG) [21]. The coherence length for forward emission has a major influence on imaging
properties, since it acts as a spatial bandpass filter that highlights objects of a given size in
F-THG images [14]. Elaborating on this idea, we point out that when focusing non-Gaussian
beams such as higher-order HG and LG modes, focal field components exhibit altered phase
distributions [19, 22] (see e.g. Fig. 7(d)).

We therefore simulate F-THG and B-THG from slabs of varying thicknesses to gain in-
sight into the axial coherence lengths associated with non-Gaussian beams. Fig. 7 shows that
forward- and backward- coherence lengths can indeed be modulated when using alternate
modes. A particularly clear illustration comes when comparing HG 00 and HG20 excitations.
Focused HG20 resembles HG00 because it exhibits a single peak along the optical axis, albeit
with a slower phase variation and a broader intensity distribution than focused HG 00. Accord-
ingly, the axial coherence length is increased for F-THG and reduced for B-THG. Reduced
B-THG coherence length manifests itself through the reduced oscillation period as a function
of slab thickness (Fig. 7(c)). We point out that moving from HG 00 to HG20 excitation here
produces an effect comparable to changing the excitation NA from 1.4 to ≈ 1.2 (see Fig. 7(d))
and comes at the cost of reduced signal level by a factor ≈ 2. Fig. 7(a) also illustrates the conse-
quence of including/excluding dispersion, for the HG20 case (filled and empty blue triangles).
For all the cases studied here, we essentially find that dispersion reduces TH efficiency for large
objects without affecting the relative behaviors obtained with different beam shapes.

However beam shaping offers more degrees of freedom than merely changing the NA. This
is exemplified by the dependence on slab thickness of F-THG with e.g. HG 01 excitation. The
thickness response is double-peaked, and can be seen as resulting from two different coherence
lengths with the two components exhibiting distinct emission patterns (see Fig. 7(b)). This
behavior is related to the dominating I120 terms in Eq. 7, and is not obtained with HG10 exci-
tation because the z-polarized I030 term (Eq. 6) produces an additional contribution that blurs
the double-peak behavior. Even more dramatic effects can be obtained when imaging complex
samples, as will be discussed in the next section.

3.5. Focus-engineered THG from axially periodic structures

THG emission from dielectric media excited with Gaussian beams is mostly forward-
directed [21] and vanishes in a homogeneous medium. The forward-directed nature of the
emission stems from the fact that the large wave vector mismatch in the backward direction
Δk limits signal creation to a small region (≈ 65nm for λ = 1200nm and n ω = 1.5) around an
heterogeneity (see fig 7). However the situation can be quite different in the case of a structured
sample: if the sample exhibits appropriate axial periodicity, the density distribution of emitters
can provide an additional momentum that puts the emitted waves in phase in a particular di-
rection [21, 23]. Efficient THG emission may be obtained either in the forward or backward
direction, depending on sample structure. Under HG 00 excitation focused at 1.4 NA, an axial
sine-like χ (3) modulation with spatial period δe ≈ 2π/Δk ≈ λ/6nω = 135nm is expected to
produce efficient B-THG emission, and a similar distribution with δe ≈ 2μm is expected to
produce efficient F-THG emission [21].

This idea can be pushed further with focal field engineering: alternative field distributions
can modify these spatial resonances. Figure 8 presents the dependence of B-THG and F-THG
on sample spatial period, for the set of beam modes considered in this study. Resonances are
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observed for both F-THG and B-THG for all excitation modes, with pronounced differences
depending on the focal field profile. We note that although the precise axial localization of
the sample can modulate the THG power by up to 40%, it does not significantly change the
resonances (not shown). Not surprisingly, the characteristic sample lengths that enhance F-THG
emission using HG modes are reminiscent of the coherence lengths that can be estimated by
F-THG from slabs (Fig. 8). The backward emission behaviors are more complex, particularly
for polarization-shaped LG01 beams. Together, these calculations show that the measurement
of F-THG and B-THG with a properly chosen set of beam shapes can provide information on
sample characteristic lengths in the ranges 130−250nm and 0.7−7μm. We point out that the
angular emission patterns are also closely related to the sample spatial frequencies (Fig. 8).
Finally we note that these ideas are transposable to other coherent processes such as SHG and
CARS. For example, efficient backward emission with HG00 excitation should be possible from
a structure exhibiting a spatial frequency of δe ≈ λ/4n ω for SHG and δe ≈ λas/2nas (where
as refer to the anti-Stokes frequency) for CARS. Excitation with alternative field distributions
is expected to shift these spatial resonances.
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Fig. 8. F-THG and B-THG signal obtained from an axially periodic sample using differ-
ent focal field distributions. (a) B-THG and F-THG as a function of sample period, for
various HG and polarization-shaped LG01 beams. Different field shapes result in differ-
ent spatial resonances. THG measurements with a properly chosen set of beam shapes
provide information on sample characteristic lengths at different scales. Normalization
factors for B-THG (resp F-THG) curves with respect to F-THG from a semi-infinite
slab with a gaussian excitation: HG00 × 1.5(×2); HG01 × 1(×1); HG10 × 0.4(×0.3);
HG20×0.3(×0.3); LG lin

01 ×0.3(×0.4); LG rad
01 ×0.1(×0.1); LG az

01 ×0.5(×0.6). (b) Charac-
teristic examples of emission patterns in the forward and backward direction, as a function
of sample periodicity.

4. Conclusion

Focal field engineering for coherent nonlinear microscopy is a rich and promising subject. The
general idea is that measurable emission patterns reflect the interplay between the (unknown)
sample structure and a known field distribution. The vectorial and phase properties of tightly
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focused higher-order beams are an active area of research [24, 25, 22], and so are the vecto-
rial aspects of nonlinear microscopy [2, 26]. Studying focus-engineered THG is informative
because third-harmonic generation can be obtained from simple (isotropic) sample geometries
and is highly sensitive to the focal phase distribution. Therefore it is a convenient means to study
the impact of focus engineering on phase-matching conditions. Moreover, THG microscopy is
usually a non-spectroscopic, structure-sensitive [14] imaging technique that provides morpho-
logical information about unstained samples. The results presented here show the potential of
focus-engineered THG microscopy to provide sub-resolution information about complex sam-
ples: angles and characteristic lengths in the 130− 250nm range are reflected in the emission
patterns and can be probed using simple ratiometric measurements. A perspective is to design
pupil functions producing a targeted field distribution [27, 28], axial field engineering (bottle
beams [3], etc) being of particular relevance. Finally we note that the ideas explored in this
article are generally transposable to other imaging modalities such as CARS and SHG. For
example, CARS emission from an axial interface excited with a laterally asymmetric field dis-
tributions should exhibit a behavior similar that shown in Fig. 6(b). Also, focus engineering can
be used to alter the spatial resonances resulting in efficient SHG and CARS emission in a par-
ticular direction, as in Fig. 8. It is anticipated that additional studies will explore the potential
of focal field engineering for coherent nonlinear microscopy.
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Chapter 4. Wavefront Control in Nonlinear Microscopy

4.3 THG Microscopy with Phase-Masks

This section presents calculations that supplement the previous paper. The article consid-
ered beam shapes that could be easily calculated using the angular spectrum representation;
we now consider radial phase-masks located in the back focal plane of the objective which allow
easy calculations based on the Gaussian beam model(as discussed in chapter 2).

4.3.1 2-Zone and 3-Zone Annular Phase-Masks

θ1 θmax θ1 θ2 θmax
φ1

φ2

φ1

φ2

φ3

2 & 3-zone phase masks

Figure 4.2: Geometry of the Two zone and Three-zone phase-masks
There is a π radian phase difference between the different zones.

We first studied the case of binary phase-masks. These phase-masks are made of two or
three concentric zones that either add a π radian phase-shift, or no phase-shift at all, and their
geometries are illustrated in figure (4.2). Their effect on the focal field, and especially the axial
modulation of the intensity that they provide have been extensively studied [42]. The main
advantage of using this type of phase-mask is that it only depend on 1 or 2 parameters, which
allows a relatively easy analysis.
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Figure 4.3: Two zone phase-masks
(b) Intensity along the z-axis as a function of the θ parameter of the 2-zone binary phase
mask. (a1) & (a2): Intensity distribution for a given value of the angle θ marked in
(b). Conditions: NA=1.4, n=1.5, λ = 1.2µm, 0 < θ < sin−1(NA/n), −5λ < z < +5λ.
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4.3 - THG Microscopy with Phase-Masks

Figure (4.3) illustrates the axial intensity distribution at the focus of a Gaussian beam
phase-modulated by a two-zone binary phase-mask. The minimum (θ = 0) and maximum
(θ = θmax) values of the θ parameter correspond to a uniform phase-mask, and in this case
we obtain an intensity distribution corresponding to the regular focused Gaussian beam. The
most interesting situation is when the intensity at the focus is equal to zero. This corresponds
to the case of the so called optical bottle beam that has been described by Arlt et al. [16],
and used for several applications including trapping, laser cooling or STED microscopy.
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Figure 4.4: Three zone phase-masks
Axial intensity ditribution as a function of z and of the θ2 parameter of the 3-zone phase
mask. Conditions: NA=1.4, n=1.5, λ = 1.2µm, n sin(θ1) = 0.6 0 < θ2 < sin−1(NA/n),
−5λ < z < +5λ.

Figure (4.4) illustrates the axial intensity distribution at the focus of a Gaussian beam
phase-modulated by a three-zone binary phase-mask as a function of the angle defining the sec-
ond ring (θ2), for a given value of the first ring (n sin(θ1) = 0.6). We can notice that there is a
larger spread in the axial intensity distributions, and that we can not only get a double-peaked
excitation like in the case of a two-zone filer, but also 3-peaked or even 5-peaked distributions.

We have used these phase-masks to simulate THG from various geometries, and the results
obtained will be presented in the next section.

4.3.2 THG with Binary Phase-Masks

Our idea when studying this type of phase-masks was to see how far we could modify
the forward and backward coherence lengths by introducing a modulation in our phase and
intensity distribution, but the problem is far more complicated than we thought. Indeed,
the axial intensity profiles illustrated in figures (4.3 and 4.4) are somehow misleading since
the lateral intensity distribution are for from being Gaussian: we get lateral intensity profiles
that are a succession of rings and single peaks, and the phase distribution also changes shape
significantly in both axial and transverse directions. The consequence of that is that although
we can shift significantly the phase-matching conditions and thus the size and shape of the
structures that yield a maximum THG signal (as we will see in section 4.3.2.1), we have a very
limited control over it.
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Chapter 4. Wavefront Control in Nonlinear Microscopy

4.3.2.1 Size Dependence - Coherence Length

I1(z) I2(z) I3(z) I4(z)

Figure 4.5: THG coherence length using phase-masks
(Left) Axial Intensity distribution and (Right) F-THG signal as a function of the width
of a z-oriented slab for 4 different phase masks.

The THG signal from a centered xy-oriented slab using a phase-mask-modulated excitation
is given in figure (4.5) for four different phase-masks. While these simulations confirm that we
can shift these curves away from what a Gaussian excitation would yield (see figure (3.4 for
reference), their interpretation remains complex, since the intensity and phase distribution are
modified in all three dimensions. For example, the size dependence curves given by the blue and
red excitations that have relatively similar axial intensity distributions are significantly different.

Although we could give a rough estimate of the effective coherence length by looking at
the signal dependence on the width of the slab (at least when we have a mostly single-peaked
profile), it would still only be an averaged estimate as the phase-matching conditions are also
dependent on the position of the slab within the focal volume, and so it this strategy would be
practical only for large structures.

4.3.2.2 Quasi-Phase-Matching in Periodic Structures

I1(z) I2(z) I3(z) I4(z)

Figure 4.6: QPM B-THG using phase-masks
(Left) Axial Intensity distribution and (Right) B-THG signal as a function of the axial
period for 4 different phase masks.

Since we can easily have an excitation with several axial peaks instead of one main peak,
we though initially that we could significantly change the quasi-phase-matching conditions and
thus enlarge the range of axial frequencies that could provide B-THG signal. However, this is
not that easy, as we can see in figure (4.6): the backward phase-matching conditions are still
dominated by the k vector direction mismatch, and the frequency of the axial modulations
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4.3 - THG Microscopy with Phase-Masks

provided by the phase-mask are too long to compensate it efficiently.

In the forward direction, we have mostly the same problem as in the case of slabs: since
quasi-phase-matching relies on the correction of a constant phase-mismatch, it is difficult to
control with field distributions that are too irregular. Moreover, when a given frequency does
yield a significant increase in THG signal, changing the initial sample spatial phase can alter
the signal, meaning it is yet again a complex approach.

In the next section, we will discuss a simpler modulation scheme that relies on an amplitude-
mask and yields a Bessel beam.
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Chapter 4. Wavefront Control in Nonlinear Microscopy

4.4 THG Microscopy with Bessel Beams

4.4.1 Bessel Beams: Definition & Properties

Before the Bessel beam was defined, the use of an annular aperture in the back focal plane
of a lens had been investigated [11], and such beams had been shown to increase the depth of
field [12, 43]. However, in the literature Bessel beams are distinct from the annular aperture
beams, and we can mostly divide the field into two parts: the field of Bessel beams whose main
interest lies in the non-diffractive property of Bessel beams, and the field of aperture filters
which is more concerned about the focal intensity distribution4.

Bessel beams were first defined as such by Durnin et al. [45–47] who introduced them as a
theoretical solution of the wave equation that is non-diffracting [48].They can also be defined
as the field created by an infinitely small annular aperture placed in the back focal plane of a
focusing lens, which can be written as :

E(ρ, φ, z) =
ikfe−ikf

2π

∫ θm

0

∫ 2π

0

e−ikzcos(θ)e−ikρsin(θ)cos(φ−θ)sin(θ)E0δ(θ0)dφdθ (4.2)

= B0(θ0)e
−ikzcos(θ0)

∫ 2π

0

e−ikρsin(θ)cos(φ−θ)dφ (4.3)

= B0(θ0)e
−ikzcos(θ0)J0(kρ sin(θ0)) (4.4)

where J0 is the 0th order Bessel function.

We can see directly from this equation the non-diffractive property of Bessel beams, as their
intensity distribution does not depend on the value of the z (axial) coordinate. Figure (4.8) il-
lustrates the phase and intensity distribution of a perfect Bessel beam, as defined in equation 4.4.

There are several ways to produce Bessel beams experimentally [49]:

• An amplitude-mask placed at the back focal plane of a lens was the first method used [45,
46], and is the closest to the definition given in equation 4.4

• Conical axicon lenses [50–52] have been used to produce Bessel-like beams.

• Phase-masks [53, 54] relying on the fact that the Fourier transform of a Bessel function
is a ring are more efficient than amplitude-masks.

When using the amplitude-mask described in figure (4.7), the field at the focus considering
a Gaussian intensity profile just before the mask can be written as:

E(ρ, φ, z) = E1

 I
θ−0 ,θ

+
0

010 + I
θ−0 ,θ

+
0

011 + (I
θ−0 ,θ

+
0
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+
0

211 ) cos(2φ)

(I
θ−0 ,θ

+
0

210 − I
θ−0 ,θ

+
0

211 ) sin(2φ)

−2iI
θ−0 ,θ

+
0

120 cosφ

 (4.5)

where Iαβjkl is defined in equation (2.22), θ+
0 = θ0 + ∆θ and θ−0 = θ0 −∆θ, which is the same

expression as for a Gaussian beam, except θ is integrated only over a small interval.

4see for example the erratum of reference [44] for a comment on that subject
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Figure 4.7: Amplitude-mask used to simulate Bessel beams
The amplitude-mask is an annular aperture described by its numerical aperture θ and
the width of the aperture ∆θ.

Figure (4.8) illustrates the phase and cubed intensity distribution of a Bessel Beam both
in the perfect case described in equation (4.4) and with numerical simulations done using an
amplitude-mask described by equation (4.5). Several important observations can be made from
this field distribution:

• The perfect Bessel beam is a valid approximation in the focal volume.

• The absence of Gouy phase-shift: instead of an abrupt π phase-shift, we have a constant
phase-shift over the focal volume.

• The cubed intensity distributions show a lateral intensity distribution that follows a
Bessel-function profile. However, in our numerical simulations the axial intensity dis-
tribution is not constant like in a perfect Bessel beam, though it is much longer than
what we would get from a focused Gaussian beam with the same lateral FWHM.

4.4.2 THG with Bessel Beams

Glushlow et al. [55] experimentally demonstrated what they called self-phase matching
in third-harmonic generation in gases using ring beams obtained using an annular aperture.
Tewari et al. [56, 57], showed that these beams corresponded to what had been described by
Durnin et al. [45, 46] as Bessel beams, and derived a paraxial scalar theory of third harmonic
generation using Bessel beams in homogeneous media. Peet et al. [58, 59], and Caron in the case
of the more realistic Bessel-Gauss beam [60, 61] later expanded this theory. Second harmonic
generation using Bessel beams has also been investigated [44, 62, 63].

The idea behind self-phase matching is that when we consider a phase-matched process it is
usually highly dependent on the sample properties (in particular on its refractive indices). How-
ever, in the case of harmonic generation with Bessel beams, the process is much more robust.
The paraxial theory developed in references [56, 57] explains this phenomenon by considering
a Bessel-Bessel interaction and studying the constrains given by the phase-matching conditions.
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Figure 4.8: Intensity and phase distribution of the perfect and
amplitude-mask generated Bessel beam
Cubed intensity (I3) (resp phase) of the perfect Bessel beam (a) (resp (c)) described by
equation 4.4 and of the amplitude-mask generated Bessel beam described by equation 4.5
(b) (resp (d)).

We will discuss THG with focused Bessel beams in the next section. In particular we
will investigate whether self-phase matching is possible in regular dispersive media under
tight-focusing conditions.

4.4.3 THG Microscopy with Bessel Beams

We remind the phase matching conditions for third harmonic generation:

∆k = |3(kω)− k3ω| (4.6)

We consider a Bessel beam characterized by an excitation angle α as an excitation, so we
can write kω = kωcos(α)ez. We can now consider two different hypotheses for the harmonic
field:

1. It can be a plane wave emitted at an angle φ from the optical axis.

2. It can be a Bessel beam described by an angle β5.

4.4.3.1 Bessel - Plane Wave Interaction

We consider an emission with an angle φ relative to the optical axis. The projection of
equation 4.6 on the z axis yields:

5Described in more details in the appendix A.6
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4.4 - THG Microscopy with Bessel Beams

∆k = |3(kωcos(θ0))− k3ωcos(φ)| (4.7)

⇓

cos(φ) =
3(kωcos(θ0))

k3ω

(4.8)

When there is positive dispersion, φ > α, no dispersion φ = α and negative dispersion
φ < α.

The projection of the phase matching conditions perpendicularly to the optical axis yields
∆kρ = k3ωsin(φ). However, if we consider the nonlinear wave equation, the two directions
cannot be de-coupled, and we have a 2D differential equation. This is why we will consider a
Bessel-Bessel interaction in the next section.

4.4.3.2 Bessel-Bessel Interaction

The axial phase-matching conditions can be written as:

3kω cos(α) = k3ω cos(β) (4.9)

The relation between α and β is the same as between α and φ: when there is so positive
dispersion, β > α, no dispersion β = α and negative dispersion β < α.

The consequence of this phase-matching condition is illustrated in figure (4.9), where the
far field THG intensity is calculated for two cases:

NA=1.2
Δn=0

NA=1.3

Δn=0
NA=1.2

Δn=0 Δn=-0.1 Δn=-0.2
Θx=-π/3

(a1)
(a2) (b)

Θx=+π/3

Θ
y=

+
/-

π
/3

Θ
y=

+
/-

π
/3

Figure 4.9: THG with Bessel beams: far-field emissions
(a) & (b): I(3ω, x, y) for z = 1. The emission angle increases with the NA (a1 & a2),
and decreases with the amount of negative dispersion (b). Conditions: λ = 1.2µm,
nω = 1.5.

1. figure (4.9.a) illustrates the influence of the focusing conditions on the harmonic signal
obtained from a homogeneous non-dispersive medium. The tighter the focus, the larger
the angle α is and consequently, the larger β is. Since we consider we are in the far field,
the intensity profile created by a Bessel beam β is ring-shaped.
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Chapter 4. Wavefront Control in Nonlinear Microscopy

2. figure (4.9.b) illustrates the influence of the dispersion on the angle of emission. In this
case, we consider an homogeneous medium and a single focusing condition, but three
different values for the dispersion: ∆n = 0, −0.1 and −0.2. As expected, we see that the
more negative dispersion we have, the narrower the emission pattern becomes. Not shown
in these normalized intensity distributions is the influence of the negative dispersion on
the amount of harmonic signal, which increases with the amount of negative dispersion.

Moreover, if we consider a perfect phase-matching condition along the z-axis, the amplitude
of the harmonic Bessel beam can be calculated as:

A3ω ∝
∫ ∞

0

ρJ3
0 (ρ sin(β)kω)J0(ρ sin(α)k3ω)dρ (4.10)

This integral is non-zero only in the case of negative dispersion where β < α, which is the
same result as with Gaussian beams. However, this equation considers a perfect Bessel beam,
which intensity is constant everywhere, and may not be well-adapted to describe focused Bessel
beams. The phase-matching conditions are significantly different from the case of Gaussian
excitation. Therefore, the structure sensitivity of THG with Bessel beams also is significantly
different.

Figure 4.10: THG with Bessel beams as a function of the size of a
slab
Geometry described in figure (3.3.b) Conditions: Red curve: NA=1.1, Green: NA=1.2,
Blue:NA=1.3, nω = n3ω = 1.5.

Figure (4.10) illustrates the THG signal obtained from an xy-oriented slab as a function of
its width for three Bessel beams with different numerical apertures, assuming zero dispersion.
Consistently with what is predicted in the case of a perfect Bessel beam, we find that some
signal can be obtained from a non-dispersive medium, though much less than in the case of
negative dispersion. This is consistent with the lateral phase matching conditions that can be
written as k3ω sin(β), as β decreases with the amount of negative dispersion. Moreover, Bessel
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4.4 - THG Microscopy with Bessel Beams

beams characterized by a smaller NA appear to be more efficient for producing THG from a
homogeneous sample. These results can be can interpreted in two different ways:

1. Our calculations may be inaccurate because of the finite size of the simulation domains
(reduced focal volume) we consider, as lower numerical apertures imply a longer axial
spread of the energy. However, when we increased the size of the domain in both axial
and lateral dimensions, we did not find any difference in the shape of the response.

2. If we consider the cubed intensity of the Bessel beam, it seems we can neglect the lateral
intensity distribution after the first zero of the Bessel function, so a Bessel beam focused in
a homogeneous sample can be compared with a Gaussian beam focused on a narrow axially
oriented cylinder, as described in section 3.1.3.1, albeit with a different emission angle.
The shape of the size dependence can then be explained not by the increasing amount of
signal from a homogeneous sample, but by the reduced amount of signal obtained from a
finite slab.

4.4.4 Quasi-Phase-Matching Using Bessel Beams

Since the phase matching conditions can be simply described in Bessel beams thanks to
the small variations in both phase and intensity over long distances, Bessel beams are good
candidates for quasi-phase matching experiments. For example, quasi-phase-matched second
harmonic generation has been experimentally demonstrated [64].
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Figure 4.11: Quasi-phase-matching of Bessel Beams
F-THG signal with different focusing conditions and different axial periods.

The case of third harmonic generation in the quasi-phase matching geometry considered
in section 3.2 is illustrated in figure (4.11) for several Bessel beams characterized by different
numerical apertures. Contrary to the case of QPM THG with Gaussian beams described in
section 3.2, we now have a very efficient quasi phase-matching process, because the phase and
intensity distribution vary very slowly in the axial direction, and keep the same profile in the
lateral direction, which means the phase matching conditions do not depend significantly on
the axial position of the sample, and thus the QPM period is the same everywhere and the
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Chapter 4. Wavefront Control in Nonlinear Microscopy

increase is larger.

Therefore, a very interesting property of Bessel beams is that they provide a way to probe
the axial organization of a sample, since by changing the numerical aperture of the excitation
we can change the resonance frequency from ≈ 500nm to ≈ 5µm.
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4.5 Rapid Wavefront Modulation in 2PEF Microscopy

4.5.1 Introduction
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Figure 4.12: Schematic description of the TAG lens
See text for more details. Adapted from [65].

This section presents an application of focus engineering in incoherent nonlinear microscopy,
and is the result of a collaborative work with the team of Craig Arnold at Princeton University.
The wavefront modulator we used is an acousto-optic modulator called TAG6 lens developed
at Princeton. The TAG lens, described in figure (4.12), consists of a cylindrical piezoelectric
shell driven at ultrasonic frequencies (100khz-2MHz) to generate standing pressure waves in a
transparent filling fluid (silicone oil). In turn, the acoustic wave induces a periodic alteration of
the refractive index inside the lens with fixed radial nodes [66]. The TAG lens as been shown
to allow dynamic beam shaping [67], the production of multi-scale Bessel beams [68, 69], and
the focusing of beams with variable focal lengths [70].

The optical index induced by the acoustic field can be expressed as: [66]

n(ρ, t) = n0 + naJ0

(ωρ
v

)
sin(ωt) (4.11)

where ω is the driving frequency, v is the speed of sound in the medium, n0 the static index
of refraction, and na depends on the filling fluid properties . This means the TAG lens can be
used to produce Bessel beams. The properties of Bessel beams have been discussed earlier, and
their use in increasing the depth of field in incoherent multiphoton microscopy have already
been demonstrated elsewhere [23], so the aim of this study was to use the TAG lens as a rapidly
switchable tool that could provide us with both regular Gaussian beams and Bessel beams in or-
der to do simultaneous interlaced multiphoton imaging with normal and extended depth of field.

The result of this collaboration is presented in the next few pages.

4.5.2 Two-photon Microscopy with Simultaneous Standard & Ex-
tended Depth-of-Field Using a Tunable Acoustic Gradient-
index Lens

6Tunable Acoustic-driven Gradient-index Lens
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We describe a simple setup that allows depth of field switching at kilohertz rates in a nonlinear microscope.
Beam profile and/or divergence are modulated using a tunable, acoustically driven gradient-index fluid lens.
We demonstrate two modulation strategies, one based on fast varifocus scanning during each pixel and the
other based on pseudo-Bessel beam excitation. Average beam shape is switched every line during scanning,
resulting in the interlaced acquisition of two different images. We apply this approach to the simultaneous
standard and 4.5�-extended depth-of-field imaging of developing embryos. © 2009 Optical Society of
America

OCIS codes: 180.4315, 140.3300, 230.1040, 110.1080, 180.6900, 170.3880.

Two-photon microscopy [1] is widely used for high-
resolution biological imaging, providing micrometer
optical sectioning in complex samples. Optical slices
are typically recorded by scanning the focused laser
beam inside the sample. When needed, a more global
representation of the sample can alternatively be ob-
tained by using large depth-of-field optics, such as fo-
cused Bessel beams [2,3] produced by axicons [4,5],
phase masks [6], or liquid-crystal-based spatial-light
modulators [7]. However, these wavefront control
strategies are either fixed or too slow to allow for
rapid modulation between the two imaging regimes
during a scan. Therefore, diffraction-limited and
extended-depth images must be acquired sequen-
tially.

We explore here an alternative approach. Using
rapidly adjustable acousto-optic fluid lens technology,
it is possible to construct a light-efficient imaging
method with the ability of depth of field switching at
kilohertz rates.

Imaging with shaped beams is performed as fol-
lows (see Fig. 1). The output beam from a Ti:sapphire
oscillator is sent through a tunable, acoustically
driven gradient-index (TAG) fluid lens [8–11], provid-
ing phase modulation. The TAG lens consists of a cy-
lindrical piezoelectric shell driven at ultrasonic fre-
quencies �100–800 kHz� to generate standing
pressure waves in a transparent filling fluid (silicone
oil). In turn, the acoustic wave induces a periodic al-
teration of the refractive index inside the lens with
fixed radial nodes [8,9]. Galvanometric mirrors angu-
larly scan the beam at the pupil of a water-
immersion objective, and two-photon-excited fluores-
cence (2PEF) is epidetected using a photon-counting
photomultiplier.

To acquire two simultaneous images, we use an in-
terlaced acquisition scheme in which each line is
scanned twice, and the modulation amplitude of the
acoustic lens is switched between lines during galva-
nometer flyback. We typically acquire odd lines with

near-zero modulation amplitude (off), and even lines
with 10–21 V amplitude sine modulation (on). A
stable pattern in the TAG is achieved in a few tens of
microseconds, i.e., before the next line starts. The
two images are deinterlaced after acquisition.

In a first configuration, we use the TAG lens as a
varifocus device (Fig. 2). The TAG lens is positioned
at the output of the Ti:sapphire laser where the beam
is smallest, so that it experiences the refractive index
distribution only near the center of the lens, which
can be approximated in cylindrical coordinates
by [10]

Fig. 1. (Color online) (a) Microscopy with acoustically
modulated beams. TAG lens, tunable acoustic gradient-
index lens (inset). XY, lateral scanning; dic, dichroic; PMT,
photomultiplier; obj, 20�0.95 NA objective with under-
filled pupil. (b) Principle of the interlaced acquisition with
standard (off) and modulated (on) beams.
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n��,t� = n0 + �na

na�2�2

4v2 �sin��t�, �1�

where � is the driving frequency, n0 is the static in-
dex of refraction, v is the speed of sound in the acous-
tic medium, and na depends on the medium and the
modulation parameters. The lens is located �1 m be-
fore the galvanometric mirrors and is driven at a fre-
quency of 481 kHz. The pixel rate is set to 240 kHz,
meaning that each pixel is the sum of �330 pulses,
effectively covering the entire focal range of the lens
twice per pixel. Each of these pulses sees the TAG as
a fixed lens with optical power ranging from −�max to
+�max, resulting in variable beam divergence at the
objective pupil. This system can be simply modeled
under Gaussian paraxial approximation. Two re-
gimes must be considered. In the first case, the focal
length of the acoustic lens is always larger than the
distance to the objective. The effective point-spread
function (PSF) is then the incoherent superposition of
instantaneous PSFs with different axial positions,
widths, and intensities, resulting in the broad asym-
metric distribution qualitatively predicted in Fig. 2(c)
and experimentally illustrated in the first panel of
Fig. 2(d), where �max�2 m−1. (Simulation param-
eters, �max=1 m−1; beam waist w=1 mm; objective f
=2 mm.) A second regime occurs if the focal range of
the acoustic lens is increased up to where it focuses
the beam before the objective, and a second axial lobe
builds up. This regime is reached by increasing the
modulation amplitude, as illustrated in the remain-
ing panels of Fig. 2(d), where �max�4 m−1.

The resulting PSF is significantly extended, but it
exhibits an axial gap. This issue can be avoided by
using the acoustic lens as a pseudo-Bessel beam gen-
erator. This is achieved here by driving the TAG lens

at a higher frequency �740 kHz� and by expanding
the beam twice so that it fills a larger part of the lens
and propagates through a refractive index distribu-
tion that can be described as [11]

n��,t� = n0 + naJ0���

v �sin��t�. �2�

As in the previous experiment, the laser and the pi-
ezo are not synchronized, meaning that successive
pulses experience different modulations. The result-
ing time-averaged intensity is a multiscale Bessel
beam with a transverse profile exhibiting a central
peak surrounded by successive rings [11], which may
be viewed as intermediate between a Gaussian and a
Bessel beam. The position of the TAG lens relative to
the microscope is adjusted so that the propagated un-
shaped beam [off, Fig. 3(a)] and the first major ring
[on, Fig. 3(b)] have similar sizes at the objective pu-
pil. When the TAG is on, all the instantaneous PSFs
are axially elongated, and their incoherent superpo-
sition resembles that of a focused Bessel beam. Fig-
ure 3 displays images of 330 nm fluorescent beads in
a 3D gel recorded with and without an extended
depth of field. Beam shaping results in a 4.5-fold
axial increase of the PSF without degrading lateral
resolution (�0.6 �m FWHM, not shown), character-
istic of Bessel-like excitation. In turn, extended depth
of field results in more visible beads.

Finally, we show that this technique can be used
for two-photon imaging of biological samples in a

Fig. 2. (Color online) Point-spread functions (PSFs) ob-
tained when using the TAG lens as a fast varifocus device.
(a) Principle: beam divergence at the objective pupil is rap-
idly modulated during one pixel acquisition time. (b), (c)
Numerical simulations of the instantaneous (b) and time-
averaged (c) on-axis intensity distribution. (d) Experimen-
tal axial 2PEF PSFs recorded from 330 nm beads switches
from 2.5 �m (lens off) to 6 �m (on) FWHM and exhibits a
two-lobe distribution when applying large modulation am-
plitudes (see text).

Fig. 3. (Color online) TAG lens used as a pseudo-Bessel
beam generator. (a), (b) Average intensity distribution at
the back aperture of the objective with the lens off and on.
(c), (d) Z–X, 2PEF images of 330 nm fluorescent beads re-
corded with standard [(c), off)] and extended [(d), on] depth
of field. (e) z profiles through several bead images. FWHM
are 4.0±0.2 �m (off) and 18.3±0.4 �m (on). (f), (g) Beads in
a 3D gel imaged with standard and extended depth of field.
Scale bars, 3 �m.
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straightforward manner. Figures 4(a1) and 4(a2)
present simultaneous standard and extended-depth
images of a pollen grain recorded in two different
planes separated by 12 �m. Although the optically
sectioned images are very different, the correspond-
ing extended-depth images obtained simultaneously
with pseudo-Bessel excitation are similar and pro-
vide a more global view of the sample. Figures 4(b1)
and 4b2) (Media 1) illustrate the fast switching capa-
bility of the TAG lens, which makes it suitable for im-
aging dynamic samples. Here, a developing Droso-
phila embryo with green-fluorescent-protein-labeled
nuclei is observed continuously in a single plane dur-
ing gastrulation. We oriented the embryo with the
ventral side up (facing the objective) so as to image

the formation of the ventral furrow, an early process
involving cell invagination toward the middle of the
embryo. The imaging plane is positioned just below
the outer cells, so that early invaginating cells show
up progressively in the standard time-lapse image.
The extended-depth image provides a complementary
global representation of the tissue that could not be
obtained simultanesouly using slow or static beam-
modulation devices.

In conclusion, we have shown than an acoustically
driven fluid lens can provide kilohertz switching
rates between standard and extended-depth imaging
in two-photon microscopy. This arrangement is
simple, inexpensive, and light-efficient (90% trans-
mission over the 750–880 nm range). Furthermore,
acoustic lenses can produce more-complex beam
shapes, such as multiscale Bessel beams [11], and
can be synchronized with the pulse train for in-
creased wavefront control when using kilohertz laser
systems. Additional perspectives include imaging
with tunable depth-of-field and spatial control of
multiphoton processes for imaging and sample-
processing applications.
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Débarre for comments on the manuscript. This work
was partially supported by the Délégation Générale
pour l’Armement (DGA), the Agence Nationale de la
Recherche (ANR), and the U.S. Air Force Office of
Scientific Research (AFOSR).
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furrow formation. The beam focus was kept just below the
outer cells of the ventral side, as illustrated in (b1). The
standard movie shows the invaginating ventral cells pass-
ing through the focal plane, whereas the simultaneous
extended-depth movie provides a global view of lateral cell
movements during furrow formation. See Media 1. Scale
bars, 50 �m.
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Chapter 4. Wavefront Control in Nonlinear Microscopy

4.6 Adaptive Optics

In this section we will discuss the correction of aberrations in microscopy, in particular in
coherent nonlinear microscopy. The project was implemented with D. Débarre and relied on
the methodology she previously developed while in the Booth-Wilson team (Oxford University)
for correcting aberrations in 2PEF microscopy [71].

The term adaptive optics comes from astronomy [72], where it is defined as a type of
aberration correction scheme that can be updated faster than the typical variations of the
aberrations, and is different from active optics that provide a correction adapted for longer
time-scales. In microscopy, the first objective is to correct for static aberrations, but dynamic
correction schemes can also be applied, (as we will see in section 4.6.2) and the generic term
aberration correction is also commonly used.

4.6.1 Introduction

Figure (4.14) illustrates the principles of aberration correction: everything that is between
the imaged plane and the detector (eg: the atmosphere in astronomy, the objective and the
sample in microscopy) has imperfect optical properties resulting in the presence of aberrations
that degrade the image quality. However, by inserting an active element that compensates for
the aberrations, the image quality can be restored. Aside from astronomy, adaptive optics has
found several applications in ophthalmology [73] (the eye is far from being a perfect optical
system)

4.6.2 Aberration Correction in Microscopy

Before active optical elements such as deformable mirrors or spatial light modulators became
available7, several studies focused on the influence of aberrations in microscopy. The theoretical
influence of aberrations modes on the point spread function in confocal microscopy [74–76] and
their influence in limiting the imaging depth were investigated [77, 78]. Measurement of sample-
induced aberrations has been performed on different types of tissue by Schwertner et al. [79, 80].

The first articles demonstrating the correction of aberrations were performed in the case
of fluorescence microscopy, for both linear [81] and nonlinear [82–84] excitations, as the maxi-
mization of the signal provided an easy optimization strategy (though the demonstration of the
effectiveness of this strategy would have to wait for a few years). In both cases, the optimiza-
tion method relied on the maximization of the fluorescence intensity using different amounts
of aberration introduced by a deformable mirror. Aberration corrections in other types of mi-
croscopy followed, including CARS [85] and structured illumination microscopy [86].

Corrections schemes have been proposed for different types of microscopy: Rueckel et al
demonstrated an aberration correction scheme that relied a direct measurement of the aberra-
tions at the focus [87] using coherence-gated wavefront sensing (CGWS) [88], which allows the
correction of the aberrations theoretically in one step, and practically in 3-5 iterations. All the
other methods rely on the optimization of a criterion, but use different optimization strategies.
Several studies relied on stochastic methods such as genetic algorithms [83–85, 89, 90], that
rely on a very large number of iterations (several thousands) but can explore a very large opti-
mization space and work even in poorly formulated optimization problems. Another approach

7and affordable
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Figure 4.14: Principle of aberration correction
The aberrations introduced by the propagation through an imperfect optical system
can be compensated by the presence of an active element and the image quality can
be restored

to the optimization problem is to use model-based methods [71, 81, 86, 91, 92], in which the
optimization problem is re-formulated so as to be easier to solve:

1. The dimension of the problem can be reduced by working on aberration modes instead
of on the actuators, as the influence of actuators are often not independent (this has also
been used in stochastic methods and has provided significantly faster convergence [90])

2. The optimization of one mode can be simplified by choosing the aberration basis and the
optimization criterion so as to have a quadratic problem.

3. The optimization of the aberration modes can be made independent, so that all modes
can be optimized sequentially.

This reformulation is completely non-trivial. An example is the maximization of the in-
tensity at the focus by using the Strehl ratio as a criterion and the Zernike polynomials as an
aberration basis. Débarre et al. reformulated several optimization problems [86, 92], whereafter
the correction of n aberration modes only requires (2n + 1) measurements. However, in some
cases it may be impossible to obtain a perfect re-formulation.

4.6.3 Experimental Setup

Figure (4.15) illustrates a typical setup for aberration correction in nonlinear microscopy.
The active element is a deformable mirror (Mirao, Imagine Optics, more details in appendix B.4)
with 52 actuators. In order to insure that the induced aberration are mostly uniform within the
field of view of the objective, the mirror should be conjugated with the objective lens. Since the
two galvanometric mirrors are not perfectly conjugated with the objective, the mirror should be
placed either before or after the galvanometric mirrors, depending on the intensity distribution
on the mirror: if the intensity is mostly uniform, then the mirror should be placed after the
scanning mirrors, while in the case of an underfilled mirror, it is better to place it before.

4.6.4 Reformulation of the Optimizations Problem

We present in this section an application of image-based correction for THG microscopy. As
seen in section 4.6.2, the idea is to reformulate a complex optimization problem into a simple
one. We will rely on linear algebra as much as possible in order to define a metric and an
aberration basis-set that together allow quadratic optimization.
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Figure 4.15: Experimental setup for aberration corrections in non-
linear microscopy
The excitation wavelength coming from a laser-pumped OPO is reflected by a de-
formable mirror conjugated with a couple a galvanometric mirrors that are themselves
conjugated with the objective lens. (Pol): polarizing beamsplitter cube (λ/4): Quarter-
wave-plate.

4.6.5 Choice of the Metric

Let us assume that we have defined a quality metric, calculated from the images, which
varies with the aberrations. If we express these as an aberration vector a = [a1...an] of coeffi-
cients on a given basis of aberration-modes , we can write:

M(a) = M(a1, ..ai, .., an) (4.12)

Ideally, if we choose a suitable metric M(a) should be a quadratic form8, so we could define
a symmetric matrix A that would verify

M(a) = −aTAa = −
∑
i,j

aijaiaj (4.13)

which should not depend on the imaged sample. This approach has been successfully applied
to 2PEF microscopy using the total image intensity as a quality metric [71].

However, because of the complex interplay between the excitation field and the sample
geometry in the image formation process in THG microscopy, the problem of choosing a suitable
sample-independent metric is difficult to tackle theoretically. We therefore used the following
method, described in the following section: first, we defined a set of modes to describe the
aberrations, and we subsequently measured on various samples the influence of aberrations on
various metric to assess their appropriateness for aberration correction.

4.6.6 Calculation of the Aberration Basis

The aberrations are described by the phase-distribution at the back aperture of the objective.
Since this plane is conjugated to the deformable mirror, changing the shape of the mirror
produces a phase-only variation of the excitation field in this plane. We can write in the back
aperture plane:

8or a strictly increasing or decreasing function of a quadratic form
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E(r) = A(r)eiψ(r) (4.14)

Where A(r) ∈ < is the amplitude and eiψ(r) is the phase. The deformable mirror used in
these experiment is considered to be perfectly linear. It has 52 actuators, so we can write:

ψX(r) =
52∑
i=1

xiψi(r) (4.15)

where ψi is the phase profile induced by the activation of the actuator i of the mirror and
xi is its displacement amplitude. The phase ψX can therefore be expressed as a function of the
vector: X = [x1, ..., xi, ..., x52] . We now have a vector space to describe the aberration induced
by the deformable mirror, and using it to calculate the Strehl ratio (S) [93, 94] of the focused
aberrated beam, we find:

S = 1−
∑
X,Y

−XT 〈X, Y 〉Y (4.16)

where [95]:

〈X, Y 〉 =

∫
eiψXeiψY A(r)dr∫

A(r)dr
−

∫
eiψXA(r)dr

∫
eiψY A(r)dr

(
∫
A(r)dr)2

(4.17)

is an inner product describing the cross-talk between the different modes with respect to
the Strehl ratio. Since S is related to the peak intensity of the excitation beam - a relevant
parameter to estimate nonlinear signal generation efficiency - we chose to consider in the fol-
lowing paragraphs the first 11 eigenmodes with respect to this inner product. Since these were
derived from mirror modes, they can be accurately reproduced by our mirror, and they cor-
rectly describe the low order aberrations that we aim at correcting. This orthogonalization for
the Strehl ratio also permits the removal of tip, tilt and defocus from the set of modes that we
consider.

4.6.6.1 Intensity

We first tried using the total image intensity as a quality metric, using an image-based
orthogonalization of our basis on one sample, and we managed to obtain an optimized image
on this sample. However, in order to assess the accuracy of this metric, we compared total
image intensity as a function of the amount of aberration in each mode with the total 2PEF
intensity recorded simultaneously (which has been shown to reach a maximum in the absence
of aberration [71]). For the sample considered in this experiment (lilly pollen grain, see figure
3 of the article), THG signal is maximized for a non-zero amount of aberration, indicating that
this metric cannot be used to correct for aberrations.

4.6.6.2 Image Sharpness

We then considered instead the image sharpness as a quality metric, calculated as the sum
of the squared pixel values. This choice was motivated by the fact that this measure takes into
account the contrast and information content of the images, rather than merely the signal level.
We used again as a basis the mirror eignemodes for the Strehl ratio, cleared of the tip, tilt and
defocus that change the position of the focal spot. This means S(φi, φj) = δi,j and the phase
can be expressed as the vector a = [a1, ..., ai, ..., a11]. The influence of the modes on the metric
were then experimentally estimated on a variety of sample, and we found that we could write:
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M(a) = M0exp[−aTAa] (4.18)

where A is symmetric positive-definite and exhibits little sample-dependent variations,
thereby satisfying the requirements to be used as a quality metric for aberration correction.
A is called the influence matrix . The knowledge of this matrix is enough to calculate the
optimal phase from (2N+1) measurements, as we will see in the next section [96].

4.6.7 Dynamic Aberration Correction for Multiharmonic Microscopy
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two-photon excited fluorescence experiments. Finally, we demonstrate time-dependent adaptive THG imag-
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Nonlinear microscopy is commonly used for biological
tissue imaging in a variety of contexts. However, ab-
errations degrade image quality in thick samples,
and aberration correction (AC) strategies are being
actively investigated [1,2]. Because direct wavefront
sensing in situ is nontrivial, image-based modal AC
is an attractive possibility [3,4], as shown e.g., for
two-photon-excited fluorescence (2PEF) microscopy
[5]. The case of image-based AC for coherent nonlin-
ear microscopies such as third-harmonic (TH) gen-
eration (THG) [6] or second-harmonic generation
(SHG) imaging deserves particular attention, as the
harmonic intensity strongly depends on the excita-
tion phase distribution near the focal volume [7,8].
Furthermore, the adaptive observation of living bio-
logical samples puts constraints on correction strate-
gies, because the acceptable number of measure-
ments used for the correction is limited by sample
evolution. In this Letter we develop a robust, efficient
AC strategy for THG microscopy, allowing adaptive
THG imaging of dynamic tissue.

In modal AC approaches, the aberrated phase is
described by a vector a= �ai� of projections on a basis
set of aberration modes �Xi�. Here we restricted our-
selves to the 11 most influential eigenmodes of our
deformable mirror (DM) [Fig. 1(b)], excluding tip, tilt,
and defocus, and orthogonalized for the Strehl ratio S
[9],

� �IXiXjdr

� �Idr

−
� �IXidr� �IXjdr

�� �Idr�2 = �ij, �1�

where I is the excitation intensity at the pupil plane
of the objective, �ij is the Kronecker delta, and the in-
tegral is taken over the objective pupil. This choice
ensures that low-order aberrations can be properly
described, that the correction phase can be accurately
produced by the DM, and that for small aberration
amplitude, S	1− 
a
2. Using this representation, AC
requires a limited number of measurements if the in-
fluence of each aberration mode on image quality,

quantified by a metric M, can be described with a
single-peaked function that is mostly independent of
the sample structure. Such schemes have proven ef-
fective for various incoherent microscopy techniques
and permit AC in N modes with only 2N+1 measure-
ments [3–5].

Owing to the coherent summation of the waves cre-
ated at different points within the focal volume, the
TH signal level results from a complex interplay be-
tween sample and field structure [8]; an extended
point-spread function can result in a higher signal
level [7], and a given amount of aberration may pro-
duce sample-dependent intensity variations. Conse-
quently, total image intensity (brightness) is an ill-
defined quality metric. Instead, it can be expected
that a metric reflecting the information content in
the image, such as image sharpness (i.e., the sum of
the squared pixel values), would be more robust for
the design of a sample-independent AC scheme. In-
deed, we observed experimentally in all the tested

Fig. 1. (a) Experimental setup: � /4, quarter wave plate;
PBS, polarizing beamsplitter; DBS, dichroic beamsplitter.
Solid lines, excitation path; gray, DM characterization path
(not used during AC); dotted lines, emission path; dashed
lines, conjugated Fourier planes. (b) Modes Xi used for cor-
rection, as measured on the SH sensor. The phase is color
coded from purple to red (online) with a brightness propor-
tional to excitation intensity. The last image (lower right)
shows the intensity profile alone.
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samples that, unlike total image intensity, image
sharpness could be approximated as

M 	 M0 exp�− �
i,j

�ijaiaj = M0 exp�− aT · A · a�,

�2�

where the influence matrix A= ��ij� is symmetric
positive-definite (i.e., M reaches its maximum value
only in the absence of aberration) and exhibits little
sample-dependent variation ��10% �. In most situa-
tions, image sharpness is thus a suitable metric for
AC purpose.

The nondiagonal elements of A, �ij, describe the
variation in the correction in one mode i as a function
of the amount of aberration in mode j. If the modes
have independent influence on M (i.e., �ij=�ij), the
optimal correction can be obtained without prior
knowledge of A from a set of 2N+1 measures of M
with different known aberrations introduced with the
DM [4]; M0 with no introduced aberration, and �Mi−�
(respectively, �Mi+�) with −bi (respectively, +bi) aber-
ration added in mode i, where bi	1.5/��ii is chosen
to experimentally optimize correction precision. The
correction vector −a is then calculated as

− a = �bi

2

ln Mi+ − ln Mi−

2 ln M0 − ln Mi− − ln Mi+
� . �3�

Alternatively, if there is crosstalk between modes,
prior knowledge of A is required and −a is obtained
as

− a = A−1��ii

bi

2

ln Mi+ − ln Mi−

2 ln M0 − ln Mi− − ln Mi+
� . �4�

We implemented this AC scheme on a lab-built mi-
croscope [7,10] incorporating a DM and a Shack–
Hartmann (SH) sensor (MIRAO-52 and HASO-3,
Imagine Optic), and a 20�0.95 NA water-immersion
objective with an underfilled pupil (Olympus) [Fig.
1(a)]. Excitation pulses centered at 1180 nm were
provided by an optical parametric oscillator (APE).

Results on a coverslip-covered fixed elderberry
stem slice are shown in Fig. 2. To obtain an AC
scheme that is mostly sample independent, we mea-
sured A on various samples [Figs. 2, 3(a), and 3(d)] as
detailed in [4], and calculated an average [Fig. 2(c)]
used for all subsequent experiments. AC with this
matrix increases THG brightness but also the lateral
and axial resolution, which could not be obtained by
increasing the excitation power. As we used an aver-
age A not specific to this sample, the AC process con-
verged only after two iterations, thus requiring a to-
tal of 46 exposures. Subsequent iterations did not
yield further improvement. Albeit, the residual aber-
ration amplitude being reduced for each AC run, the
second run yields significant improvement only for
large initial aberration, typically aT ·A ·a�0.3. Hence
for smaller amplitudes, correction does not signifi-
cantly improve further after more than a single
round. In contrast, when assuming a diagonal matrix
A, iterative corrections yield a vanishing intensity

and an incorrect AC phase [Figs. 2(d) and 2(e)]. This
demonstrates that prior knowledge of A is required
for accurate AC.

Although the number of images required for com-
plete correction is large, smaller images can be used
to perform correction [5]; we found experimentally
that for typical signal levels in these images (as low
as 10 photons/pixel), the sampling of images could be
greatly reduced provided that the sample structure
was still visible. Here in all experiments, the scan-
ning speed and the pixel size were multiplied by 4 so
that during AC the imaging time was divided by 16.
The increase in sample exposure due to AC was thus
limited to 	300% when two rounds of correction were
needed and 	150% for one round.

To test the accuracy of this THG sharpness-based
scheme, we performed AC on lily pollen grains pro-
ducing THG and endogenous 2PEF signals. Average
2PEF intensity has been shown theoretically and ex-
perimentally to be a suitable metric for sample-
independent AC [5]. As expected, after two runs of
THG-based AC, the correction phase and signal in-
creases were the same as for 2PEF brightness-based
AC [Figs. 3(a) and 3(c)]. Indeed, THG sharpness
variations with the amount of aberrations in one
mode exhibited a Gaussian shape [see Eq. (2)] with a
global maximum at the same position as the 2PEF
brightness curve and without other local maxima
[Fig. 3(b) shows the case of mode 1]. THG brightness
is also plotted for comparison and would yield incor-
rect AC in this case. It should be noted that the TH
signal increase is much greater than that of 2PEF;

Fig. 2. (a) THG images of an elderberry stem slice (left)
before and (right) after AC on the middle plane of the z
stack. Scale bars, 20 �m. (b) Profiles along the lines in (a).
(c) Averaged influence matrix A. (d) TH image brightness
as a function of the number of AC runs, using A (squares)
or assuming independent modes (circles). (e) Correspond-
ing final phases (in radians). The top phase was applied for
the corrected image in (a).
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this might be due to the coherent nature of THG, for
which field summation is affected by the excitation
phase distribution. Interestingly, THG-based AC can
be used to optimize complex nonlinear signals, such
as SHG from starch granules, as shown in Figs. 3(d)
and 3(e). The low signal gain compared with Fig. 3(a)
stems from the smaller corrected phase amplitude.

Finally we show that, owing to the limited number
of needed measurements, our AC scheme can be used
on evolving tissue. One application of THG micros-
copy is the long-term observation of embryo morpho-
genesis in small organisms [10]. Here we demon-
strate time-resolved aberration-corrected imaging of
a developing Drosophila embryo at the gastrulation
stage. Since correction is updated between each
frame, only a small phase needs to be added between
successive images so that only one AC run was nec-
essary (except for the first time point, for which two
runs were used). Sample illumination was thus mul-
tiplied by 2.5 (3.5, including the uncorrected image
acquired for comparison) compared to imaging with-
out correction. A development sequence with one cor-
rected frame every minute is shown in Fig. 4 (Media
3, high resolution; Media 4, low resolution), confirm-
ing a significant improvement of both signal and res-
olution. Note that AC was achieved here using the
matrix A previously measured on other samples,
demonstrating that our scheme is mostly sample in-
dependant. Interestingly, AC amplitudes in different
modes vary during development, indicating that at

least one part of the aberrations arises from the em-
bryo optical properties. As these can be measured
over time, this experiment paves the way for their
systematic study in vivo, which would permit optimi-
zation of AC updating frequency.

In conclusion, we proposed an image-based AC
scheme suitable for THG–SHG–2PEF microscopy
and demonstrated adaptive imaging of a developing
embryo. This methodology should generally prove
useful in tissue imaging applications.

This work was supported by the Délégation
Générale pour l’Armement and by the Agence Natio-
nale de la Recherche (ANR-RIB).
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Conclusion

This chapter focused on different aspects of wavefront control
in multiphoton microscopy. The first part described numer-
ical simulations of THG with different excitation structures,
while the second part describes experimental implementa-
tions of wavefront-control in incoherent and coherent nonlin-
ear microscopy.

The main result of the numerical simulation part is to iden-
tify potential types of sample structures that would benefit
from the implementation of focus-engineering schemes, the
shapes that could be used to do size and spatial frequency
spectroscopy, and the phase-matching conditions of Bessel
beams that could allow extended depth-of-field imaging.

The first experimental applications presented relies on a
known theory but a new technical development that allows
fast switching, while the second one uses a technology that
has already been demonstrated, but in the new context of
coherent nonlinear microscopy.
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INTRODUCTION

This chapter describes two different biological applications of coherent nonlinear microscopy
that were developed during this thesis.1 Each study results from multiple collaborations. The
first one is on the multimodal multiphoton imaging of the human cornea, while the second one
is on the reconstruction of the zebrafish early development using multiharmonic microscopy.2

1In both cases, it is a work in progress, and this chapter is therefore adapted from the drafts of 3 articles.
2� This introduction is meant to be read whilst listening to either “Killing the Flies” by The Ocean (Aeolian,

2005) or “Killing all the Flies” by Mogwai (Happy Songs for Happy People, (2003)) in memory of all the
drosophila embryos that died during this thesis.

163



Chapter 5. Biological Applications of Third Harmonic Generation Microscopy

5.1 Multimodal Multiphoton Imaging of the Human Cornea

5.1.1 Introduction

This section presents a biomedical application of nonlinear microscopy to the imaging of the
human cornea, with a particular emphasis on the elucidation of the harmonic signals (especially
THG), and the evaluation of the potential of combining different nonlinear imaging modalities.
This work was done in collaboration between three labs:

• Florent Aptel and Jean-Marc Legeais, ophthalmologists at the Laboratoire Biotech-
nologie et Oeil (Université Paris V), Hôtel-Dieu Hospital, Paris France.

• Karsten Plamann at the Laboratory for Applied Optics (LOA) (ENSTA-Polytechnique),
Palaiseau France.

• Ariane Deniset-Besseau & Marie-Claire Schanne-Klein at the Laboratory for Optics
& Biosciences (LOB) (Polytechnique), Palaiseau France.

1-Epithelium
2-Basale Membrane
3-Bowman’s Membrane 
4-Stroma
5-Descemet’s Membrane 
6-Endothelium

1

2

3

4

5

6

Figure 5.1: Organization of the Cornea
Location of the cornea in the eye, and organization of the different layers of the cornea.
Adapted from [1].

3 Non-invasive optical methods that enable in vivo or in situ visualization of tissue compo-
nents are of particular relevance in ophthalmology because they provide key information about
the physiology and diseases of the eye. Optical coherence tomography (OCT) [2] and confocal
reflectance microscopy [3] are two commonly used techniques for obtaining in situ ophthalmic
images. These two techniques detect scattered light, and provide three-dimensional cell-scale
information. However, as their contrast mechanism relies on spatial variations of refractive
indices, they may sometimes offer limited contrast and specificity. An alternative method for
obtaining virtual biopsies from intact tissue is multiphoton microscopy (MPM) [4]; that can
provide structural and biochemical information on unstained samples which are not accessible
to other noninvasive methods.

We will present the results in two different sections: an evaluation of the nonlinear contrasts
that can be obtained on the different layers of the cornea (defined in figure 5.1) by using
combined THG, SHG & 2PEF microscopy in section 5.1.2, and a more precise analysis of the
origin of the harmonic signals in the stroma in section 5.1.3 & 5.1.4.

3� Sad Eyed Lady Of The Lowlands, Bob Dylan, Blonde on Blonde (1965)

164



5.1 - Multimodal Multiphoton Imaging of the Human Cornea

5.1.2 Nonlinear Contrasts in the Human Cornea

Figure (5.2) illustrates the setup used in this study for the nonlinear imaging of the cornea
using three modalities: 2PEF, SHG, and THG. The fresh corneal button is mounted in between
two coverslips4 (5.2.a), and is either imaged using an excitation wavelength of ≈ 730nm (5.2.b)
that allows recording of 2PEF and SHG images (either in transmission or in epidetection), or
at ≈ 1200nm (5.2.c) that allows THG and SHG imaging (in transmission).
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Figure 5.2: Setup
Principles of multiphoton/multiharmonic imaging. (a) Experimental arrangement and
signal directionality. (b) SHG/2PEF with excitation in the 730-860 nm range. (c)
THG/SHG with 1200 nm excitation.

2PEF imaging with 700-900nm excitation can detect the distribution of endogenous chro-
mophores such as Nicotinamide Adenine Dinucleotide (phosphate) (NAD(P)H), flavins, retinoids,
lipofuscin, elastin, and others [5]. Previous studies have reported the use of 2PEF for visual-
izing corneal epithelial cells, limbus stem cells, and stromal keratocytes [6–9]. SHG emission
occurs at exactly half the excitation wavelength, and has been shown to be a sensitive probe of
the structural organization of collagen in tissues [10, 11], and is therefore an effective approach
for imaging collagen lamellae in the corneal stroma [8, 11–13].

Third harmonic generation (THG) is an additional contrast mechanism that can be used for
imaging unstained samples. THG is obtained from optical inhomogeneities of size comparable
to the beam focus. This nonlinear contrast mechanism produces highly contrasted images, and
in particular a strong signal is observed at the interface between an aqueous medium (e.g. cell
cytoplasm) and a lipidic, mineralized or absorbing organelle a few 100s of nm in size. Besides
this basic contrast mechanism, THG can also detect birefringence using appropriate polariza-
tion of the excitation beam [14].

In the following paragraphs, we evaluate the combination of THG, SHG and 2PEF mi-
croscopy for imaging intact human eye tissue and we unravel some original nonlinear optical
properties of the cornea and the trabecular meshwork. We show that these contrast mech-
anisms provide three-dimensional images with a micrometric resolution of several key tissue
components over the full thickness of the anterior eye segment, which should prove of interest
in opthalmologic research.

4The sample preparation is describe in appendix B.7
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5.1.2.1 Epithelium

331x273µm

Img43 (-38µm below surface)

img48 (-43µm below surface)

2009-02-13

Fig2b Epithelium-stroma junction 2PEF, THG, SHG

2PEFTHG
SHG

(d)

(a) (b)

(e)

(c)

(f)

Figure 5.3: Epithelium
THG/SHG/2PEF imaging of corneal epithelium and epithelium-stroma junction. (a-f)
large-scale imaging of an unstained cornea. (a) THG, (b) 2PEF, and (c) SHG images
of the epithelium recorded 38 µm below the surface. (d) THG, (e) 2PEF, and (f) SHG
images of the epithelium-stroma junction recorded 43µm below the surface.

Representative multiphoton images of the corneal epithelium are presented in figure (5.3).
High NA THG imaging with 1.2 µm excitation provides a detailed view of the epithelium ar-
chitecture, by revealing cells and nuclei boundaries. Nuclear membrane visibility results from
optical contrast between nuclei and cytoplasm, creating an interface between two bulk media.
Cell-cell junction contrast is of a different nature and can only be explained by the presence
of a sizable “slab” of inter-cellular medium. This contrast makes it possible to readily distin-
guish squamous cells, wing cells, and deeper basal cells based on their size and morphology.
Punctuate signals in the cytoplasm probably originate from non-aqueous or dense organelles.
Additionally, 2PEF imaging with 730 nm excitation, using 390-450 nm bandpass detection re-
veals fluorescent cytoplasmic organelles emerging over a diffuse background. These signals most
likely correspond to NAD(P)H fluorescence. We note that these combined THG/2PEF images
provide an immediate diagnosis of epithelium quality.

Multimodal images of the epithelial-stromal junction are shown in figure (5.3). Basal ep-
ithelial cells are adjacent to the fluorescent Bowman’s layer beyond which a 20-30 µm thick
region appears dark in the THG images. This layer exhibits a relatively uniform or speckle-
like SHG signal, consistent with the disruption of lamellar organization of the collagen at the
anterior stroma [13]. Also visible in the THG images are the ribbon-like anchoring structures
that assemble into fascicles connecting the epithelium to the stroma. Since these structures
are visible in the THG images but not in SHG, they likely exhibit a density contrast com-
pared to collagen-I fibrils in the stroma, which may be consistently explained by the presence
of other collagen types or extracellular matrix components. Combined SHG/THG imaging of
the epithelial-stroma junction could therefore be an effective way to study abnormal adhesion
complexes involved in common corneal pathologies. Finally, sub-basal nerve fibers [15] are

166



5.1 - Multimodal Multiphoton Imaging of the Human Cornea

readily visible in THG images (figure 5.3.f) and in 2PEF images with a lower contrast [9].5

5.1.2.2 Stroma
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Figure 5.4: Stroma
THG/SHG imaging of stromal organization at different depths. (a) XZ reprojection
of a series of THG / F-SHG images recorded with the epithelium (top) facing the
objective. NA=0.75, scale bars 20 µm (X) × 100 µm (Z). (b) XY images recorded at
depths indicated in (a). Scale bar 100 µm .

In healthy (transparent) human corneas, multimodal images can be recorded over the entire
corneal thickness with little loss in resolution. An example of integral SHG/THG imaging is
shown in figure (5.4). As discussed in several studies, stromal SHG signals originate from col-
lagen fibrils. Since individual fibrils are not resolved because of their small diameter (35 nm)
and dense packing, harmonic emission results from interference processes governed by coher-
ence lengths that are different in the forward and backward directions. Forward-detected SHG
images exhibit striated features that likely reflect the orientation and distribution of the fibrils
(see figure (5.4).b). Backward-SHG (B-SHG) images result from a shorter coherence length
and appear as relatively uniform or speckle-like at all depths.

THG images provide complementary information. As discussed later, stromal THG arise
from differences in anisotropy between successive lamellae, so that XZ-projected THG images
reveal the stacked organization of the stroma (figure 5.4.c). Combined SHG-THG imaging
provides a rich description of the lamellar organization of the intact stroma over its entire
thickness. One striking feature of these images is that they reveal the different large-scale

5� Tired Eyes, Neil Young, Tonight’s the Night (1975)
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organizations of collagen lamellae at successive depths, as exemplified in figure (5.4.b.) Tissue-
scale heterogeneity is more pronounced in the anterior stromal region, whereas the posterior
stroma exhibits a more regular, long-range stacked organization.

5.1.2.3 Visibility of Keratocytes

THG

fresh edema

2PEFTHG

(a) (b1) (b2)

strong 
edema

2PEFTHG

(c1) (c2)

X
Z

SHG

(c3)

Figure 5.5: Visibility of Keratocytes
THG/2PEF imaging of keratocytes and water accumulation in edematous corneas. (a) Fresh
non-edematous cornea. (b1, b2) Same cornea after 24h in 1% dextran solution. Strong THG
is observed around keratocytes. (c1-3) THG-2PEF-SHG imaging of a cornea with strong
edema. Bottom images are XZ reprojections. Images (a), (b1) and (c1) are presented with
similar color scales. Excitation wavelength for 2PEF: 730 nm. Scale bars 50 µm

In healthy fresh corneas, relatively weak THG signals are also obtained from the stromal
keratocytes (see figure 5.5.a). The ratio of peak keratocytes THG over peak stromal THG is
typically 1.7± 0.5. However, this signal is significantly enhanced in edematous stroma. This is
illustrated in figure (5.5.b), showing THG/2PEF images recorded in the same cornea as in fig-
ure (5.5.a)after 24h storage in a hypotonic culture medium in order to induce corneal swelling
(Hanks medium with 1% dextran supplementation). Cell-to-stroma signal ratio increases to
≈ 4− 9, and the keratocytes network and interconnections become readily visible.

This THG signal increase is not consistently correlated with changes in cell fluorescence,
as shown in figure (5.5.b) This indicates that the THG signal reflects the local swelling of the
tissue around cells at the onset of edema. In strongly edematous corneas however (figure 5.5.c),
keratocytes exhibit strong fluorescence reflecting their metabolic activity besides strong THG
signal. Under such conditions, THG/SHG/2PEF images indicate that 10-100 µm large vacuoles
devoid of fibrillar collagen are present between stromal lamellae, and THG/2PEF imaging reveal
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the presence of cells within these regions, forming bridges between the disconnected lamellae.
We also observed that THG from keratocytes is enhanced to a lesser extent in corneas that have
been kept in a storage medium containing phenol red. In this commonly used protocol, the
observed increased THG from cellular structures may be attributed to resonant enhancement
through two- or three- photon absorption [16], since phenol red linear absorption peaks at 430
nm and 560 nm.

We point out that although this protocol may be used to enhance keratocytes visibility in
THG images, it prevents 2PEF imaging because of increased background fluorescence and of
photodamage onset 6

5.1.2.4 Endothelium

THG THG2PEF(a) (b) (c)

Figure 5.6: Endothelium
THG/2PEF imaging of endothelial structures. (a,b) representative THG/2PEF im-
ages of endothelial cells. (c) THG images of junction structures located between the
endothelium and the Descemet’s membrane. Scale bars 20 µm .

Figure (5.6) shows typical THG and 2PEF images of the endothelium (5.6.a & .b), and a
THG image of the endothelial-stromal junction (5.6.c). THG is mainly observed from cyto-
plasmic organelles and, to a lesser extent, from nuclear membranes. Like in the epithelium,
fluorescence may be attributed mostly to mitochondria, delineating the cell nucleus and bound-
ary as dark regions. Both image modalities exhibit heterogeneity in cell-to-cell signal level,
suggesting that they may be used to assess cellular metabolism. When imaging the endothe-
lium at a larger scale, the detailed morphological information present in THG/2PEF images
provides a direct diagnosis of tissue quality with potential relevance in e.g. grafting operations.
Finally, THG images acquired 10 µm above the endothelial cells reveal a hexagonal array of
fibrous patches (see figure 5.6.c), producing a signal typically 5 ± 2 times dimmer than cell
components. These structures likely correspond to Descemet’s membrane collagen fibrils that
connect the endothelial cells to the stroma.

5.1.2.5 Trabecular meshwork

Representative 2PEF/SHG images of the trabecular meshwork are shown in figure (5.7).
They take advantage of the strong endogenous fluorescence of elastin, which is readily detected
along with collagen SHG [5, 17]. Figure (5.7) shows a prominent Schwalbe’s line composed
of fibrillar collagen oriented parallel to the limbus and covered by endothelial-like cells. The
anterior edge of the meshwork shows numerous intermingled cord-like structures composed of

6� Hurt, Johnny Cash, American IV: The Man Comes Around (2002)
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SHG2PEF

m

ec

Figure 5.7: Trabeculum
2PEF/SHG imaging of the trabeculum. Excitation wavelength, 860 nm. Visible struc-
tures include endothelial cells (ec), trabecular meshwork (m), and Schwalbe’s line
(dashed line). Scale bar 100 µm .

elastic fibers and a few collagen fibrils. In the inner corneoscleral meshwork located closest to
the anterior chamber, the cord-like trabecular lamellae form a loose three-dimensional network.
In the juxtacanalicular meshwork, multiphoton imaging is somehow restricted by the presence of
pigmented structures exhibiting low photodamage threshold that may correspond to melanin
granules within giant macrophages. We note that THG images also reflect the meshwork
structure, without additional specificity.

5.1.3 Multiharmonic Imaging of the Corneal Stroma

This section presents a more detailed analysis of the THG signals in the corneal stroma.
We will start from a series of additional observations, and present a simple model that would
explain the origin of the nonlinear contrasts.

5.1.3.1 Relative Localization of the THG & SHG Signals

The first observation concerns the relative localization of the SHG and THG signals. Indeed,
we found that THG and SHG signals generally exhibit anti-correlated maxima, as illustrated
in figure (5.8). 7

Figure (5.8.a & b) show THG and SHG image of the same region at three successive depths:

• In images (a1) and (b1), we have a low THG signal and high SHG signal with structures
that are all oriented in the same direction.

• In images (a2) and (b2), we have a high mostly uniform THG signal and a low SHG signal
with structures that are all oriented in two orthogonal direction.

• In images (a3) and (b3), we have a low THG signal again, and high SHG signal with
structures that are all oriented in the same direction that is orthogonal to the direction
of image (b1).

Figure (5.8.c) compares the THG (c1) and SHG (c2) signals as a function of depth on
a larger scale. The intensity as a function of depth is plotted, and the signal appear to be

7� One of Us Cannot Be Wrong, Leonard Cohen, Songs of Leonard Cohen (1967)
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Fig. 1. Supplementary figure 2. Anticorrelation of F-THG and F-SHG maxima. Top: XZ-reprojection of a XYZ THG/SHG stack recorded in the posterior stroma with
one XY image every 0.5 μm. Numerical aperture ≈1.2 (60× objective). Scale bars 10 μm. Bottom: typical z-profiles through the THG/SHG data at a fixed XY
position.

Figure 5.8: THG+SHG anti-correlation (a) THG and (b) SHG images at
three different depths (∆z = 2µm) (c1) THG and (c2) SHG xz-reprojections. Condi-
tions: λ = 1.2µm, NA=1.2. Scale bar = 10µm.

mostly anti-correlated. We therefore make the following hypotheses concerning the origin of
the harmonic signals in the stroma:

1. The SHG signal depends on the organization of the collagen on a macro-molecular level
and is maximum in the middle of a layer where the organization is the most crystal-like.
The maximum signal signals are therefore correlated with the places where the images
show structures that are oriented in the same direction. The oscillations of the SHG
signal in one layer is more puzzling, and is probably due to coherence effects that should
be further examined.

2. THG is sensitive to the presence of interfaces and inclusions, and is maximum at the
interface between layers that have orthogonal orientations. This is consistent with anti-
correlated THG/SHG signals.

Since we have organized anisotropic media, more informations on the origin of the contrasts
can be obtained by taking into account the influence of the polarization on the harmonic signals,
as we will see in the next paragraph.
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5.1.3.2 Influence of the Polarization in THG ImagesFig Polarization-
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Figure 5.9: Influence of the Polarization in THG Images
(a) Linearly polarized THG and (b) :circularly polarized THG (scale bar=50 µm) (c) Geom-
etry & experimental setup. (d) Polarization-resolved THG image with circularly polarized
excitation. (e) xz-reprojection of the Px−Py THG image, and low-pass filtered axial profile.
Conditions: NA=0.8, λ = 1.2µm.

Figure (5.9) illustrates the influence of the polarization of the excitation in THG microscopy
of the cornea. Figure (5.9.a) compares linearly polarized THG image of a folded cornea in which
we can see both epithelium cells (in the middle) and the stroma with a circularly polarized THG
image of the same place, in which we can only see the stroma since the epithelium is made of
isotropic media.

Figures (5.9.c to e) concentrate on the THG signal obtained in the stroma with a circu-
larly polarized excitation and a polarization resolved detection. Figure (5.9.d) compares the
x-polarized and y-polarized THG images, and although we see the same structures in both im-
ages, the relative contrast between different areas can be very important. This difference is not
random, though, as we can see in figure (5.9.e) which shows a xz-reprojection of the difference
between the x-polarized and y-polarized THG images on which we can see the layered structure
of the corneal stroma appear.

The polarization of the THG signal therefore seems to be a signature of the orientation of
the collagen lamellae, and the aim of the next section is to understand this by modeling THG
from a stacked anisotropic sample.

5.1.4 Polarization of the THG Signal

8 Figure (5.10.a) illustrates the plywood-like structure of the stroma, with successive layers
exhibiting a quasi-crystal structure with orthogonal orientations, as resolved by electron mi-
croscopy. The crystal structure we will consider is that of a crystal with one main axis along the
x-axis with a C∞v symmetry. The third order nonlinear tensor corresponding to this crystal
has been described in equation (3.24). Figure (5.10.b) illustrates the geometry that will be
considered in this section, which is similar to the one used in paragraph 3.3.5.3. However, we

8� Polar 70, 5ive, Hesperus (2008)
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Figure 5.10: Structure of the stroma.
(a) Electron micrograph, adapted from [1] (b) geometry considered in this section.

recall that in this sample geometry, we found that a circularly polarized excitation beam always
produced a circularly polarized third-harmonic emission, independently of the z-position of the
interface.

This model does not reflect the alternate THG polarization directions observed experimen-
tally (Figure (5.9.d)). It is therefore sufficient for explaining the origin of the observed THG
emission as coming from the interfaces, but it does not account for the complexity of the stro-
mal polarization response. Moreover, typical electron micrographs [1] indicate that lamellae
thickness is not constant, and that fibril stacking may present some disorder near interfaces.
Therefore the 3rd order hyperpolarizability tensor may not be constant within a lamella, and
in some cases the excitation volume may encompass more than two lamellae. It would be a
formidable task to analyze all the possible tensor geometries; however we will see that the
observed THG polarization sensitivity can be understood by making the simple (and realistic)
assumption that stromal lamellae are more organized in their center than near their interfaces,
following the distribution given in figure (5.11.c).

Numerical simulations are performed using the approach described in [18], assuming that
the nonlinear polarization is expressed as:

P
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 Ex.(χ‖(z).Ex.
2 + χcr.Ey

2 + χcr.Ez
2)

Ey.(χcr.Ex.
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Ez.(χ⊥.Ex.
2 + χcr.Ey

2 + χ⊥.Ez
2)

 (5.1)

where the parameters χ‖ now depends on the axial (z) position within the layer. If we
consider a simple modulation, where χ‖ is maximized at the center of a layer and equal to
1 (=isotropic medium) at the interface (Figure (5.11.c)), we find that the polarization of the
THG emission is also a function of z (Figure (5.11.b)). THG polarization exhibits an oscillation
behavior between a main ellipticity in one direction and a main ellipticity in the other direction,
and is circular at the interface.
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Figure 5.11: Polarization-resolved THG: experiment and simulation.
(a) z-profile of the total and polarization-resolved THG signal across a few stromal lamellae.
The total signal maxima (z = 4 and 13) and the THG ellipticity maxima are generally anti-
correlated, even though the contrast is less clear when the layers are smaller than the axial
resolution of the microscope (e.g. z = 11). (b) Numerical simulation for the case of an interface
between two semi-infinite layers with different orientation, assuming that the interface is less
structured than the interior of the slabs. (c) Distribution of χ‖ within a layer assumed for
simulation (b). (NA = 1.2 λ = 1.18µm)

5.1.5 Perspectives & Conclusions

9As a perspective, the applicability of harmonic/fluorescence imaging for in vivo diagnostic
applications would be of great interest. Although the backward-detected harmonic signals are
weak (particularly in the case of THG), in vivo epidetection will be enhanced by reflections at
intra-ocular interfaces, which should redirect ≈ 4-10% of the forward-directed emission toward
the objective. A recent study on fixed mouse eyes showed that it is indeed possible to use
back-reflected photons [19]. This effect will be even more pronounced in opaque corneas, so
that epidetection may be a direct indication of edema [20]. Epi-THG can be further enhanced
by using large-field optics [21] and shorter pulses, since third-order signals are inversely propor-
tional to the pulse duration squared. Extensive studies will be necessary however to determine
which experimental conditions can be safely used in vivo.

In conclusion, our study unravels original nonlinear optical properties of the anterior segment
of the human eye with physiological relevance, and elucidates contrast mechanisms involved in

9� Conclusion, Apocalyptica, Reflections (2003)
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THG microscopy of the cornea. THG/SHG imaging provides a detailed view of stromal micro-
architecture. Also of particular relevance are the THG/2PEF signals reflecting the status of the
keratocyte network, an essential actor in corneal inflammatory responses and wound healing
processes [22]. Finally, in situ imaging of the connective and cellular components of intact
trabecular meshwork may provide crucial information about glaucoma physiopathology [23].
The contrast and specificity provided by nonlinear imaging and the ability to image the entire
thickness of the anterior segment should generally prove relevant for biomedical research.

Finally, our study demonstrates the superior contrast of nonlinear techniques compared
with linear techniques, especially on the corneal stroma where linear techniques cannot reveal
the stacking of the collagen lamellae as clearly as THG microscopy does. The study of the
nonlinear contrast in other organized structures should therefore be investigated.
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5.2 Zebrafish

5.2.1 Introduction

10This section presents an application of nonlinear microscopy in developmental biology
developed during this thesis. Our aim was to provide a complete description of the unstained
zebrafish early development using coherent nonlinear microscopy. The zebrafish embryo is
an important model organism in developmental biology [24–26] and in genetics [27–30], with
an important recent activity concerning the influence of maternal factors [31–33] and micro
RNAs [34, 35]. However, the visualization of early mitotic events is not straightforward, for
several reasons:

• The fluorescent markers that are commonly used in fluorescence techniques (confocal,
2PEF or SPIM) need to maturate and to localize, and are therefore not adapted for the
imaging of the early stages.

• The spherical geometry of the embryo is not adapted to the raster scan method used in
most scanning techniques.

• The size of the embryo (images have to be performed at depths larger than 400µm ) makes
it hard for linear techniques to get high quality images in the whole dividing tissue.

The description of the early zebrafish development has been pioneered by Kane & Kim-
mel [24, 26, 27], who described a succession of synchronous (until the 32 cell stage) and so
called “meta-synchronous” (or “mitotic waves”) division cycles (from the 32 cell stage to the
1k-cell stage), followed by an abrupt transition to a patch-like regime following the onset of
zygotic expression at the midblastula transition. Our data allows us to reconsider these models.

We will show in the next section that combining nonlinear harmonic signals based on en-
dogenous harmonophores is an adapted method to tackle this problem, and that it allowed us
to get the whole cell lineage tree of several unstained embryos up to the midblastula transition
at stage 1k-cell. This work was done in collaboration between four labs:

• Louise Duloquin & Nadine Peyrieras at the Institut de Neurobiologie Alfred Fessard
(INAF), Gif, France11.

• Miguel Lorengo-Oroz & Andres Santos at the Universidad Politécnica de Madrid
(UPM), Madrid, Spain.

• Paul Bourgine & Thierry Savy at the Centre de Recherche en Epistémologie Ap-
pliquée (CREA), Ecole Polytechnique, Paris, France.

• Israël Veilleux, Xavier Solinas & Delphine Débarre at the Laboratory for Optics &
Biosciences (LOB), Ecole Polytechnique, Palaiseau, France.

10� The River, Bruce Springsteen, The River (1980)
11� Giant Squid, The Ichtyologist (2009)
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Fig. 1. Camera lucida sketches of the embryo at selected stages. The 
animal pole is to the top for the early stages, and anterior is to the top 
later, except for the two animal polar (AP) views shown below their side 
view counterparts for germ-ring and shield gastrulas. Face views are 
shown during cleavage and blastula stages. After shield stage, the views 
are of the embryo's left side, but before the shield arises one cannot 
reliably ascertain which side is which. Pigmentation is omitted. Arrow- 
heads indicate the early appearance of some key diagnostic features at 
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the following stages: 1 k-cell: YSL nuclei. Dome: the doming yolk syncy- 
tium. Germ ring: germ ring. Shield: embryonic shield. 75Oh-epiboly: Bra- 
chet's cleft. 90%-epiboly: blastoderm margin closing over the yolk plug. 
Bud: polster. 3-somite: third somite. 6-somite: eye primordium (upper 
arrow), Kupffer's vesicle (lower). 10-somite: otic placode. 21-somite: lens 
primordium. Prim-6: primordium of the posterior lateral line (on the dorsal 
side), hatching gland (on the yolk ball). Prim-16: heart. High-pec: pectoral 
fin bud. Scale bar = 250 pn. 

yolk mass, and differential shrinkage during fixation 
distorts the normal relationship. Nevertheless, if pres- 
ervation is good enough, one can fairly reliably stage 
fixed and whole-mounted embryos (e.g., immunola- 
beled ones) using other criteria. One cannot easily 
stage an embryo after it is sectioned. 

Photographs 
The accompanying photographs are of living em- 

bryos, anesthetized for the later stages. The original 
photographs were made as color slides (Kodak Ektach- 
rome 160T DX), and the black and whites plates are 
reproduced from internegatives. Sets of copies of the 

Figure 5.12: Development of the Zebrafish Embryo
This study focuses on the stages 1cell-1kcell. Adapted from [24].
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5.2.2 Reconstruction of the Zebrafish Early Development Using Mul-
tiharmonic Microscopy

5.2.2.1 Introduction

Vertebrate embryo development involves the spatio-temporal synchronization [36] of large
ensembles of morphogenetic processes including collective cell movements, cell divisions [37–43],
and resource mobilization [44–48]. In toto imaging and reconstruction of cell fate is a long-
standing goal of embryology; however global imaging of morphogenesis in complex vertebrate
systems with sub-cellular resolution is technically challenging because the shape and opacity
of embryos hamper deep imaging, even in relatively transparent systems such as the zebrafish
embryo.

Investigators typically face a compromise between information content in the deepest regions
and imaging rate. Parallelized linear microscopy approaches such as digital scanned laser light
sheet fluorescence microscopy [49] provide fast imaging (e.g. one 3D image every 90s) but suffer
from severe loss of information with depth. Point scanning two-photon microscopy provides
deeper imaging but exhibits slower frame rates incompatible with in toto imaging. Furthermore,
the usual implementations of these two paradigms do not allow homogeneous illumination in
non-plane (e.g. spherical) samples. This involves trading off the visibility of deep structures
against the absence of illumination-induced perturbation in superficial regions. Additionally,
the observation of embryos at early stages bears the difficulty that fluorescent protein expression
is generally weak and unspecific until 3 hours post-fertilization (hpf). Finally, error-free tracking
of hundreds of dividing cells requires dedicated analyzing schemes and verification procedures.

5.2.2.2 Microscopy Method

12Point-scanning multiphoton microscopy is effective for deep imaging of thick samples
[50, 51]. However the usual raster scanning approach is not adapted to non-flat samples,
because scattering and aberrations reduce excitation intensity in the deepest regions. This
scheme results in inhomogeneous illumination and signal level across the field of view. We
implemented conformal scanning for imaging spherical embryos in the following manner: each
plane was scanned along a spiral trajectory with variable galvanometer speed, and only a half-
sphere was imaged in order to minimize acquisition time.

Figure (5.13) illustrates the image acquisition strategy used in this study:

• (a) Optical sections of a sphere.

• (b) Experimental setup: the de-chorionated embryo is placed in a well filled with embryo
medium. Harmonic signals are detected in transmission, while fluorescence is epidetected.

• (c) THG/SHG/2PEF emission spectra for an excitation at λ = 1.2µm.

• (d) Comparison between raster scan (top) and conformal scan (bottom) techniques.

• (e) Experimental comparison between a raster (top) and a conformal (bottom) THG
image of a zebrafish embryo. Internal structures are clearly more visible in the conformal
image. scale bar=20µm.

12� Queen of the Borrowed Light, Wolves in The Throne Room, Diadem of 12 Stars (2006)
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Figure1. Conformal + Microscope (SHG, THG)
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Figure 5.13: Geometry & Conformal Scanningsee text for more details.

• (f) xz-reprojection of 2PEF in a homogeneous solution of fluorophores with either raster
scanning (top) or conformal scanning (bottom). Conformal scanning allows collection of
more nonlinear signals in positions deep inside the embryo without increasing the power
at the surface.

This scheme has several advantages:

1. Acquisition time can be distributed in order to accumulate signal only where necessary.

2. Fast scanning can be used to image the embryo periphery, which minimizes photopertur-
bation.

3. Depending on the application, ”non-interesting” regions can be undersampled or skipped
in order to reduce acquisition time.

4. Scanning speed is adjusted continuously, which minimizes acceleration artifacts.

In practice, scanning voltages targeted an Archimedes spiral with a constant radial step
and a linear variation of sampling density along the trajectory, while the pixel clock was kept
constant. Galvanometer positions were measured along with the optical signals and were used
for projecting the SHG/THG images on a square grid. We could then image a 440µm-radius
half-sphere with 2 × 2 × 4µm3 voxels and 80s temporal resolution. Most importantly, this
scheme enabled us to detect all the SHG signals originating from mitotic spindle formation (see
below) including in the deepest regions of the embryo, under illumination conditions preserving
normal development.
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5.2.2.3 Identification of the Contrasts
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Figure 5.14: Harmonic Generation contrasts in the zebrafish embryo
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13 Representative THG images of zebrafish embryo during divisions are presented in fig-
ure (5.14). Strong signals are observed near the interface of dividing cells at post-cellularization
stages. Since no THG can be obtained from a homogeneous medium, this signal reflects the pres-
ence of a sizable inter-cellular space, as indicated by numerical simulations (figure (5.14.efgh)).
This interpretation is corroborated by high-NA THG images of dividing cells showing locally
double interfaces (figure (5.14.d)) and by the observation that membrane visibility diminishes
in connective epithelial and differentiated cells. THG therefore highlights dividing and motile
cells, and provides a direct visualization of cell morphology with unique contrast in the early
embryo. The cellularization process at stage 32 is also readily visible , as well as the formation of
filopodia in post-MBT motile cells and the traffic of intracellular lipidic vesicles during divisions.

Combined THG/SHG imaging can be used to detect a number of key events during cell
divisions [52]. THG images reveal cell shapes, cellularization dynamics, and nuclear membrane
formation/fragmentation, whereas SHG reveals the formation of mitotic spindles. We per-
formed a series of multimodal THG-SHG-2PEF experiments in H2B-mCherry mutants in order
to define the timing of THG/SHG signals with respect to chromatin dynamics (figure (5.14.j))
and use that information for subsequent analyses in unstained embryos. We found that the
SHG intensity exhibits a nearly-Gaussian temporal behavior permitting to measure division
timings and cell cycle duration with 30s precision.

We note that additional intracellular information can be obtained from these signals. The
visibility of the spindle midzone in SHG images after cell divisions (figure (5.14.i1)) indicates

13� My Dying Bride, Songs of Darkness, Words of Light (2004)
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that the midzone is partially polarized. THG provides morphological information that can be
used to check the absence of phototoxicity. Finally, high-NA THG imaging reveals nucleus
heterogeneity.

THG images also provide a detailed morphologic description of the yolk (figure (5.14.a)).
Here, the signal stems from the contrast between yolk globules and the layer of interstitial fluid.
These images provide a striking view of yolk dynamics during cleavage stages: restructuration of
the large initial channels, transport processes, and deformations (the dynamics of these events
can be analyzed using statistical analysis methods [53]) are seen with a contrast not obtained
with linear techniques.

THG image formation is relatively complex and the visibility of specific structures depends
on their size relative to the focal volume [54]. We chose here moderate NA focusing (3.5µm
Z-FWHM) which provided enhanced signal from cell boundaries compared to smaller hetero-
geneities and was still compatible with cell segmentation.

THG and SHG imaging have contradictory requirements in terms of incident polarization.
SHG from mitotic spindles is reduced in the case of an incident linear polarization orthogonal
to the spindle axis. Therefore imaging should preferentially be done with circularly polarized
light , in order to get similar signal levels from all the spindles - at least the ones that are not
orthogonal to the imaging plane. However, THG with circular incident polarization vanishes
except in the case of anisotropic media [14], and THG imaging of dividing tissue should be per-
formed using linear polarization. We therefore rapidly rotated the linear incident polarization
(≈ 1500rpm) during image acquisition using a motorized half-waveplate in order to optimize
both signals.

Overall, conformal scanning, 100MHz photon-counting detection, high excitation intensity
tolerable at long wavelength, resolution and polarization control enabled us to image all the
mitotic spindles and simultaneous cell morphology with ≈ 80s resolution in unstained embryos.

5.2.2.4 Image Analysis of the Multiharmonic Data

14Multiharmonic microscopy data required a specific analysis methodology in order to ex-
tract the lineage tree from SHG data and associated cell morphological information from THG
data. A dedicated image processing pipeline for reconstructing the first 10 cell cycles of ze-
brafish development (see figure (5.15)) was designed in Madrid by Miguel Luengo-Oroz15 and
Andres Santos.

Figure (5.15) illustrates the image analysis strategy developed for treating the THG and
SHG images of the developing zebrafish embryo:

• (a) SHG spot detection. Mitosis detection (in red) over-imposed to x-y projections of
SHG signal. Consecutive time points corresponding to 32 mitosis wave.

• (b) THG image segmentation. Cross-sections of 8 cell (a) and 128 cells (b) segmentation.

• (c) Virtual embryo reconstruction from 1 cell to 512 cells. Volume rendering color code
corresponds to the clonal descendants of first 8 blastomeres.

14� Dream Theater, Images & Words (1992)
15who wrote the paragraph from which this section is adapted
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Figure 5.15: Image Analysis Strategy
Designed at UPM by Miguel Luengo-Oroz and Andres Santos, see text for more details.

• (d) & (e) Complete reconstruction of 4-cell and 256-cells stage. In white orthoslices of
THG signal. In orange, rendering of SHG signal. In colors, surfaces of segmented cells.

• (f) Lineage representation from 2 cells to 32 cells (note the perfect fractal organization
and symmetry)

Data from both channels are first filtered to remove experimental noise. Since early divi-
sions occur in cycles, all the SHG 3D stacks corresponding to a given cycle are then binned
into one frame. Therefore image sequences typically consisting of one hundred time points are
reduced to ten, each corresponding to a division cycle and containing all the cells. In parallel,
the segmentation of the outermost layer of the embryo is extracted from THG data by means
of mathematical morphology operators. The reduced SHG data and the embryo external sur-
face (THG) are then used together for extracting the lineage tree. The procedure is initialized
by finding the two maxima corresponding to the first two mitoses (2-cells stage). A Voronoi
partition is generated inside the embryo mask from the positions of the detected nuclei, and
provides a first robust approximation of membrane shape. After the mitosis, the daughter cells
are identified by finding two symmetric SHG maxima inside the Voronoi region assigned to the
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mother cell in the previous cycle. A number of SHG spots (2, 4, 8, etc.) corresponding to the
current cell cycle is automatically detected, and the divisions found are manually validated and
corrected with the MOVIT exploration interface (developed by CREA & N. Peyrieras). Then,
the Voronoi partition is generated from the detected spots inside the embryo mask of the next
cell cycle and the procedure of automatic detection and validation/correction is iterated for all
the cycles.

This procedure extracts all the cell centers and their lineage. Nevertheless, the temporal
coordinates of the divisions are not precisely defined at this stage, as we worked in the re-
duced time sequence. In order to extract the timing information, SHG intensity maxima along
the temporal dimension are estimated for each division using Gaussian fitting of the original
data. SHG maxima correspond to a precise time point during the cell cycle and can be used to
measure cell cycle duration with sub-minute accuracy. After the temporal coordinate of each
mitosis is obtained with this procedure, the lineage tree is expanded to its original time length.
Then, the cell nuclei positions are used for seeding a more precise THG membrane segmentation
step, based on a viscous watershed segmentation algorithm.

This processing pipeline provides an error-free cell lineage tree with the following informa-
tion: nuclear position in each time step (detected from mitotic spindles SHG signals), parental
relation between cells, cell cycle duration, and cell shape estimated using both the Voronoi ap-
proximation and the viscous watershed segmentation. These data are organized in a database
that can be visualized interactively with the MOVIT interface. For the work presented here,
methods were implemented in Matlab and the whole process for analyzing a dataset typically
took 72h of computation time on a Core2duo platform with 8 GB RAM, and 4h of user inter-
action for manual checking of the detected SHG spots and script launching.

5.2.2.5 Quantitative Analysis of the Mitotic Waves

Figure (5.16) illustrates the analysis performed on the mitotic waves in the zebrafish embryo

• (a) Mitosis distribution per time interval (90s) for the 6 reconstructed embryos.

• (b) Representation of the mitotic wave at the stage 128-256, where the time between the
division of a cell and the time of the first division of the wave is color-coded.

• (c) Relation between time and the distance from the starting point of each mitotic wave
for all the mitotic events in one of the reconstructed embryo.

• (d) Origin of the mitotic waves at stages 6-10.

• (e) Average cell-cycle duration of each division cycle for the 6 reconstructed embryos, an
mean value for the 6 embryos.

• (f) Cell-cycle duration of each division cycle for two categories of cells: cells near the
origin of the mitotic wave, and cells near the ending of the wave.

The first four divisions form a remarkably symmetric spatial pattern with orthogonal suc-
cessive directions. On the temporal side, a progressive asynchrony of the mitoses (> 90sec)
could be detected as early as the 8-cells stage given our time resolution. Mitotic waves then get
increasingly apparent from 8-cells to 1k-cells stages. At later stages divisions occur in seemingly
random patches as seen from partial datasets. Mitotic waves start from the top of the embryo
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Figure 5.16: Quantitative Analysis of the Mitotic Waves
See text for more details.

with a small offset from the animal pole (figure 5.16.d) and propagate across the embryo. We
note that the spatial offset is maintained during all the division waves, so that the 3D spherical
wave that spans the embryo resembles a peripheral wave when reaching the bottom cells.

The speeds of the successive waves can be estimated by linear fitting and are seen to de-
crease with division cycles from 125± 30 to 11± 7µm/min (figure 5.16). Our data also reveal
that wave speed is proportional to the mean cell surface (assuming a constant tissue volume),
and discard hypotheses of wave speed being proportional to mean cell radius or volume.

Analysis of the divisions timing deduced from the SHG signal and the lineage tree reveals
that the cell cycle duration exhibits progressive changes with successive mitotic waves. Cycle
shortens from 18.5± 1.5min at the 4-cell stage down to 15.5± 1.0min at the 32-cell stage, i.e.
when cellularization occurs. Cell cycle then lengthens again up to 18.5± 1.5min at the 512-cell
stage. This evolution is the signature of a progressive change in the division regime. Cell cycle
before the 32-c stage is likely limited by maternal determinants from the yolk. Cellularization
seems to enable the subsequent cycle lengthening, which may be a requirement for zygotic
expression and midblastula transition.
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5.2.2.6 Cell Lineage Tree

16An example of the whole cell lineage tree of a zebrafish embryo between the one cell stage
and the 1k-cell stage is illustrated in figure (5.17).

• (a). Lineage tree from 2 to 512 cells. Each color corresponds to the clonal descendants of
first 8 blastomeres.

• (b) Enlarged sight of a subtree corresponding to the red box in (a). Each square corre-
sponds to a cell at one time point. Each time point is 95 seconds.

• (c) Enlarged sight of the red boxed subtree in (b).

• (d) Volume rendering showing the 256 cells stage with the 8 colors. The red squared cell
corresponds to the one with the red square in (c)

5.2.2.7 Conclusion

We have demonstrated the potential of multiharmonic microscopy for the study of the ze-
brafish early development. The combination of two modalities that give us a global information
about the shapes of the cells (THG) and a local indicator of cell divisions (SHG) allowed the
tracking of all the dividing cells in the developing embryo until the 1k-cell stage, and resulted in
the construction of the cell lineage tree. This should pave the way to studies on other teleosts
or on other stages of the zebrafish development, although both the imaging conditions and the
automated image analysis strategies may have to be adapted.

16� Lemon Tree, Fool’s Garden, Dish of the Day (1995)
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Figure 5.17: Cell Lineage Tree
Figure assembled by Louise Duloquin, using the software developed at CREA.
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Conclusion

In this chapter, we have shown the current situation of
two collaborations on applications of coherent nonlinear mi-
croscopy. This part has been realized in parallel with the rest
of the work, and there are therefore several “intersections”
concerning the contrast mechanisms. The contrasts in the
zebrafish images at different numerical apertures for exam-
ple, or the understanding of the THG signal in the cornea.

The cornea is an interesting sample, since its structure pro-
vides both SHG and THG signals that together may provide
new insights on the collagen organization in the stroma, while
the ability to investigate edema and to characterize the qual-
ity of an endothelium prior to a transplant may have clinical
applications.

The combination of SHG and THG on the Zebrafish embryo
allowed the first reconstruction of the cell lineage tree from
the 1-cell stage to the 1k-cell stage with spatio-temporal in-
formation about division times, localization and cell shape,
and may be used to characterize mutants or in other organ-
isms.
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Conclusion & Perspectives

17In the first part of this thesis (chapter 1 & 2) we introduced the nonlinear microscopy
through its main properties and applications. We gave a special attention to coherent nonlinear
microscopy techniques, especially THG microscopy. We also introduced a model for calculating
the signal resulting from the interaction between different field and sample structures that
could be used for several different nonlinear modalities, and we used simple analytical models
to describe some of the properties of nonlinear microscopy.

This model can be improved upon in several ways; for example the calculation of the focal
field for arbitrary field distributions at the back aperture of the objective can be optimized
compared to the simple quadrature algorithms used, or some of the sub-programs could be
written in a more efficient language.

The second part of this thesis (chapter 3 and the first part of chapter 4) used the model in-
troduced in chapter 2 to investigate signal creation and contrast mechanisms in the case of THG
microscopy. We chose to concentrate on THG for this study because THG is comparatively
more sensitive to the phase of the focal field than SHG and CARS, and less sensitive to sample
structure than SHG. It is therefore a good model to understand psf engineering in coherent
nonlinear microscopy. We started by considering the signals obtained from simple geometries
that can represent different parts of biological samples in typical imaging conditions, and eval-
uate the influence of the focusing conditions. Structured samples are considered, and potential
uses of non-Gaussian excitations are investigated. Although some experiments are used to illus-
trate some of the calculations, this is essentially a theoretical study on the contrast mechanisms.

The third part of this thesis (second part of chapter 4) deals with experimental implemen-
tations of wavefront control, with two different tools: an accousto-optic modulator (TAG lens)
used to provide Bessel-like excitations for extended depth of field in 2PEF microscopy, and a
deformable mirror used to correct the specimen-induced aberrations in THG microscopy.

There are several perspectives that can easily be envisioned to complement these parts.
First, the ideas explored in the numerical calculations will have to be tested by incorporating a
spatial light modulator (SLM) in the microscope. One perspective will also be to expand them
to other nonlinearities than THG. For example, SHG from organized structures will be partic-
ularly sensitive to the polarization properties of engineered beams. It will also be interesting
to compare signals from the same sample obtained with different modalities; for example THG
and CARS both depend on the χ(3) of the sample and have different phase-matching conditions.
Regarding aberration correction, the scheme could be further optimized by taking into account
the spatial and temporal evolution of the aberration.

The final part of this thesis (chapter 5) deals with biomedical applications of nonlinear
microscopy. This manuscript does not accurately represent the relative importance of this part

17� Epilogue, Opeth, My Arms, Your Hearse (1998)
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compared to the study of the contrast mechanisms, because most of these applications are
still in progress. This part illustrates the importance of the collaborations during this thesis,
since the two applications presented involve respectively three and four different laboratories.
Nonlinear imaging of the cornea is very interesting for both physicists - since it is an organized
structure that presents different levels of organization and provides different contrasts for all the
nonlinear modalities - and physicians - since the nonlinear images provide a better visualization
of several important structures (stacking of the stroma, keratocyte activity in edema) than linear
techniques18.

The reconstruction of a digital zebrafish embryo from the 1-cell stage to the 1k-cell stage
encompasses so many different technical aspects, a number of which performed outside the
lab, that it would be too long here to describe all the aspects of this project extensively. We
therefore tried to present the main results, with a bias towards the microscopy techniques.

There are many perspectives that can be envisioned concerning these applications. The
work performed on the wild-type zebrafish could be extended to mutant embryos, or to another
related fish to enable comparative analysis. The ex-vivo work on the cornea may pave the way
to in-vivo applications once both photo-toxic effects and quantity of backscattered signals in a
whole eye have been studied.

An natural idea when considering chapters 4 & 5 would be to combine focus engineering
techniques with the coherent imaging of the cornea, which should allow the probing of several
levels of organization in the stroma. Another match between chapters 4 & 5 would be to
combine adaptive optics with the imaging of the zebrafish development, which could increase
the image quality at large depths and late stages of development.

The end.[16]

18and it also makes really nice images
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In this appendix, we tried to present some of the most used analytical models that are used
in nonlinear optics, and to discuss their use in nonlinear microscopy by taking into account
different hypotheses they entail. It is adapted from several reference books [1–5].

A.1 Nonlinear Wave Equation

We start from Maxwell’s equations:

∇.D(r, t) = ρ(r, t) (A.1)

∇.B(r, t) = 0 (A.2)

∇×E(r, t) = −∂B(r, t)

∂t
(A.3)

∇×H(r, t) =
1

c2
∂D(r, t)

∂t
+ j(r, t) (A.4)

with:

D(r, t) = ε0E(r, t) + P (r, t) (A.5)

H(r, t) =
1

µ0

B(r, t)−M(r, t) (A.6)

195



Chapter A. Nonlinear Optics

where P (r, t) and M(r, t) are the polarization and the magnetization, and depend on E(r, t)
and H(r, t)

Combining equations A3 and A4 yields:

∇×∇×E(r, t) +
1

c2
∂2E(r, t)

∂t2
= −µ0

∂

∂t

(
j(r, t) +

∂P (r, t)

∂t
+ ∇×M(r, t)

)
∇×∇×H(r, t) +

1

c2
∂2H(r, t)

∂t2
= ∇× ∂P (r, t)

∂t
+ ∇× j(r, t) + µ0

∂M(r, t)

∂t
(A.7)

A.1.1 Linear Isotropic Medium

We consider a homogeneous, isotropic, linear and sourceless medium. This means:

D = ε0εE (A.8)

B = µ0µH (A.9)

And the wave equation becomes:

∇×∇×E(r, t) +
1

c2
∂2E(r, t)

∂t2
= −µ0ε0χe

∂2E(r, t)

∂t2
(A.10)

If we introduce the optical index: n2 = (1 + µ0ε0χe) :

∇×∇×E(r, t) = −n
2

c2
∂2E(r, t)

∂t2
(A.11)

and use the identity;

∇×∇ = ∇.∇−∆ (A.12)

we get:

∆E(r, t) =
n2

c2
∂2E(r, t)

∂t2
(A.13)

A.1.2 Monochromatic Fields

We consider a monochromatic field at the frequency ω:

E(r, t) = E(r).eiωt (A.14)

and we get:

∆E(r) + k2E(r) = 0 (A.15)

with k = nω/c.
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A.1.3 Paraxial Approximation

The paraxial approximation implies that we consider a light beam that propagates in a
particular direction, that is defined as the optical axis and is written z. In this hypothesis,
the beam never deviates from this axis by more than very small angles.

E(r) = A(r)eikz (A.16)

We can write, for the wave-vector:

kz � kx, ky ⇒ kz ≈ k −
k2
x + k2

y

2k
(A.17)

A.1.4 Slowly Varying Amplitude Approximation

The Slowly Varying Amplitude Approximation is the assumption that the envelope of a
forward-traveling beam varies slowly in time and space compared to the wavelength, and can
written as: ∣∣∣∣d2A

dz2

∣∣∣∣ � ∣∣∣∣kdAdz
∣∣∣∣ (A.18)

Under these hypothesis, we can now rewrite the wave equation as:

(2ik
∂

∂z
+

∂2

∂x2
+

∂2

∂y2
)E(x, y, z) = 0 (A.19)

A.1.5 Nonlinear Wave-Equation

We do not consider a linear medium anymore. P can now be expressed as a Taylor expansion:

P = P0 + ε0χ
(1).E(ω) +

ε0
2

χ(2).E(ω).E(ω) +
ε0
4

χ(3).E(ω).E(ω).E(ω)

+...+ P(n)(nω) (A.20)

with :

P(n)(nω) =
1

2n−1
ε0χ

(n).E(ω)n (A.21)

χ(n) is called the n-th order hyperpolarizability and is intrinsically a tensor of order (n+1).
This shows that a field with frequency ω can induce a polarization with frequency n.ω, which
can then create a field with frequency n.ω. We can then replace P by its expression in eq (A.7),
and we get:

∆E − 1

c2
δ2E

δt2
=

1

ε0c2
δ2(χ(1).E(ω) + PNL)

δt2
(A.22)

∆E(ω) +
n2(ω)ω2

c2
E(ω) = − ω2

ε0c2
PNL(ω) (A.23)

Which is called the N on-Linear Helmholtz Equation. It has to be written for every frequency
involved in the process, so for second harmonic generation we have:
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∆E(ω) +
n2(ω)ω2

c2
E(ω) = − ω2

ε0c2
χ(2)(ω; 2ω;−ω)E(2ω)E∗(ω) (A.24)

∆E(2ω) +
n2(2ω)(2ω)2

c2
E(2ω) = −(2ω)2

ε0c2
χ(2)(2ω;ω;ω)E2(ω) (A.25)

In multiphoton microscopy, because the conversion process is so inefficient, we usually ac-
cept the hypothesis that we have a non-depleted pump, which means we consider E(ω) to be
constant, and thus only consider one equation. For example, in the case of third harmonic
generation, we have the following equation:

∆E(3ω) +
n2(3ω)(3ω)2

c2
E(3ω) = −(3ω)2

ε0c2
χ(3)(3ω;ω;ω;ω)E3(ω) (A.26)

A.2 The Gaussian Beam

Gaussian beams are a solution to the paraxial monochromatic wave equation that quite
accurately describe the electric filed produced by a laser. They have been extensively studied,
and often provide analytical solutions.

(∇T + 2ik
∂

∂z
)E(r, z) = 0 (A.27)

If we consider a Gaussian profile E(x, y, 0) = E0e
−x2+y2

w2
0 as an initial conditions, the solution

to this equation is called a Gaussian beam, and can be written as:

E(x, y, z) =
E0e

−ikz

(1 + 2iz/kw0
2)
e
− (x2+y2)

w0
2

1

(1+2iz/kw0
2) (A.28)

where w0 is the beam waist.
If we introduce the following abbreviations:

b =
kw2

0

2
: Rayleigh range (A.29)

w(z) = w0

√
1 + z2/b2: Beam radius (A.30)

R(z) = z +
b2

z
: Wavefront radius (A.31)

η(z) = arctan(z/b): Gouy phase-shift (A.32)

we can write:

E(x, y, z) = E0
w0

w(z)
e
− (x2+y2)

w(z)2 ei(kz−η(z)+k(x
2+y2)/(2R(z))) (A.33)

The intensity can be written as

I(x, y, z) = E2
0

w2
0

w(z)2
e
− 2(x2+y2)

w(z)2 (A.34)

198



Appendix A.3 - The Bessel Beam

The first representation has the advantage of depending directly on the beam waist, but the
second representation is better for separating amplitude and phase.

A.3 The Bessel Beam

The Bessel beam also is a solution of the paraxial wave equation [6] that can be written:

E(ρ, z) = E0e
−ikω cos(α)zJ0(kω sin(α)ρ) (A.35)

The Bessel beam is non-diffractive, as the intensity distribution does not depend on the
position along the z-axis. It depends on only one parameter: the α angle.

φ(ρ,z)

(a)

(b)(b)

(c)

(d)

φ(z) (x π rad)

I(ρ)

I3(ρ)

1

0
2µm-2µm 0 1µm-1µm

4

0

-4

00-4µm 4µm2µm2µm

I(ρ,z)

Figure A.1: Intensity and phase distribution of the Bessel beam
(a) Intensity and (b) phase of the Bessel beam described by equation A.35 with α
=π/3. (c) and (d): phase and intensity profile taken along the dotted line drawn in
(a) & (b).

The phase and intensity distribution of the Bessel beam are described in figure (A.1). Both
the non-diffractive nature of the beam and the lateral Bessel intensity distribution are apparent.

A.3.1 The Bessel-Gauss Beam

The Bessel-Gauss beam also is a solution of the paraxial wave equation [7].
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E(ρ, z) =
E0√

1 + i(2z/b)
J0

(
kω sinαρ

1 + i(2z/b)

)
exp

[
−k(ρ

2 + z2 sin2 α)

b(1 + (2z/b)2)

]
×exp

[
i

(
kω cosαz − arctan(2z/b) + (2z/b)

k(ρ2 + z2 sin2 α)

b(1 + (2z/b)2)

)]
(A.36)

In the limit a→ 0 equation (A.36) yields the usual Gaussian beam, while in the limit b→∞
it yields a Bessel beam1.

A.4 Phase-Matching Plane Waves

In this section, we consider plane waves at both the fundamental and the harmonic frequency.
This means we only phase aspect of the Harmonic generation process.

Eω(z, t) = A1e
i(kωz−ωt) (A.37)

Enω(z, t) = An(z)e
i(knωz−nωt) (A.38)

with kω = nωω
c

A.4.1 Second Harmonic Generation

We first consider the case of second harmonic generation. The 1D nonlinear wave-equation
can be written as:

2ik
∂

∂z
E2ω(z) = CA2

1e
2i(kωz) (A.39)

⇓
∂

∂z
A2(z) = CA2

1e
i(∆kz) (A.40)

where ∆k = k(2ω)− 2k(ω)

This equation can be easily integrated, and the harmonic field can be written as:

E(2ω, z = l) = −CA2
1

∫ l

0

ei∆kzdz (A.41)

= −iωχ
(2)

n2ωc
A2

1lsinc∆kl/2 (A.42)

In the case of perfect phase-matching (∆k = 0), the SHG intensity increases quadratically
, but if there is some phase-mismatch, we observe a dampened oscillation (sinc function) with
a characteristic pseudo-period of pφ = π/∆k: as soon as the interaction length is larger than
this period, the signal starts to decrease.

1The true connoisseur of long analytical calculations will enjoy having a look at the phase-matching conditions
in third harmonic generation of Bessel-Gauss beams derived in reference [8, 9]
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This length is referred to as the coherence length (noted lc) of this particular nonlinear
interaction.

lF−SHGc =
π

|k(2ω)− 2k(ω)|
(A.43)

A.4.2 nth Harmonic Generation

This same calculations can be easily performed in the case of nth harmonic generation:

2ik
∂Enω

∂z
= CnE

n
1 (A.44)

⇓
dAn(z)

dz
= CnA

n
1e
i(∆kz) (A.45)

where ∆k = k(nω)− nk(ω), and we get:

E(nω, z = l) = CnA
n
1sinc∆kl/2 (A.46)

and the coherence length for this process is:

lF−NHGc =
π

|k(nω)− nk(ω)|
=

λ

2n|nnω − nω|
(A.47)

A.4.3 Backward Emission

The case of backward emission is described by the exact same equation, except that we
have:

Eω(z, t) = A1e
i(kωz−ωt) (A.48)

E2ω(z, t) = A2(z)e
i(−k2ωz−2ωt) (A.49)

We can the perform the same calculations as in the forward case, except with ∆kbw =
k(nω) + nk(ω). This means that for backward n(th) harmonic generation, the coherence length
is defined as:

lB−NHGc =
π

|k(nω) + nk(ω)|
≈ λ

4.n.nω
(A.50)

Thus, the coherence length depends almost linearly on the order of the nonlinear process.
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A.4.4 Lateral Emission

We now consider an emission at an angle θ from the optical axis. The phase matching
conditions are now vectorial, and we have:

∆kz(θ) = n(kω)− knω cos(θ) (A.51)

∆kx(θ) = knω sin(θ) (A.52)

The only way to satisfy both conditions is to have n.kω) = knω and θ = 0. However, if we
consider an interface of inhomogeneities along the x axis, the phase-matching condition in that
direction is not constraining anymore, and we can get out of axis emission.

A.5 Harmonic Generation with Focused Gaussian Beams

This section discusses the model used in Boyd’s Nonlinear Optics [1]. We start from the
nonlinear wave equation for a nth harmonic generation process in the paraxial approximation:

∇2
TAn + 2iknω

∂An
∂z

= −Cn.An1 .ei∆k (A.53)

We then make the hypothesis that both excitation and harmonic beam can be described by
Gaussian beams with the same confocal parameter, which can be written as:

An(r, z) =
Bn

1 + 2iz/bn
e−r

2/w2
n(1+2iz/bn) (A.54)

with:

w2
n = w2

0/n

bn = knωw
2
n (A.55)

and we introduce:

∆k =
2π∆n

λ
(A.56)

Since some energy will be transfered from the fundamental wavelength to the harmonic
wavelength, we add a z dependence of the harmonic signal (neglecting the variations at the
fundamental wavelength).

Ak(r, z) =
Bk(z)

1 + 2iz/bk
e−r

2/w2
k(1+2iz/bk) (A.57)

= Bk(z).Gk(r, z) (A.58)

If we introduce this expression into the nonlinear wave equation, we get:

CnG1(r, z)
n = (∇2

r + 2iknω
∂

∂z
)(Bn(z).Gn(r, z))

= Bn(z)∇2
r(Gn(r, z)) + 2iknωBn(z)

∂

∂z
(Gn(r, z)) +Gn(r, z)

∂Bn(z)

∂z

= Gn(r, z)
∂

∂z
(Bn(z)) (A.59)
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Appendix A.5 - Harmonic Generation with Focused Gaussian Beams

since Gk(r, z) is solution to the paraxial wave equation, and thus (∇2
r+2iknω)(Gn(r, z)) = 0.

Moreover, since:

G1(r, z)
n

Gnr, z
=

eiδkz

(1 + 2iz/b)(n−1)
(A.60)

This equation can easily be integrated, and we find:

Bn(z) = B0

∫ z

z0

ei∆kζdζ

(1 + 2iζ/b1)(n−1)
(A.61)

= B0Jn(∆k, z0, z) (A.62)

The properties of this so-called J integral are discussed in the next section.

A.5.1 The J Integral

The J integral can be written as:

Jn(∆k, z0, z) =

∫ z

z0

ei∆kζdζ

(1 + 2iζ/b)(n−1)
(A.63)

This equation usually has no analytical solution except in the case of an infinite homogeneous
medium , so we will calculate it numerically for 2 geometries: interfaces & slabs of varying sizes.

A.5.1.1 Homogeneous Medium

Let us consider the case of a homogeneous sample :z0 = −∞, z = +∞.

J
(n)
homogeneous(∆k) =

∫ +∞

−∞

ei∆kζdζ

(1 + 2iζ/b)(n−1)
(A.64)

For n ≥ 3, we have:

J
(n)
H (∆k > 0) =

b

2

2π

(n− 2)

(
b∆k

2

)(n−2)

e−b∆k/2 (A.65)

J
(n)
H (∆k ≤ 0) = 0 (A.66)

in the case of SHG, this model does not work very well, and additional parameters have to
be taken into account [10].

A.5.1.2 At Interfaces

We consider here that z0 = 0

Second Harmonic Generation The J integral in this case can be written as:

J
(2)
I (∆k, z) =

∫ z

0

ei∆kζdζ

(1 + 2iζ/b)
(A.67)

Figure (A.2) illustrates the amount of Second Harmonic signal as a function of the linear
index mismatch ∆n and the with of the interface. We can see that the maximum amount of
signal is obtained when ∆n is small.
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Δn

Δ z : axial extension of a z-interface
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Figure A.2: SHG from Interfaces as a function of ∆n and z
Conditions: b=2µm, n = 1.35, −0.05 < ∆n < 0.05, 0 < z < 20µm

Third Harmonic Generation: The J integral in this case can be written as:

J
(3)
I (∆k) =

∫ z

0

ei∆kζdζ

(1 + 2iζ/b)2
(A.68)

Figure (A.3) illustrates the amount of Third Harmonic signal as a function of the linear
index mismatch ∆n and the with of the interface. We can see that the maximum amount of
signal is obtained when ∆n is negative, which makes sense since it counters the phase-mismatch
introduced by the Gouy phase-shift.

Δn

Δ z : axial extension of a z-interface

0

0 10.b

+0
.0
2

-0
.0
2 P(3ω, Δ z, Δ n)

0

1

Figure A.3: THG from interfaces as a function of ∆n and ∆z
Conditions: b=2µm, n = 1.35, −0.05 < ∆n < 0.05, 0 < z < 20µm

A.5.1.3 On Slabs

The geometry considered in this section is that of a centered slab of infinite transverse
extend, and of axial width 2z centered in z = 0.

Second Harmonic Generation: The J integral in this case can be written as:

J
(2)
slab(∆k,∆z)) =

∫ +z

−z

ei∆kζdζ

(1 + 2iζ/b)
(A.69)

204



Appendix A.6 - Harmonic Generation with Focused Bessel Beams

Figure (A.4) illustrates the amount of Second Harmonic signal as a function of the linear
index mismatch ∆n and the with of the interface. We can see that the maximum amount of
signal is obtained when ∆n is small.
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Figure A.4: SHG from slabs as a function of ∆n and ∆z
Conditions: b=2µm, n = 1.35, −0.05 < ∆n < 0.05, 0 < ∆z < 20µm

Third Harmonic Generation: The J integral in this case can be written as:

J
(3)
I (∆n,∆z) =

∫ +z

−z

ei
2π∆n

λ
ζdζ

(1 + 2iζ/b)2
(A.70)

Figure (A.5) illustrates the amount of Third Harmonic signal as a function of the linear
index mismatch ∆n and the with of the slab. We can see that the maximum amount of signal
is obtained when ∆n is negative, which makes sense since it counters the phase-mismatch
introduced by the Gouy phase-shift.

1

Δn

Δ z : axial extension of a z-slab

0

0 10.b

+0
.0
2

-0
.0
2 P(3ω, Δ z, Δ n)

0

Figure A.5: THG from slabs as a function of ∆n and ∆z
Conditions: b=2µm, n = 1.35, −0.05 < ∆n < 0.05, 0 < ∆z < 20µm.

A.6 Harmonic Generation with Focused Bessel Beams

In this section, we follow the treatment of Tewari et al [11, 12], and consider the interaction
between two Bessel beams.
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E1(ρ, z, ω) = E0e
−ikω cosαzJ0(kω sin(α)ρ) (A.71)

En(ρ, z, 3ω) = An(z)e
−iknω cosβzJ0(knω sin(β)ρ) (A.72)

We remind the paraxial wave equation as:

∇2
TEn + 2iknω

∂En
∂z

= CnE
n
1 (A.73)

Introducing equation A.72 into the wave equation yields:

2ik3ω cos βJ0 (k3ω sin βρ)
dAn(z)

dz
= CnJ0(kω sinαρ)3eiz(k3ω cosβ−3kωcosα) (A.74)

Multiplying both sides by k3ωρ sin βJ0(k3ω sin βρ) yields:

2ik2
3ω cos β sin β

dAn(z)

dz
(ρJ2

0 (k3ω sin βρ)) = Cne
iz(k3ω cosβ−3kωcosα)k3ω sin β

×(ρJ0(kω sinαρ)3J0(k3ω sin βρ)) (A.75)

We can now integrate both sides of the equation over 0 < ρ <∞, and use the identity:∫ ∞

0

ρJ2
0 (k3ω sin βρ) dρ =

1

2k3ω sin β
(A.76)

we get:

Ilat(α, β) =

∫ ∞

0

ρJ0(k3ω sin(β)ρ)J0(kω sin(α)ρ)3dρ (A.77)

Figure (A.6) illustrates the value of the Ilat integral for various linear index mismatch as-
suming perfect axial phase matching. We can see that if we have negative dispersion, We get
some signal from a homogeneous medium, while in the case of positive dispersion, the intensity
of the harmonic Bessel beam goes to zero. However, we can see that the model is not adapted,
as the nonlinear effect is not confined (though it was expected in the axial direction) and the
signal varies significantly as the integration is performed for larger and larger radii even when
they are much larger than our resolution.

Equation A.75 can finally be written:

ik3ω cos β
dAn(z)

dz
= Cne

iz(k3ω cosβ−3kωcosα)k3ω sin βIlat(α, β) (A.78)

⇓
dAn(z)

dz
= Cn tan βeiz(k3ω cosβ−3kωcosα)Ilat(α, β) (A.79)

We introduce Ψ(α, β) = (k3ω cos β − 3kωcosα), and integrate between 0 and z:

An(z) = Cn tan βIlat(α, β)

∫ z

0

eizΨ(α,β)dz (A.80)

= Cn tan βIlat(α, β)z
sin(zΨ(α, β))

Ψ(α, β)
(A.81)
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Figure A.6: Ilat and I2
lat as a function of ∆n:

Oscillations of the amplitude of the harmonic field as the function of the lateral ex-
tension of the domain. (Left) on a µm scale, and (Right) over 200µm . Conditions:
α = π/3, λ = 1.2µm, nω = 1.5, n3ω = 1.5 + ∆n
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Chapter A. Nonlinear Optics

A.7 Comparison Between THG & NR-CARS

In this section, we compare phase-matching conditions in THG and non-resonant CARS
microscopy. In order to simplify the discussion, we will not consider a regular CARS process, but
a degenerate version involving only one wavelength corresponding to the self phase modulation.
We remind the nonlinear susceptibilities of THG and CARS for an isotropic medium [1]:

P
(3ω)
i =

∑
jkl

χ
(3)
ijklEj(ω)Ek(ω)El(ω) (A.82)

with:

χ
(3)
ijkl = χ0.(δij.δkl + δik.δjl + δil.δjk) (A.83)

and:

P
(CARS)
i (2ω − ω = ω) =

∑
j,k,l

χ
(3)
ijkl.Ej(ω)E∗

k(ω)El(ω) (A.84)

with :

χ
(3)
ijkl = χ1.(δij.δkl + δik.δjl) + χ2.(δil.δjk) (A.85)

Since we will consider a Gaussian excitation, we will use the scalar approximation, and the
two nonlinear polarizations can be written as [13, 14]:

P (CARS)(2ω − ω = ω) = χ1Ix(ω)Ex(ω) (A.86)

P (THG)(3ω) = χ1Ex
3(ω) (A.87)
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Figure A.7: B-CARS & F-CARS
Comparison between B-CARS and F-CARS from a centered sphere of nonlinear suscep-
tibility χ(3) = 2 surrounded by a medium with χ(3) = 1 (Right) Numerical simulation,
Conditions: NA = 1.2, nω = n3ω = 1.5

What can be noticed immediately from equation (A.87) is that although the amplitude of
both polarizations are equal, their phases are completely different, with the phase of the THG
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polarization equal to three times that of the CARS polarization. The main consequence of this
is illustrated in figure (A.7): There is some forward emitted signal from a homogeneous sample
in CARS microscopy, and the signal is proportional to the square of the nonlinear susceptibility.
The forward CARS coherence length can be approximated as:

lfw =
π

∆k
=

π

(kω + kG)− kω
=

π

kg
(A.88)

and was estimated in [13, 14] as: lfw ≈ 2.1λ in the conditions we used. This coherence
length being longer than the optical confinement, the destructive interferences that occur once
this size has been reached are negligible and the signal stays constant.

The backward CARS signal is quite similar to backward THG (fig 3.5), with a large phase
mismatch that implies the presence of damped oscillations. This backward coherence length
can be calculated the same way as the THG coherence length defined in equation (3.12):

lbw =
π

kω−(−kω)

=
λ

4nω
(A.89)

Since we consider a sphere and not a slab, the maximum signal is obtained for a slightly
larger diameter than predicted, for the same reason as in the case of B-THG described in sec-
tion 3.1.2.2.

An interesting perspective would be to combine NR-CARS microscopy with 3rd order sum
frequency generation. The phase matching conditions would be the same as the ones we just
described, but both nonlinear wavelengths could be detected, and could provide sub-resolution
size and orientation information about the sample.
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Chapter B. Experimental Setup

B.1 Description of the Setup
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Z
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Figure B.1: Experimental Setup:

The output power from a titanium:sapphire (Ti:Sa) oscillator (Chameleon Ultra II, Coher-
ent (USA), described in more details in the next section) is modulated using a half-wave plate
(HWP) and a polarizer (POL) [not shown]. The polarized beams are either sent into an optical
parametric oscillator (OPO, APE (Germany), described in the next section), or directly into
the scanning microscope. Mechanical shutters are used to select the OPO or the Ti:S beam [not
shown]. The excitation beam is scanned with galvanometric mirrors (GSI, USA), and expanded
to fill the back aperture of a water-immersion objective (Obj, described in appendix B.6). The
nonlinear signals are detected by photon-counting photomultiplier modules (PMT, ET Enter-
prises (UK)), and 100MHz counting electronics (X. Solinas, LOB). Scanning and acquisition are
synchronized using Labview software and a multichannel I/O board (NI, USA). 2PEF is typi-
cally epi-detected through the same objective and selected using a dichroic mirror and filters.
THG and SHG light are typically detected in the transmitted direction through a condenser
and selected using a dichroic beam splitter and band-pass filters.
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B.2 Characteristics of the Laser & OPO

B.2.1 Chameleon Ultra II

Chameleon Ultra Chameleon Ultra I Chameleon Ultra II
Average Power1 (W) >2.5 >2.9 >3.5
Tuning Range (nm) 690 to 1020 690 to 1040 680 to 1080
Peak Power1 (kW) >200 >250 >300
Power Specifications1 >650 mW at 680 nm

>500 mW at 690 nm >600 mW at 690 nm
>1.6W at 700 nm

>1.4W at 710 nm >1.5W at 710 nm
>2.5W at 800 nm >2.9W at 800 nm >3.5W at 800 nm
>1.4W at 920 nm >1.45W at 920 nm >1.6W at 920 nm

>450 mW at 1020 nm >450 mW at 1020 nm >550 mW at 1020 nm
>300 mW at 1040 nm

>200 mW at 1080 nm
Tuning Speed2 (nm/s) >35 >40 >40
PulseWidth1, 3 (fs) 140
Noise4 (%) <0.15
Output Power Stability5 (%) <±0.5
Spatial Mode TEM00 (M2 <1.1)
Beam Diameter1,6 (mm) 1.2 ±0.2
Beam Ellipticity1,7 0.9 to 1.1
Astigmatism <10%
Repetition Rate (MHz) 80
Polarization Horizontal >500:1
Pointing (µrad/nm) <0.5

Operating Voltage 90 to 250 VAC (auto ranging)
Maximum Operating Current <15A at 90 VAC (power supply)

<7A at 90 VAC (chiller)
<2A at 90 VAC (MRU X1)

System Power Consumption 2300Wmax., 1300W typical
Line Frequency 47 to 63 Hz
Operating Temperature Range 15 to 35°C (59 to 95°F)
Weight of Laser Head 42 kg (93 lbs.)
Weight of Power Supply 41 kg (90 lbs.)
Umbilical Length 4 m (13 ft.)
Chiller:

Dimensions (L xW x H) 27 x 20 x 38 cm (11 x 8 x 15 in.)
Weight 11 kg (25 lbs.)

MRU Air Recirculator:
Dimensions (L xW x H) 46 x 43 x 8.5 cm (18 x 17 x 3 in.)
Weight 9 kg (20 lbs.)

System Specifications

Utility and Environmental
Requirements

Chameleon Ultra II
Typical Tuning Curve

Chameleon™ Ultra Family
Widely Tunable, Hands-Free, Modelocked Ti:Sapphire Lasers

Coherent follows a policy of continuous product improvement. Specifications are subject to change without notice.

Coherent’s scientific and industrial lasers are certified to comply with the Federal Regulations (21 CFR Subchapter J) as administered
by the Center for Devices and Radiological Health on all systems ordered for shipment after August 2, 1976.

Coherent offers a limited warranty for all Chameleon systems. For full details of this warranty coverage, please refer to the Service
section at www.Coherent.com or contact your local Sales or Service Representative.

Printed in the U.S.A. MC-034-08-5C0609Rev.A
Copyright ©2009 Coherent, Inc. ISO 9001:2000 Registered

Coherent, Inc.
5100 Patrick Henry Drive
Santa Clara, CA 95054
phone (800) 527-3786

(408) 764-4983
fax (800) 362-1170

(408) 988-6838
e-mail tech.sales@Coherent.com

Benelux +31 (30) 280 6060
China +86 (10) 6280 0209
France +33 (0)1 6985 5145
Germany +49 (6071) 968 333
Italy +39 (02) 34 530 214
Japan +81 (3) 5635 8700
Korea +82 (2) 460 7900
UK +44 (1353) 658 833

www.Coherent.com

1 Specified at peak of tuning range.
2 Average speed measured over entire tuning range.
3 Based on sech2 deconvolution of 0.65 times autocorrelation width.
4 Measured RMS in a 10 Hz to 20 MHz bandwidth.

5 Power drift in any two-hour period with less than ±1°C temperature
change after a one-hour warm-up.

6 1/e2 at exit port.
7 Ratio of major to minor 1/e2 beam diameter at exit port.
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Figure B.2: Characteristics of the Chameleon Ultra II Laser.
(Left) Photograph of the laser. (Right) Output power as a function of the center
wavelength.

The laser used on the THG microscope is a Chameleon Ultra II Ti:Sapphire oscillator
(Coherent, USA). It is a turn key computer-controlled laser that provides pulses of ≈ 100fs at
a repetition rate of 80MHz and is tunable between 660nm and 1080nm. The output power as
a function of the central wavelength is illustrated in figure (B.2).

B.2.2 OPO

The synchronously pumped OPO (APE Gmbh, Berlin) uses a KTP crystal to generate
longer wavelengths though optical parametric generation. In typical imaging experiments, it
is pumped at the wavelength of 820nm and an average power of 3.3W and has an output
wavelength at λ ≈ 1180nm with a pulse duration of ≈ 200fs (that can be compressed down to
80fs at the focus using a prism-based compressor), and an output power of 1W .
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B.3 Microscope Setup with Adaptive Optics

Mirao 52D

(Imagine Optic)

OPO

XY

f1

f2

Pol

deformable 

mirror

Ti:S

80MHz, 100fs, 1.2µm

(Coherent + APE)

(GSI)

λ/4

0.8 

NA

PMT1

(THG)

f3 f4

dic
Z

s
a

m
p

le

PMT2

(2PEF, SHG)

Figure B.3: Experimental setup for aberration corrections in non-
linear microscopy
(Pol): polarizing beamsplitter cube (λ/4): Quarter-wave-plate.

The excitation wavelength coming from a laser-pumped OPO is reflected by a deformable
mirror conjugated with a pair of galvanometric mirrors that are themselves conjugated with
the objective lens. The characteristics of the deformable mirror used are described in the next
section.
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B.4 Characteristics of the Deformable Mirror

Main specifications
Number of actuators 52
Maximum generated wavefront (PV) 50 μm (tilt)
Surface quality (RMS active flat) 0.01 μm
Wavefront quality (RMS active flat) 0.02 μm
Integrated tip/tilt correction Yes
Spatial frequency correction Zernike orders up to 6
Effective diameter 15 mm
Linearity > 95%
Hysteresis < 2%
Actuator input voltage ±1V max in each of the 52 channels

Sum of absolute voltages < 25 V

Coatings Protected silver
Power consumption 50 W max.
Dimensions / weight (DM unit only) 64 x 64 x 23 mm / 490 g
Connectivity USB 2

Zernike order Maximum peak-to-valley (PV) wavefront generation

1 ± 50 μm ± 50 μm

2 ± 30 μm ± 35 μm ± 30 μm

3 ± 25 μm ± 10 μm ± 10 μm ± 25 μm

4 ± 15 μm ± 8 μm ± 8 μm ± 8 μm ± 15 μm

Zernike mode quality: RMS residual wavefront error: max 0.020 μm
(generation of any Zernike mode of order <5 with an amplitude set at 20% of total dynamic range)

mirao™ 52-e
Electromagnetic Deformable Mirror

Technical Specifications
mirao’s patented technology, plug-n-play installation, 
built-in protection (voltage clipping/temperature) and 
powerful API for C/C++ programmers make it the ideal 
choice for researchers developing innovative ophthalmic 
applications using adaptive optics.  Even more, mirao is 
optimized to function with our HASO™ 32 - eye wavefront 
sensors and CASAO™ command & control software.
Package contents:

deformable mirror and connection cables• 
plug-n-play electronic control unit and connection cables• 
CD-ROM: mirao 52-e API & examples and demo application• 
user manual• 

©2009 Imagine Eyes. All rights reserved. Imagine Eyes, the Imagine Eyes logo, irx3 crx1, and mirao are trademarks and/or registered 
trademarks of Imagine Eyes. HASAO and CASAO are a trademarks of Imagine Optic.  Other products are the trademarks and/or 
registered trademarks of their respective owners. M DCP 004 g adaptive optics, adapted to eye care

Figure B.4: MIRAO

The deformable mirror used on the nonlinear microscope is an electromagnetic deformable
mirror (shown in figure B.4) with 52 actuators (MIRAO, Imagine Optic, Orsay). The technical
specifications of this mirror are given in figure (B.5).

Main specifications
Number of actuators 52
Maximum generated wavefront (PV) 50 μm (tilt)
Surface quality (RMS active flat) 0.01 μm
Wavefront quality (RMS active flat) 0.02 μm
Integrated tip/tilt correction Yes
Spatial frequency correction Zernike orders up to 6
Effective diameter 15 mm
Linearity > 95%
Hysteresis < 2%
Actuator input voltage ±1V max in each of the 52 channels

Sum of absolute voltages < 25 V

Coatings Protected silver
Power consumption 50 W max.
Dimensions / weight (DM unit only) 64 x 64 x 23 mm / 490 g
Connectivity USB 2

Zernike order Maximum peak-to-valley (PV) wavefront generation

1 ± 50 μm ± 50 μm

2 ± 30 μm ± 35 μm ± 30 μm

3 ± 25 μm ± 10 μm ± 10 μm ± 25 μm

4 ± 15 μm ± 8 μm ± 8 μm ± 8 μm ± 15 μm

Zernike mode quality: RMS residual wavefront error: max 0.020 μm
(generation of any Zernike mode of order <5 with an amplitude set at 20% of total dynamic range)

mirao™ 52-e
Electromagnetic Deformable Mirror

Technical Specifications
mirao’s patented technology, plug-n-play installation, 
built-in protection (voltage clipping/temperature) and 
powerful API for C/C++ programmers make it the ideal 
choice for researchers developing innovative ophthalmic 
applications using adaptive optics.  Even more, mirao is 
optimized to function with our HASO™ 32 - eye wavefront 
sensors and CASAO™ command & control software.
Package contents:

deformable mirror and connection cables• 
plug-n-play electronic control unit and connection cables• 
CD-ROM: mirao 52-e API & examples and demo application• 
user manual• 

©2009 Imagine Eyes. All rights reserved. Imagine Eyes, the Imagine Eyes logo, irx3 crx1, and mirao are trademarks and/or registered 
trademarks of Imagine Eyes. HASAO and CASAO are a trademarks of Imagine Optic.  Other products are the trademarks and/or 
registered trademarks of their respective owners. M DCP 004 g adaptive optics, adapted to eye care

Figure B.5: Specifications of MIRAO
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B.5 Setup Using the TAG lens

Two-photon microscopy with simultaneous
standard and extended depth of field using

a tunable acoustic gradient-index lens

Nicolas Olivier,1 Alexandre Mermillod-Blondin,2 Craig B. Arnold,2 and Emmanuel Beaurepaire1,*
1Laboratory for Optics and Biosciences, Ecole Polytechnique, CNRS, INSERM, F-91128 Palaiseau, France

2Department of Mechanical and Aerospace Engineering, Princeton University, Princeton, New Jersey 08544, USA
*Corresponding author: emmanuel.beaurepaire@polytechnique.edu

Received March 27, 2009; accepted April 24, 2009;
posted May 7, 2009 (Doc. ID 109299); published May 28, 2009

We describe a simple setup that allows depth of field switching at kilohertz rates in a nonlinear microscope.
Beam profile and/or divergence are modulated using a tunable, acoustically driven gradient-index fluid lens.
We demonstrate two modulation strategies, one based on fast varifocus scanning during each pixel and the
other based on pseudo-Bessel beam excitation. Average beam shape is switched every line during scanning,
resulting in the interlaced acquisition of two different images. We apply this approach to the simultaneous
standard and 4.5�-extended depth-of-field imaging of developing embryos. © 2009 Optical Society of
America

OCIS codes: 180.4315, 140.3300, 230.1040, 110.1080, 180.6900, 170.3880.

Two-photon microscopy [1] is widely used for high-
resolution biological imaging, providing micrometer
optical sectioning in complex samples. Optical slices
are typically recorded by scanning the focused laser
beam inside the sample. When needed, a more global
representation of the sample can alternatively be ob-
tained by using large depth-of-field optics, such as fo-
cused Bessel beams [2,3] produced by axicons [4,5],
phase masks [6], or liquid-crystal-based spatial-light
modulators [7]. However, these wavefront control
strategies are either fixed or too slow to allow for
rapid modulation between the two imaging regimes
during a scan. Therefore, diffraction-limited and
extended-depth images must be acquired sequen-
tially.

We explore here an alternative approach. Using
rapidly adjustable acousto-optic fluid lens technology,
it is possible to construct a light-efficient imaging
method with the ability of depth of field switching at
kilohertz rates.

Imaging with shaped beams is performed as fol-
lows (see Fig. 1). The output beam from a Ti:sapphire
oscillator is sent through a tunable, acoustically
driven gradient-index (TAG) fluid lens [8–11], provid-
ing phase modulation. The TAG lens consists of a cy-
lindrical piezoelectric shell driven at ultrasonic fre-
quencies �100–800 kHz� to generate standing
pressure waves in a transparent filling fluid (silicone
oil). In turn, the acoustic wave induces a periodic al-
teration of the refractive index inside the lens with
fixed radial nodes [8,9]. Galvanometric mirrors angu-
larly scan the beam at the pupil of a water-
immersion objective, and two-photon-excited fluores-
cence (2PEF) is epidetected using a photon-counting
photomultiplier.

To acquire two simultaneous images, we use an in-
terlaced acquisition scheme in which each line is
scanned twice, and the modulation amplitude of the
acoustic lens is switched between lines during galva-
nometer flyback. We typically acquire odd lines with

near-zero modulation amplitude (off), and even lines
with 10–21 V amplitude sine modulation (on). A
stable pattern in the TAG is achieved in a few tens of
microseconds, i.e., before the next line starts. The
two images are deinterlaced after acquisition.

In a first configuration, we use the TAG lens as a
varifocus device (Fig. 2). The TAG lens is positioned
at the output of the Ti:sapphire laser where the beam
is smallest, so that it experiences the refractive index
distribution only near the center of the lens, which
can be approximated in cylindrical coordinates
by [10]

Fig. 1. (Color online) (a) Microscopy with acoustically
modulated beams. TAG lens, tunable acoustic gradient-
index lens (inset). XY, lateral scanning; dic, dichroic; PMT,
photomultiplier; obj, 20�0.95 NA objective with under-
filled pupil. (b) Principle of the interlaced acquisition with
standard (off) and modulated (on) beams.
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Figure B.6: Experimental setup when using the TAG lens

The excitation coming from the Ti:SA laser goes through the TAG lens and propagates until
the galvanometric mirrors that are conjugated with the objective lens. The TAG is not imaged
on the galvanometric mirrors, but instead propagates for a long distance to reach themwhich
means we have an amplitude-modulated beam.

B.5.1 Limitation & Perspectives
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Figure B.7: Absorption spectrum of the TAG lens

Figure (B.7) illustrates the main limitation of the current implementation of the TAG lens
for THG microscopy: the filling fluid exhibits a strong absorption peak at the wavelength
typically used in our THG imaging experiments (λ = 1180nm). It means that only 2PEF
(750 − 950nm) is practical using this particular filling fluid. Future studies will determine
which alternative liquid can be used at the typical THG wavelength.
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Appendix B.6 - Characteristics of the Microscope Objectives

B.6 Characteristics of the Microscope Objectives

Table B.1 describes the main properties of the objectives used on the THG Microscope.

NA d (mm) wth (µm ) wexp (µm ) FOV (µm )

Olympus, 60x, W 0.9 2 2.2 2.0 330

Olympus, 20x, W 0.55− 0.95 2.2 – 2.5− 6 1000

Olympus, 60x, W 1.2 0.3 1.1 1.3 330

Table B.1: Different objectives used for THG microscopy.
The axial resolution is measured as the full-width half maximum of a THG axial profile
on a water/glass interface, and is given for an excitation wavelength of λ = 1180nm.
The Numerical Aperture given for the 20x objective corresponds to effective apertures
used in typical experiments as the back aperture of the objective is very large and often
under-covered. The theoretical resolution is calculated with equation 1.4. Adapted
from [15].
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Chapter B. Experimental Setup

B.7 Cornea Preparation
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Figure B.8: Setup
Principles of multiphoton/multiharmonic imaging. (a) Experimental arrangement and
signal directionality. (b) SHG/2PEF with excitation in the 730-860 nm range. (c)
THG/SHG with 1200 nm excitation.

The study was conducted according to the tenets of the Declaration of Helsinki and the
French legislation for scientific use of human corneas, and was approved by the French Soci-
ety of Ophthalmology Ethics Committee. We analyzed fresh human corneal buttons obtained
from patients that underwent penetrating keratoplasty. Immediately after their removal, the
whole trephined corneal buttons were placed in Hanks medium (Sigma-Aldrich, St. Louis, MO)
supplemented with 5% Dextran T500 (Sigma-Aldrich) to avoid edema. Corneal buttons were
maintained between two 150µm -thick glass coverslips to flatten the corneal surface and imaged
from the epithelium side or the endothelium side, depending of the experiment. When estimat-
ing epidetected SHG and THG signals, the bottom glass lamella was covered with black tape
to minimize light reflection at the glass-liquid interface.

Trabeculum was imaged in human corneas obtained from the Banque Française des Yeux
(French Eye Bank) of Paris that were unsuitable for transplantation mostly because of low
endothelial cell density. Corneoscleral discs were stored using the organ culture technique in
CorneaMax medium (Eurobio, Courtaboeuf, France). They were maintained in a custom-made
acrylic glass dish filled with Hanks solution supplemented with Dextran, and imaged from the
endothelium side with underlying coverslip.
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Mécanismes de contraste et contrôle du front-d’onde en microscopie nonlinéaire cohérente 

 

Ce travail de thèse présente une étude théorique et expérimentale de la microscopie non-linéaire 

cohérente pour l’étude de systèmes biologiques. 

Dans un premier temps, nous avons étudié l’origine des signaux et les mécanismes de contrastes en 

microscopie non-linéaire cohérente. En particulier, nous avons analysé l’influence de la microstructure de 

l’échantillon sur le signal de troisième harmonique rayonné. Nous illustrons cette discussion par une 

étude sur les contrastes endogènes de la cornée humaine. 

Dans un second temps, nous nous sommes intéressés à diverses méthodes de contrôle de front 

d’onde afin de moduler le contraste des images. Nous avons effectué par une étude théorique du signal 

obtenus à l’aide de modes d’excitation spatiale non-Gaussiens, puis avons implémenté deux systèmes de 

modulation du front d’onde : un modulateur acousto-optique permettant d’obtenir une profondeur de 

champ étendue en microscopie par fluorescence excitée à deux photons, et un miroir déformable 

permettant d’effecteur une correction dynamique des aberrations en microscope par génération de 

troisième harmonique. 

Enfin, nous nous sommes intéressés à l’application de la microscopie non-linéaire cohérente pour 

l’observation du développement précoce d’organismes modèles en embryologie: la drosophile et le 

poisson zèbre. 

Mots Clés : Microscopie, THG, Mise en forme spatiale, Optique adaptative, Biologie du développement. 

 

Contrast Mechanisms & Wavefront Control in Coherent Nonlinear Microscopy 

 

This thesis deals with theoretical and experimental aspects of coherent nonlinear microscopy. 

We first study the physical origin of the signals and the contrast mechanism in coherent non-linear 

microscopy. In particular, we analyzed the influence of the microstructure of the sample on the intensity 

of third harmonic signal. We illustrate this discussion by a study on the nonlinear endogenous contrasts of 

the human cornea. 

 We then considered different implementations of wave-front control methods in order to modulate 

the contrast of the images. We carried out a theoretical study of the third harmonic signal obtained using 

higher order Hermit-Gaussian modes, then implemented two systems of wave front modulation: 

- an acousto-optic modulator (TAG Lens) that allowed us to obtain an extended depth of field in 

Two-Photon Excited Fluorescence microscopy without compromising the lateral resolution. 

- a deformable that allowed us to dynamically compensate for the aberrations induced by an 

evolving sample in THG microscopy.  

Lastly, we considered application of coherent non-linear microscopy for the observation of the early 

development of model organisms in embryology: the Drosophila and the Zebrafish. 

 

Keywords : Microscopy, THG, SHG, Wavefront control, Adaptive Optics, Developmental Biology. 


