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2RésuméCette thèse est divisée en deux parties. Dans la première partie on s'intéresseaux problèmes de commande optimale déterministes et on étudie des ap-proximations intérieures pour deux problèmes modèles avec des contraintesde non-négativité sur la commande. Le premier modèle est un problème decommande optimale dont la fonction de coût est quadratique et dont la dy-namique est régie par une équation di�érentielle ordinaire. Pour une classegénérale de fonctions de pénalité intérieure, on montre comment calculer leterme principal du développement ponctuel de l'état et de l'état adjoint.Notre argument principal se fonde sur le fait suivant: si la commande op-timale pour le problème initial satisfait les conditions de complémentaritéstricte pour le Hamiltonien sauf en un nombre �ni d'instants, les estimationspour le problème de commande optimale pénalisé peuvent être obtenues àpartir des estimations pour un problème stationnaire associé. Nos résultatsfournissent plusieurs types de mesures de qualité de l'approximation pourla technique de pénalisation: estimations des erreurs de la commande pourles normes Ls (s dans [1,+∞]), estimations des erreurs pour l'état et l'étatadjoint dans les espaces de Sobolev W 1,s (s dans [1,+∞)) et aussi estima-tions de erreurs pour la fonction valeur. Pour la norme L1 et la pénalisationlogarithmique, les résultats optimaux sont donnés. Dans ce cas-là on ob-tient des erreurs pour la trajectoire centrale du problème pénalisé de l'ordre
O(ε| log ε|).Le second modèle est le problème de commande optimale d'une équationsemi-linéaire elliptique avec conditions de Dirichlet homogène au bord, lacommande étant distribuée sur le domaine et positive. L'approche est lamême que pour le premier modèle, c'est-à-dire que l'on considère une famillede problèmes pénalisés par ε > 0, dont la solution dé�nit une trajectoirecentrale qui converge vers la solution du problème initial. De cette manière,on peut étendre les résultats, obtenus dans le cadre d'équations di�érentielles,au contrôle optimal d'équations elliptiques semi-linéaires.Dans la deuxième partie on s'intéresse aux problèmes de commande op-timale stochastiques. Dans un premier temps, on considère un problèmelinéaire quadratique stochastique avec des contraintes de non-negativité sur lacommande et on étend les estimations d'erreur pour l'approximation par pé-nalisation logarithmique. La preuve s'appuie sur le principe de Pontriaguinestochastique et un argument de dualité.Ensuite, on considère un problème de commande stochastique généralavec des contraintes convexes sur la commande. L'approche dite variation-nelle nous permet d'obtenir un développement au premier et au second or-dre pour l'état et la fonction de coût, autour d'un minimum local. Avec



3ces développements on peut montrer des conditions genérales d'optimalitéde premier ordre et, sous une hypothèse géométrique sur l'ensemble des con-traintes, des conditions nécessaires du second ordre sont aussi établies.



4AbstractThis thesis is divided in two parts. In the �rst one we consider deterministicoptimal control problems and we study interior approximations for two modelproblems with non-negativity constraints. The �rst model is a quadratic op-timal control problem governed by a nonautonomous a�ne ordinary di�er-ential equation. We provide a �rst-order expansion for the penalized state anadjoint state (around the corresponding state and adjoint state of the orig-inal problem), for a general class of penalty functions. Our main argumentrelies on the following fact: if the optimal control satis�es strict comple-mentarity conditions for its Hamiltonian, except for a set of times with nullLebesgue measure, the functional estimates of the penalized optimal controlproblem can be derived from the estimates of a related �nite dimensionalproblem. Our results provide three types of measure to analyze the penal-ization technique: error estimates of the control for Ls norms (s in [1,+∞]),error estimates of the state and the adjoint state in Sobolev spaces W 1,s (sin [1,+∞)) and also error estimates for the value function. The sharpestresults are given for the L1 norm and a logarithmic penalty, establishing anerror estimate for the central path of order O(ε| log ε|) where ε > 0 is the(small) penalty parameter.The second model we study is the optimal control problem of a semilinearelliptic PDE with a Dirichlet boundary condition, where the control variableis distributed over the domain and is constrained to be non-negative. Fol-lowing the same approach as in the �rst model, we consider an associatedfamily of penalized problems, parametrized by ε > 0, whose solutions de�nea central path converging to the solution of the original one. In this fashion,we are able to extend the results obtained in the ODE framework to the caseof semilinear elliptic PDE constraints.In the second part of the thesis we consider stochastic optimal controlproblems. We begin with the study of a stochastic linear quadratic problemwith non-negativity control constraints and we extend the error estimatesfor the approximation by logarithmic penalization. The proof is based is thestochastic Pontryagin's principle and a duality argument.Next, we deal with a general stochastic optimal control problem withconvex control constraints. Using the variational approach, we are able toobtain �rst and second-order expansions for the state and cost function,around a local minimum. This analysis allows us to prove general �rst ordernecessary condition and, under a geometrical assumption over the constraintset, second-order necessary conditions are also established.
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Part IGeneral introduction





11In this part of the thesis we review some elementary concepts of both de-terministic and stochastic optimal control problems with control constraints.After giving the necessary elements of the theory we will expose the mainresults obtained. Let us start with the study of deterministic optimal controlproblems.0.1 Deterministic optimal controlAn optimal control problem of ordinary di�erential equations (ODE) withcontrol constraints can be written in the following form:inf(y,u)∈V×Y
∫ T

0
`(t, y(t), u(t))dt+ φ(T, y(T ))s.t. ẏ(t) = f(t, y(t), u(t)) for t ∈ [0, T ]; y(0) = y0,

u ∈ U .
(DCP)0In the notation above, ` : Rn × Rm → R represents the running cost,

φ : Rn → R the �nal cost and y(t) ∈ Rn represents the state variablecontrolled by u(t) ∈ Rm through the dynamics f : Rn × Rm → Rm. If f isa�ne with respect to u we may take as control space V = L2([0, T ]; Rm) andas state space Y = W 1,2([0, T ]; Rn). Otherwise, we take V = L∞([0, T ]; Rm)and Y = W 1,∞([0, T ]; Rn). The control variable is constrained to belong to
U ⊆ V. Note that this framework includes global constraints, e.g. U :=
{v ∈ V / ||v||2 ≤ 1}, as well as local constraints, e.g. the so-called box con-straints U := {v ∈ V / a ≤ v(t) ≤ b, for a.a. t ∈ [0, T ]}. In the �rst part ofthis thesis we will focus our attention to the case of box constraints. In orderto simplify the analysis, we will restrict ourselves to the case of non negativ-ity constraints. In the second part of the thesis we will determine �rst andsecond-order optimality condition for the stochastic version of (DCP)0 andwe will work with a more general constraint set U .Thus, in what follows we assume that

U := {v ∈ V / v(t) ≥ 0, for a.a. t ∈ [0, T ]} . (1)Since, the active set (i.e. the set of times where the optimal control is 0) is apriori not known, numerical di�culties appear in the implementation of anydirect algorithm. One way to tackle this problem is to extend the naturalideas of interior-point methods for nonlinear programming problems. Moreprecisely, we consider a family of perturbed optimal control problems satisfy-ing that their solutions are strictly positive (and thus they can be computede�ciently), and we expect to obtain some good convergence properties for



12the procedure. As an example, for the logarithmic-penalty case, a naturalapproximation of (DCP)0 is the following probleminf(y,u)∈V×Y
∫ T

0
[`(y(t), u(t))− ε log u(t)] dt+ φ(y(T ))s.t. ẏ(t) = f(y(t), u(t)) for t ∈ [0, T ]; y(0) = y0,

u ∈ U .
(DCP)εThe convergence of the solutions of (DCP)ε to the solution of (DCP)0, as

ε ↓ 0, is shown in [22], but no error estimates are obtained. As we will see,these estimates can be obtained as a by-product of the qualitative propertiesof the central path (de�ned in section 0.1.2.1), which are strongly related totheir �nite-dimensional counterparts, recalled in the next section.0.1.1 A brief review of interior point methods for quadraticprogrammingConsider the following �nite dimensional optimization problemMinx∈Rn
1
2
x>Rx+ c>x; Ax = b, x ≥ 0, (QP)0where R ∈ Rn×n is a positive-semide�nite matrix, c ∈ Rn and b ∈ Rp. Wesay that the problem is linear if R = 0. If (QP)0 has at least one solution

x0, there there exists (s0, λ0) ∈ Rn
+ × Rp such that z0 := (x0, s0, λ0) solves






x>s = 0,
Ax = b, c+Rx+ A>λ = s,
x ≥ 0, s ≥ 0.

(2)In view of this property, from now on we refer to z0 as a solution of (QP)0.Now, consider a parameterized family of problems that penalize the nonnegativity constraint of (QP)0. That is, for every ε > 0, de�ne the problem
(QP)ε as Minx∈Rn

1
2
x>Rx+ c>x− ε

p∑

i=1

log xi; Ax = b. (QP)ε.It is possible to prove that if (QP)0 has a solution x0 then, for ε smallenough, problem (QP)ε has a solution xε. Moreover, there exists (sε, λε) ∈
Rn

+ × Rp such that zε := (xε, sε, λε) solves





x>s = ε,
Ax = b, c+Rx+ A>λ = s,
x ≥ 0, s ≥ 0.

(3)



13Thus, we refer to zε as a solution of (QP)ε. The application ε → zε iscalled central path and it is well known that as ε ↓ 0, we have zε → z0.Moreover, qualitative properties of the central path (error estimates of itsslope) are related with the following notion of strict complementarity:De�nition 1 We say that the solution z0 of (QP)0 is strictly complementaryif x0 + s0 > 0.In the linear case (R = 0), if the set of solutions of (QP0) is nonempty,there exists at least one strictly complementary solution and the centralpath converges to one solution of this kind (see [82]). In the strictly convexquadratic case (R � 0), the problem (QP)0 has a unique solution z0 and
zε → z0. In addition, if z0 is strictly complementary, then ||zε − z0|| = O(ε).If strict complementarity does not hold, ||zε −z0|| = O(

√
ε) - see [92]. Let usgive a trivial example where we see the importance of strict complementarityfor the speed of convergence of the central path.Example 1 Consider the problemMinx∈R

1
2
x2; x ≥ 0,which has as unique solution x0 = 0. The penalized version of the aboveproblem is Minx∈R

1
2
x2 − ε log x,which has as unique solution xε =
√
ε, and thus |xε − x0| =

√
ε. One caneasily verify that x0 is not strictly complementary. On the other hand, theproblem Minx∈R

1
2
x2; x ≥ 1,has a unique solution x0 = 1. In this case strict complementarity is satis�edand a simple computation shows that the solution xε of the penalized problemsatis�es |xε − x0| = O(ε).These properties of the central path allow us to justify theoretically the use ofseveral types of interior point algorithms for (QP)0. For example, for a �xed

ε the penalized problem can be solved by applying Newton's method. Then, εis decreased and the mentioned method is re-initialized taking as the startingpoint the approximate solution of the previous problem. Thus, a priori thispoint must belong to the convergence region of the new Newton's algorithm.There are several variations of this general principle, for detailed expositionsand complexity analysis we refer the reader to the books [21, 82, 91] and



14references therein. Finally, let us mention that these methods are studiedfor more general settings, as general convex problems with self concordantbarrier functions [74], linear monotone complementarity problems [21] andsemide�nite programming [82], etc.0.1.2 Presentation of our main resultsIn this section we apply the barrier-method ideas to the optimal control of anordinary di�erential equation (ODE) and to the optimal control of a semilin-ear elliptic partial di�erential equation (PDE). In both cases a parameterizedfamily of penalized problems is considered, for which optimality conditionsare derived. The main idea is to eliminate the control variable from the re-sulting equations and to apply a variation of the implicit function theoremto the reduced optimality system.The main tool will be the following theorem and its corollary, which is avariant of the surjective mapping theorem of Graves [49].Theorem 2 (Restoration Theorem) Let X and Y be Banach spaces, E ametric space and F : U ⊂ X×E → Y a continuous mapping on a nonemptyopen set U . Let (x̂, ε0) ∈ U be such that F (x̂, ε0) = 0. Assume that thereexists a surjective linear continuous mapping A : X → Y , with bounded rightinverse B, and a function c : R+ → R+ with c(β ′) ↓ 0 when β ′ ↓ 0, suchthat: if β > 0 satis�es c(β)||B|| < 1 and ε ∈ B(ε0, β), then
‖F (x′, ε)−F (x, ε)−A(x′−x)‖ ≤ c(β)‖x′−x‖, for all (x, x′) ∈ B(x̂, β)×B(x̂, β).(4)Under the assumptions above, for all (x, ε) close enough to (x̂, ε0), there exists
x̄ such that F (x̄, ε) = 0 and the following estimate holds:

‖x̄− x‖ ≤ ||B||
1 − c(β)||B||‖F (x, ε)‖. (5)Corollary 3 Suppose that the assumptions of Theorem 2 hold and denoteby B a bounded right inverse of A. Then, for ε close to ε0, there exists xε ina neighborhood of x̂ such that F (xε, ε) = 0 and

xε = x̂− BF (x̂, ε) + r(ε), (6)where the remainder r(ε) satis�es
‖r(ε)‖ ≤ c(β)(1 − c(β)‖B‖)−1‖B‖2‖F (x̂, ε)‖. (7)For the proof of the above results, we refer the reader to the appendix ofChapter 1.



150.1.2.1 Optimal control of ODEsIn this section we present the main results obtained in Chapter 1, which arethe subject of report [2]. For the sake of clarity, we study a simpli�ed versionof the general linear quadratic problem analyzed in Chapter 1. We considerthe problem (DCP)0 with
`(t, y, u) := 1

2
|u|2 + 1

2
C(t) |y − ȳ(t)|2 ,

φ(T, y) := 1
2
M |y − ȳ(T )|2 ,

f(t, y, u) := A(t)y + u,

(8)and U given by (1) with V = L2([0, T ]; R). In the notation above, C ∈
C0([0, T ]) with C(t) ≥ 0, M ≥ 0, A ∈ C0([0, T ]) and ȳ ∈ C0([0, T ]) is areference state function.For every ε > 0 de�ne (DCP)ε, the logarithmic penalized version of
(DCP)0, byinf(y,u)∈Y×V

∫ T

0
`ε(t, y(t), u(t))dt+ φ(y(T ))s.t. ẏ(t) = f(t, y(t), u(t)) for t ∈ [0, T ]; y(0) = y0,

u ∈ U ,
(DCP)εwhere `ε(t, y, u) := `(t, y, u)− ε log u. For notational convenience we also set

`0(t, y, u) = `(t, y, u). Classical arguments yield that for every ε ∈ [0,∞)problem (DCP)ε has a unique solution, denoted by (yε, uε). Moreover, it canbe shown [22] that there exists c > 0 such that for every ε > 0 we have that
uε(t) ≥ cε for a.a. t ∈ [0, T ].For ε ∈ [0,∞), de�ne the Hamiltonian Hε : [0, T ] × R × R × R → R by

Hε(t, y, p, u) := `ε(t, y, u) + pf(t, y, u). (9)The Pontryagin minimum principle (cf. [77]) yields the existence of pε ∈
W 1,2([0, T ]; R) such that

ẏε(t) = A(t)yε(t) + uε(t) for a.a. t ∈ [0, T ], (10)
−ṗε(t) = A(t)pε(t) + C(t)[yε(t) − ȳ(t)] for a.a. t ∈ [0, T ], (11)
yε(0) = y0, pε(T ) = M [yε(T ) − ȳ(T )], (12)
uε(t) = argmin{Hε(t, yε(t), pε(t), v) : v ≥ 0} for a.a. t ∈ [0, T ]. (13)Our aim is to establish the relations between (yε, pε, uε), the so-called thecentral path, and (y0, p0, u0), for ε > 0 small enough. The �rst step is to use(13) in order to eliminate uε in the system (10)-(12). In fact, condition (13)yields that for a.a. t ∈ [0, T ], uε(t) := ϕε(−pε(t)), where

ϕε(x) :=

{
1
2

(
x+

√
x2 + 4ε

) if ε > 0,
max{x, 0} if ε = 0.

(14)



16Thus, for every ε ∈ [0,∞), optimality conditions (10)-(12) are equivalent to
ẏε(t) = A(t)yε(t) + ϕε(−pε(t)),

−ṗε(t) = A(t)pε(t) + C(t)[yε(t) − ȳ(t)],
yε(0) = y0, pε(T ) = M [yε(T ) − ȳ(T )].

(15)The forward backward system (15) induces the de�nition of the mapping:
F : W 1,1([0, T ]; R)×W 1,1([0, T ]; R)×R+ → L1([0, T ]; R)×R×L1([0, T ]; R)×Rde�ned by

F (y, p, ε)(·) :=





ẏ(·) − A(·)y(·)− ϕε (−p(·))
y(0) − y0

ṗ(·) + A(·)p(·) + C(·)(y(·)− ȳ(·))
p(T ) −M [y(T ) − ȳ(T )]



 . (16)In order to obtain a �rst order expansion of (yε, pε) around (y0, p0) the �rstidea that comes to mind, as in the classical sensitivity analysis, is to applythe implicit function theorem to the mapping F at (y0, p0, 0). Unfortunately,it is shown in Chapter 1 that this theorem is not applicable since, in general,
DεF (y0, p0, 0) does not exist. As an alternative we use the restoration theo-rem (theorem 2) and its corollary (corollary 3), to obtain the desired asymp-totic expansion and the associated error estimates for the central path. It isseen that the strict di�erentiability hypothesis (4), which in our case is withrespect to (y, p) at (y0, p0, 0), is strongly related with the concept of strictcomplementary for the solution of a �nite-dimensional problem, exposed insubsection 0.1.1. In fact, let us assume theStrict complementarity assumption: There exists a subset Tsing of [0, T ]with meas(Tsing) = 0, such that for each t in [0, T ] \ Tsing the point u0(t)satis�es the strict complementarity conditions for the minimization problem

min {H0(t, y0(t), p0(t), w) : w ∈ R+} .The assumption above can be reformulated in the following geometrical form:Except for a null Lebesgue set the curve p0(t) does not intersect the x-axis,i.e. the function t ∈ [0, T ] → d
dt
ϕ0(−p0(t)) is a.s. well de�ned.Under this hypothesis we can apply theorem 2 and prove our main results.The �rst one concerns the error estimates for the central path, and it says thatthe error bounds can be calculated from the error bounds of the analogous�nite dimensional problems (which, in the case of the logarithmic penalty,are of order √ε).



17Theorem 4 (Error estimates for interior penalty) Under the strict com-plementarity assumption , for ε small enough we have that:(i) The error estimates for uε, yε and pε are given by
||uε − u0||∞ + ||pε − p0||1,∞ + ||yε − y0||1,∞ = O(

√
ε)with in addition uε → u0 in W 1,1.(ii) In addition, let us assume that {t ∈ [0, T ] ; p0(t) = 0} is �nite and thatthe following implication holds:

p0(t0) = 0 ⇒ d

dt
p0(t0) 6= 0. (17)Then

||uε − u0||1 + ||pε − p0||1,1 + ||yε − y0||1,1 = O(ε| log ε|). (18)Now, we state our second main result which yields the asymptotic expan-sion of (yε, pε) around (y0, p0) in W 1,1([0, T ]; R).Theorem 5 (Asymptotic expansion) Suppose that the strict complemen-tarity assumption (1.53) holds, then for ε small enough,
(
yε

pε

)
=

(
y0

p0

)
−D(y,p)F (y0, p0, 0)−1F (y0, p0, ε) + r(ε),where

r(ε) = o(||F (y0, p0, ε)||1).Moreover, the �rst term of the expansion −D(y,p)F (y0, p0, 0)−1F (y0, p0, ε) isthe unique solution of





Min 1
2

∫ T

0

(
|v(t)|2 + C(t)|σ(t)|2

)
dt+ 1

2
M |σ(T )|2,s.t.

σ̇(t) = A(t)σ(t) + v(t) + [ϕε(−p0(t)) − ϕ0(−p0(t))] ,
σ(0) = 0, v(t) = 0 if p0(t) ≥ 0.Finally, let us mention that theorems 4 and 5 are proved in Chapter 1 for ageneral linear quadratic problem and for a general class of penalty functions.Of course, the error bounds obtained there depend on the chosen penaltyfunction. The main technical di�culty appears when the control is coupledin the cost function by a non diagonal matrix R(t).



180.1.2.2 Optimal control of PDEsThe study presented here is the subject of the report [25], which extends theresults of the previous section to the optimal control problem of a semilinearPDE, under non negativity constraints over the control. For u ∈ Ls(Ω)(s ∈ [2,∞]) denote by yu ∈W 2,s(Ω) the unique solution of
{

−∆y(x) + φ(y(x)) = f(x) + u(x) for x ∈ Ω,
y(x) = 0 for x ∈ ∂Ω,

(19)where Ω is a bounded open set of Rn with C2 boundary, f ∈ Ls(Ω) and φ isa C2 Lipschitz nondecreasing real valued function over R. For s > n/2 (s = 2if n ≤ 3), let us de�ne J0 : Ls(Ω) → R by
J0(u) := 1

2

∫

Ω

(yu(x) − ȳ(x))2dx+ 1
2
N

∫

Ω

u(x)2dx. (20)We are interested in the following optimization problem
Min J0(u) subject to u ∈ Us

+. (CPs
0)where

Us
+ := {v ∈ Ls(Ω) / v(x) ≥ 0, for a.a. x ∈ Ω} .Since φ can be nonlinear, problem (CPs

0) is a non-convex one. Nevertheless,it can be shown (corollary 51) that (CPs
0) has at least one solution. Our mainresults will depend heavily on a second-order su�cient condition at a localminimum of (CPs

0). Lemma 6.27 in [24] yields that J0 : Ls(Ω) → R is C2 if
s > n/2 (s = 2 if n ≤ 3). That is the main reason for considering Ls(Ω) ascontrol space, rather than the standard space L2(Ω).For every u ∈ Ls(Ω) de�ne the adjoint state pu ∈W 2,s(Ω), as the uniquesolution of

{
−∆p(x) + φ′(yu(x))p(x) = yu(x) − ȳ(x) for x ∈ Ω,

p(x) = 0 for x ∈ ∂Ω.
(21)Let u0 ∈ Us

+ be a local solution of (CPs
0) and denote respectively by y0 and

p0 its associated state and adjoint state. Applying classical techniques (see[55, 67, 73]) we obtain that (recall (14))
u0(x) = ϕ0(−p0(x)) for a.a. x ∈ Ω.Now, let us suppose that u0 is locally unique in the Ls(Ω) ball B̄s(u0, b)and, for ε > 0, consider the following logarithmic penalized version of (CPs

0)

Min Jε(u) := J0(u) − ε

∫

Ω

log(u(x))dx s. t. u ∈ Us
+ ∩ B̄s(u0, b) (CPb,s

ε ),



19As for (CPs
0), problem (CPb,s

ε ) has at least one solution. Note that the ap-plication
u ∈ Ls(Ω) → −

∫

Ω

log(u(x))dx ∈ R ∪ {+∞}is not continuous, hence not di�erentiable. Thus it is not immediate towrite optimality conditions for (CPb,s
ε ). However, using an L1(Ω) contractionprinciple (lemma 54), we get that, as ε ↓ 0, the solutions uε of (CPb,s

ε )converge to u0 in Ls(Ω). In addition, there exists c,K > 0 such that for εsmall enough
cε ≤ uε(x) ≤ K for a.a. x ∈ Ω. (22)The estimates (22) imply that uε solves

Min Jε(u) subject to u ∈ Us
+ ∩ B̄s(u0, b0) ∩ L∞(Ω)and the application u ∈ L∞(Ω) → −

∫
Ω

log(u(x))dx ∈ R ∪ {+∞} is di�er-entiable at uε, which allows us to write �rst order optimality conditions. Infact, denoting respectively by yε and pε the state and adjoint state associatedto uε, we have that (recall (14))
uε(x) = ϕε(−pε(x)) for a.a. x ∈ Ω.Therefore, it is natural to de�ne the map F : W 1,s ×W 1,s × R+ → Ls(Ω) ×

Ls(Ω) by
F (y, p, ε)(·) :=

(
∆y(·) + ϕε(−N−1p(·)) + f(·) − φ(y(·))

∆p(·) + y(·) − ȳ(·) − φ′(y(·))p(·)

)
. (23)Let us assume the following hypothesis(H1) For the adjoint state p0, associated to any local solution u0 of (CPs

0),it holds that meas ({x ∈ Ω / p0(x) = 0}) = 0.(H2) At any local solution u0 of (CPs
0), the following second-order conditionholds

D2J0(u0)(h, h) > 0 for all h ∈ C(u0) \ {0} (24)where C(u0) := TU(u0) ∩DJ(u0)
⊥ is the usual critical cone at u0.Asummptions (H1), (H2) imply that the hypothesis of theorem 2 are satis-�ed at (y0, p0, 0). More precisely, assumption (H1) allows to prove (4), while(H2) yields the surjectivity assumption of the operator A.Now we can state our main results:



20Theorem 6 Let u0 be a solution of (CPs
0), suppose that φ is C2 and that(H1), (H2) hold. Denote respectively by y0 and p0 the state and adjointstate associated to u0. Then there are b̄ > 0 and ε̄ > 0 such that for ε ∈ [0, ε̄]problem (CP b̄,s

ε ) has a unique solution uε. In addition, denoting by yε and pεthe associated state and adjoint state for uε, the following expansion around
(y0, p0) holds

(
yε

pε

)
=

(
y0

p0

)
+D(y,p)F (y0, p0, 0)−1F (y0, p0, ε) + r(ε), (25)where r(ε) = o(||F (y0, p0, ε)||s). Moreover, D(y,p)F (y0, p0, 0)−1F (y0, p0, ε) ischaracterized as being the unique solution of






Min

∫

Ω

[
1
2
Nv2 + 1

2
(1 − p0φ

′′(y0)) z
2
]
dx,s.t.

−∆z(x) + φ′(yu(x))z(x) = v + ϕε(q0) − ϕ0(q0) for x ∈ Ω,
z(x) = 0 for x ∈ ∂Ω, v(x) = 0 if u0(x) = 0.Theorem 7 Suppose that the assumptions of theorem 6 hold. Let b̄ > 0 besuch that (CP b̄,s

ε ) has a unique solution uε for ε > 0 small enough. Then:(i) We have
||uε − u0||∞ + ||pε − p0||2,s + ||yε − y0||2,s = O(

√
ε). (26)(ii) If in addition n ≤ 3 (hence s = 2), there exist m ∈ N , positive real num-bers α > 0, 0 < δ̄ < 1 and a �nite collection of closed C2 curves (Ci)1≤i≤msuch that:

• The singular set {x ∈ Ω / p0(x) = 0} can be expressed as
{x ∈ Ω / p0(x) = 0} =

m⋃

i=1

Ci. (27)
• For all i ∈ {1, ..., m}, de�ning C δ̄

i := {x ∈ Ω; dist(x, Ci) ≤ δ̄}, it holdsthat:
|p0(x)| ≥ α dist(x, Ci) for all x ∈ C δ̄

i . (28)Then
||uε − u0||2 + ||pε − p0||2,2 + ||yε − y0||2,2 = O(ε

3

4 ). (29)We conclude this section remarking that the above results are generalized inChapter 2 for a large class of penalty functions.



210.2 Stochastic optimal controlLet T > 0 and consider a �ltered probability space (Ω,F ,F,P), on which a
d-dimensional (d ∈ N∗) Brownian motionW (·) is de�ned with F = {Ft}0≤t≤Tbeing its natural �ltration, augmented by all P-null sets in F . Consider thefollowing controlled stochastic di�erential equation (SDE)

dy(t) = f(y(t), u(t))dt+ σ(y(t), u(t))dW (t), for s ∈ (t, T )
y(t) = x,

(30)where x ∈ Rn and 0 ≤ t < T . In the notation above, y(t) represents thestate variable, controlled by u ∈ U [0, T ], where
U [0, T ] := {u : [0, T ] × Ω → U / u is prog. measurable}for some subset U ⊆ Rm. We say that u is admissible if u ∈ U [0, T ] and theSDE (30) has a unique solution yx

u. The set of admissible process is denotedby Uad. For a �xed x0 ∈ Rn, we are interested in problem V (0, x0) de�ned as
V (0, x0) := Infu∈Uad

E

(∫ T

0

`(yx0

u (t), u(t))dt+ φ(yx0

u (T ))

)
,where ` and φ are the running and �nal cost, respectively. Standard assump-tions are supposed to hold for the functions that de�ne the dynamics andthe cost.0.2.1 A review of the global approachWe begin by brie�y reviewing the global approach (for a detailed expositionwe refer the reader to the excellent books [45, 76, 93]). It consists in toembed the problem V (0, x0) into a family of problems, parameterized by

(t, x) ∈ [0, T ] × Rn, de�ned by
V (t, x) := Infu∈Uad

E

(∫ T

t

`(yx
u(t), u(t))dt+ φ(yx

u(T ))

)
.If V ∈ C1,2([0, T ] × Rn) then, it is proved, using the dynamic programmingprinciple, that V is a solution of the following second-order PDE:

∂V
∂t

(t, x) + H (x, V (t, x), DV (t, x), D2V (t, x)) = 0, (t, x) ∈ [0, T ) × Rn

V (T, x) = φ(x), x ∈ Rn. (31)



22where H : Rn × Rn × Rn×n → R is de�ned by
H (x, r, p, A) := infu∈U

{
`(x, u) + p>f(x, u) + 1

2
Tr [σσ(x, u)>A

]}
.Unfortunately, only continuity results hold a priori for V . Nevertheless, itcan be shown that V is the unique solution of (31) in the weak sense ofviscosity solutions (see [37]). In this thesis we will not deal with the latterapproach, which has been widely studied theoretically and numerically in therecent years. In fact, we will analyze the stochastic optimal control problemfrom a variational point of view, which we review in the next section.0.2.2 A review of the variational approachWe o�er here only a brief review of the variational approach. For a completeexposition we refer the reader to [10], [93, Chapter 3] and the referencestherein. In this approach we work directly with problem V (0, x0) and, forsimplicity, we suppose that the admissible controls belong to a Banach space.This fact allow us to use general optimization techniques in order to establishoptimality conditions. More precisely, consider the spaces

L2
F := {u : [0, T ] × Ω → Rm / u is prog. measurable and ||u||2 <∞} ,

L2,∞
F := {y : [0, T ] × Ω → Rn / y is prog. measurable and ||y||2,∞ <∞} ,where

||u||22 := E

(∫ T

0

|u(t)|2dt
)
, ||y||22,∞ := E

(
sup

t∈[0,T ]

|y(t)|2
)
.It is well known that if f, σ have linear growth, then for every u ∈ L2

Fequation (30) admits a unique solution yu ∈ L2,∞
F and the there exists C > 0such that

||yu||22,∞ ≤ C
(
|x0|2 + ||f(0, u(·))||22 + ||σ(0, u(·))||22

)
. (32)Therefore, it is natural to assume that

Uad =
{
u ∈ L2

F / u(t, ω) ∈ U for a.a. (t, ω) ∈ [0, T ] × Ω
}
. (33)Since x0 is �xed, we will write yu = yx0

u . Thus, problem V (0, x0) can beexpressed in the following wayInf J(u) := E

(∫ T

t

`(yu(t), u(t))dt+ φ(yu(T ))

) s.t. u ∈ Uad. (SP)0



23The existence problem for (SP)0 is a di�cult task, which has been analyzedby several researchers. Let us cite the works [7, 38, 41, 44, 60] and the survey[28]. From now on we assume that a solution of (SP)0 exists. The variationalapproach consists in to study the e�ects of perturbations of a local minimumon the cost function J . In a very general framework, �rst order conditions canbe established. The procedure is the natural extension of the analysis in thedeterministic case. In fact, let ū be a solution and set ȳ := yū. Consider thefollowing backward stochastic di�erential equation (BSDE), with variables
(p, q),

dp(t) = −
[

`y(t)
> + fy(t)

>p(t) +

m∑

i=1

σi
y(t)

>qi(t)

]

dt+ q(t)dW (t),

p(T ) = Dyφ(ȳ(T ))>,

(34)where
`y(t) := Dy`(ȳ(t), ū(t)); fy(t) := Dyf(ȳ(t), ū(t)).Under standard assumptions (see [8, 18]), the above equation admits a uniqueadapted solution (p̄, q̄) ∈ L2,∞

F × (L2
F )

d called the adjoint state associated to
ū. Moreover, there exists C ′ > 0 such that

||p̄||22,∞ +
d∑

i=1

||q̄i||22 ≤ C ′ [E
(
|Dyφ(ȳ(T ))|2

)
+ ||`y(·)||22

]
. (35)The Hamiltonian H of the problem is de�ned as

H(y, p, q, u) := `(y, u) + p · f(y, u) +
d∑

i=1

qi · σi(y, u). (36)When σu ≡ 0 then by perturbing ū with the so-called needle (or spike)variations (see [77]), it can be shown that the optimal control ū satis�es thefollowing Pontryagin principle (see [8, 9, 15, 16, 18, 53, 61, 62, 63] for relatedworks)̄
u(t, ω) ∈ argminv∈UH(ȳ(t, ω), p̄(t, ω), q̄(t, ω), v) for a.a. (t, ω). (37)Also, by introducing a generalized Hamiltonian and adding a second pair ofadjoint variables, the previous condition (37) has been generalized, to thecase when σ can depend on u by Peng in [75].



240.2.3 Presentation of our main resultsWe begin by extending the logarithmic barrier method of chapter 1 to thecase of a stochastic LQ problem. Even if we do not obtain an asymptoticexpansion for the state and adjoint state, we are able to prove the convergencefor the central path together with some error estimates. Such estimates arethe natural extensions of those obtained in chapter 1 in the deterministicframework.Next, we deal with a general stochastic optimal control problem with con-vex constraints but not necessarily of local type. Indeed, using the variationalapproach we are able to derive �rst and second order optimality conditionsfor a local solution. They are the natural extensions of well know results inthe deterministic case.0.2.3.1 Error estimates for a penalized stochastic LQ problemIn this section we consider an important instance of (SP)0, which is the caseof a control constrained stochastic LQ problem. The analysis presented hereare the subject of report [26]. In order to illustrate the result in a simplemanner, we consider a very particular convex LQ problem. For a more generalconvex LQ problem we refer the reader to chapter 3. We suppose here that
m = n = d = 1 and that the data of (SP)0 is

`(y, u) = 1
2
(u2 + y2) , φ(y) = 1

2
y2,

f(y, u) = y + u, σ(y, u) = y + u, x0 ∈ Rand
Uad :=

{
u ∈ L2

F / u(t, ω) ≥ 0 for a.a (t, ω) ∈ [0, T ] × Ω
}
.Since the cost function is strongly convex and continuous, problem (SP)0admits a unique solution u0. We denote respectively by y0 := yu0

and
(p0, q0) := (pu0

, qu0
) for the state and the adjoint state associated to u0.The stochastic Pontryagin minimum principle (SPMP) (37) implies that

u0(t, ω) = φ0(−p0(t, ω) − q0(t, ω)) for a.a. (t, ω) ∈ [0, T ] × Ω,where we recall that φ0 is de�ned in (14).As in section 0.1.2.1, for ε > 0 we de�ne problem (SP)ε by modifying thecost ` of (SP)0 by
`ε(t, y, u) = `(t, y, u)− ε log u.It can be checked that the new cost function is strongly convex and lowersemicontinuous. Thus, problem (SP)ε admits a unique solution uε. Wedenote respectively by yε := yuε

and (pε, qε) := (puε
, quε) the corresponding



25state and adjoint state. Recalling the de�nition of φε in (14), the SPMPyields that
uε(t, ω) = φε(−pε(t, ω) − qε(t, ω)) for a.a. (t, ω) ∈ [0, T ] × Ω.Moreover, with the help of the SPMP again in can be proved that (see chapter3 for details)Proposition 8 There exist C ′′ > 0 such that
uε(t, ω) ≥ C ′′ε

1 + |pε(t, ω)| + |qε(t, ω)| for a.a. (t, ω) ∈ [0, T ] × Ω.Proposition above and a duality argument yield the following error estimatefor the cost function.Proposition 9 For every ε > 0, it holds that
J(uε) − J(u0) ≤ Tε.Sketch of proof. Consider the Lagrangian L : L2

F × L2
F → R de�ned as

L(u, λ) := J0(u) − 〈λ, u〉2.The dual function d : Uad → R is given by d(λ) := infu∈L2
F
L(u, λ). Proposi-tion 8 and estimate (35) imply that 1/uε ∈ Uad. The SPMP, in its su�cientform for the convex case (see [31, Theorem 3.2]), implies that

d

(
ε

1

uε

)
= J0(uε) − εT.Therefore, by weak duality

J0(uε) − εT ≤ max
λ∈Uad

min
u∈L2

F

L(u, λ) ≤ min
u∈L2

F

max
λ∈Uad

L(u, λ) = min
u∈Uad

J0(u) = J0(u0).

2The strong convexity of J(·) and estimates (32), (35), easily yieldTheorem 10 For every ε > 0, the following estimates hold
||uε − u0||22 + ||yε − y0||22,∞ = O(ε)
||pε − p0||22,∞ + ||qε − q0||22 = O(ε)



260.2.3.2 Optimality conditions in stochastic optimal control theoryThe results presented here are studied in report [27]. In this section weconsider the following stochastic optimal control problem
Min J(u) := E

[∫ T

0
`(t, yu(t), u(t))dt+ φ(yu(T ))

]subject to u ∈ U .
(SP)In the notation above U ⊆ L2

F is a nonempty closed, convex set and yu is theunique solution of the following SDE
dy(t) = f(t, y(t), u(t))dt+ σ(t, y(t), u(t))dW (t),
y(0) = x0.

(38)Precise assumptions over the data of (SP) are speci�ed in Chapter 4. Letus notice that the structure of (SP) di�ers slightly to that of (SP)0, in thesense that in the former the control variable belongs to a Banach space andit is constrained to be in a general closed, convex set of L2
F . This frameworkcontains in particular the case of convex global and local constraints.In this work we present �rst and second-order necessary conditions fora local optimum ū of (SP). The main idea is to analyze the behavior of Junder perturbations of ū in L∞

F , de�ned as
L∞
F := {v : [0, T ] × Ω → Rm / v is prog. measurable and ||v||∞ <∞} ,where

||v||∞ := ess sup {|v(t, ω)|, (t, ω) ∈ [0, T ] × Ω} .Thus, in some sense, the perturbations considered in this work are moreregular than the solution itself. From now on we �x a local solution ū andwe denote by ȳ its associated state. As before, (p̄, q̄) is de�ned as the uniquesolution of (34). We set (recall (36)) Hu(t) := Hu(t, ȳ(t), ū(t), p̄(t), q̄(t)) andde�ne Υ1 : L∞
F → R as

Υ1(v) := E

(∫ T

0

Hu(t) v(t)dt

)
. (39)Using a generalization of estimate (32) and some technical computations(that take into account a �rst order linearization of the state), we obtain:Proposition 11 Let v ∈ L∞

F . Then, the following �rst order expansion of
J around ū holds

J(ū+ v) = J(ū) + Υ1(v) + r1(v)where Υ1(v) = O(||v||2) and r1(v) = O(||v||2∞).



27The radial and tangent cone to U at ū are de�ned respectively by
RU(ū) := {v ∈ L2

F ; ∃ σ > 0 such that [ū, ū+ σv] ⊆ U},
TU(ū) := {v ∈ L2

F ; ∃ u(σ) = ū+ σv + o(σ) ∈ U , σ ≥ 0, ||o(σ)/σ||2 → 0}.For a subset A ⊆ L2
F we write adh2(A) for the adherence of A in L2

F . It iswell known, since U is closed and convex, that TU(ū) = adh2(RU (ū)). Let usassume that for every u ∈ U
TU(u) = adh2 (RU(u) ∩ L∞

F ) . (40)Remark 12 Assumption (40) is satis�ed, for example, by constraint sets Uwhich are stable under some truncation processes.Estimate Υ1(v) = O(||v||2) in proposition 11 implies that the linear form Υ1can be extended continuously to L2
F . Henceforth, proposition 11 the following�rst order necessary condition holdsProposition 13 Assume that (40) holds and let ū be a local solution of

(SP). Then
Υ1(v) ≥ 0 for all v ∈ TU(ū). (41)In order to obtain second-order necessary conditions, a second-order lin-earization of the state variable, detailed in Chapter 3, is considered. Inour main results we will need that at least one of the following assumptionsholds:(A1) It holds that σuu ≡ 0 and the following maps are Lipschitz

(u, y) ∈ Rm × Rn → `(u, y) ∈ R, y ∈ Rn → φ(y) ∈ R.(A2) It holds that the following maps are a�ne
(u, y) ∈ Rm × Rn → f(u, y) ∈ Rn, (u, y) ∈ Rm × Rn → σ(u, y) ∈ Rn×d.Let us setH(y,u)2(t) = H(y,u)2(t, ȳ(t), ū(t), p̄(t), q̄(t)) and de�ne Υ2 : L∞

F →
R by

Υ2(v) := E

(∫ T

0

H(y,u)2(t)(v(t), y1(t))
2dt+ φyy(ȳ(T ))(y1(T ))2

)
,where y1 = y1(v) is de�ned as the unique solution of the following SDE

dy1(t) = Df(t)(y1(t), v(t))dt+Dσ(t)(y1(t), v(t))dW (t),
y1(0) = 0.

(42)In the above expression Df(t) := Df((t, ȳ(t), ū(t))), similarly notation holdfor Dσ. Again, technical computations yield the following second-order ex-pansion for J around ū (see corollary 97).



28Proposition 14 Assume that either (A1) or (A2) holds. Then, the fol-lowing expansion holds:
J(ū+ v) = J(ū) + Υ1(v) + 1

2
Υ2(v) + r2(v) for all v ∈ L∞

F . (43)where Υ1(v) = O(||v||2), Υ2(v) = O(||v||22) and r2(v) = O(||v||∞||v||22).Using this expansion, second-order necessary conditions can be obtained un-der a generalization of assumption (40), to the second-order case, and assum-ing that U is polyhedric. For a precise statement of this result, we refer thereader to theorem 106 and corollary 109 in Chapter 3. However, for the sakeof completeness let us state second-order necessary conditions in the scalarbox constraint case, i.e. when
U =

{
v ∈ L2

F / a ≤ v(t, ω) ≤ b, for a.a. (t, ω) ∈ [0, T ] × Ω
}
. (44)Proposition 15 Let ū be a local solution of (SP) where U is de�ned in (44).Suppose that either (A1) or (A2) holds. Then, the following second-ordernecessary conditions hold at ū:

Υ2(v) ≥ 0, for all v ∈ C(ū),where C(ū) = {v ∈ TU(ū) / Hu(t)v(t, ω) = 0, if u(t, ω) ∈ {a, b}} .Finally, let us mention that proposition 14 directly implies (see proposi-tion 110) a second-order su�cient condition for the unconstrained case, i.e.when U = L2
F . However, for the constrained case only very partial re-sults are obtained. The main di�culty lies in the fact that the application

u ∈ L2
F → yu(T ) ∈ L2(Ω) is not weakly continuous. This fact is proved withtwo counterexamples (even in the case when σu ≡ 0) in section 3.5. Thus,the interesting question of characterizing Υ2 in order to obtain a non-gapsecond-order su�cient condition remains open.
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Part IIAsymptotic expansions forinterior penalty solutions ofcontrol constrained problems
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321.1 IntroductionFor �nite dimensional optimization problems interior-point methods are rec-ognized as being presently among the most e�cient algorithms. For de-tailed expositions of the theory and recent developments see, for instance,[46, 74, 91] and references therein. In particular, path-following algorithmsbased on the logarithmic penalty are very popular by virtue of their well-known convergence properties (see [21, Part IV] and [48]).Penalty and interior-point methods are especially well-suited for opti-mal control problems. A possible procedure is indeed as follows: �x asmall penalty parameter, write the optimality conditions of the resultingunconstrained problem, discretize the system and apply a procedure for solv-ing nonlinear equations. This discretization can be analyzed and evaluatedwith a good precision, allowing to design e�cient grid re�nement algorithms[11, 23]. On the other hand the system of equations corresponding to op-timality conditions has a Jacobian with a band structure and can be, forinstance, e�ciently solved using QR factorization algorithm (see [11]). Thecorresponding approach has been applied to real-world aerospace optimiza-tion problems (see [12]).When the dynamics are described by an ordinary di�erential equation,interior-point methods have been investigated by several authors (see e.g.[58, 64, 85, 86, 90]). Some convergence results are discussed in [22] and[85]. The latter uses a primal-dual interior point method, based on theFisher-Burmeister complementarity function, and obtains an O(
√
ε) error es-timate for the L∞ norm and linear convergence of a short-step path-followingmethod, where ε > 0 is the approximation parameter.For the PDE framework see [13, 14, 79, 87, 88]. In [87] a control reducedmethod is developed and error estimates of O(

√
ε) for the L∞ norm areobtained. Superlinear convergence is established in [79]. See also [84] for a Ls-analysis (s ∈ [2,+∞[) where global linear and local superlinear convergenceare studied.In this work we consider a rather general linear-quadratic optimal controlproblem where the dynamics are described by a non autonomous a�ne di�er-ential equation, while nonnegativity restrictions are imposed on the control.These restrictions are penalized with a general barrier function. For thiskind of problems the theoretical result obtained in [85] is not applicable (atleast because of the non-boundedness of the constraint set). Let us remarkthat, even in a more general setting, numerical methods for optimal controlproblems are analyzed in [50, 51], in which a family of perturbed problems isstudied and it is proved that their solutions converge to the solution of theoriginal problem. In addition, error estimates are provided by means of a gen-



33eralized implicit function theorem. Nevertheless, for interior point methodsthe cost function is perturbed by adding a parametrized barrier function. Aswe will see in section 1.4, this type of perturbation is not regular in the sensethat the implicit function theorem approach is not applicable. Instead, inour case error estimates are obtained using a so-called Restoration Theorem(see Appendix) whose applicability depends on a rather general assumption:as time elapses the control of the initial problem satis�es strict complemen-tarity conditions with respect to its Hamiltonian (except eventually on a setof times with null Lebesgue measure). Within this framework error estimatesof the state, adjoint state, control and value function are derived from someassociated stationary problems. These estimates depend on the regularityof the underlying dynamics: they involve either Ls norms or Sobolev norms(see Theorem 30).In the particular case of the logarithmic penalty, one recovers the O(
√
ε)bound for the control error in the L∞ norm and, under a transversalityassumption, a bound of order O(ε| log ε|) for the L1 norm. This is a sharpestimate in view of the example solved in [3].On the other hand, asymptotic expansions of the state and adjoint stateare obtained. This result together with the strict complementarity assump-tion provide a deeper understanding of the interplay between the variationsof the optimal control and its junction points (times where the set of activeconstraints changes).The paper is organized as follows: Section 1.2 is devoted to the prob-lem statement and the description of its penalized versions; standard resultsrevolving around these aspects are recalled. In Section 1.3 some associatedstationary problems are described into depth, this allows in Section 1.4 toestablish our main results. The last Section provides illustrative applica-tions and a thorough study of the logarithmic penalty case for which optimalbounds are given.The Restoration Theorem is an important tool of the present paper, itwas provided in [3] and its proof is reproduced in the Appendix.1.2 Problem statement and preliminary resultsThe space Rm (m ∈ N∗) is endowed with its standard Euclidean norm de-noted by | · |. The ith coordinate of a vector x is denoted by xi. We set

Rm
+ := {x ∈ Rm : xi ≥ 0}, and Rm

++ := {x ∈ Rm : xi > 0}. As usual, thevector 1 ∈ Rm is de�ned by (1)i = 1 for all i ∈ {1, ..., m}.Fix T > 0 and set U := L2([0, T ]; Rm), U+ := L2([0, T ]; Rm
+). Given

n ∈ N and s ∈ [1,∞], set Ls := Ls([0, T ]; Rn) and de�ne the Sobolev space



34by W 1,s := {y ∈ Ls; ẏ ∈ Ls}, where ẏ is the derivative of y in the weaksense (1). The standard norms of these spaces are denoted by ‖ · ‖s and
‖ · ‖1,s respectively. Denote respectively by Sm, Sm

+ and Sm
++ the sets ofsymmetric, symmetric positive semide�nite and symmetric positive de�nitematrices of order m. For S ∈ Sm, let λmin(S) (resp. λmax(S)) denote thesmallest (resp. largest) eigenvalue of S.Let m,n be two positive integers. Consider the following controlled stateequatioṅ

y(t) = A(t)y(t) +B(t)u(t) + ψ(t), t ∈ (0, T ); y(0) = x0, (1.1)with data T > 0, A ∈ C0([0, T ]; Rn×n), B ∈ C0([0, T ]; Rn×m), x0 ∈ Rn and
ψ ∈ L1. For any control u ∈ U , equation (1.1) has a unique solution in W 1,1denoted by yu and called the state associated with u.It is well known that the mapping u 7→ yu is linear continuous from U into
W 1,1. In fact, this follows easily by Gronwall's lemma which implies that:

||yu − yv||∞ = O (||u− v||1) for all u, v ∈ U . (1.2)1.2.1 Main problemLet R ∈ C0([0, T ];Sm
++), C ∈ C0([0, T ];Sn

+), ϕ ∈ L1, and M ∈ Sm
+ . Considerthe function g de�ned by

Rm × Rn × [0, T ] 3 (u, y, t) 7→ g(u, y, t) := 1
2
u>R(t)u+ 1

2
y>C(t)y + ϕ(t)>y,and the cost function J0 : U → R de�ned by

J0(u) :=

∫ T

0

g(u(t), yu(t) − ȳ(t), t) dt+ 1
2
[yu(T ) − ȳ(T )]>M [yu(T ) − ȳ(T )],(1.3)where ȳ ∈ C0([0, T ]; Rn) is a reference state function. Under our assumptionsan elementary argument shows that J0 is strongly convex and continuous.Let us consider the following linear-quadratic optimal control problem:

Min J0(u) subject to u ∈ U+. (CP0)Classical arguments (see e.g. [30, 57]) imply that J0 has a unique minimum
u0 over U+. For notational convenience we set y0 := yu0

.For (u, y, p, t) ∈ Rm
+ ×Rn×Rn×[0, T ], the classical Hamiltonian for (CP0)is de�ned by

H0(u, y, p, t) := g(u, y − ȳ(t), t) + p>[A(t)y +B(t)u+ ψ(t)].1We recall that every element of W 1,s is continuous.



35The �rst-order necessary optimality conditions for (CP0) give the existenceof p0 ∈W 1,1 such that
ẏ0(t) = A(t)y0(t) +B(t)u0(t) + ψ(t) for a.a. t ∈ [0, T ], (1.4)

−ṗ0(t) = A(t)>p0(t) + C(t)[y0(t) − ȳ(t)] + ϕ(t) for a.a. t ∈ [0, T ],(1.5)
y0(0) = x0, p0(T ) = M [y0(T ) − ȳ(T )], (1.6)
u0(t) ∈ argmin{H0(w, y0(t), p0(t), t) : w ≥ 0} for a.a. t ∈ [0, T ].(1.7)For (R, z) ∈ Sm

++ × Rm, let us denote by π0(R, z) ∈ Rm
+ the unique solutionof

Min 1
2
(x− z)>R(x− z), s.t. x ∈ Rm

+ . (PR,z
0 )Indeed, the mapping z → π0(R, z) is the projection of z onto Rm

+ with respectto the norm induced by the scalar product 〈x, y〉R := 〈Rx, y〉. For all t in
[0, T ], the Hamiltonian can be rewritten as

H0(u, y, p, t) = g
(
u+R(t)−1B(t)>p, y − ȳ(t), t

)
+ p>[A(t)y + ψ(t)]

−1
2
p>B(t)R(t)−1B(t)>p. (1.8)Thus, by using (1.7), the optimal control may be expressed as

u0(t) = π0(R(t),−R(t)−1B(t)>p0(t)) for a.a. t ∈ [0, T ]. (1.9)1.2.2 Penalized problemsLet us introduce interior penalty approximations of (CP0). Let L be theclass of barrier functions on Rm
+ of the form L(x) =

∑m
i=1 `(x

i), where ` is aconvex function whose domain is either R+ or R++, and which satis�es: ` is
C∞ on R++ and(I) lim

r↓0
`′(r) = −∞; (II) lim

r↓0

`′′(r)

`′(r)
= −∞. (1.10)Remark 16 Standard examples of functions satisfying these properties are:(i) [Logarithmic penalty ] `(r) = − log r, for all r ∈ (0,∞) and `(0) = +∞.(ii) [Entropy penalty ] `(r) = r log r, for all r ∈ (0,∞) and `(0) = 0.(iii) [Negative power penalty ] For p > 0, `(r) = r−p, for all r ∈ (0,∞) and

`(0) = +∞.(iv) [Power penalty ] For p ∈ (0, 1), `(r) = −rp, for all r ∈ [0,∞).



36 Note that, for L ∈ L and u ∈ U , the integral ∫ T

0
L(u(t))dt belongs to R∪

{+∞}, since L, being convex over Rn with a nonempty domain, is boundedfrom below by an a�ne function. Let us de�ne L̂ : U 7→ R ∪ {+∞} by
L̂(u) :=

∫ T

0

L(u(t)) dt. (1.11)Lemma 17 The convex function L̂ is lower semicontinuous (l.s.c.).Proof. Let ū ∈ U+ and suppose that L̂ is not lower semicontinuous at ū.Consider a sequence of functions un in U+ converging to ū such that L̂(ū) >

limn→∞ L̂(un). Extracting a subsequence if necessary, we can assume that unconverges almost surely to ū. Since L is convex there exists a ∈ Rm, b ∈ Rsuch that L(un) ≥ a>un + b. Applying Fatou's lemma to the nonnegativesequence L(un)− a>un − b and using the fact that L is lower semicontinuouswe obtain
lim

n→∞
L̂(un) ≥

∫ T

0

lim inf
n→∞

L(un(t))dt ≥
∫ T

0

L(ū(t))dt = L̂(ū),which yields the desired contradiction.For ε > 0, the perturbed cost function Jε : U → R ∪ {+∞} is de�ned as
Jε(u) := J0(u) + εL̂(u).The penalized problem is de�ned by

Min Jε(u) subject to u ∈ U+. (CPε)Since J0 is strongly convex continuous and L̂ is convex, Lemma 17 impliesthat Jε is strongly convex l.s.c. function. As before, classical argumentsyield that Jε has a unique minimum uε over U+. Next, we prove that uε isuniformly positive over [0, T ]. First, we set
yε := yuε

.Proposition 18 For any ε̄ > 0 it holds that:(i) There exist strictly positive constants K0 = K0(ε̄), K1 = K1(ε̄) such that:
||uε||2 ≤ K0, ||yε||∞ ≤ K1, for all ε ∈ (0, ε̄). (1.12)(ii) If ε̄ is su�ciently small, there exists a constant K2 = K2(ε̄) > 0 suchthat for all i ∈ {1, ..., m}

ui
ε(t) ≥ 1

2
(`′)−1

(
−2K2

ε

) for a.a. t ∈ [0, T ] and ε ∈ (0, ε̄). (1.13)



37Proof. (i) Let us de�ne 1 as the constant mapping 1(t) := 1 for all t ∈ [0, T ].Since uε is the solution of (CPε), for all ε ∈ (0, ε̄) we have that
Jε(uε) ≤ Jε(1) = J0(1) + εTL(1) ≤ J0(1) + ε̄T max{0, L(1)}. (1.14)Now, the continuity of λmin(R(·)) implies that λ(R) := mint∈[0,T ] λmin(R(t)) >

0. Let y → a>y + b be an a�ne minorant of L. We have that
Jε(uε) = J0(uε)+εL̂(u) ≥ 1

2
λ(R)||uε||22−||ϕ||1||yε− ȳ||∞+

∫ T

0

a>uε(t)dt+bT.Estimate (1.2) and the Cauchy-Schwarz inequality yield the existence of C1 >
0 and C2 ∈ R (both constants independent of ε) such that

J0(uε) + εL̂(u) ≥ 1
2
λ(R)||uε||22 − C1||uε||2 + C2. (1.15)Thus, completing the square in the r.h.s. of (1.15), the �rst inequality in(1.12) follows from (1.14), while the second one follows from (1.2) and thefact that uε is bounded in U .(ii) We argue along the lines of [22] (where the logarithmic penalty is con-sidered) to extend the result for the class L. With no loss of generality, wesuppose that m = 1. By (1.10) (I) there exists 0 < ζ̄ < 1 such that ` isdecreasing on [0, ζ̄]. For ζ ∈ (0, ζ̄) set

Iζ := {t ∈ [0, T ]; uε(t) ≤ ζ/2},and de�ne
uζ

ε(t) :=

{
ζ if t ∈ Iζ

uε(t) otherwise ; yζ
ε(t) := yuζ

ε
(t) for a.a. t ∈ [0, T ].Now,

Jε(u
ζ
ε) − Jε(uε) = δJ1

ε + δJ2
ε + δJ3

ε , (1.16)where
δJ1

ε :=
∫ T

0

{
1
2
R(t)[uζ

ε(t) − uε(t)][u
ζ
ε(t) + uε(t)] + ϕ(t)>[yζ

ε(t) − yε(t)]
}

dt,

δJ2
ε := 1

2

∫ T

0
[yζ

ε(t) − yε(t)]
>C(t)[yζ

ε(t) + yε(t) − 2ȳ(t)] dt,
δJ3

ε := 1
2
[yζ

ε(T ) − yε(T )]>M [yζ
ε (T ) + yε(T ) − 2ȳ(T )].Note that

δJ1
ε = 1

2

∫

Iζ

R(t)[uζ
ε(t) − uε(t)][u

ζ
ε(t) + uε(t)]dt+

∫ T

0

ϕ(t)>[yζ
ε(t) − yε(t)]dt.



38Since ϕ ∈ L1 and ζ ∈ (0, 1) we obtain, with (1.2) and the de�nition of uζ
ε,the existence of C3 > 0 (independent of ε and ζ) such that

δJ1
ε ≤ 3

4
ζ ||R||∞||uζ

ε − uε||1 + C3||uζ
ε − uε||1 ≤ C4||uζ

ε − uε||1,where C4 := 3/4||R||∞ + C3. In view of (i) the functions yε are uniformlybounded in L∞ for ε ∈ (0, ε̄). Together with the fact that ȳ ∈ L∞ and
ζ < 1, estimate (1.2) yields that yζ

ε + yε − 2ȳ = yζ
ε − yε + 2(yε − ȳ) isuniformly bounded for ε ∈ (0, ε̄). Thus, since the matrix C is bounded, weobtain with estimate (1.2) the existence of C5 > 0 (independent of ε and

ζ) such that δJ2
ε ≤ C5||uζ

ε − uε||1. Analogously, we have the existence of
C6 > 0 (independent of ε and ζ) such that δJ3

ε ≤ C6||uζ
ε − uε||1. By (1.16),the de�nition of Iζ and uζ

ε, we have the existence of C7 > 0 (independent of
ε and ζ) such that

J0(u
ζ
ε) − J0(uε) ≤ (C4 + C5 + C6)||uζ

ε − uε||1 = C7ζmeas(Iζ).Hence,
Jε(u

ζ
ε) − Jε(uε) ≤ C7ζmeas(Iζ) + ε

∫

Iζ

[
`(uζ

ε(t)) − `(uε(t))
]
dt.Using the convexity of ` and that `′(ζ) ≤ 0, we �nd that for a.a. t ∈ Iζ

`(uζ
ε(t)) − `(uε(t)) ≤ `′(uζ

ε(t))[u
ζ
ε(t) − uε(t)] ≤ 1

2
`′(ζ)ζ.This in turn implies that

Jε(u
ζ
ε) − Jε(uε) ≤ ζmeas(Iζ) (C7 + 1

2
ε`′(ζ)

) for all ζ ∈ (0, ζ̄). (1.17)Shrinking ζ̄ if necessary, assumptions (1.10)(I), (II) show that `′ de�nes abijection from (0, ζ̄) to (−∞, `′(ζ̄)). This implies the existence of K2 =
K2(ε̄) > C7 such that equationK2+

1
2
ε`′(ζ) = 0 has a unique solution in (0, ζ̄)given by ζ(ε) := (`′)−1

(
−2K2

ε

)
. Equation (1.17) yields 0 ≤ Jε(u

ζ
ε)−Jε(uε) ≤

ζmeas(Iζ) (K2 + 1
2
ε`′(ζ)

) for all ζ ∈ (0, ζ̄). Since `′ is stricly decreasing in
(0, ζ̄), we have that K2 + 1

2
ε`′(ζ) < 0 for all 0 < ζ < ζ(ε), hence meas(Iζ) = 0for all 0 < ζ < ζ(ε). Thus 2uε(t) > ζ for a.a. t ∈ [0, T ] and the result followsby letting ζ ↑ ζ(ε).Remark 19 a) When `(r) = − log r estimate (1.13) reduces to the estimate

uε(t) ≥ cε (c > 0) obtained in [22].b) The fact that uε is uniformly positive over [0, T ] has important conse-quences from the numerical point of view. The reason is that if in the dis-cretization of the penalized optimal control problem the optimal solution isstrictly feasible (no active constraint), then e�cient unconstrained solverscan be used to compute its solution (see [11, 23]).



39For (u, y, p, t) ∈ Rm
+ ×Rn ×Rn × [0, T ] and ε > 0, the Hamiltonian Hε forthe problem (CPε) is de�ned by

Hε(u, y, p, t) := H0(u, y, p, t) + εL(u),where we recall that H0, de�ned in (1.8), is the Hamiltonian associated tothe original problem (CP0).The �rst-order necessary conditions for (CPε) ensure the existence of
pε ∈W 1,1 such that

ẏε(t) = A(t)yε(t) +B(t)uε(t) + ψ(t) for a.a. t ∈ [0, T ], (1.18)
−ṗε(t) = A(t)>pε(t) + C(t)[yε(t) − ȳ(t)] + ϕ(t) for t ∈ [0, T ], (1.19)
yε(0) = x0, pε(T ) = M [yε(T ) − ȳ(T )], (1.20)

0 = DuHε(uε(t), yε(t), pε(t), t) for a.a. t ∈ [0, T ]. (1.21)Condition (1.21) yields that uε is the unique solution in U++ of
R(t)uε(t) + ε∇L(uε(t)) = −B(t)>pε(t) for a.a. t ∈ [0, T ]. (1.22)For (R, z) ∈ Sm

++ ×Rm and ε > 0, we denote by πε(R, z) the unique solutionof
Min 1

2
(x− z)>R(x− z) + εL(x), s.t. x ∈ Rm

+ . (PR,z
ε )Equation (1.22) yields that

uε(t) = πε(R(t),−R−1B(t)>pε(t)) for a.a. t ∈ [0, T ]. (1.23)Note that (PR,z
ε ) is the penalized version of the �nite dimensional problem

(PR,z
0 ). Expressions (1.9) and (1.23) suggest that in order to study the re-lation between uε (solution of (CPε)) and u0 (solution of (CP0)) it will beuseful to present a detailed analysis of the analogous problems (PR,z

ε ) and
(PR,z

0 ) in the �nite dimensional setting.1.3 Interior penalty analysis in the �nite di-mensional settingGiven (R, z) ∈ Sm
++ × Rm recall that π0(R, z) is de�ned as the unique mini-mum of fR,z

0 (x) := 1
2
(x − z)>R(x − z) over Rm

+ . Standard results of convexanalysis ensures that z → π0(R, z) is nonexpansive with respect to the norminduced by R. Also, given L ∈ L and ε > 0, recall that πε(R, z) is de�ned asthe unique minimum of fR,z
ε (x) := 1

2
(x− z)>R(x− z) + εL(x) over Rm

+ . Bya classical argument, it is easy to see that πε(R, z) actually belongs to Rm
++.



401.3.1 Convergence properties of the approximate pro-jectorsThis section provides several topological and asymptotic results for the familyof approximated projection mappings πε.Lemma 20 (boundedness) Let K ⊆ Sm
++ × Rm be a compact set. Thenfor every ε̄ > 0, there is a constant C1 = C1(K, ε̄) such that

|πε(R, z)| ≤ C1 for all ε ∈ (0, ε̄) and (R, z) ∈ K. (1.24)Proof. We argue along the lines of Proposition 18(i). Let ε ∈ (0, ε̄) and
y 7→ a>y + b be an a�ne minorant of L. We have
1
2
(πε(R, z)−z)>R(πε(R, z)−z)+ε(a>πε(R, z)+b) ≤ fR,z

ε (πε(R, z)) ≤ fR,z
ε (1),Since fR,z

ε (1) ≤ max{fR,z
0 (1), fR,z

ε̄ (1)}, we obtain
λmin(R)

2
|πε(R, z)− z|2 + ε(a>πε(R, z) + b) ≤ sup

(R′,z′)∈K

max{fR′,z′

ε̄ (1), fR′,z′

0 (1)}which is a �nite number. The conclusion follows.Proposition 21 (Pointwise convergence) Let (R, z) ∈ Sm
++ × Rm, then

lim
ε↓0

πε(R, z) = π0(R, z).Proof. Since (R, z) is �xed, we omit it in the notation. Let y 7→ a>y + b bean a�ne minorant of L and c be a lower bound of y → |y|2+(a>y+b). For all
v ∈ Rm

++ we have that 1
2
(πε−z)>R(πε−z)+ε(a>πε+b) ≤ fR,z

ε (πε) ≤ fR,z
ε (v),thus

1
2
(πε − z)>R(πε − z) + εc− ε|πε|2 ≤ fR,z

ε (v), for all v ∈ Rm
++. (1.25)Lemma 20 (for the particular case K = {(R, z)}) implies that πε has a clusterpoint π0 when ε ↓ 0. Passing to the limit in (1.25) yields fR,z

0 (π0) ≤ fR,z
0 (v)for all v ∈ Rm

++ and thus for all v ∈ Rm
+ . Hence π0 ∈ argmin(PR,z

ε ) and sincethis property holds for every cluster point of the sequence πε the conclusionfollows by using the fact that (PR,z
0 ) has as unique solution π0(R, z).In order to investigate further the converge properties of πε, it is usefulto write down the �rst-order condition for problems (PR,z

0 ) and (PR,z
ε ).The�rst-order condition for (PR,z

0 ) writes
R(π0(R, z) − z) − µ(R, z) = 0
µ(R, z) ≥ 0 ; π0(R, z) ≥ 0; µi(R, z)πi

0(R, z) = 0 for all i ∈ {1, ..., m},(1.26)



41where µ(R, z) is the Lagrange multiplier of the problem. On the other hand,the �rst-order condition for (PR,z
ε ) shows that πε(R, z) is the unique solutionin Rm

++ of
R(πε(R, z) − z) + ε∇L(πε(R, z)) = 0. (1.27)Proposition 21 asserts that for each z ∈ Rm and R ∈ Sm

++ the vector
πε(R, z) converges to π0(R, z). Actually uniform convergence holds over eachcompact subset of Sm

++ × Rm. Let us �rst state a preliminary lemma.Lemma 22 (Equicontinuity) Let R ∈ Sm
++ and set κ(R) := ||R||/λmin(R)for its condition number. Then for all ε ≥ 0

|πε(R, y) − πε(R, x)| ≤ κ(R)|y − x|, for all x, y ∈ Rm. (1.28)Proof. Equation (1.27) yields
R [πε(R, y) − πε(R, x)] + ε [∇L (πε(R, y)) −∇L (πε(R, x))] = R(y − x).(1.29)Multiplying the above equation by πε(R, y) − πε(R, x) and using the mono-tonicity of ∇L, we obtain

[πε(R, y) − πε(R, x)]
>R [πε(R, y) − πε(R, x)] ≤ (x−y)>R [πε(R, y) − πε(R, x)] .Whence λmin(R)|πε(R, y) − πε(R, x)|2 ≤ ||R|| |x − y| |πε(R, x) − πε(R, y)|,and the conclusion follows.Proposition 23 (First order derivatives and uniform convergence)(i) The function (ε, R, z) ∈ R++ × Sm

++ × Rm 7→ πε(R, z) ∈ Rm is of class
C∞.(ii) Let K1 ⊆ Sm

++ be a compact set. For every ε > 0 the partial derivative
Dzπε(·, ·) is bounded, uniformly in ε, over K1 × Rm and is given by
Dzπε(R, z) =

(
I + εR−1∇2L(πε(R, z)

)−1 for all (R, z) ∈ Sm
++×Rm. (1.30)(iii) Let ε0 > 0 be �xed. Then, for ε ∈ (0, ε0), the partial derivative DRπε(·, ·)is bounded over compact subsets of Sm

++ × Rm uniformly in ε and is charac-terized by
DRπε(R, z)V = Dzπε(R, z)R

−1V (z − πε(R, z)) for all V ∈ Sm. (1.31)(iv) The function πε converges to π0 uniformly on each compact subset of
Sm

++ × Rm.(v) The function (ε, R, z) 7→ πε(R, z) is continuous on R+ × Sm
++ × Rm.



42Proof. (i) It follows from the implicit function theorem applied to (1.27).(ii) Since the condition number κ is a continuous function, the uniformboundedness of Dzπε(·, ·) over K1×Rm is a consequence of Lemma 22, whileequation (1.30) is obtained by di�erentiating (1.27) with respect to z.(iii) Formula (1.31) follows from the di�erentiation of (1.27) with respect to
R. The �rst assertion is then deduced from (ii) and Lemma 20.(iv) Items (ii) and (iii) imply that the family (πε)ε>0 is equicontinuous. Theresult follows then from Proposition 21.(v) Let (R̄, z̄) ∈ Sm

++ × Rm. The continuity of πε(R, z) for ε > 0 is a conse-quence of the implicit function theorem. Consider now the case ε = 0. For
(R′, z′), (R, z) ∈ Sm

++ × Rm we have |πε(R
′, z′) − π0(R, z)| ≤ |πε(R

′, z′) −
π0(R

′, z′)| + |π0(R
′, z′) − π0(R, z)|. By using (iv) and the fact that π0 iscontinuous the result follows readily.1.3.2 Strati�cation results and strict complementarityreformulationsIn this subsection we will characterize the di�erentiability domain of theprojection mapping π0(R, ·). In fact, we will construct 2m nonempty disjointsubsets of Rm having the property that the restriction of π0(R, ·) to each oneof these regions is a linear projection into an appropriate subspace of Rm.In order to motivate the de�nitions given below, let us consider the case

R = I. Optimality conditions (1.26) yield that for every z ∈ R, we have
(π0(I, z))i = max{0, zi} for all i ∈ {1, ..., m}. Therefore, π0(I, ·) is di�eren-tiable at z if and only if zi 6= 0 for all i ∈ {1, ..., m}. This fact is strongly re-lated with the so-called strict complementarity nature of the solution π0(I, z)as we will see later.For R ∈ Sm

++ and z ∈ Rm consider the following partition of {1, ..., m}

I+(R, z) := {i ∈ {1, ..., m} : πi
0(R, z) > 0},

Ia(R, z) := {i ∈ {1, ..., m} : πi
0(R, z) = 0, µi(R, z) > 0},

I0(R, z) := {i ∈ {1, ..., m} : πi
0(R, z) = 0, µi(R, z) = 0}.




 (1.32)De�nition 24 We say that strict complementarity holds for the ith-coordinateof π0(R, z) if i /∈ I0(R, z). If strict complementarity holds for every coordi-nate of π0(R, z) (i.e. I0(R, z) = ∅) we say that strict complementary holdsat π0(R, z).Thus, partition (1.32) describes the subsets of coordinates of π0(R, z)of inactive constraints, active constraints satisfying strict complementary,and active constraints where strict complementarity does not hold. In ourexample, i.e. when R = I, the �rst equation in (1.26) yields π0(I, z) = z +
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µ(I, z). This implies that strict complementarity holds for the i-coordinate of
π0(I, z) if and only if zi 6= 0. Therefore, we have that π0(I, ·) is di�erentiableat z if and only if strict complementarity holds at π0(I, z).Our aim now is to extend the above analysis for a general R ∈ Sm

++. The�rst equation in conditions (1.26) yields
z = π0(R, z) − R−1µ(R, z). (1.33)Equation (1.33) can be interpreted in the following way: the vector z canbe �recovered� from π0(R, z) and µ(R, z). Note that if strict complemen-tarity holds at π0(R, z) then π0(R, z) and µ(R, z) belong to supplementarysubspaces of Rm. More precisely, given a subset Σ of {1, ..., m}, de�ne

Qi :=

{
{0} if i ∈ Σ,

R if i ∈ Σc
and QΣ :=

∏m
i=1Qi. (1.34)Thus, if strict complementarity holds at π0(R, z), then π0(R, z) ∈ QΣ and

µ0(R, z) ∈ QΣc with Σ = Ia(R, z). Now, since every z′ ∈ Rm can be writtenuniquely as z′ = z′Σ + z′Σc with z′Σ ∈ QΣ and z′Σc ∈ QΣc , the discussion abovesuggest to de�ne a linear mapping
hΣ : Rm → Rm, hΣ(z′) = z′Σ − R−1z′Σc . (1.35)Hence, if strict complementarity holds at π0(R, z), equation (1.33) can berewritten as

z = hΣ(z′) where Σ = Ia(R, z) and z′ = π0(R, z) + µ(R, z) ∈ Rm
++.This fact suggests that strict complementarity should hold at π0(R, z) forevery z ∈ D(R), where

D(R) :=
⋃

Σ⊆{1,...,m}
DΣ(R) and DΣ(R) := hΣ(Rm

++) for Σ ∈ {1, ..., m}.(1.36)The last assertion is actually proved in Lemma 25 as well as the di�eren-tiability of π0(R, ·) over D(R). Conversely, we will also show that strictcomplementarity at π0(R, z) and di�erentiability of π0(R, ·) at z do not holdfor every for z ∈ sing(R), wheresing(R) := D(R)c. (1.37)In order to illustrate the concepts introduced above let us consider the fol-lowing example.
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R+V2

R+V1

•
Π0(R, z)

z

DΣ1
(R)DΣ2

(R)

DΣ3
(R)DΣ4

(R)

1

Figure 1.1: The regions DΣi
(R) where i = 1, ..., 4.Example: Here m = 2 and R, R−1 are given by :

R =

(
2 1
1 2

)
; R−1 =

1

3

(
2 −1

−1 2

)
. (1.38)Set Σ1 := ∅, Σ2 := {1}, Σ3 := {2} and Σ4 := {1, 2}. The singular regionsing(R) is given bysing(R) = R+

(
1
0

) ⋃
R+

(
0
1

) ⋃
R+V1

⋃
R+V2,where V1, V2 denote respectevely the �rst and second column of −R−1. Theregions DΣi

(R) for i = 1, ..., 4 are displayed in Figure 1.1. It is also shownhow a general vector z of DΣ3
(R) is projected.Lemma 25 (Di�erentiability and singular sets) Let Σ ⊆ {1, ..., m}. Wehave:(i) The mapping hΣ is bijective and linear. Thus, DΣ(R) is a nonemptyopen convex subset of Rm.(ii) For every z′ in Rm, the linear projection of hΣ(z′) on the subspace QΣ(with respect to the metric induced by R) is z′Σ.(iii) The restriction of the mapping z → π0(R, z) to DΣ(R) is the projectionon the subspace QΣ with respect to the metric induced by R. Thus, π0(R, ·)is smooth on D(R).(iv) It holds that

DΣ(R) =
{
z ∈ Rm : I+(R, z) = Σc, Ia(R, z) = Σ, I0(R, z) = ∅

}
, (1.39)



45and strict complementarity does not hold at π0(R, z) i� z ∈ sing(R).(v) Let Σ1, Σ2 be subsets of {1, ..., m} with Σ1 6= Σ2. Then, DΣ1
(R) ∩

DΣ2
(R) = ∅.(vi) For every z̄ ∈ sing(R) there exist subsets of {1, ..., m} Σ1, Σ2 with Σ1 6=

Σ2 and zn ∈ DΣ1
(R), z′n ∈ DΣ2

(R) such that z̄ = limn↑∞ zn = limn↑∞ z′n.Consequently, π0(R, ·) is not di�erentiable over sing(R).Proof. (i) Assume that z′Σ − R−1z′Σc = 0. Multiplying by z′Σc we get
(z′Σc)>R−1z′Σc = 0 and so z′Σc = z′Σ = 0. The second assertion follows directlysince h−1

Σ exists and is continuous.(ii) Since QΣ is a subspace of Rm, a point pΣ is the projection of hΣ(z′) withrespect to the metric induced by R i� pΣ ∈ QΣ and
〈R(hΣ(z′) − pΣ), qΣ〉 = 0 for all qΣ ∈ QΣ. (1.40)It can be easily veri�ed that pΣ = z′Σ solves (1.40). The conclusion follows.(iii) Let z′ ∈ Rm
++. The projection π0(R, hΣ(z′)) is characterized by theexistence of µ(R, hΣ(z′)) ∈ Rm such that

R [π0(R, hΣ(z′)) − hΣ(z′)] − µ(R, hΣ(z′)) = 0
µ(R, hΣ(z′)) ≥ 0 ; π0(R, hΣ(z′)) ≥ 0;
µi(R, hΣ(z′))πi

0(R, z
′) = 0 for all i ∈ {1, ..., m}.

(1.41)Since the optimality system above has as unique solution π0(R, hΣ(z′)) = z′Σand µ(R, hΣ(z′)) = z′Σc , the result follows by (i) and (ii).(iv) First we prove (1.39). Let z′ ∈ Rm
++, then, as in (ii), π0(R, hΣ(z′)) = z′Σand µ(R, hΣ(z′)) = z′Σc . Whence hΣ(z′) belongs to the right hand side of(1.39). Conversely, suppose that z belongs to the right hand side of (1.39).Since, by (1.26),

z = π0(R, z) −R−1µ(R, z) = hΣ(z′),with z′ = π0(R, z) + µ(R, z) ∈ Rm
++, it holds that z ∈ DΣ(R). Thus (1.39) isproved.The second assertion is straightforward by de�nition of sing(R) and (1.39).(v) It follows directly from characterization (1.39) of DΣ(R).(vi) Let Σ1 := Ia(R, z̄)∪I0(R, z̄) and zn = π0(R, z̄)−R−1µn where µi

n = 1/nif i ∈ I0(R, z̄) and µi
n = µi(R, z̄) otherwise. Clearly, zn ∈ DΣ1

(R) and
z̄ = limn↑∞ zn. On the other hand, let us consider Σ2 := Ia(R, z̄) and ξn =
πn − R−1µ(R, z̄) with πi

n = πi
0(R, z̄) + 1/n if i ∈ I0(R, z̄) and πi

n = πi
0(R, z̄)otherwise. Thus, ξn ∈ DΣ2

(R) and z̄ = limn↑∞ ξn. Assertion (ii) impliesthat the derivatives of π0(R, ·) over DΣ1
(R) and DΣ2

(R) are respectively the



46linear projections (with respect to the metric induced by R) into QΣ1
and

QΣ2
. The conclusion follows using that Σ1 6= Σ2 and hence QΣ1

6= QΣ2
.In view of Lemma 25, the three statements below are equivalent:






- There exists Σ ⊆ {1, ..., m} such that z ∈ DΣ(R),- The mapping π0(R, ·) is di�erentiable at z,- Strict complementarity holds at π0(R, z).Now we turn our attention to the convergence of the derivatives of πε.Let R̄ ∈ Sm
++ and z̄ ∈ D(R̄). Note that since z̄ ∈ D(R̄) it follows that

I0(z̄, R̄) = ∅. De�ne Ī+ := I+(R̄, z̄), Īa := Ia(R̄, z̄) and consider a compactneighborhood V of (R̄, z̄) in Sm
++ × Rm satisfying

I+(R′, z′) = Ī+, Ia(R′, z′) = Īa for all (R′, z′) ∈ V. (1.42)Lemma 26 Using the notation introduced above:(i) There exists CV > 0 such that, for ε small enough,
`′′
(
πi

ε(R, z)
)
≤ CV for all i ∈ Ī+ and (R, z) ∈ V. (1.43)(ii) For every j ∈ Īa, the function −ε`′ (πj

ε(·, ·)) converges uniformly in V to
µj(·, ·), which is a strictly positive function in V.Proof. Let (R, z) ∈ V. By de�nition πi

0(R, z) > 0 for all i ∈ Ī+. Hence,assertion (i) follows from the continuity of `′′ and Proposition 23(iv). The�rst equation in conditions (1.26) together with equation (1.27) yield
R[π0(R, z) − πε(R, z)] = ε∇L(πε(R, z)) + µ(R, z). (1.44)Therefore, assertion (ii) follows from Proposition 23(iv).For (R, z) ∈ V the indices Ī+ and Īa induce a partition of the underlyingmatrix R, de�ned as follows:De�nition 27 For (R, z) ∈ V de�ne the matrices

R++ := (Ri,j) for (i, j) ∈ Ī+ × Ī+, R+a := (Ri,j) for (i, j) ∈ Ī+ × Īa,
Ra+ := (Ri,j) for (i, j) ∈ Īa × Ī+, Raa := (Ri,j) for (i, j) ∈ Īa × Īa.The vectors z+ and za are respectively obtained by removing all the coordi-nates of z except for those in Ī+ and Īa.



47Proposition 28 Let R̄ ∈ Sm
++ and z̄ ∈ D(R̄) and let V be a compact neigh-borhood of (R̄, z̄) in Sm

++ × Rm satisfying (1.42). Then:(i) The function Dzπε(·, ·) converges to Dzπ0(·, ·), uniformly in V.(ii) The function DRπε(·, ·) converges to DRπ0(·, ·), uniformly in V. In addi-tion,
DRπ0(R, z)V = Dzπ0(R, z)R

−1V (z − π0(R, z)) for all V ∈ Sm. (1.45)(iii) The mapping (ε, R, z) 7→ D(R,z)πε(R, z) is continuous in (ε̄, R̄, z̄) forevery ε̄ ≥ 0.Proof. In the sequel, for (R, z) ∈ V the coordinates of R and z are par-titioned according to De�nition 27. Since Ia(·, ·) = Ī is constant in V,for (R, z) ∈ V we have that πa
0(R, z) = 0. Consequently, we obtain that

Dzπ
a
0(R, z) = 0. On the other hand, complementarity conditions in (1.26) im-ply that µ+(R, z) = 0. Thus, the �rst equation in conditions (1.26) yields that

0 = (R [π0(R, z) − z])+. Therefore, we obtain that π+
0 (R, z) = R−1

++(Rz)+and as a result
Dzπ

+
0 (R̄, z̄)w = R̄−1

++(R̄w)+ for all w ∈ Rm. (1.46)Now, suppose that |w| = 1 and set
vε(R, z) := Dzπε(R, z)w, for all ε > 0 and (R, z) ∈ V.Equation (1.30) yields

Rvε(R, z) + ε∇2L(πε(R, z))vε(R, z) = Rw. (1.47)Denote by diaga[∇2L(πε(R, z))] the diagonal matrix with diagonal `′′(πa
ε (R, z)),where `′′ is applied componentwise. Lemma 26(i) implies that

R++v
+
ε (R, z) +R+av

a
ε (R, z) +O(ε) = (Rw)+,

Ra+v
+
ε (R, z) +Raav

a
ε (R, z) + εdiaga[∇2L(πε(R, z))]v

a
ε (R, z) = (Rw)a,(1.48)where the O(ε) is uniformly in V. In particular,

v+
ε (R, z) = R−1

++(Rw)+ − R−1
++R+av

a
ε (R, z) +O(ε). (1.49)Let us set R̂+ := Raa−Ra+R

−1
++R+a and Aε(R, z) := R̂++εdiaga[∇2L(πε(R, z))].Note that R̂+ ∈ Sm

++ is the Schur complement of R++ in R (see for example[94]). Substituting the expression of v+
ε (R, z) given in (1.49) in the secondequation of (1.48) yields

Aε(R, z)v
a
ε (R, z) = (Rw)a − Ra+R

−1
++(Rw)+ +O(ε).



48On the other hand, since λmin(Aε(R, z)) = inf{v>Aε(R, z)v ; |v| = 1}, wehave that
λmin(Aε(R, z)) ≥ λmin(R̂+) + min

i∈Īa
ε`′
(
πi

ε(R, z)
) `′′ (πi

ε(R, z))

`′ (πi
ε(R, z))

. (1.50)Assumption (1.10)(II), Lemma 26(ii) and (1.50) imply that ||A−1
ε (R, z)|| 7→ 0uniformly in V. Thus, we obtain that va

ε (R, z) → 0 = Dzπ
a
0(R, z)w uniformlyin |w| = 1 and (R, z) ∈ V. Finally, equation (1.49) yields that v+

ε (R, z) →
R−1

++(Rw)+, also uniformly in |w| = 1 and (R, z) ∈ V. Thus, the conclusionfollows from (1.46).(ii) By assertion (i) and Proposition 23 (iii), (iv), we have that
DRπε(R, z) → Dzπ0(R, z)R

−1V (z − π0(R, z)) uniformly for (R, z) ∈ V.Therefore, we have thatDπε(·, ·) converges locally uniformly and since πε(·, ·)converges to π0(·, ·) uniformly in V, we conclude (cf. [32] Theorem 3.6.1) that
Dπε(·, ·) → Dπ0(·, ·), from which the result follows.(iii) Follows in a manner analogous to that in the proof of Proposition 23(v).We end this section with an elementary lemma that gives a geometricalmeaning to the assumptiom of strict complementarity (see Theorems 30 and35 in the next section).Lemma 29 (Strict complementarity reformulation) Consider the prob-lem

min
{

1
2
x>Rx+ c>x+ d : x ∈ Rn

+

}
,where R, c, d belong respectively to Sm

++, Rm and R. The optimal solutionof this problem satis�es the strict complementarity conditions if and only if
−R−1c /∈ sing(R).Proof. We have 1

2
x>Rx+ c>x+d = 1

2
(x+R−1c)>R(x+R−1c)− 1

2
c>R−1c+

d. Thus, the solution of the above problem is π0(R,−R−1c) and the resultfollows by Lemma 25 (iv).1.4 Main resultsThe notation are those of the previous section. Let ε ∈ [0,∞), recall that byequations (1.9) and (1.23) the solution uε of (CPε) is given by
uε(t) = πε(R(t),−R(t)−1B(t)>pε(t)) for a.a. t ∈ [0, T ]. (1.51)Note that the curve (yε, pε) belong to W 1,s ×W 1,s and hence the optimalcontrol uε is continuous. Consequently the optimal control uε satis�es
uε(t) = argmin {Hε(w, yε(t), pε(t), t) : w ≥ 0} for all t ∈ [0, T ].



491.4.1 Error estimates for interior penaltiesLet us now introduce our main assumption.Strict complementarity assumption: There exists a subset Tsing of
[0, T ] with meas(Tsing) = 0, such that for each t in [0, T ]\Tsing the point u0(t)satis�es the strict complementarity conditions for the minimization problem

min
{
H0(w, y0(t), p0(t), t) : w ∈ Rn

+

}
.This assumption can be reformulated in an alternative form. Note �rstthat for almost all t, the control u0(t) actually solves the following (sim-pli�ed) quadratic problem: min

{
v>R(t)v + p0(t)

>B(t)v : v ∈ Rm
+

}
. As inLemma 29, de�ne

q0(t) := −R(t)−1B(t)>p0(t), (1.52)where p0 is the adjoint state for problem (CP0). In view of Lemma 29, thestrict complementarity assumption above exactly amounts tomeas{t ∈ [0, T ] : q0(t) ∈ sing(R(t))} = 0. (1.53)
W

1,∞ assumption: We shall say that W 1,∞ assumption holds if:
{
R ∈W 1,∞([0, T ];Sm

++), C ∈ W 1,∞([0, T ];Sn
+).

A ∈W 1,∞([0, T ]; Rn×n), B ∈W 1,∞([0, T ]; Rn×m). (1.54)Clearly, under this assumption, uε ∈W 1,∞ for all ε ≥ 0.For ε ≥ 0 de�ne Πε : W 1,s → Ls by
Πε(w)(t) := πε(R(t), w(t)). (1.55)In view of Proposition 23 this function is well de�ned. For each �xed t, thequantity |Πε(w)(t) − Π0(w)(t)| therefore measures the error estimate of thepenalty method for the �nite dimensional problem

min
{
(x− w(t))>R(t)(x− w(t)) : x ∈ Rm

+

}
.The following result shows that these �nite dimensional error bounds can beused to recover the error bounds for the penalized optimal control problem

(CPε).Theorem 30 (Error estimates for interior penalty) Let s be in [1,+∞)and suppose that ψ and ϕ belong to Ls. Assume further that the strict com-plementarity assumption (1.53) and the W 1,∞ assumption (1.54) hold. Then,



50for ε close to 0 we have that:(i) For 1 ≤ s′ ≤ s, the error estimates for uε, yε and pε are given by
||uε − u0||s′ + ||yε − y0||1,s′ + ||pε − p0||1,s′ = O (||Πε(q0) − Π0(q0)||s′) , (1.56)with in addition uε → u0 in W 1,s.(ii) The error bound for the control with respect to the supremum norm isgiven by

||uε − u0||∞ = O (||Πε(q0) − Π0(q0)||∞) . (1.57)(iii) The error estimate for the cost is given by
|J0(uε) − J0(u0)| = O (||Πε(q0) − Π0(q0)||1) . (1.58)Remark 31 Note that the quality of the approximation in (i) depends on theregularity of ϕ and ψ. Since s ≥ 1, we always have that ϕ and ψ belong to

L1 and estimate
||uε − u0||1 + ||yε − y0||1,1 + ||pε − p0||1,1 = O (||Πε(q0) − Π0(q0)||1) (1.59)always holds. On the other hand, if ϕ and ψ belong to L∞ we have, for all

s ∈ [1,∞),
||uε − u0||s + ||yε − y0||1,s + ||pε − p0||1,s = O (||Πε(q0) − Π0(q0)||s) . (1.60)From now on, we assume that the hypotheses of Theorem 30 hold. Forthe proof of that result, we begin by introducing the map

F : W 1,s ×W 1,s × R+ → Ls × Rn × Ls × Rnde�ned by
F (y, p, ε)(·) :=





ẏ(·) −A(·)y(·) − B(·)πε

(
R(·),−R(·)−1B(·)>p(·)

)
− ψ(·)

y(0)− x0

ṗ(·) + A(·)>p(·) + C(·)(y(·)− ȳ(·)) + ϕ(·)
p(T ) −M [y(T ) − ȳ(T )]



 .(1.61)The optimality system of problem (CPε) may be therefore expressed as
F (yε, pε, ε) = 0 for every ε ≥ 0. (1.62)Remark 32 In general, F is not di�erentiable at (y0, p0, 0). Indeed, take

m = n = 1, R(t) ≡ 1, B(t) ≡ 1, L(x) = − log x. In this case, for p0 ∈ W 1,sand ε ≥ 0, it holds that πε(1, p0) = ϕε(−p0) where
ϕε(x) := 1

2

(
x+

√
x2 + 4ε

)
. (1.63)



51For every t ∈ [0, T ] it holds that
lim
ε↓0

πε(1, p0(t)) − π0(1, p0(t))

ε
=

{ 1
|p0(t)| if p0(t) 6= 0

+∞ if p0(t) = 0
(1.64)and generally, this limit does not belong to Ls.In view of the above remark, a direct application of the Implicit Func-tion Theorem to (1.62) is not possible. Instead, we will use the so-calledRestoration Theorem (see [3] and the Appendix), which is a variant of thestandard Surjective Mapping Theorem of Graves (see [49]). In the followingtwo lemmas we show that, under very general conditions, the assumptions ofthe Restoration Theorem are ful�lled.Lemma 33 (Strict uniform di�erentiability) Let s ∈ [1,+∞[ and ŵ ∈

W 1,s be such thatmeas{t ∈ [0, T ] : ŵ(t) ∈ sing(R(t))} = 0, (1.65)where the set sing(R) is de�ned in (1.37). Then :(i) For every ε > 0, w ∈W 1,s, the function Πε is di�erentiable at w and forevery h ∈W 1,s we have that
(DΠε(w)h) (t) = Dzπε(R(t), w(t))h(t), for a.a. t ∈ (0, T ).(ii) The function Π0 is di�erentiable at ŵ ∈W 1,s and for every h ∈W 1,s

(DΠ0(ŵ)h) (t) = Dzπ0(R(t), ŵ(t))h(t), for a.a. t ∈ (0, T ).(iii) There exists a nondecreasing function c : R+ → R+ with limβ↓0 c(β) = 0such that: For any w′, w ∈ W 1,s with ||w′ − ŵ||1,s ≤ β, ||w − ŵ||1,s ≤ β and
ε ∈ [0, β] we have

||Πε(w
′) − Πε(w) −DΠ0(ŵ)(w′ − w)||s ≤ c(β)||w′ − w||1,s. (1.66)Proof. (i) Follows directly from the implicit function theorem.(ii) For h ∈W 1,s and t ∈ [0, T ] denote

ϑ(h)(t) := |π0(R(t), ŵ(t) + h(t)) − π0(R(t), ŵ(t)) −Dzπ0(R(t), ŵ(t))h(t)|s .We have
1

||h||s1,s

||Π0(ŵ + h) − Π0(ŵ) −Dzπ0(R(·), ŵ)h||ss =
1

||h||s1,s

∫ T

0

ϑ(h)(t)dt.



52Since W 1,s is continuously embedded in L∞, there exists cs > 0 such that
|h(t)| ≤ ||h||∞ ≤ cs||h||1,s for a.a. t ∈ [0, T ]. (1.67)It follows that

1

||h||s1,s

||Π0(ŵ + h) − Π0(ŵ) −Dzπ0(R(t), ŵ)h||ss ≤ cs

∫ T

0

ϑ(h)(t)

|h(t)|s dt.By using Lemma 22 with ε = 0, it follows that ϑ(h)(t)/|h(t)|s is uniformlybounded for ||h||1,s ≤ 1 and t ∈ [0, T ]. Also, by Lemma 25, π0(R(t), ·)is di�erentiable at ŵ(t) i� ŵ(t) /∈ sing(R(t)). Thus, in view of hypothesis(1.65),
ϑ(h)(t)

|h(t)|s → 0 for a.a. t ∈ [0, T ],and the result follows by Lebesgue's dominated convergence theorem.(iii) Let us �rst observe that
||Πε(w

′) − Πε(w) −DΠ0(ŵ)(w′ − w)||s =

∣∣∣∣

∣∣∣∣

(∫ 1

0

[DΠε(w + τ(w′ − w)) −DΠ0(ŵ)] dτ

)
(w′ − w)

∣∣∣∣

∣∣∣∣
s

≤ sup
z∈B1,s(ŵ,β)

||DΠε(z) −DΠ0(ŵ)||W 1,s→Ls ||w′ − w||1,s ,where B1,s(ŵ, β) denotes the ball in W 1,s of center ŵ and radius β and || ·
||W 1,s→Ls denotes the standard norm of the space of linear bounded functionsfrom W 1,s to Ls. Let h ∈W 1,s with ||h||1,s ≤ 1. For every z ∈ B1,s(ŵ, β) wehave that
||DΠε(z)h−DΠ0(ŵ)h||ss ≤ ‖h‖s

∞

∫ T

0

|Dπε(R(t), z(t)) −Dπ0(R(t), ŵ(t))|sdtand thus, in view of (1.67) and that ||h||1,s = 1,
sup

z∈B1,s(ŵ,β)

||DΠε(z) −DΠ0(ŵ)||W 1,s→Ls ≤ c(β),where c(β) is de�ned by
c(β) := cs

(∫ T

0

sup
ε∈[0,β]

sup
z∈B(ŵ(t),β)

|Dzπε(R(t), z) −Dzπ0(R(t), ŵ(t))|sdt
) 1

s

.



53In light of Proposition 23 (ii), Proposition 28 (iii), assumption (1.65) andLebesgue's dominated convergence theorem, we conclude that c(β) ↓ 0 as
β ↓ 0.The following result establishes the surjectivity of the derivative of F at
(y0, p0, 0) (where F is de�ned in (1.61)): this fact is central for the applicationof the restoration theorem (see Theorem 43). De�ne

Σ(t) := {1, ..., m} \ I+(R(t), q0(t)), for all t ∈ [0, T ] (1.68)and recall that for all Σ ⊆ {1, ..., m} the linear subspace QΣ was de�ned in(1.34).Lemma 34 (Surjectivity of F ) Consider problems (CP0) and (CPε) ofSection 2. If the strict complementarity assumption (1.53) holds, then thefunction F is di�erentiable with respect to (y, p) at (y0, p0, 0) and the lin-ear application D(y,p)F (y0, p0, 0) is an isomorphism. In addition, for every
(δ1, δ2, δ3, δ4) ∈ Ls × Rn × Ls × Rm, the curve

D(y,p)F (y0, p0, 0)−1(δ1, δ2, δ3, δ4)is the unique solution of the reduced optimality system of





Min 1
2

∫ T

0

(
v(t)>R(t)v(t) + σ(t)>C(t)σ(t) − δ3 · σ(t)

)
dt

+1
2
(σ(T ) +M−1δ4)

>M(σ(T ) +M−1δ4),s.t. σ̇(t) = A(t)σ(t) +B(t)v(t) + δ1(t),
σ(0) = δ2, v(t) ∈ QΣ(t).

(Pδ1,δ2,δ3,δ4)Proof. The di�erentiability property of F is a direct consequence of Lemma33 (ii). Now, for σ and ς in W 1,s we have
D(y,p)F (y0, p0, 0)(σ, ς) (·) =





D(y,p)F
1(y0, p0, 0)(σ, ς)
σ(0)

ς̇(·) + A(·)>ς(·) + C(·)σ(·)
ς(T ) −Mσ(T )



 ,where
D(y,p)F

1(y0, p0, 0)(σ, ς) = σ̇(·)−A(·)σ(·)+B(·)Dzπ0 (R(·), q0(·))R(·)−1B(·)>ς(·).Let δ1 ∈ Ls, δ2 ∈ Rn, δ3 ∈ Ls, δ4 ∈ Rn and consider the system of equations
σ̇(t) −A(t)σ(t) +B(t)Dzπ0 (R(t), q0(t))R(t)−1B(t)>ς(t) = δ1(t),

ς̇(t) + A(t)>ς(t) + C(t)σ(t) = δ3(t),
ς(T ) −Mσ(T ) = δ4 ; σ0 = δ2.(1.69)



54Note that, by Lemma 25(iii), the vector
Dzπ0 (R(t), q0(t))

[
−R(t)−1B(t)>ς(t)

]is the projection of −R(t)−1B(t)>ς(t), with respect to the metric induced by
R(t), into QΣ(t). Using this fact it is routine to verify that equations (1.69)are the reduced �rst-order optimality conditions of (Pδ1,δ2,δ3,δ4). Argumentssimilar to those already used for the problem (CP0) show that (Pδ1,δ2,δ3,δ4)has a unique solution, which concludes the proof.Now we are in a position to give a proof of Theorem 30.Proof of Theorem 30. Since Ls is continuously embedded in Ls′ it su�cesto prove the result for s′ = s. First, for ε > 0 let us de�ne

qε(t) := −R(t)−1B(t)>pε(t) for all t ∈ [0, T ]. (1.70)(i) Let us �rst note that
F (y0, p0, ε)(t) = F (y0, p0, ε)(t) − F (y0, p0, 0)(t),

= (−B(t) [πε(R(t), q0(t)) − π0(R(t), q0(t))] , 0, 0, 0)> .(1.71)In view of Lemma 33 and Lemma 34 the mapping F de�ned in (1.61)(page50), satis�es the assumptions of the Restoration Theorem (see the Appendix).Therefore, by (1.71) and the de�nition (1.55) of Πε,
||yε − y0||1,s + ||pε − p0||1,s = O (||Πε(q0) − Π0(q0)||s)On the other hand, for every t ∈ [0, T ] we have
|uε(t) − u0(t)| = |πε(R(t), qε(t)) − π0(R(t), q0(t))|

≤ |πε(R(t), qε(t)) − πε(R(t), q0(t))|
+ |πε(R(t), q0(t)) − π0(R(t), q0(t))|Therefore, Lemma 22 implies that

|uε(t) − u0(t)| ≤ κ(R(t))|qε(t) − q0(t)| + |πε(R(t), q0(t)) − π0(R(t), q0(t))|(1.72)and the �rst assertion follows by taking the Ls norm.Let us prove the second assertion. Since the convergence of uε to u0 in
Ls is already established, it su�ces to prove the convergence in Ls of thederivatives. For almost all t ∈ [0, T ], we have that

|u̇ε(t) − u̇0(t)| ≤ |∆1(t)| + |∆2(t)|



55where
∆1(t) := [DRπε(R(t), qε(t)) −DRπ0(R(t), q0(t))] Ṙ(t)
∆2(t) := Dzπε(R(t), qε(t))q̇ε(t) −Dzπ0(R(t), q0(t))q̇0(t).The convergence of ∆1 to 0 in Ls follows from Proposition 28 (ii) andLebesgue dominated convergence theorem. As for ∆2, let us �rst rewrite

∆2(t) as
Dzπε(R(t), qε(t)) [q̇ε(t) − q̇0(t)]+Dzπε(R(t), qε(t))q̇0(t)−Dzπ0(R(t), q0(t))q̇0(t)and apply Proposition 28 (i) and Lebesgue theorem.(ii) Equation (1.72) implies that

||uε − u0||∞ ≤ sup
t∈[0,T ]

κ(R(t))||qε − q0||∞ + ||Πε(q0) − Π0(q0)||∞. (1.73)From (i) we obtain that
||qε − q0||∞ = O (||pε − p0||1,s) = O (||Πε(q0) − Π0(q0)||s)

= O (||Πε(q0) − Π0(q0)||∞) ,which concludes the proof in view of (1.73).(iii) As in the proof of Proposition 18(ii) we have that |J0(uε) − J0(u0)| =
O (||uε − u0||1). The result follows by taking s′ = 1 in (i). Thus the proof ofTheorem 30 is complete. 21.4.2 Asymptotic expansionNow we present our second result, which is based on Corollary 45 of theRestoration Theorem (see the Appendix). This provides asymptotic expan-sions for the state and the adjoint state of the penalized problems aroundthe state and adjoint state of the original problem.Theorem 35 (Asymptotic expansion) Assume that ψ and ϕ belong to
Ls where s ∈ [1,+∞). Suppose that the strict complementarity assumption(1.53) holds. Then

(
yε

pε

)
=

(
y0

p0

)
−D(y,p)F (y0, p0, 0)−1F (y0, p0, ε) + r(ε),where

r(ε) = o(||F (y0, p0, ε)||s).



56Moreover the �rst term of the expansion −D(y,p)F (y0, p0, 0)−1F (y0, p0, ε) isthe unique solution to





Min 1
2

∫ T

0

(
v(t)>R(t)v(t) + σ(t)>C(t)σ(t)

)
dt+ 1

2
σ(t)>Mσ(t),s.t.

σ̇(t) = A(t)σ(t) +B(t)v(t) +B(t) [πε(R(t), q0(t)) − π0(R(t), q0(t))] ,
σ(0) = 0, v(t) ∈ QΣ(t).Proof. Since for every t ∈ [0, T ]

F (y0, p0, ε)(t) = (−B(t) [πε(R(t), q0(t)) − π0(R(t), q0(t))] , 0, 0, 0)> ,the result follows directly from Corollary 45 (see the Appendix), taking ε = β,and Lemma 34 taking δ1 = B(t) [πε(R(t), q0(t)) − π0(R(t), q0(t))], δ2 = 0,
δ3 = 0 and δ4 = 0.1.5 ExamplesAs the following examples show, Theorem 30 can be used to reduce the esti-mate of error bounds of an optimal control problem to standard computationsused in mathematical programming.1.5.1 Decoupled case: R(t) ≡ ISince R is no longer a variable, we simply write πε(z) for πε(R, z). In thiscase one has

Dπε(z) =
(
I + ε∇2L(πε(z))

)−1 � 0. (1.74)Since (π0(z))i = max{0, zi} for all i ∈ {1, ..., m}, we have
I+(I, z) = {i ∈ {1, ..., m} : zi > 0} ; Ia(I, z) = {i ∈ {1, ..., m} : zi < 0};

I0(I, z) = {i ∈ {1, ..., m} : zi = 0}.Clearly Dπε(z) is a positive-de�nite diagonal matrix. Therefore, for every
i ∈ {1, ..., m} the function (πε)i is nondecreasing with respect to zi andconstant with respect to zj for j 6= i. This implies that
|πi

ε(z)−πi
0(z)| = |πi

ε(z)| ≤ |πi
ε(0)| for all z ∈ Rm, i ∈ Ia(z)∪ I0(z). (1.75)On the other hand, equations (1.27) and (1.26) give

π+
ε (z) + ε∇L(π+

ε (z)) = z+ ; π+
0 (z) = z+



57and so D(π+
ε − π+

0 )(z) = −ε∇2L(π+
ε (z))Dπ+

ε (z) ≤ 0. Therefore
|π+

ε (z) − π+
0 (z)| ≤ |π+

ε (0) − π+
0 (0)| = |π+

ε (0)|. (1.76)Finally, Theorem 30 (ii) together with equations (1.75) and (1.76) imply that
||uε − u0||∞ = O (|πε(0)|) . (1.77)Let us now compute |πε(0)| for some speci�c barriers.1.5.1.1 Negative power penaltyFor the negative power penalty `(x) = x−p, (with p > 0), we obtain πε(0) −

pε/πε(0)p+1 = 0 by taking z = 0 in (1.27). Therefore πε(0) = p
1

2+p ε
1

2+p 1.Conclude with (1.77) that
||uε − u0||∞ = O(ε

1

2+p ). (1.78)The next example shows that the logarithmic barrier provides a smaller
L∞ error bound, and even more importantly, a considerably better andsharper bound for the L1 norm.1.5.1.2 Logarithmic penaltyThe logarithmic penalty corresponds to the choice `(x) = − log x. By taking
z = 0 in (1.27), we get πε(0)−ε/πε(0) = 0. Therefore πε(0) =

√
ε1 and, thus(1.77) yields

||uε − u0||∞ = O(
√
ε).Our aim now is to obtain a sharp estimate in L1 for uε − u0. Note that from(1.27)

πi
ε(z) = 1

2

(
zi +

√
(zi)2 + 4ε

)
= φε(z

i) for all z ∈ Rm, i ∈ {1, ..., m},(1.79)where φε is de�ned as in (1.63). The family (φε)0≤ε<∞ enjoy several propertieswhich can be easily established by the reader.Lemma 36 For every ε > 0:(i) The function s 7→ φε(s) − φ0(s) is even, increasing in (−∞, 0) (anddecreasing in (0,+∞)).(ii) A primitive of φε is given by
Ψε(x) =

1

4
x2 +

1

4
x
√
x2 + 4ε+ ε log

(
x+

√
x2 + 4ε

)
. (1.80)(iii) For every s > 0 and x ∈ R, φsε(sx) =

√
sφε(

√
sx).
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Figure 1.2: Left: φε1
, φε2

and φ0. Right: φε1
− φ0, φε2

− φ0, for ε1 = 0.005,
ε2 = 0.001.The following lemma is fundamental for the error estimate in the L1 norm.Lemma 37 Let q ∈ C([0, T ]). Assume that Z(q) := {t ∈ [0, T ] : q(t) = 0}is �nite and that for every s0 ∈ Z(q) the curve q is di�erentiable at s0 with
dq

dt
(s0) 6= 0. Then

∫ T

0

[φε(q(t)) − φ0(q(t))] dt = O(ε| log ε|). (1.81)Proof. With no loss of generality, let us assume that Z(q) = {s0} and that
dq

dt
(s0) > 0. We have ∫ T

0
[φε(q(t)) − φ0(q(t))] ds = A1 +B1, where

A1 =

∫

{t :q(t)>0}
[φε(q(t)) − φ0(q(t))] ds & B1 =

∫

{t :q(t)<0}
[φε(q(t)) − φ0(q(t))] ds.Since φε − φ0 is even, it su�ces to obtain an estimate for A1. Note that

{t : q(t) > 0} = (s0, T ] since we are assuming that Z(q) = {s0}. Since
dq

dt
(s0) > 0, there exists a > 0 such that q(s) ≥ a(s−s0) > 0 for all s ∈ [s0, T ].On the other hand, by Lemma 36 (i) the function s → φε(s) − φ0(s) isdecreasing in ]0,+∞[ and so
A1 ≤

∫ T

s0

[φε(a(s− s0)) − φ0(a(s− s0))] ds =
1

a

∫ c

0

(φε(s) − s) dswhere c := a(T − s0). By Lemma 36 (ii)
∫ c

0
(φε(s) − s) ds = − c2

4
+ c

4

√
c2 + 4ε+ ε log

(
c2 +

√
c2 + 4ε

)
− ε log

√
4ε

≤ c
4

(
4ε

c+
√

c2+4ε

)
+O(ε| log ε|) = O(ε| log ε|).



59By combining Theorem 30 and Lemma 37, one obtains:Theorem 38 Assume that ϕ and ψ belong to Ls. Consider problems (CP0)and (CPε), with R(t) ≡ I and `(r) = − log(r). Suppose that the strictcomplementarity conditions (1.53) and W 1,∞ assumption (1.54) hold. Then:(i) We have that
||uε − u0||∞ + ||pε − p0||1,∞ + ||yε − y0||1,∞ = O(

√
ε),

|J0(uε) − J0(u0)| = O(
√
ε).(ii) In addition, let us assume that {t ∈ [0, T ] ; q0(t) ∈ Sing(I)} is �nite andthat the following implication holds:

(q0(t0))
k = 0 ⇒ B is di�erentiable at t0 and d

dt
(q0(t0))

k 6= 0. (1.82)Then
||uε − u0||1 + ||pε − p0||1,1 + ||yε − y0||1,1 = O(ε| log ε|),

|J0(uε) − J0(u0)| = O(ε| log ε|).Remark 39 The exact computations performed in [3] for a speci�c problemshow that the �rst bound provided in (ii) is optimal.1.5.2 Coupled case: R(t) � 0Recall that u0(t) = π0(R(t), q0(t)) for all t ∈ [0, T ]. Roughly speaking ourhypothesis is that:� q0(t) meets the singular region sing(R(t)) a �nite numbers of times,� when the singular region is met at most one inactive (active) constraintcan become active (inactive).This assumption allows, after a localization argument, to bound |πε −π0|in terms of |φε − φ0| (see Subsection 5.1).Consider again problems (PR,z
0 ) and (PR,z

ε ) as de�ned in Section 2. Wesay that z ∈ sing(R) is a singular point if I0(R, z) 6= ∅. If in addition I0(R, z)is a singleton we will say that z is a simple singular point.Let R̄ ∈ Sm
++ and k ∈ {1, ..., m}. Consider a simple singular point z̄ ∈sing(R̄) such that I0(R̄, z̄) = {k}. Now we proceed to the study of |πε(·, ·)−

π0(·, ·)| around (R̄, z̄). Let K1×K2 ⊆ Sm
++×Rm be a compact neighborhoodof (R̄, z̄) satisfying:

∀(R, z) ∈ K1 ×K2, (z ∈ K2 ∩ sing(R) ⇒ I0(R, z) = {k}).



60In other words the singular points in K1 are all simple and the active con-straint with null multiplier is the same for all of them . The coordinatesof (R, z) ∈ K1 × K2 are partitioned according to I+(R̄, z̄), Ia(R̄, z̄) and
I0(R̄, z̄) = {k}. For all (R, z) ∈ K1 ×K2, let us de�ne

rk(R, z) := (Rz)k − Rk+R
−1
++(Rz)+, (1.83)

R̂k := Rkk − Rk+R
−1
++R+k. (1.84)Lemma 40 Using the notation introduced above, for all (R, z) ∈ K1 × K2we have:

|π+
ε (R, z) − π+

0 (R, z)| ≤ C+

[

φε

(
rk(R, z)√

R̂k

)

− φ0

(
rk(R, z)√

R̂k

)]

+O(ε),(1.85)
|πa

ε (R, z) − πa
0(R, z)| = |πa

ε (R, z)| = O(ε), (1.86)
|πk

ε (R, z)−πk
0 (R, z)| = Ck

[
φε

(
rk(R, z)√

R̂k

)
− φ0

(
rk(R, z)√

R̂k

)]
+O(ε), (1.87)where

C+ :=
||R−1

++|| ||R+k||√
R̂k

, Ck :=
1√
R̂k

,and the bounds O(ε) are uniform on K1 ×K2.Proof. Let (R, z) ∈ K1 × K2. Estimate (1.86) is a direct consequence ofLemma 26(ii) using that
log′(Πi

ε(R, z)) =
1

Πi
ε(R, z)

for all i ∈ {1, ..., m}.In view of (1.86) and optimality system (1.27), we have that
R++π

+
ε (R, z) +R+kπ

k
ε (R, z) −

ε

π+
k (R, z)

= (Rz)+ +O(ε)

Rk+π
+
ε (R, z) +Rkkπ

k
ε (R, z) − ε

πk
ε (R, z)

= (Rz)k +O(ε),
(1.88)where the bounds O(ε) are uniform on K1 ×K2 and correspond to the coor-dinates in Ia(R̄, z̄). From the �rst equation in (1.88) we obtain

π+
ε (R, z) = R−1

++

(
(Rz)+ − R+kπ

k
ε (R, z)

)
+O(ε). (1.89)Substituting π+

ε (R, z) in the second equation of (1.88), we �nd
R̂kπk

ε (R, z) − ε

πk
ε (R, z)

= rk(R, z) +O(ε), (1.90)



61which is a scalar equation in πk
ε (R, z). Lemma 36(iii) yields

πk
ε (R, z) = 1√

R̂k
φε

(
rk(R,z)√

R̂k
+O(ε)

)
= 1√

R̂k
φε

(
rk(R,z)√

R̂k

)
+O(ε).Letting ε ↓ 0 we obtain that πk

0(R, z) = 1√
R̂k
φ0

(
rk(R,z)√

R̂k

)
, from which esti-mate (1.87) follows. Finally, letting ε ↓ 0 in equation (1.89) yields

π+
0 (R, z) = R−1

++

(
(Rz)+ −R+kπ

k
0 (R, z)

)
. (1.91)Thus, estimate (1.85) follows by subtracting equations (1.91), (1.89) andusing estimate (1.87).Now we can extend Theorem 38 for the coupled case:Theorem 41 Let ϕ and ψ belong to Ls. Consider problems (CP0) and (CPε)with `(x) = − log(x). Suppose that the strict complementarity conditions(1.53) and W 1,∞ assumption (1.54) hold. Also, we assume that

q0(t0) ∈ sing(R(t0)) ⇒ q0(t0) is a simple singular point. (1.92)Under these assumptions we have that:(i) The following estimates hold:
||uε − u0||∞ + ||pε − p0||1,∞ + ||yε − y0||1,∞ = O(

√
ε),

|J0(uε) − J0(u0)| = O(
√
ε).(ii) In addition, let us assume that {t ∈ [0, T ] ; q0(t) ∈ sing(R(t))} is �niteand that R,B are di�erentiable. Suppose that the following implication holds:

I0(R(t0), q0(t0)) = {k} ⇒ d

dt
rk(R(t0), q0(t0)) 6= 0. (1.93)Then, the following estimates hold:

||uε − u0||1 + ||pε − p0||1,1 + ||yε − y0||1,1 = O(ε| log ε|),
|J0(uε) − J0(u0)| = O(ε| log ε|).Remark 42 If t0 ∈ [0, T ] is such that I0(R(t0), q0(t0)) = {k} then by letting

ε ↓ 0 in (1.90) we see that rk(R(t0), q0(t0)) = 0. Thus assumption (1.93) isan extension of the coupled case (see (1.82)).Proof. Item (i) is a direct consequence of Theorem 30 and Lemma 40, whileitem (ii) follows from Theorem 30, Lemma 37 and Lemma 40.



621.6 ConclusionsInterior point methods for control constrained optimal control problems havebeen shown to be very e�cient from the practical point of view (see the refer-ences given at the introduction), specially when the constraints are penalizedwith the logarithmic barrier. In this work, for a linear quadratic problem withnonnegativity constraint on the control, we have obtained an explicit expan-sion for the state and adjoint state, of the penalized problems, around thestate and the adjoint state of the main problem. Since the standard implicitfunction theorem is not applicable to the system of equations associated withthe parameterized optimality conditions (see (1.61)), the main results (seeTheorems 30 and 35) rely on the Restoration Theorem (see the Appendix),which is a variation of the standard Surjective Mapping Theorem of Graves[49]. The main di�culty in the veri�cation of the assumptions of Theorem43 comes from the fact that the controls are coupled in the cost functionthrough a positive-de�nite matrix. To overcome this di�culty the thoroughanalysis of the associated �nite dimensional problems (see section 1.3) seemsto be unavoidable. It is important to emphasize that the error estimatesobtained in Theorem 30, in the di�erent Sobolev norms and for a generalclass of penalty functions, are derived from a similar analysis in a �nite di-mensional space. In particular, we obtain (see section 1.5) sharp estimatesfor the important case of the logarithmic penalty.An extension of the results of this paper to the case of the optimal con-trol problem of a semilinear elliptic partial di�erential equation, has beenobtained in [2]. As open interesting problems we can mention the compu-tation of the complexity of the method when a self-concordant barrier isconsidered (in the spirit of [74]), the generalization of the results obtained inthis article to the case of state constraints and to the case when the cost andthe dynamics are general nonlinear mappings.Acknowledgements. The authors are indebted to the anonymous refer-ees and specially to the associated editor for various helpful comments thathelped to improve the original manuscrip.Appendix: Restoration TheoremThis material is taken from [3]. Recall that if X and Y are Banach spacesand A : X → Y is a surjective linear continuous mapping then, by the openmapping theorem, there exists a bounded right inverse of A, which we denoteby B, i.e. a (possibly nonlinear) mapping B : Y → X such that ABy = y



63for all y ∈ Y , and
‖B‖ := sup{‖By‖ : ‖y‖ | y ∈ Y, y 6= 0} (1.94)is �nite.Theorem 43 (Restoration Theorem) Let X and Y be Banach spaces,

E a metric space and F : U ⊂ X × E → Y a continuous mapping on anonempty open set U . Let (x̂, ε0) ∈ U be such that F (x̂, ε0) = 0. Assumethat there exists a surjective linear continuous mapping A : X → Y , withbounded right inverse B, and a function c : R+ → R+ with c(β ′) ↓ 0 when
β ′ ↓ 0, such that: if β > 0 satis�es c(β)||B|| < 1 and ε ∈ B(ε0, β), then
‖F (x′, ε)−F (x, ε)−A(x′−x)‖ ≤ c(β)‖x′−x‖, for all (x, x′) ∈ B(x̂, β)×B(x̂, β).(1.95)Under the assumptions above, for all (x, ε) close enough to (x̂, ε0), there exists
x̄ such that F (x̄, ε) = 0 and the following estimate holds:

‖x̄− x‖ ≤ ||B||
1 − c(β)||B||‖F (x, ε)‖. (1.96)Proof. Let ρ0 > 0 and take x ∈ B(x̂, ρ0), ε ∈ B(ε0, ρ0). By taking ρ0 > 0small enough, as F is continuous, we may assume that

ρ0 + (1 − Lβ)−1‖B[F (x, ε)]‖ ≤ β. (1.97)Let {xn}, n ∈ N, be the sequence de�ned by x0 = x and the (modi�edNewton like) step
xn+1 = xn − BF (xn, ε). (1.98)Then

‖xn+1 − xn‖ = ‖B[F (xn, ε)]‖ ≤ ‖B‖ ‖F (xn, ε)‖. (1.99)Relation (1.98) implies
F (xn, ε) + A(xn+1 − xn) = 0. (1.100)We show by induction that {xn} remains in B(x̂, β). By (1.97), this is trueif n = 0. For n = 1, we have with (1.99) and (1.97)

‖x1 − x̂‖ ≤ ‖x1 − x0‖ + ‖x0 − x̂‖ ≤ ‖B[F (x0, ε)]‖ + ρ0 ≤ β.Then if xi ∈ B(x̂, β), for all 1 ≤ i ≤ n, (1.95) and (1.100) imply
‖F (xn, ε)‖ ≤ c(β)‖xn − xn−1‖. (1.101)



64Combining with (1.99), we get
‖xn+1 − xn‖ ≤ Lβ‖xn − xn−1‖ ≤ · · · ≤ (Lβ)n‖x1 − x0‖, (1.102)and hence, with (1.97),

‖xn+1 − x0‖ ≤ (1 − Lβ)−1‖x1 − x0‖ ≤ (1 − Lβ)−1‖B[F (x0, ε)]‖ ≤ β − ρ0.Since ‖x0 − x̂‖ < ρ0, we deduce that xn+1 ∈ B(x̂, β), and hence, thesequence {xn} remains in B(x̂, β). With (1.101) and (1.102), we obtainthat xn converges to some x̄ such that F (x̄, ε) = 0 and ‖x̄ − x0‖ ≤ (1 −
Lβ)−1‖B‖‖F (x0, ε)‖, which proves (1.96) with constant η given by

η = (1 − Lβ)−1‖B‖. (1.103)
2Remark 44 The proof of Theorem 43 shows that the assumption that (x, ε)is �close enough to (x̂, ε0)� can be formulated as: �x ∈ B(x̂, ρ0) and ε ∈

B(ε0, ρ0), where ρ0 is such that the following inequality holds
ρ0 + (1 − c(β)||B||)−1‖B[F (x, ε)]‖ ≤ β.� (1.104)Now we state an interesting corollary of the Restoration Theorem whichis a key tool in the proof of Theorem 35. Its short proof is taken from [3]and is reproduced here for the reader convenience.Corollary 45 Assume that the assumptions of Theorem 43 hold and denoteby B a bounded right inverse of A. Then, for ε close to ε0, there exists xε ina neighborhood of x̂ such that F (xε, ε) = 0 and

xε = x̂− BF (x̂, ε) + r(ε), (1.105)where the remainder r(ε) satis�es
‖r(ε)‖ ≤ c(β)(1 − c(β)‖B‖)−1‖B‖2‖F (x̂, ε)‖. (1.106)Proof. Let x̂(ε) := x̂−BF (x̂, ε). We have that F (x̂, ε)+A(x̂(ε)−x̂) = 0 and

‖x̂(ε)−x̂‖ ≤ ‖B‖‖F (x̂, ε)‖. In view of (1.95), ‖F (x̂(ε), ε)‖ ≤ c(β)‖B‖‖F (x̂, ε)‖.We conclude with Theorem 43.
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662.1 IntroductionOptimal control of control constrained PDEs is a very rich subject from thetheoretical and applied point of view. For an overview of the theory werefer the reader to the classic book [67] and the more recent monographs[43, 65, 55, 73]. Sensitivity analysis as well as second-order conditions havebeen established in [19, 34, 80].Numerical methods for these types of problems have been an very activesubject of research and we can distinguish two main approaches that areusually referred as direct and indirect methods. Direct methods are thosebased on the discretize and then optimize approach, which means that thein�nite dimensional problem is transformed into a �nite dimensional one witha very large dimension. Then standard methods of nonlinear programmingoptimization are used to solve the discretized problem, see for example [4,5, 33, 40, 69, 68]. In contrast, indirect methods are based on the optimizeand then discretize approach where optimality conditions are obtained forthe in�nite dimensional problem and the resulting variational inequalitiesare discretized, see for example [54, 83, 84].Interior point methods are among the most popular methods in the indi-rect approach. They have been investigated, even in the state constraint case[78], extensively in [13, 14, 79, 87, 88]. Speci�cally, in [79], for box constraintsover the control, the optimal solution u0, with associated state y0, can be ex-pressed pointwisely as a projection of a linear function of the adjoint state
p0. This enables to avoid the explicit discretization of the control and leadsto a very e�cient implementation of the method. From the theoretical pointof view, the method consists in introducing a family of penalized problemsparametrized by ε > 0 whose solution uε are strictly feasible and studyingthe convergence of the central path de�ned by (yε, pε), the state and adjointstate associated with uε, towards (y0, p0).Motivated by these works, we consider the optimal control of a semilinearPDE where the control is distributed over the domain Ω and is constrained tobe nonnegative. Associated with any isolated solution u0 we consider a familyof localized penalized problems parametrized by ε > 0. We study in detail therelationship between the solution uε of the penalized problem and u0. Ourapproach is the same that in [2], which was studied in the ODE framework,and consists in obtaining an asymptotic expansion for state yε and the adjointstate pε, which are associated to uε, around the state y0 and adjoint state
p0, which are associated to u0. In this sense, our approach is complementaryto that in [79] where the slope of the central path, de�ned by (yε, pε), isintegrated in order to obtain error bounds. Under very general hypothesiswe can show that (yε, pε) can be expressed as (y0, p0) plus a principal term



67which is characterized as being the state and adjoint state associated to thesolution of a tangent optimization problem. This fact enable us to obtain,as a corollary, precise error bounds for the central path in various Sobolevnorms and for a rather general class of penalty functions.The paper is organized as follows: In Section 2, after introducing thenecessary notations, we state the problem as well as its penalized versions.Regularity results are speci�ed and convergence of the central path is ob-tained, which allows us to write the solution of the penalized problem interm of its associated adjoint state. This fact will be crucial for Section3, since the optimality system for the penalized problem can be written interms of (yε, pε) only. Then we show, by means of a Restoration theorem asin [2] and under very general conditions, that is possible to obtain the desiredasymptotic expansion of the central path around (y0, p0). We �nalize Sec-tion 3 by obtaining that error bounds for the in�nite dimensional problem,in various norms, can be obtained from its �nite dimensional counterparts,generalizing the result of [2]. In particular, for the logarithmic penalty, werecover in Section 4 an error for the control of O(
√
ε) in the L∞ norm andunder more restrictive hypothesis we improve this bound in the L2 norm to

O(ε3/4). Similar results are obtained for the error of the central path (yε, pε)in the H2 norm.2.2 Problem statement and preliminary resultsConsider the following semilinear elliptic equation
{

−∆y(x) + φ(y(x)) = g(x) for x ∈ Ω,
y(x) = 0 for x ∈ ∂Ω,

(2.1)where Ω is a bounded open set of Rn with C2 boundary, g ∈ L2(Ω) and
φ is a nondecreasing real valued function over R, Lipschitz with associatedconstant Lφ and continuously di�erentiable. Given s ∈ [2,∞], denote by
|| · ||s the standard norm in Ls(Ω). For m ∈ N set

Wm,s(Ω) := {y ∈ Ls(Ω) ; Dαy ∈ Ls(Ω) for α such that |α| ≤ m},where α = (α1, ..., αn) ∈ Nn, |α| := α1 + ...+ αn and
Dα :=

∂α1+...+αn

∂xα1

1 ...∂x
αn
nrepresents a derivative operator in the distribution sense. As usual, for s = 2we will write Hm(Ω) := Wm,2(Ω). It is well know that Wm,s(Ω) endowed



68with the norm
||y||m,s :=

∑

0≤|α|≤m

||Dαy||sis a Banach space and Hm(Ω) endowed with the norm
||y||m,2 :=




∑

0≤|α|≤m

||Dαy||22




1/2is a Hilbert space. We also denote Wm,s

0 (Ω), which will be written as Hm
0 (Ω)when s = 2, the space de�ned as the closure of D(Ω) in Wm,s(Ω), where

D(Ω) denotes the set of C∞ functions with compact support in Ω. For thereader convenience we recall the following Sobolev embeddings (cf. [1], [42],[47])
Wm,s(Ω) ⊆






Lq1(Ω) with 1
q1

= 1
s
− m

n
if s < n

m

Lq(Ω) with q ∈ [1,+∞) if s = n
m

Cm−[ n
s
]−1,γ(n,s)(Ω) if s > n

m(2.2)where γ(n, s) is de�ned as
γ(n, s) =

{
[n
s
] + 1 − n

s
, if n

s
/∈ Zany positive number < 1 if n

s
∈ Z

(2.3)and Cm−[ n
s
]−1,γ(n,s)(Ω) denotes the Holder space with exponents m− [n

s
] − 1and γ(n, s) (for the de�nition see [42] p. 240). In this work we will userepeatedly the fact that W 2,s(Ω) ⊆ C(Ω) when s > n/2 (s = 2 if n ≤ 3).This is equivalent to the existence of a constant cs such that

||y||∞ ≤ cs||y||2,s. (2.4)An space that will play an important role is Ys := W 2,s(Ω) ∩W 1,s
0 (Ω) whichendowed with the norm || · ||2,s is a Banach space.In the following s ∈ [2,∞) will be �xed and we will assume, withoutloss of generality, that φ(0) = 0. We collect in the next proposition someproperties of the PDE (2.1) (see for example [19, 29]).Proposition 46 If g ∈ Ls(Ω) the following holds:(i) The semilinear equation (2.1) has a unique solution yg ∈ Ys and thereexists a constant c̄s > 0 such that

||yg||2,s ≤ c̄s||g||s. (2.5)(ii) The mapping g → yg is continuous from Ls(Ω) into Ys, both spacesendowed with the weak topology.



69Proof. (i) Equation (2.1) can be interpreted as the optimality system, inthe weak sense, of the variational problem
Min

y

∫

Ω

{
1
2
|∇y(x)|2 + Φ(y(x)) − g(x)y(x)

}
dx subject to y ∈ H1

0 (Ω),(2.6)where Φ : [0,+∞) → R is de�ned by Φ(t) :=
∫ t

0
φ(t). Since |Φ(t)| ≤ 1

2
Lφt

2,the convex mapping y ∈ H1
0 (Ω) →

∫
Ω

Φ(y(x))dx ∈ R is bounded over thebounded sets and whence is continuous. In addition, the cost function isstrongly convex and continuous and thus problem (2.6) has a unique solution
yg ∈ H1

0 (Ω). Multiplying equation (2.1) by yg and using Green's formulayields ∫

Ω

{
|∇yg(x)|2 + φ(yg(x))yg(x)

}
dx =

∫

Ω

gyg(x)dx.Since φ(yg)yg ≥ 0, by the Cauchy-Schwarz and Poincaré inequalities we ob-tain that
||yg||1,2 ≤ ||g||2. (2.7)On the other hand, since φ(0) = 0, it holds that ||φ(yg)||r ≤ Lφ||yg||r forall r ∈ [1,+∞). Hence, in view of (2.7), an standard boostraping argumentyields the existence of as > 0 such that ||yg||s ≤ as||g||s. Thus ||∆yg||s ≤

(Lφas + 1)||g||s, from which (2.5) follows.(ii) Let (gk)k∈N converge weakly to ḡ. Then the sequence gk is bounded in
Ls(Ω) and consequently, by (2.7), the associated states yk := ygk

are boundedin Ys. Thus, extracting a subsequence if necessary, yk converges weakly in
Ys to some ȳ and hence strongly in Ls(Ω). This implies, since φ is Lipschitz,that φ(yk) → φ(ȳ) strongly in Ls(Ω). Passing to the weak limit in Ls(Ω) inequation (2.1) yields that ȳ = yg from which the conclusion follows.Denote respectively by R+ and R++ the subsets of nonnegative and pos-itive real numbers. Also, set Us

+ := Ls(Ω; R+).Suppose that g = f +u, where f ∈ Ls(Ω) and u ∈ L2(Ω). By proposition46 we have that u ∈ L2(Ω) → yf+u ∈ Y2 is well de�ned. In the following fwill be a �xed function and, in order to simplify the notation, we will write
yu for the unique solution in Y2 of

{
−∆y(x) + φ(y(x)) = f(x) + u(x) for x ∈ Ω,

y(x) = 0 for x ∈ ∂Ω.
(2.8)Let us de�ne the cost function J0 : L2(Ω) → R+ by

J0(u) := 1
2

∫

Ω

(yu(x) − ȳ(x))2dx+ 1
2
N

∫

Ω

u(x)2dx, (2.9)where N > 0 and ȳ ∈ L∞(Ω) is a reference state function. It holds that:



70Corollary 47 The function J0 : Ls(Ω) → R is w.l.s.c. (weakly lower semi-continuous).Proof. We have that J0(·) = 1
2
|| · ||22 + 1

2
N ||y(·)− ȳ||22. The map u ∈ Ls(Ω) →

||u||22 is convex and continuous therefore is w.l.s.c. In view of proposition46(ii), and since the inclusion from W 2,s(Ω) into L2(Ω) is compact, the func-tion u ∈ Ls(Ω) 7→ ‖yu − ȳ‖2
2 is weakly continuous. The result follows.Now, consider the following optimal control problem

Min J0(u) subject to u ∈ Us
+. (CPs

0)By constrast to the case when (2.8) is linear in y (for example when φ ≡ 0),problem (CP2
0) is not necessarily convex. Thus, the classical argument toshow the existence and uniqueness of a solution of (CP2

0) does not apply.Instead, we have the following existence result.Proposition 48 Problem (CP2
0) has (at least) one solution.Proof. Any minimizing sequence uk for (CP2

0) is bounded in L2(Ω). There-fore, extracting a subsequence if necessary, we may suppose that it weaklyconverges to some u0 ∈ L2(Ω). Since U2
+ is weakly closed, we have that

u0 ∈ U2
+ and, in view of corollary 47 (with s = 2), it is a solution of (CP2

0).As usual in optimal control theory, it will be convenient to write thederivative of J0 in terms of an adjoint state. For every u ∈ L2(Ω) the adjointequation associated with u is de�ned by
{

−∆p(x) + φ′(yu(x))p(x) = yu(x) − ȳ(x) for x ∈ Ω,
p(x) = 0 for x ∈ ∂Ω.

(2.10)It holds that (see [24] lemma 6.18):Lemma 49 Let u ∈ L2(Ω). Then the adjoint equation has a unique solution
pu ∈ H1

0 (Ω), called the adjoint state associated with u. In addition, thefunction J0 is of class C1 and
DJ0(u) = pu +Nu. (2.11)Remark 50 Note that equation (2.10) and the Sobolev embeddings (2.2)imply that pu ∈ Yq where

q =

{
2n

n−4
if n > 4,any real number in [2,∞) if n ≤ 4.



71Now, let u0 be a solution of (CP2
0). In what follows we will write y0 := yu0and p0 := pu0

. The �rst-order condition for the optimality of u0 is given by
DJ0(u0)(v − u0) ≥ 0, for all v ∈ U2

+. (2.12)Expressions (2.11) and (2.12) easily yield that
u0 = PU2

+
(−N−1p0), (2.13)where PUs

+
denotes the orthogonal projection in L2(Ω) onto U2

+. This in turnimplies that the following punctual relation holds
u0(x) = π0(−N−1p0(x)) for a.a. x ∈ Ω, (2.14)where for a ∈ R we denote π0(a) := max{0, a}.Expression (2.14) allows us, by a bootstrapping argument and using theSobolev embeddings, to specify the regularity of (y0, p0). In fact, proposition48 implies the following corollary:Corollary 51 Problem (CPs

0) has (at least) one solution and it holds that:
y0 ∈






Lq1(Ω) with q1 = ns
n−2s

if s < n
2
,

Lq(Ω) with q ∈ [1,+∞) if s = n
2
,

C1−[ n
s
],γ(n,s)(Ω) if s > n

2
.

p0 ∈






Lq2(Ω) with q2 = ns
n−4s

if s < n
4
,

Lq(Ω) with q ∈ [1,+∞) if s = n
4
,

C1−[ n−2s
s

],γ(n,q1)(Ω) if s > n
4
.

(2.15)
Proof. Let u0 be a solution of (CP2

0). Replacing expression (2.14) intoequations (2.8) and (2.10) yields that y0 and p0 satisfy





−∆y(x) + φ(y(x)) = f(x) + π0(−N−1p0(x)) for x ∈ Ω.
−∆p(x) + φ′(yu(x))p(x) = yu(x) − ȳ(x) for x ∈ Ω

y(x) = p(x) = 0 for x ∈ ∂Ω(2.16)An standard boostraping argument in equations (2.16) implies that p0 ∈
Lq2(Ω) where q2 = ns

n−4s
. Since q2 > s, expression (2.14) yields that u0 ∈

Ls(Ω) and therefore solves (CPs
0). Regularity results (2.15) follow by (2.2),using that f + u0 ∈ Ls(Ω).Next we consider a localized penalized version of (CPs

0). Since we couldhave several solutions of (CPs
0), the idea is to localize the problem around



72an strict solution (if there is any). Let ` be a convex function with domaineither R+ or R++, which is C2 on the interior of its domain, and satis�es:(i) limt↓0 `
′(t) = −∞; (ii) limt↓0

`′′(t)

`′(t)
= −∞;(iii) There exist α ≥ 0 such that |`′(t)| ≤ αt ∀ t ≥ 1.

(2.17)Remark 52 Standard examples of functions satisfying these properties are:
`(t) = − log t; `(t) = t−p, p > 0; `(t) = −tp, p ∈ (0, 1); `(t) = t log t.Let u0 be a solution of (CPs

0). For b, ε > 0 the localized penalized problemis de�ned as
Min Jε(u) := J0(u) + ε

∫

Ω

`(u(x))dx subject to u ∈ Us
+ ∩ B̄s(u0, b)

(CPb,s
ε ),where B̄s(u0, b) denotes the closed ball in Ls(Ω) centered at u0 of radius b.Note that `, being a convex function, is bounded by below by some a�nefunction and thus Jε takes values in R ∪ {+∞}.Lemma 53 The function Jε : Ls(Ω) → R is w.l.s.c. and problem (CPb,s
ε )has (at least) one solution.Proof. By corollary 47, the function J0 is w.l.s.c. Adapting the argumentof proposition 1 in [2] (which is based in Fatou's lemma), we obtain that

u ∈ Ls(Ω) →
∫
Ω
`(u(x))dx is convex l.s.c. and hence convex w.l.s.c. whichyields the �rst assertion. Let un ∈ Us

+ ∩ B̄s(u0, b) be a minimizing sequencefor Jε. Since Ls(Ω) is a re�exive Banach space, extracting a subsequence ifnecessary, there exists uε ∈ Ls(Ω) such that un → uε weakly. Clearly, uε isfeasible for (CPb,s
ε ) and since J0 is w.l.s.c. it is a solution of the problem.We give here an elementary argument, for the semilinear case, to prove awell known contraction principle which is a corollary of Stampacchia's results(see [81]).Lemma 54 There exists a constant C1 > 0 such that for every u1, u2 ∈

Ls(Ω) we have
||yu1

− yu2
||1 ≤ C1||u1 − u2||1. (2.18)



73Proof. Set z = yu1
− yu2

and h = u1 − u2. Clearly z satis�es
{

−∆z(x) + ψu1,u2
(x)z(x) = h(x) for x ∈ Ω,

z(x) = 0 for x ∈ ∂Ω,
(2.19)where

ψu1,u2
(x) :=






φ(yu2
(x)) − φ(yu1

(x))

(yu2
− yu1

)(x)
, if yu2

(x) 6= yu1
(x),

φ′(yu1
)(x), otherwise. (2.20)Evidently 0 ≤ ψu1,u2

(x) ≤ Lφ for all x ∈ Ω. Now, let vz be the uniquesolution of
{

−∆vz(x) + ψu1,u2
(x)vz(x) = sgn(z(x)) for x ∈ Ω

vz(x) = 0 for x ∈ ∂Ω
(2.21)Multiplying by vz the �rst equation in (2.19) and using Green's formula yieldsthat ∫

Ω

|z(x)|dx =

∫

Ω

h(x)vz(x)dx. (2.22)On the other hand, by the maximum principle for elliptic equations (see forexample [30, proposition IX.29]) it holds that −v1 ≤ vz ≤ v1 where v1 ≥ 0solves {
−∆v1(x) + ψu1,u2

(x)v1(x) = 1 for x ∈ Ω
v1(x) = 0 for x ∈ ∂Ω.

(2.23)Using that ψ ≥ 0 and the maximum principle again, we see that v1 ≤ v2where v2 solves {
−∆v2(x) = 1 for x ∈ Ω

v2(x) = 0 for x ∈ ∂Ω.
(2.24)Since v2 is bounded in L∞(Ω) the result follows from (2.22).The following result yields that the solutions of the penalized problemare bounded in L∞(Ω) by a constant which is independent of ε.Proposition 55 Suppose that s > n/2 (s = 2 if n ≤ 3) and let uε be a solu-tion of (CPb,s

ε ). If ε is small enough, there exists a constant K` (independentof ε) such that
uε(x) ≤ K` for a.a. x ∈ Ω. (2.25)Proof. For K > 2||u0||∞ set
ΩK := {x ∈ Ω; uε(x) ≥ K}



74and
uK

ε (x) :=

{
K/2 if x ∈ ΩK

uε(x) otherwise ; yK
ε (x) := yuK

ε
(x) for a.a. x ∈ Ω.(2.26)Note that uK

ε is feasible. For all u ∈ Ls(Ω) we have (omitting the functionarguments in the integral)
J0(u) − J0(uε) = 1

2

∫

Ω

{(u+ uε)(u− uε) + (yu + yε − 2ȳ)(yu − yε)} dx.(2.27)Taking u = uK
ε in (2.27) we see that, since s > n/2 (s = 2 if n ≤ 3)and uε ∈ B̄s(u0, b), proposition 46(i) implies that yK

ε + yε − 2ȳ is uniformlybounded by a constant independent of ε and K. In addition, by the veryde�nition of ΩK and uK
ε , it holds that

(
uε + uK

ε

) (
uε − uK

ε

)
≥ 3

2
K(uε − uK

ε )1ΩK
≥ 0where 1ΩK

is the indicator function of ΩK . Therefore, in view of lemma 54,we have the existence of K2 > 0 such that
J0(uε) − J0(u

K
ε ) ≥

(
3

4
K +K2

)
Kmeas(ΩK). (2.28)Using the convexity of `, we obtain that

Jε(uε) − Jε(u
K
ε ) ≥ Kmeas(ΩK)

(
3

4
K +K2 + 1

2
ε`′(1

2
K)

)
. (2.29)On the other hand, hypothesis (2.17)(iii) implies, for ε small enough, theexistence of K` (independent of ε) such that 3

4
K` + K2 + 1

2
ε`′(1

2
K`) > 0.Therefore meas(ΩK`

) = 0 from which the conclusion follows.Let us give an elementary lemma that will be useful in the convergenceproof of the central path to the optimal solution (proposition 57). First,de�ne F̄ : Ys × Ys → Ls(Ω) by
F̄ (y, p) := −∆p + φ′(y)p− y + ȳ (2.30)and for every y ∈ Ys denote by p[y] the unique solution of F̄ (y, p) = 0. Itholds that:Lemma 56 Suppose that φ is C2 and that s > n/2 (s = 2 if n ≤ 3). Then(i) The function F̄ is C1.(ii) The mapping y ∈ Ys → p[y] ∈ Ys is C1.(iii) The mapping u ∈ Ls(Ω) → yu ∈ Ys is C2.



75Proof. In order to prove (i) it is enough to note that φ′(y)p is C1 since φ is
C2 and s > n/2 (s = 2 if n ≤ 3). Assertions (ii) and (iii) follow directly bythe implicit function theorem.For the solutions uε of the penalized problems we will write yε := yuε

forthe state functions and pε := puε
for the adjoint state functions. Now we canstate the convergence result.Proposition 57 Assume that s > n/2 (s = 2 if n ≤ 3) and suppose thatthere exists b0 > 0 such that u0 is the unique minimum of (CPs

0) in B̄s(u0, b0).Then(i) The controls uε, solutions of (CPb0,s
ε ), strongly converge to u0 in Ls(Ω) as

ε ↓ 0.(ii) It holds that Jε(uε) → J0(u0) and that J0(uε) ↓ J0(u0) .(iii) The states yε converge to y0 in Ys and the adjoint states pε converge to
p0 in Ys.Proof. Since uε is bounded in L2(Ω), extracting a subsequence if necessary,it converges weakly to some ū. Similary, since J0(uε) is bounded in R, wecan assume, extracting a subsequence again, that there exists J̄ ≥ 0 suchthat J0(uε) converges to J̄ .In view of the optimality of uε, for every η > 0 such that u0 +η is feasiblefor (CPb0,s

ε ), we have that
Jε(uε) ≤ J0(u0 + η) + ε

∫

Ω

`(u0(x) + η)dx.Letting �rst ε ↓ 0 and then η ↓ 0 yields
limε↓0Jε(uε) ≤ J0(u0). (2.31)On the other hand, because of the convexity of `, there exist some β1 and β2such `(x) ≥ β1x+ β2 for all x ∈ R+. Thus

Jε(uε) ≥ J0(uε) + ε

∫

Ω

(β1uε(x) + β2) dx. (2.32)Using (2.31), (2.32) and the fact that J0 is w.l.s.c. yields that
J0(u0) ≥ limε↓0Jε(uε) ≥ limε↓0Jε(uε) ≥ J̄ ≥ J0(ū). (2.33)Since u0 is the unique minimum of (CPs

0) in B̄s(u0, b0), it holds that ū = u0and hence (ii) is established.



76 In order to prove (i) it su�ces to note that thanks to proposition 46 (ii) thestates yε converge strongly in L2(Ω) to y0. Therefore, since J0(uε) → J0(u0)we have that ||uε||2 → ||u0||2. Together with the weak convergence in L2(Ω)of uε to u0, we obtain the strong convergence in L2(Ω). The convergence in
Ls(Ω) follows directly from the convergence in L2(Ω) and the fact that uεis uniformly bounded in L∞(Ω) by proposition 55. Finally (iii) is a directconsequence of lemma 56.Remark 58 Note that, under the hypothesis of the theorem above, the con-vergence in Ls(Ω) of uε to u0 implies that for ε small enough the constraint
uε ∈ B̄s(u0, b) is inactive.Now we obtain lower bounds for uε.Proposition 59 Under the hypothesis of proposition 57 there exists a con-stant K1 > 0 such that for ε > 0 small enough

`′(2uε(x)) ≥ −2K1

ε
for a.a. x ∈ Ω. (2.34)Proof. By (2.17)(i) there exists ζ > 0 such that ` is decreasing on (0, ζ ]. Set

Ωζ := {x ∈ Ω; uε(x) ≤ ζ/2}and
uζ

ε(x) :=

{
ζ if x ∈ Ωζ

uε(x) otherwise ; yζ
ε(x) := yuζ

ε
(x) for a.a. x ∈ Ω. (2.35)Note that, by remark 58, uζ

ε is feasible for ζ small enough. In addition,
0 ≤

(
uζ

ε + uε

) (
uζ

ε − uε

)
≤ 3

2
ζ(uζ

ε − uε)1Ωζ .Thus, taking u = uζ
ε in (2.27) and reasoning as in the proof of proposition55, we obtain the existence of K ′

1 > 0 such that
Jε(u

ζ
ε) − Jε(uε) ≤ K ′

1ζmeas(Ωζ) + ε

∫

Ωζ

(
`(uζ

ε(x)) − `(uε(x))
)
dx.By the mean value theorem and the convexity of `, which implies that `′ isincreasing, we �nd that

`(uζ
ε(x)) − `(uε(x)) ≤ 1

2
`′(ζ)ζ



77for a.a. x ∈ Ωζ. This in turn implies that
Jε(u

ζ
ε) − Jε(uε) ≤ ζmeas(Ωζ)

(
K ′

1 + 1
2
ε`′(ζ)

)
. (2.36)Therefore, by the optimality of uε, if meas(Ωζ) > 0 we have that K ′

1 ≥
−1

2
ε`′(ζ). By choosing ζ ′ such that K ′

1 < −1
2
ε`′(ζ ′) we obtain that for a.a.

x ∈ Ωζ

`′(2uε(x)) ≥ `′(ζ ′).Relation (2.34) follows by letting `′(ζ ′) ↑ −2K1ε.Remark 60 For the examples given in remark 52 inequality (2.34) yields(i) If `(t) = − log t then there exists C1 > 0 such that uε(x) ≥ C1ε for a.a.
x ∈ Ω.(ii) If `(t) = t log t then there exists C2, C3 > 0 such that uε(x) ≥ C2 exp(−C3/ε)for a.a. x ∈ Ω.(iii) If `(t) = t−p with p > 0 then there exists C4 > 0 such that uε(x) ≥
C4ε

1/(p+1) for a.a. x ∈ Ω.(iv) If `(t) = −tp with p ∈ (0, 1) then there exists C5 > 0 such that
uε(x) ≥ C5ε

1/(1−p) for a.a. x ∈ Ω.Note that u ∈ Ls(Ω) →
∫
Ω
`(u(x))dx is, in general, not continuous andwhence not di�erentiable. This implies that we cannot write directly the �rst-order condition for the optimality of uε. However, we can avoid this di�cultyby noting that, in view of propositions 55 and 59, u ∈ L∞(Ω) →

∫
Ω
`(u(x))dxis di�erentiable at any solution of (CPb0,s

ε ).Proposition 61 Under the hypothesis of proposition 57, for ε > 0 smallenough it holds that
uε(x) = πε(−N−1pε(x)) for a.a. x ∈ Ω, (2.37)where for every z ∈ R, πε(z) is the unique solution of
Min 1

2
(x− z)2 + ε`(x), s.t. x ∈ R++. (Pε,z)Proof. By proposition 55 it holds that uε ∈ L∞(Ω). Hence, it is a localsolution of

Min Jε(u) subject to u ∈ Us
+ ∩ B̄s(u0, b0) ∩ L∞(Ω).



78Proposition 59 implies that Jε : L∞(Ω) → R is di�erentiable. Therefore,writing the �rst-order condition for the above problem and noting remark58, we have
DJ0(uε)h+ ε

∫
Ω
`′(uε(x))h(x)dx = 0 for all h ∈ L∞(Ω),which implies that

Nuε(x) + pε(x) + ε`′(uε) = 0 for a.a. x ∈ Ω. (2.38)The conclusion follows noting that for x ∈ Ω, equation (2.38) is the �rst-orderoptimality condition of (Pε,z) with z = −N−1pε(x).Remark 62 Note that for every z ∈ R the function πε(z) corresponds to theinterior penalty approximation of π0(z).We collect in the following lemma, some useful properties of the family
{πε}ε≥0 whose proof can be found in [2] Section 3 for a more general case.Lemma 63 The family of functions {πε}ε≥0 satis�es(i) There exist cπ, independent of `ε', such that for all z1, z2 ∈ R,

|πε(z1) − πε(z2)| ≤ cπ|z1 − z2|. (2.39)(ii) As ε ↓ 0 the sequence πε converges to π0 uniformly on each compact setof R.(iii) The function (ε, z) → Dzπε(z) is continuous in (ε̄, z̄) for every ε̄ ≥ 0and z̄ 6= 0.(iv) The continuous function πε −π0 is increasing in (−∞, 0) and decreasingin (0,∞). Henceforth,
sup
z∈R

|πε(z) − π0(z)| = |πε(0) − π0(0)| = |πε(0)|.(v) For each compact set K ⊆ R not containing 0, it holds that:
sup
z∈K

|πε(z) − π0(z)| = O(ε).Remark 64 Hypothesis (ii) in (2.17) is used to prove (iii) in the lemmaabove.



792.3 Main resultsAs before, we consider f ∈ Ls(Ω) and for the rest of the article we assumethat s > 1
2
n (s = 2 if n ≤ 3). Let u0 be a solution of (CPs

0) and y0, p0its associated state and costate, respectively. Analogously, for ε > 0, b > 0let uε be a solution of (CPb,s
ε ) and denote, as in the previous section, by yεand pε its associated state and costate, respectively. Consider the mapping

F : Ys ×Ys × R+ → Ls(Ω) × Ls(Ω) de�ned by
F (y, p, ε) :=

(
∆y + Πε(−N−1p) + f − φ(y)

∆p+ y − ȳ − φ′(y)p

)
. (2.40)In view of (2.14), proposition 57 and (2.37) we see that if u0 is a local strictsolution of (CPs

0) then for b and ε ≥ 0 small enough
F (yε, pε, ε) = 0.Motivated by this fact, our objective is to obtain an �asymptotic expansion�for (yε, pε) around (y0, p0). As in the ODE case (see [2]), the mapping Fis, in general, not di�erentiable at (y0, p0, 0). In fact, it can be easily seenthat DεF (y0, p0, 0) does not always exists. Therefore, we cannot apply thestandard implicit function theorem in order to obtain such expansion. Wewill overcome this di�culty in the same way as in [2], i.e. by using thefollowing restoration theorem, whose proof can be found in the Appendix of[2].Theorem 65 (Restoration theorem) Let X and Y be Banach spaces, Ea metric space and F : U ⊂ X × E → Y a continuous mapping on anopen set U . Let (x̂, ε0) ∈ U be such that F (x̂, ε0) = 0. Assume that thereexists a surjective linear continuous mapping A : X → Y and a function

c : R+ → R+ with c(β) ↓ 0 when β ↓ 0 such that, if x ∈ B(x̂, β), x′ ∈ B(x̂, β)and ε ∈ B(ε0, β), then
‖F (x′, ε) − F (x, ε) −A(x′ − x)‖ ≤ c(β)‖x′ − x‖. (2.41)Then, denoting by B a bounded right inverse of A, for ε close to ε0, F (·, ε)has, in a neighborhood of x̂, a zero denoted by xε such that the followingexpansion holds

xε = x̂− BF (x̂, ε) + r(ε) with ||r(ε)|| = o (‖F (x̂, ε)‖) . (2.42)



80Remark 66 Note that hypothesis (2.41) implies that if A is invertible and
β is such that c(β)||A−1||Y →X < 1 (where || · ||Y →X denotes the standardnorm for the space of bounded linear functionals from Y to X) then for all
ε ∈ B(ε0, β) the mapping F (·, ε) is injective in B̄(x̂, β). In particular, for
ε ∈ B(ε0, β) there exists a unique xε ∈ B̄(x̂, β) such that F (xε, ε) = 0.In order to verify that F , de�ned in (2.40), satis�es the hypothesis oftheorem 65 we need the following lemmas.Lemma 67 Let f : R → R be a Lipschitz function and denote by A(f) theset of points were f is not di�erentiable. For s ∈ [1,∞) set f̄ : L∞(Ω) →
Ls(Ω) de�ned by

f̄ [w](x) := f(w(x)). (2.43)Then f̄ is Fréchet di�erentiable at every w̄ ∈ L∞(Ω) satisfying that
meas {x ∈ Ω ; w̄(x) ∈ A(f)} = 0 (2.44)and (Df̄ [w̄]h

)
(x) = f ′(w̄(x))h(x) for all h ∈ L∞(Ω).Proof. Let θ : L∞(Ω) → R+ de�ned by
θ(h) :=

||f̄(w̄ + h) − f̄(w̄) − f ′(w̄(·))h||ss
||h||s∞

. (2.45)We have to show that θ(h) → 0 as h→ 0. In fact we have
0 ≤ θ(h) ≤

∫

Ω

|f(w̄(x) + h(x)) − f(w̄(x)) − f ′(w̄(x))h(x)|s
|h(x)|s dx (2.46)and the result follows by the dominated convergence theorem using the factthat f is Lipschitz.For w ∈ Ys set

Sing(w) := {x ∈ Ω̄ ; w(x) = 0} (2.47)and for every ε ≥ 0 de�ne Πε : Ys → Ls(Ω) by (Πε(w))(x) := πε(w(x)) fora.a. x ∈ Ω. Lemmas 63 and 67 allows us to prove the following result.Lemma 68 Let ŵ ∈ Ys and suppose meas(Sing(ŵ)) = 0. Then(i) For every ε > 0, w ∈ Ys, the function Πε is di�erentiable at w and forevery h ∈ Ys

(DΠε(w)h) (x) = π′
ε(w(x))h(x), for a.a. x ∈ Ω.



81(ii) The function Π0 is di�erentiable at ŵ and for every h ∈ Ys

(DΠ0(ŵ)h) (x) = π′
0(ŵ(x))h(x), for a.a. x ∈ Ω.(iii) There exist a nondecreasing function c : R+ → R+ with limβ↓0 c(β) = 0such that for any w′, w ∈ Ys with ||w′ − ŵ||2,s ≤ β, ||w − ŵ||2,s ≤ β and

ε ∈ [0, β] we have
||Πε(w

′) − Πε(w) −DΠ0(ŵ)(w′ − w)||s ≤ c(β)||w′ − w||2,s. (2.48)Proof. (i) Since, for ε > 0, πε is C1 it holds that Πε, viewed as mappingfrom L∞(Ω) into L∞(Ω), is also C1. Therefore, noting that s > n/2 (s = 2 if
n ≤ 3), the result easily follows.(ii) Consequence of lemma 67 using that Ys ⊆ L∞(Ω).(iii) Note that

||Πε(w
′) − Πε(w) −DΠ0(ŵ)(w′ − w)||s =

∣∣∣∣

∣∣∣∣

(∫ 1

0

{DΠε(w + s(w′ − w)) −DΠ0(ŵ)}ds

)
(w′ − w)

∣∣∣∣

∣∣∣∣
s

≤ sup
z∈B2,s(ŵ,β)

||DΠε(z) −DΠ0(ŵ)||Ys→Ls(Ω) ||w′ − w||2,s .where B2,s(ŵ, β) denotes the ball in W 2,s(Ω) of center ŵ and radius β and
|| · ||Ys→Ls(Ω) denotes the standard norm for the space of linear boundedfunctions from Ys to Ls(Ω). Let h ∈ Ys with ||h||2,s ≤ 1. Since s > n/2(s = 2 if n ≤ 3), we have

||DΠε(z)h−DΠ0(ŵ)h||ss ≤ css

(∫

Ω

|π′
ε(z(x)) − π′

0(ŵ(x))|sdx
)with cs being de�ned in (2.4). Thus,

||Πε(w
′) − Πε(w) −DΠ0(ŵ)(w′ − w)||s ≤ c(β) ||w′ − w||2,swhere c(β) is the nondecreasing function de�ned by

c(β) := cs

(∫

Ω

sup
ε∈[0,β]

sup
z∈B(ŵ(x),β)

|π′
ε(z(x)) − π′

0(ŵ(x))|sdx
) 1

s

.Since meas(Sing(ŵ)) = 0, lemma 63 (i) and (iii) yields that c(β) ↓ 0 as β ↓ 0by the dominated convergence theorem.



82 In order to establish our main result we will have to impose a second-ordersu�cient condition at any solution of (CPs
0). First let us study the followingabstract setting:Consider a nonempty closed and convex set K ⊆ L2(Ω) and de�ne Ks :=

K ∩ Ls(Ω). We will establish some second-order su�cient conditions for theproblem Min J0(u) subject to u ∈ Ks . (AP)Let ū ∈ K. The radial, tangent, normal cones to K at ū and the criticalcone in L2(Ω) at ū are de�ned respectively by
RK(ū) := {h ∈ L2(Ω) ; ∃ σ > 0; ū+ σh ∈ K},
TK(ū) := {h ∈ L2(Ω) ; ∃ u(σ) = ū+ σh+ o2(σ) ∈ K, σ ≥ 0, },
NK(ū) := {h∗ ∈ L2(Ω) ; 〈h∗, u− ū〉 ≤ 0, ∀ u ∈ K},
C(ū) := {h ∈ TK(u) and DJ0(ū)h ≤ 0}. (2.49)In the de�nition of TK(ū) the function o2 is such that ||o2(σ)/σ||2 → 0. If

ū ∈ Ks we de�ne analogously the radial, tangent and normal cones toKs at ūand the critical cone in Ls(Ω) at ū by replacing L2(Ω) by Ls(Ω) and K by Ksin (2.49). We denote them by RKs
, TKs

(ū), NKs
(ū) and Cs(ū) respectively.We say that J0 satis�es the local quadratic growth condition at ū if thereexists α > 0 and a neighborhood Vs of ū in Ls(Ω) such that

J0(u) ≥ J0(ū) + α||u− ū||22 + o(||u− ū||22) for all u ∈ Ks ∩ Vs. (2.50)The following notion of polyhedricity will be required (see [52, 71]). Theset Ks is said to be polyhedric in Ls(Ω) at u ∈ Ks if for all u∗ ∈ NKs
(u) (setsof normal of Ks at u), the set RKs

(u)∩ (u∗)⊥ is dense in TKs
(u)∩ (u∗)⊥ withrespect to the Ls(Ω) norm. If Ks is polyhedric in Ls(Ω) at each u ∈ Ks wesay that Ks is s-polyhedric.For various types of optimization problems (see [24]), positivity of thesecond derivative of the cost function over the critical cone at a point u canbe related to the quadratic growth condition at u. This is usually referred asa no gap second-order su�cient condition which under some hypothesis willbe satis�ed in our problem.If φ is C2 then, since s > n/2 (s = 2 if n ≤ 3), the function J0 : Ls(Ω) → Ris C2 (see [24, lemma 6.27]) and for all u, v ∈ Ls(Ω) we have

D2J0(u)(v, v) =

∫

Ω

{
Nv(x)2 + (1 − pu(x)φ

′′(yu(x))) zv(x)
2
}

dx, (2.51)where zv is the unique solution of the linearized state equation
{

−∆z(x) + φ′(yu(x))z(x) = v(x) for x ∈ Ω,
z(x) = 0 for x ∈ ∂Ω.

(2.52)



83In addition, it is proved that the quadratic form D2J0(u) has a uniquecontinuous extension over L2(Ω) × L2(Ω) and this extension is a Legendreform, which means that it is sequentially w.l.s.c. and that if hk convergesweakly to h in L2(Ω) andD2J0(u)(hk, hk) → D2J0(u)(h, h) then hk convergesstrongly to h in L2(Ω).The theorem below, which concerns to second-order su�cient conditionsfor (AP), is proved in [24, theorem 6.31].Theorem 69 Consider problem (AP) and let ū ∈ Ks. If Ks is s-polyhedricand Cs(ū) is dense in C(ū), then the quadratic growth condition (2.50), thesecond-order condition
∃ α > 0, such that D2J0(ū)(h, h) ≥ α||h||22 for all h ∈ C(ū) (2.53)and the punctual relation

D2J0(ū)(h, h) > 0 for all h ∈ C(ū) \ {0} (2.54)are equivalent.When K = U2
+ and u ∈ K it is easy to verify that

TK(u) := {v ∈ L2(Ω) ; v(x) ≥ 0 if u(x) = 0 for a.a. x ∈ Ω}
NK(u) := {v ∈ (L2(Ω))∗ ; v(x) ≤ 0 and v(x) = 0 if u(x) > 0}. (2.55)If u ∈ Ks the correspondig expressions for TKs

(u) and NKs
(u) are ob-tained by replacing L2(Ω) by Ls(Ω) in (2.55). If u0 is a local solution of

(CPs
0) and p0(x) 6= 0 for almost all x ∈ Ω, expression (2.11) yields that
Cs(u0) := {v ∈ Ls(Ω) ; v(x) = 0 if u0(x) = 0 for a.a. x ∈ Ω}. (2.56)Analogously, if u0 is a solution of (CP2

0), the corresponding expression for
C(u0) is obtained by replacing Ls(Ω) by L2(Ω) in (2.56).Now we give a simple proof of the following well known result (see forexample [24, proposition 6.33]) which shows that theorem 69 can be appliedin our case (Ks = Us

+).Lemma 70 Suppose that Ks = Us
+, then(i) The set Ks is s-polyhedric.(ii) If u0 is a local solution of (CPs
0), then Cs(u0) is dense in C(u0).



84Proof. (i) Let u ∈ Us
+ and u∗ ∈ NUs

+
(u). For h ∈ TUs

+
(u) ∩ (u∗)⊥ and k ∈ Nlet hk ∈ L∞(Ω) be de�ned as

hk(x) :=

{
0 if 0 < u(x) ≤ 1/k
max{−k,min{h(x), k}} otherwise. (2.57)It is easy to check that hk ∈ RUs

+
∩ (u∗)⊥ and hk → h in Ls(Ω) by thedominated convergence theorem.(ii) Given h ∈ C(u0) the sequence hk de�ned in (2.57) belongs to Cs(u0) andconverges in L2(Ω) to h by the dominated convergence theorem.To obtain our main result we will assume two hypothesis. The �rst oneallows to ensure that hypothesis (2.41) holds at (y0, p0, 0) for the mapping

F de�ned in (2.40). The second one will imply that the set of solutions of
(CPs

0) is isolated and that D(y,p)F (y0, p0, 0) is an isomorphism (see lemma72). We consider the following hypothesis:(H1) For the adjoint state p0, associated to any local solution u0 of (CPs
0),it holds that

meas(Sing(p0)) = 0.(H2) At any local solution u0 of (CPs
0), condition (2.53) holds.Remark 71 Suppose that (H1) does not hold. Then, the W 2,s regularityof p0 implies that −∆p0 = 0 in Sing(p0) (see [30] page 195). Therefore, byequations (2.8) and (2.10),

−∆ȳ(x) + φ(ȳ(x)) = f(x) for x ∈ Sing(p0)which yields a compatibility condition between the data ȳ and f .Lemma 72 Let u0 be a solution of (CPs
0), suppose that φ is C2 and that(H1), (H2) hold. Then F (de�ned in (2.40)) is di�erentiable with respectto (y, p) at (y0, p0, 0) and the linear mapping D(y,p)F (y0, p0, 0) is an isomor-phism.In addition, for every (δ1, δ2) ∈ Ls(Ω) × Ls(Ω), we have that

D(y,p)F (y0, p0, 0)−1(δ1, δ2)is the unique solution of the reduced optimality system ofMin {∫
Ω

[
1
2
Nv2 + 1

2
(1 − p0φ

′′(y0)) z
2
v+δ1

+ δ2zv+δ1

]
dx ; v ∈ C(u0)

}

(QPδ1,δ2)where zv is de�ned in (2.52).



85Proof. In view of assumption (H1) and lemma 68, the mapping F is di�er-entiable with respect to (y, p) at (y0, p0, 0) and
D(y,p)F (y0, p0, 0)(z, q) =

(
∆z − Π′

0(−N−1p0)N
−1q − φ′(y0)z

∆q + z − φ′′(y0)p0z − φ′(y0)q

)
.Let δ1, δ2 ∈ Ls(Ω), to �nd (z, q) ∈ Ys such that D(y,p)F (y0, p0, 0)(z, q) =

(δ1, δ2) is equivalent to solve in Ys × Ys the following system of PDE's
−∆z(x) + φ′(y0(x))z(x) = δ1(x) −

Π′
0(−N−1p0(x))q(x)

N
−∆q(x) + φ′′(y0(x))p0(x)z(x) + φ′(y0(x))q(x) = δ2(x) + z(x)for all x ∈ Ω. But these equations are exactly the reduced optimality systemfor problem (QPδ1,δ2) which can be written, denoting by 〈·, ·〉L2 the standardduality product in L2(Ω), asMin 1

2
D2J0(u0)(v, v) + 〈γ∗δ1,δ2, v〉L2 + β∗

δ1,δ2 subject to v ∈ C(u0)for some γ∗δ1,δ2
∈ L2(Ω) and
β∗

δ1,δ2
:=

∫

Ω

[
1
2
(1 − p0φ

′′(y0)) z
2
δ1

+ δ2zδ1

]
dx.In fact, since zv+δ1 = zv + zδ1 , the cost function of (QPδ1,δ2) is given by

1
2
D2J0(u0)(v, v) +

∫

Ω

[(1 − p0φ
′′(y0)) zvzδ1 + δ2zv] dx+ β∗

δ1,δ2
.Since the above integral is a linear form, as a function of v, the existence of

γ∗δ1,δ2
follows by the Riesz's theorem.By (H2) this cost function is strongly convex over the closed subspace

C(u0) and therefore has a unique minimum. The W 2,s regularity for itsassociated state and adjoint state follows readily by a boostrapping argument.For every ε ≥ 0 let us de�ne qε := −pε/N . Now we can state our mainresult.Theorem 73 Let u0 be a solution of (CPs
0), suppose that φ is C2 and that(H1), (H2) hold. Denote respectevely by y0 and p0 the state and adjointstate associated to u0. Then there are b̄ > 0 and ε̄ > 0 such that for ε ∈ [0, ε̄]problem (CP b̄,s

ε ) has a unique solution uε. In addition, denoting by yε and pε



86the associated state and adjoint state for uε, the following expansion around
(y0, p0) holds

(
yε

pε

)
=

(
y0

p0

)
+D(y,p)F (y0, p0, 0)−1F (y0, p0, ε) + r(ε), (2.58)where r(ε) = o(||F (y0, p0, ε)||s). Moreover, D(y,p)F (y0, p0, 0)−1F (y0, p0, ε) ischaracterized as being the unique solution of (QPδΠ(ε),0) where
δΠ(ε) := Πε(q0) − Π0(q0).Proof. Lemma 68 (ii) implies that hypothesis (2.41) of theorem 65 is satis�edwith A = D(y,p)F (y0, p0, 0). Lemma 72 yields that A is invertible, whence the�rst assertion follows from the convergence of (yε, pε) to (y0, p0) in Ys × Ys,established in proposition 57, and remark 66.Noting that F (y0, p0, ε) = F (y0, p0, ε) − F (y0, p0, 0) = (δΠ(ε), 0), thesecond assertion follows by theorem 65 and lemma 72 with δ1 = δΠ(ε) and

δ2 = 0.Theorem 73 yields, in particular, the following error bounds.Corollary 74 (Error bounds) Under the assumptions of theorem 73 wehave(i) The error estimates for uε, yε and pε are given by
||uε − u0||s + ||yε − y0||2,s + ||pε − p0||2,s = O (||δΠ(ε)||s) . (2.59)(ii) The error bound for the control in the in�nity norm is given by

||uε − u0||∞ = O (||δΠ(ε)||∞) = O(πε(0)). (2.60)(iii) The error estimate for the cost is given by
|J0(uε) − J0(u0)| = O (||δΠ(ε)||s) . (2.61)Proof. (i) Theorem 65 yields that

||yε − y0||2,s + ||pε − p0||2,s = O(||F (y0, p0, ε)||s) = O(||δΠ(ε)||s). (2.62)Therefore, using proposition 63 (i) we obtain that
||uε − u0||s = ||Πε(qε) − Π0(q0)||s = O(||qε − q0||s) +O(||δΠ(ε)||s), (2.63)



87which combined with (2.62) yields (2.59).(ii) Clearly, as in (i)
||uε − u0||∞ = O(||qε − q0||∞) +O(||δΠ(ε)||∞), (2.64)and thus, using that s > n/2 (s = 2 if n ≤ 3),
||uε − u0||∞ = O(||qε − q0||2,s) +O(||δΠ(ε)||∞).Hence, using the estimation given in (i),

||uε − u0||∞ = O(||δΠ(ε)||s) +O(||δΠ(ε)||∞) = O(||δΠ(ε)||∞),and the result follows from lemma 63(iv).(iii) We have
J0(uε) − J0(u0) = 1

2

∫

Ω

{(uε + u0)(uε − u0) + (yε + y0 − 2ȳ)(yε − y0)} dx.(2.65)Since s > n/2 (s = 2 if n ≤ 3), proposition 59 and lemma 46 (i) imply that
uε +u0 and yε +y0−2ȳ are uniformly bounded in L∞(Ω). Henceforth lemma54 implies that

J0(uε) − J0(u0) = O(||uε − u0||1) = O(||uε − u0||s)and the result follows by (i).2.4 ExamplesIn this section the results of section 3 are applied to the examples given inremark 52. In subsection 4.1 we obtain precise error bounds for the centralpath. We pay particular attention to the logarithmic barrier in view of itswell known properties as a penalty function. In section 4.2 we study theerror for the cost function. in what follows we will assume that φ is C2.2.4.1 Error estimates for the central pathFirst, note that combining (i) and (ii) of corollary 74 yields
||uε − u0||∞ + ||yε − y0||2,s + ||pε − p0||2,s = O (πε(0)) . (2.66)First order condition for (Pε,0) implies that πε(0) is the unique solution of

t+ ε`′(t) = 0. (2.67)Thus, particularizing ` and using (2.67) will give precise error bounds for thecentral path.



882.4.1.1 Negative power penaltyIf `(t) = `1(t) := t−p with p > 0, then (2.67) yields that πε(0) = O
(
ε1/(2+p)

)and thus
||uε − u0||∞ + ||yε − y0||2,s + ||pε − p0||2,s = O

(
ε1/(2+p)

)
. (2.68)Expression (2.68) implies that for every p > 0 the error is worst than O(

√
ε).2.4.1.2 Power penaltyWhen `(t) = `2(t) := −tp with p ∈ (0, 1), equation (2.67) yields that πε(0) =

O(ε1/(2−p)) and thus
||uε − u0||∞ + ||yε − y0||2,s + ||pε − p0||2,s = O

(
εr(p)

)
. (2.69)where r(p) := 1/(2 − p) < 1. Note that r(p) ↑ 1 as p ↑ 1.2.4.1.3 Entropy penaltyThe case `(t) = `3(t) := t log t will be the one with the smallest error bound.In fact, equation (2.67) implies that πε(0) is the unique solution of

t+ ε(log t+ 1) = 0. (2.70)Even if we do not have an explicit solution for this equation, the monotonyof left hand side of (2.70) can be used in order to obtain a precise estimatefor πε(0). Indeed, it can be easily seen that for every k ≥ 1, denoting by
logk(·) := log ... log(·)(there are k logarithms), we have that πε(0) = O(ψ(ε)) where

ε logk | log ε| ≤ ψ(ε) ≤ ε| log ε| for ε small enough.Thus
||uε − u0||∞ + ||yε − y0||2,s + ||pε − p0||2,s = O (ψ(ε)) . (2.71)2.4.1.4 Logarithmic penaltyIt is well known that the case `(t) = `4(t) := − log t is particularly important.Fortunately, πε(z) can be computed explicitly for all z ∈ R. Indeed, �rst-order condition for (Pε,z) implies that πε(z) is the unique solution of

t− z − ε/z = 0. (2.72)



89Henceforth, πε(z) is given by
πε(z) = 1

2

(
x+

√
x2 + 4ε

)
. (2.73)If n ≤ 3 (hence s = 2) expression (2.73) will allow us, using corollary 74(i),to compute the error for the control in the L2 norm (see (2.77)).Theorem 75 Suppose that the assumptions of theorem 73 hold. Let b̄ > 0be such that (CP b̄,s

ε ) has a unique solution uε for ε > 0 small enough. Then:(i) We have
||uε − u0||∞ + ||pε − p0||2,s + ||yε − y0||2,s = O(

√
ε). (2.74)(ii) If in addition n ≤ 3 (hence s = 2), there exist m ∈ N , positive real num-bers α > 0, 0 < δ̄ < 1 and a �nite collection of closed C2 curves (Ci)1≤i≤msuch that:

• The singular set Sing(p0) can be expressed as
Sing(p0) =

m⋃

i=1

Ci. (2.75)
• For all i ∈ {1, ..., m}, de�ning C δ̄

i := {x ∈ Ω; dist(x, Ci) ≤ δ̄}, it holdsthat:
|p0(x)| ≥ α dist(x, Ci) for all x ∈ C δ̄

i . (2.76)Then
||uε − u0||2 + ||pε − p0||2,2 + ||yε − y0||2,2 = O(ε

3

4 ). (2.77)Proof. (i) Follows directly from (2.66) since (2.73) implies that πε(0) = 0.(ii) In view of corollary 74(i), with s = 2, we will estimate the right handside of (2.59). For simplicity we assume that Sing(p0) = ∂Ω and that p0 < 0in Ω. We will use an argument based on local mappings. Set
Q :=

{
x = (x′, xn) ∈ Rn−1 × R, |x′| < 1, |xn| < 1

}
.Since ∂Ω is C2 there exists I ∈ N and {(ωi, φi)}0≤i≤I such that for every

i ∈ {1, ..., I} we have that ωi is an open set and φi : ωi → Q is a C2 mappingwith a C2 inverse satisfying that ω0 ( Ω, Ω̄ ⊆ ∪I
i=0ωi, ∂Ω ⊆ ∪I

i=iωi and
φi(ωi ∩ Ω) = Q ∩ {x = (x′, xn) ∈ Rn−1 × R, xn > 0} =: Q+

φi(ωi ∩ ∂Ω) = Q ∩ {x = (x′, xn) ∈ Rn−1 × R, xn = 0} =: Q0.



90Clearly ||Πε(q0) − Π0(q0)||22 ≤
∑I

i=0 Ii where for every i ∈ {1, ..., I}

Ii :=

∫

Ω∩ ωi

|πε(q0(x)) − π0(q0(x))|2dx.Since ω0 ( Ω, lemma 63 (iv) yields that I0 = O(ε2). Let us now �x i ∈
{1, ..., I} and set τ = q0◦φ−1

i . By a change of variable we obtain the existenceof Ki such that
Ii ≤ Ki

∫

Bn−1

∫ 1

0

|πε(τ(x
′, xn)) − π0(τ(x

′, xn))|2 dxndx′,where Bn−1 denotes the unit ball in Rn−1. Hypothesis (2.76) implies theexistence of ᾱ > 0 such that
τ(x′, xn) ≥ ᾱxn for all xn ∈ [0, δ̄]. (2.78)Therefore, using the uniformity with respect to x′ ∈ Bn−1 in (2.78), we havethat

I∑

i=1

Ii = O

(∫ 1

0

|πε(αxn) − π0(αxn)|2 dxn

)
.Expression (2.73) yields that

∫ 1

0
|πε(αxn) − π0(αxn)|2 dxn =

∫ 1

0

(
x2 + 2ε− x

√
x2 + 4ε

)
dx

= 1
3

+ 2ε− 1
3
(1 + 4ε)3/2 + 1

3
(4ε)3/2and noting that (1+4ε)3/2 = 1+6ε+O(ε2), we obtain the desired result.2.4.2 Error estimate for the cost functionNote that by corollary 74(iii) we have directly that

J0(uε) − J0(u0) = O(||uε − u0||∞) (2.79)which is bigger than O(ε) for the four examples studied in subsection 2.4.1.Now we improve estimate (2.79) for ` = `2, `3 and `4 by generalizing anargument suggested by Anton Schiela, in a personal communication, for theconvex case (for example, when φ ≡ 0) and for the logarithmic barrier.Theorem 76 Let ` = `2, `3, `4 (de�ned in subsection 2.4.1) and suppose thatthe assumptions of theorem 73 hold. Let b̄ > 0 be such that (CP b̄,s
ε ) has aunique solution for ε > 0 small enough. Then

J0(uε) − J0(u0) = O(ε) (2.80)



91Proof. Since J0 is of class C2 we have that
J0(u0) ≥ J0(uε)+DJ0(uε)(uε−u0)−O

(
sup

z∈[uε,u0]

||D2J0(z)||L(Ys,Ys)||uε − u0||2∞

)(2.81)where L(Ys,Ys) denotes the space of continuous bilinear forms over Ys ×
Ys. Expression (2.51) yields that supz∈[uε,u0] ||D2J0(z)||L(Ys,Ys) is uniformlybounded in ε. Therefore by (2.69), (2.71) and (2.74),

sup
z∈[uε,u0]

||D2J0(z)||L(Ys,Ys)||uε − u0||2∞ = O(||uε − u0||2∞) = O(ε). (2.82)On the other hand, optimality conditions for (CP b̄,s
ε ) yield that

DJ0(uε) = −ε`′(uε), (2.83)hence, using (2.81) and (2.82), we have that
J0(uε) − J0(u0) ≤ −ε

∫

Ω

`′(uε(x))(uε(x) − u0(x))dx+O(ε). (2.84)Since for `2(t) and `4(t) it holds that `′2, `′4 ≤ 0, we obtain that
J0(uε) − J0(u0) ≤ −ε

∫

Ω

`′(uε(x))uε(x)dx+O(ε). (2.85)For `2 inequality (2.85) yields
J0(uε) − J0(u0) ≤ εp

∫

Ω

uε(x)
pdx+O(ε) = O(ε),by (2.25). For `4 inequality (2.85)

J0(uε) − J0(u0) ≤ −εmeas(Ω) +O(ε) = O(ε).Finally, for `3 inequality (2.84) implies that J0(uε)−J0(u0) ≤ I1 + I2 +O(ε),where
I1 := −ε

∫
{uε(x)≤e−1} `

′(uε(x))(uε(x) − u0(x))dx and
I2 := −ε

∫
{uε(x)≥e−1} `

′(uε(x))(uε(x) − u0(x))dx.Since uε log uε is bounded uniformly in ε, we have that
I1 ≤ −ε

∫

{uε(x)≤e−1}
(1 + log uε(x)) uε(x)dx = O(ε)and

I2 = −ε
∫

{uε(x)≥e−1}
(1 + log uε(x)) (uε(x) − u0(x)) dx = O(ε)by (2.25).
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Part IIIStochastic optimal control theory
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963.1 IntroductionThe study of stochastic linear quadratic (LQ) optimal control problems isan area of active research. In fact, many problems arising in engineeringdesign and mathematical �nance can be modeled as stochastil LQ problems.Let us cite, for example, the portfolio selection problem ([96, 66]) and thecontingent claim problem ([59]). The stochastic LQ problem, in a �nite timehorizon [0, T ] and without constraints, can be stated as follows:Minimize E
(∫ T

0

[
u(t)>R(t)u(t) + y(t)>C(t)y(t)

]
dt+ y(T )>My(T )

)s.t. { dy(t) = [A0(t)y(t) +B0(t)u(t)] dt+ [A1(t)y(t) +B1(t)u(t)] dW (t),
y(0) = x0Assuming that R(t) is positive de�nite, the problem above was extensivelyinvestigated in the 1960s and 1970s (see e.g. [89, 70, 16, 17, 39], the surveysin [6] and references therein). In the mid-1990s, using an approach basedon a stochastic Riccati equation, Chen-Li-Zhou [35] treated the stochasticLQ problem even when R(t) can be inde�nite. See also [36], where therelations between the stochastic LQ problem, the stochastic Pontryagin min-imum principle (SPMP) and linear forward-backward stochastic di�erentialequations, are studied.Even if the unconstrained case is well studied, when control constraintsare present the only reference that we know is [56]. In fact, the authorsconsider a stochastic LQ problem where the control is constrained in a cone.They obtain explicit solutions for the optimal control and the optimal costvia solutions of a system of extended stochastic Riccati equations.In this work we study a convex stochastic LQ problem involving non-negativity control constraints. We consider a family of logarithmic penalizedproblems, parameterized by ε > 0. This means that the cost function ismodi�ed by adding a logarithmic barrier function multiplied by ε, whichimplies that the solution of the new problem is strictly positive. Our aim isto study the convergence, as ε ↓ 0, of the solution of the penalized problemto the solution of the initial one. In fact, we will obtain error estimates forthe cost, control, state and adjoint state in the appropriate spaces. Thisresult extend the classical error estimates obtained by Weiser [85] in thedeterministic framework.The article is organized as follows: In section 3.2 we �x the standard no-tation and the initial and penalized problems are stated. Using the stochasticPontryaguin minimum principle (SPMP) (see [8, 9, 15, 16, 18, 75, 31]), �rstorder necessary and su�cient conditions are derived. Our main result is pro-vided in section 3.3, in which we derive the error estimates. The proof use asimple duality argument and an application of the SPMP.



973.2 Problem Statement and Optimality Condi-tionsLet us �rst �x some notations. The space Rm (m ∈ N∗) is endowed with itsstandard Euclidean norm denoted by | · |. The ith coordinate of a vector xis denoted by xi. We set Rm
+ := {x ∈ Rm : xi ≥ 0}, and Rm

++ := {x ∈ Rm :
xi > 0}. Let T > 0 and consider a �ltered probability space (Ω,F ,F,P),on which a d-dimensional (d ∈ N∗) Brownian motion W (·) is de�ned with
F = {Ft}0≤t≤T being its natural �ltration, augmented by all P-null sets in
F . For ` ∈ N∗ let us de�ne
L2
F
(
[0, T ]; R`

)
:=

{
v : [0, T ] × Ω → R` / v is adapted and ||v||2 <∞

}
,

L2,∞
F
(
[0, T ]; R`

)
:=

{
v : [0, T ] × Ω → R` / v is adapted and ||v||2,∞ <∞

}
,where we assume that all the mappings are B([0, T ])×FT -measurable and �

||v||2 :=

[
E

(∫ T

0

|v(t)|2dt
)]1

2

, ||v||2,∞ :=

[

E

(

sup
t∈[0,T ]

|v(t)|2
)]1

2

.It is well known that (L2
F
(
[0, T ]; R`

)
, 〈·, ·〉2

) is a Hilbert space, where
〈u, v〉2 :=

∑̀

i=1

E

(∫ T

0

ui(t)vi(t)dt

)
. (3.1)Let x0 : Ω → Rn be F0 measurable and such that E(|x0|2) < ∞. Considerthe following a�ne stochastic di�erential equation (SDE)

dy(t) = f(t, ω, y(t), u(t))dt+
∑d

i=1 σ
i(t, ω, y(t), u(t))dW (t),

y(0) = x0 ∈ R.
(3.2)In the notation above y(t) ∈ Rn denotes the state function, which is con-trolled by u(t) ∈ Rm, and

f : [0, T ] × Ω × Rn × Rm → Rn, σi : [0, T ] × Ω × Rn × Rm → Rn×dare de�ned by
f(t, ω, y, u) := A0(t, ω)y +B0(t, ω)u+D0(t, ω),
σi(t, ω, y, u) := Ai(t, ω)y +Bi(t, ω)u+Di(t, ω),where, for i = 0, ..., d, Ai : [0, T ] × Ω → Rn×n, Bi : [0, T ] × Ω → Rn×m and

Di : [0, T ] × Ω → Rn. We assume that:



98(H1) The random matrices Ai, Bi, Di are progressively measurable withrespect to F and bounded uniformly in (t, ω) ∈ [0, T ] by a constant D̄ > 0.We take as state and control space, respectively,
Y := L2,∞

F ([0, T ]; Rm), U := L2
F ([0, T ]; Rm). (3.3)It is well known that for every u ∈ U , equation (3.2) has a unique solution

yu ∈ Y and the following estimate hold:
||y||22,∞ ≤ L1

(

E(y2
0) + ||u||22 +

d∑

i=0

||Di||22

)

, (3.4)for some positive constant L1. Denote respectively by Sm
+ and Sm

++ the setsof symmetric positive semide�nite and symmetric positive de�nite matricesof order m. Now, let us consider the set
U+ := {u ∈ U / u(t, ω) ≥ 0 for a.a. (t, ω) ∈ [0, T ] × Ω} , (3.5)and the random matrices R : [0, T ] × Ω → Sm

++, C : [0, T ] × Ω → Sn
+,

M : Ω → Sn
+. We assume:(H2) The matrices R,C,M are bounded uniformly in (t, ω) ∈ [0, T ] by aconstant C̄. In addition, we assume that R is uniformly positive de�nite, i.e.there exists α > 0 such that for a.a. (t, ω) ∈ [0, T ] × Ω

v>R(t, ω)v ≥ α|v|2 for all v ∈ Rm. (3.6)3.2.1 The initial problemLet ȳ ∈ Y be a reference state function and de�ne g0 : [0, T ]×Ω×Rn×Rm →
R as

g0(t, ω, y, u) := 1
2
u>R(t, ω)u+ [y − ȳ(t, ω)]>C(t, ω)[y − ȳ(t, ω)]. (3.7)The cost function J0 : U → R is de�ned as

J0(u) := E

(
1
2

∫ T

0

g0(t, y(t), u(t))dt+
1
2
yu(T )>Myu(T )

)
. (3.8)We consider the following stochastic optimal control problem:Min J0(u) subject to u ∈ U+. (CP)0Assumptions (H1), (H2) imply that J0 is a strongly convex continuousfunction. Since U+ is closed and convex, we have that (CP)0 has a uniquesolution u0. We denote y0 := yu0

its associated state.



99As usual in optimal control theory, optimality conditions can be expressedin terms of a Hamiltonian and an adjoint state. In fact, let
H0 : [0, T ] × Ω × Rn × Rn × Rn×d × Rm → Rbe the Hamiltonian of problem (CP)0, de�ned as

H0(t, ω, y, p, q, u) := g0(t, ω, y, u) + p · f(t, ω, y, u) +
d∑

i=1

qi · σi(t, ω, y, u),where qi denotes the ith column of q. For u ∈ U let (pu, qu) ∈ L2,∞
F ([0, T ] ×

Rn) × L2
F ([0, T ] × Rn×d), called the adjoint state associated to u, be theunique solution of the following linear backward stochastic di�erential equa-tion (BSDE)(see [15]) :

dp(t) = −DyH0(t, yu(t), p(t), q(t), u(t))dt+ q(t)dW (t),
p(T ) = Myu(T ).

(3.9)It is well known (see e.g. [72, Proposition 3.1]) that there exists L2 > 0, suchthat
||pu||22,∞ + ||qu||22 ≤ L2

(
E(yu(T )2) + ||u||22

)
. (3.10)Let us set p0 := pu0

and q0 := qu0
. Since g0(t, ω, y, ·) is strictly convex, thestochastic Pontryagin minimum principle (SPMP) for linear convex optimalcontrol with random coe�cients [31, Theorem 3.2], yields that u0 is a solutionof (CP)0 if and only if for a.a. (t, ω) ∈ [0, T ] × Ω,

u0(t, ω) = argminw∈Rm
+
H0(t, ω, y0(t, ω), p0(t, ω), q0(t, ω), w). (3.11)A straightforward computation (see [2, Section 2.1 ]) yields that

u0(t, ω) = π0 (R(t, ω), z0(t, ω)) for a.a. (t, ω) ∈ [0, T ] × Ω, (3.12)where
z0(t, ω) := −R(t, ω)−1

[
B0(t, ω)>p0(t, ω) +

d∑

i=1

B>
i (t, ω)>qi

0(t, ω)

]and for (R, z) ∈ Sm
++×Rm the map π0(R, z) is de�ned as the unique solutionof
Min 1

2
(x− z)>R(x− z), s.t. x ∈ Rm

+ .



1003.2.2 The penalized problemFor ε > 0 de�ne the function Jε : U+ → R ∪ {+∞} by
Jε(u) := E

(
1
2

∫ T

0

[
g0(t, yu(t), u(t)) + εL̂(u(t))

]
dt+ yu(T )> 1

2
Myu(T )

)
,(3.13)where L̂ : Rm

+ → R ∪ {+∞} is de�ned as L̂(u) := −∑m
i=1 log ui. Let usconsider the penalized problemMin Jε(u) subject to u ∈ U+. (CP)εUsing the arguments of [2, Lemma 1], we have that

u ∈ U+ → E

(∫ T

0

L̂(u(t))dt

)
∈ R ∪ {+∞}is convex lower-semicontinuous (l.s.c), hence Jε is a strongly convex l.s.c.function. Therefore, (CP)ε has a unique solution uε with associated state

yε := yuε
. The Hamiltonian for (CP)ε

Hε : [0, T ] × Ω × Rn × Rn × Rn×d × Rm
+ → R ∪ {+∞}is de�ned as

Hε(t, ω, y, p, q, u) := H0(t, ω, y, p, q, u) + εL̂(u).We set (pε, qε) := (puε
, quε

) for the unique solution of the following BSDE:
dp(t) = −DyHε(t, yε(t), p(t), q(t), uε(t))dt+ q(t)dW (t),
p(T ) = Myε(T ).

(3.14)As for the initial problem, the SPMP implies that uε is the solution of (CP)εif and only if for a.a. (t, ω) ∈ [0, T ] × Ω

uε(t, ω) = argminw∈Rm
+
Hε(t, ω, yε(t, ω), pε(t, ω), qε(t, ω), w), (3.15)Since Hε(t, ω, ·) is convex and di�erentiable in u, condition (3.15) is satis�edif and only if for a.a. (t, ω) ∈ [0, T ] × Ω,

DuH0(t, ω, yε(t, ω), pε(t, ω), qε(t, ω), uε(t, ω)) − ε
1

uε(t, ω)
= 0, (3.16)where 1/uε(t, ω) ∈ Rm denotes the vector whose ith component is 1/ui

ε(t, ω).Equation (3.16) implies that (see [2, Section 2.2])
uε(t, ω) = πε (R(t, ω), zε(t, ω)) for a.a. (t, ω) ∈ [0, T ] × Ω, (3.17)



101where
zε(t, ω) := −R(t, ω)−1

[
B0(t, ω)>pε(t) +

d∑

i=1

B>
i (t, ω)>qi

ε(t)

]and for (R, z) ∈ Sm
++×Rm the map πε(R, z) is de�ned as the unique solutionof

Min 1
2
(x− z)>R(x− z) + εL̂(x), s.t. x ∈ Rm

+ .3.3 Main ResultIn this section we provide error estimates for the cost, control, state andadjoint state of the penalized problem. We denote by 1/uε : [0, T ]×Ω → Rmthe mapping (1/uε(t, ω))i := 1/ui
ε(t, ω).Lemma 77 For every ε > 0 we have that 1/uε ∈ U+.Proof. The proof is based on (3.15). For notational convenience we assumethat n = m = d = 1. The proof for the general case can be easily adapted.First, note that integrability problem comes when uε(t, ω) is small. Thus, �x

K0 > 0 and set
ΩK0

:= {(t, ω) ∈ [0, T ] × Ω / uε(t, ω) ≤ K0} .Now, let η ∈ (0, K0) and set
Ĥε(t, ω, w) := Hε(t, ω, yε(t, ω), pε(t, ω), qε(t, ω), w).If uε(t, ω) ≤ η/2 we have for a.a. (t, ω) ∈ ΩK0

, omitting the (t, ω) argument,
Ĥε(η) − Ĥε(uε) = 1

2
R(η + uε)(η − uε) + [B0pε +B1qε] (η − uε)

+ε [log(uε) − log(η)]On the other hand, using that log(·) is concave,
log(uε) − log(η) ≤ 1

η
(uε − η) ≤ 1

η

−η
2

= −1
2
.Therefore, by optimality of uε,

0 ≤ Ĥε(η)− Ĥε(uε) ≤ C̄K0η+ D̄(|pε|+ |qε|)η−
ε

2
≤ ηK1(1+ |pε|+ |qε|)− 1

2
ε,



102where K1 := max
{
C̄K0, D̄

}. Thus, we conclude that
uε ≤ 1

2
η ⇒ η ≥ ε

2K1 (1 + |pε| + |qε|)
.Henceforth, for a.a. (t, ω) ∈ ΩK0

,
uε ≥

ε

4K1 (1 + |pε| + |qε|)
and thus 1

uε

≤ 4K1 (1 + |pε| + |qε|)
ε

. (3.18)The result follows from (3.10) using that uε ∈ U and that yε ∈ Y is almostsurely continuous.Remark 78 Estimate (3.18) generalizes [22, Theorem 1] obtained in the de-terministic framework. In the deterministic case we have that uε is uniformlypositive, whereas in our setting we can prove only (3.18).Consider the Lagrangian L : U × U → R, associated to problem (CP)0,de�ned by
L(u, λ) := J0(u) − 〈λ, u〉2, (3.19)where we recall that 〈·, ·〉2 is de�ned in (3.1). De�ne the dual function d :

U+ → R by d(λ) := infu∈U L(u, λ). We have:Lemma 79 For every ε > 0,
d

(
ε

1

uε

)
= J0(uε) − εmT.Proof. Consider the following auxiliary problemMin J0(u) − ε〈1/uε, u〉2 subject to u ∈ U . (CP)auxLemma 77 implies that the above problem is well-de�ned. Since the costfunction is strongly convex and continuous, problem (CP)aux admits a uniquesolution uaux, with associated state yaux := yuaux

. The Hamiltonian Haux ofproblem (CP)aux is de�ned as
Haux(t, ω, y, p, q, u) = H0(t, ω, y, p, q, u)− ε

m∑

i=1

1

ui
ε(t, ω)

ui.We let (paux, qaux) be the unique solution of the following BSDE:
dp(t) = −DyHaux(t, yaux(t), p(t), q(t), uaux(t))dt+ q(t)dW (t),
p(T ) = Myuaux

(T ).
(3.20)



103De�ne Ĥaux : [0, T ] × Ω × Rm → R as
Ĥaux(t, ω, u) := Haux(t, ω, yuaux

(t, ω), puaux
(t, ω), quaux

(t, ω), u).The SPMP yields that uaux is a solution of (CP)aux if and only if
uaux(t, ω) = argminw∈RmĤaux(t, ω, w). for a.a. (t, ω) ∈ [0, T ] × Ω. (3.21)Using that Ĥaux(t, ω, ·) is convex and di�erentiable, (3.21) is satis�ed if andonly if
DuH0(t, ω, yuaux

(t, ω), puaux
(t, ω), quaux

(t, ω), u)− ε
1

uε(t, ω)
= 0. (3.22)Therefore, noting that (ommiting the (t, ω) argument)

DyHaux(t, ω, yaux, paux, qaux, uaux) = DyHε(t, ω, yaux, paux, qaux, uaux),equations (3.14), (3.16) imply that (yε, pε, qε, uε) satis�es (3.20)-(3.22). There-fore, uaux = uε solves (CP)aux. Finally,Min u∈U J0(u) − ε〈1/uε, u〉 = J0(uε) − ε〈1/uε, uε〉 = J0(uε) − εmT.Now, we can prove our main result, which yields error bounds for (yε, pε, qε, uε),usually referred as the central path. In particular, we obtain the convergenceof (yε, pε, qε, uε) to (y0, p0, q0, u0) in the appropriate spaces.Theorem 80 Assume that (H1) and (H2) hold. Then for every ε > 0, thefollowing estimates hold
J0(uε) − J0(u0) ≤ εmT(3.23)

||uε − u0||22 + ||yε − y0||22,∞ + ||pε − p0||22,∞ + ||qε − q0||22 ≤ O(ε)(3.24)Proof. By lemma 79, we have
J0(uε) − εmT ≤ max

λ∈U+
min
u∈U

L(u, λ) ≤ min
u∈U

max
λ∈U+

L(u, λ) = min
u∈U+

J0(u) = J0(u0),from which (3.23) follows. The strong convexity of J0(·) implies that
||uε − u0||22 = O(ε).Taking u = uε − u0 in (3.4) yields that
||yε − y0||22,∞ = O(ε).Finally, using the estimates above and that yε−y0 is almost surely continuous,estimate (3.10) implies that

||pε − p0||22,∞ + ||qε − q0||22 ≤ L2

(
E
[
(yε(T ) − y0(T ))2]+ ||uε − u0||22

)
= O(ε).
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1064.1 IntroductionBecause of its wide range of applications (e.g. in mathematical �nance),stochastic optimal control theory is a very active research domain. In thiswork we consider the following type of stochastic optimal control problemMin E
(∫ T

0
`(t, y(t), u(t))dt+ φ(y(T ))

)s.t. dy(t) = f(t, y(t), u(t))dt+ σ(t, y(t), u(t))dW (t)
y(0) = y0, u(t, ω) ∈ U for a.a. (t, ω),

(SP)where U is a nonempty, closed and convex subset of Rm and we suppose thatthe above stochastic di�erential equation (SDE) is well possed.As in the case of deterministic optimal control problems, there are twomain approaches to study problem (SP). The �rst one is the global approach,based in the Bellman's dynamic programming principle, which yields that thevalue function of (SP) is the unique viscocity solution of an associated sec-ond order Hamilton-Jacobi-Bellman equation. For a complete account of thispoint of view, widely used in practical computations, we refer the reader tothe books [45, 76, 93]. The second approach is the variational one, whichconsists in to analyse the local behavior of the value function under smallperturbations of a local minimum. Using this technique Kushner [61, 60, 63]Bensoussan [8, 9], Bismut [15, 16, 18] and Haussmann [53] obtained natu-ral extensions of Pontryagin maximum principle to the stochastic case, thatwere generalized by Peng [75]. Relations between the global and variationalapproach are studied in [95].Nevertheless, to the best of our knowledge, nothing has been said aboutsecond order optimality conditions. Using the variational technique we areable to obtain �rst and second order expansions for the cost function, whichare expressed in terms of the derivatives of the Hamiltonian of problem (SP).The main tool is a kind of generalization of Gronwall's lemma for the SDEs(proposition 81) obtained by Mou and Yong [72], which allows to expandthe cost with respect to directions belonging to a more regular space thanthe control space. A similar idea was applied in [20] in the context of stateconstrained optimal control problems. By a density argument, we esablish�rst order optimality conditions, which include the case of not necessarilylocal constraints. In addition, under a polyhedricity assumption (see [52, 71]),we obtain second order necessary conditions which are the natural extensionsof their deterministic counterparts.The article is organized as follows: After introducing the standard nota-tions and assumptions in section 4.2, we obtain in section 4.3 �rst and secondorder expansions for the state and cost function. In section 4.4, �rst and sec-ond order necessary conditions are proved and explicit results are given for



107the case of box constraints. Finally, a discussion about a non gap secondorder su�cient condition is given in section 4.5.4.2 Notations, assumptions and problem state-mentLet us �rst �x some standard notation. For a x in a Euclidean space we willwrite xi for its i-th coordinate and |x| for its Euclidean norm. Let T > 0 andconsider a �ltered probability space (Ω,F ,F,P), on which a d-dimensional(d ∈ N∗) Brownian motion W (·) is de�ned with F = {Ft}0≤t≤T being itsnatural �ltration, augmented by all P-null sets in F . Let (X, || · ||X) be aBanach space and for β ∈ [1,∞) set
Lβ (Ω;X) :=

{
v : Ω → X; v is measurable and E

(
||v(ω)||βX

)
<∞

}
,

L∞ (Ω;X) := {v : Ω → X; v is measurable and ess supω∈Ω||v(ω)||X <∞} .For β, p ∈ [1,∞] and m ∈ N let us de�ne
Lβ,p
F :=

{
v ∈ Lβ (Ω;Lp ([0, T ]; Rm)) ; (t, ω) → v(t, ω) := v(ω)(t) is -adapted} .We endow these space with the norms

||v||β,p :=
[
E
(
||v(ω)||βLp([0,T ];Rm)

)] 1

β and ||v||∞,p := ess supω∈Ω||v(ω)||Lp([0,T ];Rm).For the sake of clarity, when the context is clear, the statement �for a.a.
t ∈ [0, T ], a.s. ω ∈ Ω (P-a.s.)� will be simpli�ed to �for a.a. (t, ω)�. We willwrite Lp

F := Lp,p
F and || · ||p := || · ||p,p. The spaces Lβ,p

F endowed with thenorms || · ||β,p are Banach spaces and for the speci�c case p = 2 the space
L2
F is a Hilbert space. We will write 〈·, ·〉2 for the obvious scalar product.Evidently, for β ∈ [1,∞] and 1 ≤ p1 ≤ p ≤ p2 ≤ ∞, there exist positiveconstants cβ,p1

, cβ,p2
, cp1,β, cp2,β such that

cβ,p1
||v||β,p1

≤ ||v||β,p ≤ cβ,p2
||v||β,p2

, cp1,β||v||p1,β ≤ ||v||p,β ≤ cp2,β||v||p2,βFor a function [0, T ] × Rn × Rm × Ω 3 (t, y, u, ω) → ψ(t, y, u, ω) ∈ Rnwhich is C2 with respect to (y, u), set ψy(t, y, u, ω) := Dyψ(t, y, u, ω) and
ψu(t, y, u, ω) := Duψ(t, y, u, ω). As usual, when the context is clear, we willsystematically omit the ω argument in the de�ned functions. Now let z ∈ Rnand v ∈ Rm be variations associated with y and u respectively. The secondderivatives of ψ are written in the following form
ψyy(t, y, u)z

2 := D2
yyψ(t, y, u)(z, z); ψuu(t, y, u)v

2 := D2
uuψ(t, y, u)(v, v);

ψyu(t, y, u)zv := D2
yvψ(t, y, u)(z, v).



108Consider the maps f, σi : [0, T ] × Rn × Rm × Ω → Rn (i = 1, ..., d). Thesemaps will de�ne the dynamics for our problem. Let us assume that:(H1) [Assumptions for the dynamics] The maps ψ = f, σi satisfy:(i) The maps are B([0, T ] × Rn × Rm) ⊗FT -measurable.(ii) For all (y, u) ∈ Rn × Rm the process [0, T ] 3 t → ψ(t, y, u) ∈ Rn is
F-adapted.(iii) For almost all (t, ω) ∈ [0, T ] × Ω the mapping (y, u) → ψ(t, y, u, ω) is
C3. Moreover, we assume that there exists a constant L1 > 0 such that foralmost all (t, ω)






|ψ(t, y, u, ω)| ≤ L1 (1 + |y| + |u|) ,
|ψy(t, y, u, ω)|+ |ψu(t, y, u, ω)| ≤ L1,

|ψyy(t, y, u, ω)|+ |ψyu(t, y, u, ω)|+ |ψuu(t, y, u, ω)| ≤ L1

|D2ψ(t, y, u, ω)−D2ψ(t, y′, u′, ω)| ≤ L1 (|y − y′| + |u− u′|) .
(4.1)Let us de�ne σ(t, y, u) := (σ1(t, y, u), ..., σd(t, y, u)) ∈ Rn×d. For variations

z ∈ Rn and v ∈ Rm, associated with y and u, set
σy(t, y, u)z := (σ1

y(t, y, u)z, ..., σ
d
y(t, y, u)z),

σyy(t, y, u)z
2 := (σ1

yy(t, y, u)z
2, ..., σd

yy(t, y, u)z
2),

(4.2)with analogous de�nitions for σu(t, y, u)v, σyu(t, y, u)zv and σuu(t, y, u)v
2.For every β ≥ 1, let us de�ne the space Yβ as

Yβ :=
{
y ∈ Lβ (Ω;C([0, T ]; Rn)) ; (t, ω) → y(t, ω) := y(ω)(t) is F-adapted} .Let y0 : Ω → Rn be F0 measurable and such that E(|y0|2) < ∞. Under(H1), we have that for every u ∈ Lβ,2

F the SDE
dy(t) = f(t, y(t), u(t))dt+ σ(t, y(t), u(t))dW (t),
y(0) = y0

(4.3)is well posed. In fact (see [72, Proposition 2.1]):Proposition 81 Suppose that (H1) holds. Then, there exists C > 0 suchthat for every u ∈ Lβ,2
F (β ≥ 1) equation (4.3) has a unique solution y ∈ Yβwith continuous trayectories a.s. and

E

(

sup
t∈[0,T ]

|y(t)|β
)

≤ CE
(
|y0|β + ||f(·, 0, u(·))||ββ,1 + ||σ(·, 0, u(·))||ββ,2

)
.(4.4)



109Remark 82 Note that by the �rst condition in (4.1), the right hand side of(4.4) is �nite.Now, let us consider maps ` : [0, T ]×Rn×Rm×Ω → Rn and φ : Rn×Ω →
R. These maps will de�ne the cost function of our problem. We assume:(H2) [Assumptions for the cost maps] It holds that:(i) The maps ` and φ are respectively B([0, T ]×Rn×Rm)⊗FT and B(Rn)⊗FTmeasurables.(ii) For all (y, u) ∈ Rn × Rm the process [0, T ] 3 t → `(t, y, u) ∈ Rn is F-adapted.(iii) For almost all (t, ω) the maps (y, u) → `(t, y, u, ω) and y → φ(y, ω) are
C2. In addition, there exists L2 > 0 such that:






|`(t, y, u, ω)| ≤ L2 (1 + |y| + |u|)2 , |φ(y, ω)| ≤ L2 (1 + |y|)2 ,
|`y(t, y, u, ω)|+ |`u(t, y, u, ω)| ≤ L2 (1 + |y| + |u|) ,

|`yy(t, y, u, ω)|+ |`yu(t, y, u, ω)|+ |`uu(t, y, u, ω)| ≤ L2,
|D2`(t, y, u, ω)−D2`(t, y′, u′, ω)| ≤ L2 (|y − y′| + |u− u′|) ,

|φy(y, ω)| ≤ L2 (1 + |y|)
|φyy(y, ω)| ≤ L2, |φyy(y, ω)− φyy(y

′, ω)| ≤ L2 (|y − y′|) .

(4.5)Remark 83 The assumptions above include the important case when thecost function is quadratic in (y, u).In some of the results obtained in the sequel it will be useful to strengthenthe second and �fth conditions in (4.5). In fact, as we will see in sections 4.3and 4.4, under the assumption below the results obtained will be the naturalextensions of the well know deterministic results.[Lipschitz cost] There exists C`, Cφ > 0 such that for almost all (t, ω) ∈
[0, T ] × Ω and for all (y, u), (y′, u′) ∈ Rn × Rm we have

|`(t, y, u, ω)− `(t, y′, u′, ω)| ≤ C` (|u− u′| + |y − y′|) ,
|φ(y, ω)− φ(y′, ω)| ≤ Cφ|y − y′|. (4.6)For every u ∈ L2

F denote by yu ∈ Y2 the solution of (4.3). Let us de�ne thefunction J : L2
F → R by
J(u) = E

[∫ T

0

`(t, yu(t), u(t))dt+ φ(yu(T ))

]
. (4.7)Note that, in view of the �rst condition in (4.5) and estimate (4.4) the func-tion J is well de�ned. Let U be a nonempty closed and convex subset of L2

Fand consider the problemMin J(u) subject to u ∈ U . (SP)



1104.3 Expansions for the state and cost functionFrom now on we �x ū ∈ L2
F ([0, T ]; Rm) and set ȳ := yū. We also supposethat assumptions (H1) and (H2) hold. For ψ = f, σ and t ∈ [0, T ], de�ne

ψy(t) = ψy(t, ȳ(t), ū(t)); ψu(t) = ψu(t, ȳ(t), ū(t)), ψyu(t) = ψyu(t, ȳ(t), ū(t));
ψyy(t) = ψyy(t, ȳ(t), ū(t)); ψuu(t) = ψuu(t, ȳ(t), ū(t)).Let β ∈ [1,∞] and v ∈ Lβ,2

F . We de�ne y1[ū](v) ∈ Yβ as the unique solutionof
dy1(t) = [fy(t)y1(t) + fu(t)v(t)]dt+ [σy(t)y1(t) + σu(t)v(t)]dW (t),
y1(0) = 0. (4.8)The second assumption in (4.1) and proposition 81 yields that the mapping

v ∈ Lβ,2
F → y1[ū](v) ∈ Yβ is well de�ned. If the context is clear, for notationalconvenience we will write y1 = y1[ū](v). Also, let us de�ne δy = δy[ū](v) and

d1 = d1[ū](v) by
δy := yū+v − ȳ, d1 := δy − y1. (4.9)Our aim now is to obtain a �rst order expansion of J around ū. For thispurpose it will be useful to obtain bounds for y1, δy and d1. The main toolfor obtaining such bounds is the following corollary of proposition 81, whoseproof is straightforward.Corollary 84 Let A1, A2 ∈ L∞

F ([0, T ]; Rn×n), Bi
1 ∈ Lβ,2

F ([0, T ]; Rn) and Bi
2 ∈

L∞
F ([0, T ]; Rn×d) for i = 1, 2. Assume that there exists a constant K > 0 suchthat

||B1
1 ||β,1 ≤ K||B1

2 ||β,2, (4.10)Then, omitting time from function arguments, for every w ∈ Lβ,2, the SDE
dz = [A1z +B1

1 +B2
1w] dt+ [A2z +B1

2 +B2
2w] dW (t)

z(0) = 0,
(4.11)has a unique solution in Yβ and the following estimate holds

E

(

sup
t∈[0,T ]

|z(t)|β
)

=





O
(
max

{
||B1

2 ||ββ,2, ||w||ββ,1

}) if B2
2 ≡ 0,

O
(
max

{
||B1

2 ||ββ,2, ||w||ββ,2

}) otherwise.



111Remark 85 Note that the estimates given in corollary 84 are sharp. Infact, suppose that d = 1 and let w ∈ L2([0, T ]; R). Consider the process z(t)de�ned by
z(t) :=

∫ t

0

w(s)dW (s) for all t ∈ [0, T ].We have that E
(
supt∈[0,T ] |z(t)|β

)
≥ E(|z(T )|β) = ||w||β2E(|Z|β), where Z isan standard normal random variable. Since, in this speci�c case, ||w||ββ,2 =

||w||β2 , the conclusion follows.Corollary 84 will be the main tool for establishing the following usefulestimates:Lemma 86 Consider y1 de�ned by (4.8) and δy, d1 de�ned in (4.9). Forevery β ≥ 1 and v ∈ L2β,4
F , the following estimates hold:

E

(

sup
t∈[0,T ]

|δy|β
)

=

{
O(||v||ββ,1) if σu ≡ 0,

O(||v||ββ,2) otherwise. (4.12)
E

(

sup
t∈[0,T ]

|y1|β
)

=

{
O(||v||ββ,1) if σu ≡ 0,

O(||v||ββ,2) otherwise. (4.13)
E

(

sup
t∈[0,T ]

|d1|β
)

=

{
O(||v||2β

2β,2) if σuu ≡ 0,

O(||v||2β
2β,4) otherwise. (4.14)Proof. For notational convenience we will suppose that m = n = d = 1. Wehave

dδy(t) =
[
f̃y(t)δy(t) + f̃u(t)v(t)

]
dt+ [σ̃y(t)δy(t) + σ̃u(t)v(t)] dW (t),

δy(0) = 0. (4.15)where, for ψ = f, σ,
ψ̃y(t) :=

∫ 1

0
ψy (ȳ(t) + θδy(t), ū(t) + θv(t)) dθ,

ψ̃u(t) :=
∫ 1

0
ψu (ȳ(t) + θδy(t), ū(t) + θv(t)) dθ.Using the second assumption in (4.1), estimates (4.12), (4.13) follow fromcorollary 84 applied to (4.15) and (4.8) respectively.We next prove (4.14). We have that

dd1(t) =
[
f̃y(t)δy(t) − fy(t)y1(t) +

(
f̃u(t) − fu(t)

)
v(t)

]
dt +

[σ̃y(t)δy(t) − σy(t)y1(t) + (σ̃u(t) − σu(t)) v(t)] dW (t),
d1(0) = 0.



112For ψ = f, σ, we have that [ψ̃y(t) − ψy(t)
]
y1(t) = O ([ |δy(t)| + |v(t)| ] |y1(t)|) .Also,

[σ̃u(t) − σu(t)] v(t) =

{
O (|δy(t)||v(t)|) if σuu ≡ 0,
O ([ |δy(t)| + |v(t)| ] |v(t)|) otherwise.Therefore, the following equation holds for d1:

dd1(t) =
[
f̃y(t)d1(t) +O ([|δy(t)|+ |v(t)|][|y1(t)| + |v(t)|])

]
dt +

[σ̃y(t)d1(t) +O (D(δy, y1, v))] dW (t),where
D(δy(t), y1(t), v(t)) =

{
[|δy(t)| + |v(t)|] [|y1(t)| + |v(t)|] − |v(t)|2 if σuu ≡ 0,
[|δy(t)| + |v(t)|] [|y1(t)| + |v(t)|] otherwise.By (4.12) and (4.13),

|| |δy||y1| ||ββ,2 = E

[(∫ T

0
|δy(t)|2|y1(t)|2dt

)β

2

]

= O
[
E
(
sup |δy(t)|β|y1(t)|β

)]

= O

([
E
(
sup |δy(t)|2β

)]1
2
[
E
(
sup |y1(t)|2β

)]1
2

)

= O(||v||2β
2β,2).

(4.16)
Also, by the Cauchy Schwarz inequality and (4.12), (4.13),

|| |y1||v| ||ββ,2 = E

[(∫ T

0
|y1(t)|2|v(t)|2dt

) β

2

]
= O(||v||2β

2β,2),

|| |δy||v| ||ββ,2 = E

[(∫ T

0
|δy(t)|2|v(t)|2dt

) β

2

]
= O(||v||2β

2β,2),and (4.14) follows by corollary 84, since ||v2||ββ,1 = ||v||2β
2β,2 and ||v2||ββ,2 =

||v||2β
2β,4.The estimates obtained in lemma 86 will provide a �rst order expansion of Jaround ū. This expansion will be expressed, as usual, in terms of an adjointstate. Let (p̄, q̄) ∈ L2

F([0, T ]; Rn)× (L2
F([0, T ]; Rn))d be the unique solution ofthe following backward stochastic di�erential equation (BSDE) (see [8, 18])

dp(t) = −
[

`y(t)
> + fy(t)

>p(t) +

m∑

i=1

σi
y(t)

>qi(t)

]

dt+ q(t)dW (t),

p(T ) = φy(ȳ(T ))>. (4.17)



113In the notation above σi and qi denote respectively the ith column of σ and
q. The following estimates hold (see [72, Proposition 3.1]):Proposition 87 Assume that (H1), (H2) hold and that ū ∈ Lβ,2

F . Thenthere exists Cq > 0 such that
E

(
sup

t∈[0,T ]

|p̄(t)|β
)

+
d∑

i=1

||q̄i||ββ,2 ≤ Cq

(
1 + ||ū||ββ,2

)
.De�ne the Hamiltonian H : [0, T ] × Rn × Rm × Rn × Rn×d → R by

H(t, y,u, p, q) := `(t, y, u) + p · f(t, y, u) +

d∑

i=1

qi · σi(t, y, u), (4.18)and set Hu(t) := Hu(t, ȳ(t), ū(t), p̄(t), q̄(t)). De�ne Υ1 : L2
F → R by

Υ1(v) := E

(∫ T

0

Hu(t) v(t)dt

)
. (4.19)In view of proposition 87, with β = 2, the function Υ1 is well de�ned. Thefollowing lemma is a consequence of Itô's lemma for multidimensional Itôprocess (see [93]).Lemma 88 Let Z1 and Z2 be Rn-valued continuous process satisfying

{
dZ1(t) = b1(t)dt+ σ1(t)dW (t) for all t ∈ [0, T ],
dZ2(t) = b2(t)dt+ σ2(t)dW (t) for all t ∈ [0, T ],

(4.20)where b1, b2 ∈ L2(Ω, L2([0, T ],Rn)) and σ1, σ2 ∈ L2(Ω, L2([0, T ],Rn×d)) are
F-adapted process. Also, let us suppose P-a.s. we have that Z1(0) = 0. Then
E (Z1(T ) · Z2(T )) = E

(∫ T

0

[
Z1(t) · b2(t) + Z2(t) · b1(t) +

d∑

i=1

σi
1(t) · σi

2(t)

]
dt

)
.Lemma 88 yields the following well known alternative expression for Υ1.Lemma 89 For every v ∈ L2

F ([0, T ]; Rm) we have that:
Υ1(v) = E

(∫ T

0

[`y(t)y1(t) + `u(t)v(t)] dt+ φy(ȳ(T ))y1(T )

)
. (4.21)



114Proof. Noting that
φy(ȳ(T ))y1(T ) = p̄(T )>y1(T ) − p̄(0)>y1(0),lemma 88, applied to Z1 = y1 and Z2 = p̄, yields E (φy(ȳ(T ))y1(T )) =

I1 + I2 + I3, where
I1 := −E

(∫ T

0
y1(t)

>
[
`y(t)

> + fy(t)
>p̄(t) +

∑d
i=1

∫ T

0
σi

y(t)
>q̄i(t)

]
dt
)
,

I2 := E
(∫ T

0
p̄(t)> [fy(t)y1(t) + fu(t)v(t)] dt

)
,

I3 :=
∑d

i=1 E
(∫ T

0
q̄i(t)>

[
σi

y(t)y1(t) + σi
u(t)v(t)

]
dt
)
.Plugging the expressions of I1, I2 and I3 introduced above into the right handside of (4.21) yields the result.The expression above for Υ1 allows to obtain a �rst order expansion of Jaround ū.Proposition 90 Assume that (H1), (H2) hold and let v ∈ L4

F . Then,
Υ1(v) = O(||v||2) and the following expansion holds J(ū + v) = J(ū) +
Υ1(v) + r1(v) with

r1(v) =

{
O
(
||v||24,2

) if σuu ≡ 0,
O (||v||24) otherwise. (4.22)If in addition (4.6) holds, then

Υ1(v) =

{
O(||v||1) if σu ≡ 0,
O(||v||1,2) otherwise, ; r1(v) =

{
O (||v||22) if σuu ≡ 0,
O
(
||v||22,4

) otherwise.(4.23)Proof. Let us denote δJ := J(ū+ v) − J(ū). By de�nition
δJ = E

(∫ T

0
[`(yū+v, ū+ v) − `(ȳ, ū)] dt+ φ(yū+v(T )) − φ(ȳ(T ))

)

= Υ1(v) + r1(v),where r1(v) = O (z1(v) + z2(v)) and
z1(v) := E

[∫ T

0
|`y(t)d1(t)|dt+ φy(ȳ(T ))d1(T )

]
,

z2(v) := E
(
supt∈[0,T ] |δy(t)|2

)
+ ||v||22.Now, we estimate Υ1(v). By assumption (H2) and the Cauchy Schwartzinequality E

(∫ T

0
`u(t)v(t)dt

)
= O (||v||2) . On the other hand, by (4.13)

E
(∫ T

0
`y(t)y1(t)dt+ φy(ȳ(T ))y1(T )

)
= O

([
E
(
supt∈[0,T ] |y1(t)|2

)]1
2

)

= O(||v||2).



115Thus Υ1(v) = O(||v||2). If (4.6) holds, then E
(∫ T

0
`u(t)v(t)dt

)
= O (||v||1) ,and

E

(∫ T

0

`y(t)y1(t)dt+ φy(ȳ(T ))y1(T )

)
= O

(
E

[
sup

t∈[0,T ]

|y1(t)|
])

.Thus, estimates for Υ1(v) in (4.23) follow from (4.13) with β = 1. Let usestimate r1(v). Assumption (H2) and (4.12) imply that z2(v) = O(||v||22).On the other hand, by (H2) and the Cauchy Schwarz inequality
z1(v) = O





[
E

(
sup

t∈[0,T ]

|d1(t)|2
)]1

2



 .Thus (4.22) follows from estimates (4.14) with β = 2. If in addition (4.6)holds, then z1(v) = O
(
E
[
supt∈[0,T ] |d1(t)|

]) and the estimates for r1(v) in(4.23) follows from (4.14) with β = 1.Remark 91 The above proof shows that the hypothesis for the perturbation
v can be weakened. For example, if (4.6) holds and σuu = 0, for all v ∈ L2

Fwe have that J(ū + v) = J(ū) + Υ1(v) + r1(v) with Υ1(v) = O(||v||1) and
r1(v) = O(||v||22). Thus, in this case, the function J is di�erentiable at ū.Corollary 92 Assume that (H1), (H2) hold and let v ∈ L∞

F . Then, Υ1(v) =
O(||v||2) and J(ū+ v) = J(ū) + Υ1(v) + r1(v) with r1(v) = O(||v||2∞).The second order linearization of u ∈ L2

F 7→ yu ∈ Y2 around ū in thedirection v ∈ L∞
F is de�ned as the unique solution y2 = y2(v) of

dy2(t) =
[
fy(t)y2(t) + 1

2
fyy(t)y1(t)

2 + fyu(t)y1(t)v(t) + 1
2
fuu(t)v(t)

2
]
dt

+
[
σy(t)y2(t) + 1

2
σyy(t)y1(t)

2 + σyu(t)y1(t)v(t) + 1
2
σuu(t)v(t)

2
]
dW (t);

y2(0) = 0. (4.24)Note that by the third assumption in (4.1) and proposition 81, we have that
y2 is well de�ned.Lemma 93 Consider y2 de�ned in (4.24) and d2 := δy − y1 − y2 = d1 − y2.For every β ≥ 1 and v ∈ L∞

F , the following estimates hold:
E

(

sup
t∈[0,T ]

|y2|β
)

=

{
O(||v||2β

2β,2) if σuu ≡ 0,

O(||v||2β
2β,4) otherwise. (4.25)

E

(

sup
t∈[0,T ]

|d2|β
)

=

{
O(||v||β2β,2||v||2β

4β,4) if σuuu ≡ 0,

O(||v||β2β,2||v||2β
4β,4 + ||v||3β

3β,6) otherwise. (4.26)



116Proof. As in the proof of lemma 86 we suppose that m = n = d = 1. Wewill use repeatedly that for every β, p, q ∈ [1,∞), we have
|| |v|q||ββ,p = ||v||qβ

qβ,qp for all v ∈ Lqβ,qp
F .Proof of (4.25): Recall that, by (H1), for ψ = f, σ we assume that ψyy, ψyuand ψuu are bounded. Using (4.13),

||y2
1||ββ,2 = E




(∫ T

0

|y1(t)|4dt
) β

2



 = O
[
E
(
sup |y1(t)|2β

)]
= O

(
||v||2β

2β,2

)
.(4.27)Analogously, the estimates associated with the term y1v is of order ||v||2β

2β,2.Estimate (4.25) follows from corollary 84 since ||v2||ββ,1 = ||v||2β
2β,2 and ||v2||ββ,2 =

||v||2β
2β,4.Proof of (4.26): Recall that d2 = δy− y1 − y2. We have, omitting time fromthe arguments,

dd2(t) =
[
fyd2 + 1

2
fyy([δy]

2 − y2
1) + fyu(δy − y1)v + rt(f)(δy, v)2

]
dt+[

σy(t)d2 + 1
2
σyy([δy]

2 − y2
1) + σyu(δy − y1)v + rt(σ)(δy, v)2

]
dW (t).where for ψ = f, σ the map rt(ψ) is de�ned by

rt(ψ) :=

∫ 1

0

(1 − θ) [ψyy(ȳ(t) + θδy(t), ū(t) + θv(t)) − ψyy(ȳ(t), ū(t))] dθ.Thus, since [δy]2 − y2
1 = (δy + y1)d1 and Dψ is Lipschitz, we obtain

dd2(t) = [fyd2 +O (|d1| {|δy|+ |y1|} + |d1||v| + αt(f))] dt+
[σyd2 +O (|d1| {|δy| + |y1|} + |d1||v| + αt(σ))] dW (t)

(4.28)where, for ψ = f, σ,
αt(ψ) :=

{
|δy(t)|3 + |v(t)|3 if ψuuu 6= 0,
|δy(t)|3 + |δy(t)| |v(t)|2 if ψuuu ≡ 0.Now, let us estimate the terms in the dW (t) part of (4.28),

|| |d1||δy| ||ββ,2 = E

[(∫ T

0
|d1(t)|2|δy(t)|2dt

) β

2

]
= O

[
E
(
sup |d1(t)|β|δy(t)|β

)]

= O(||v||β2β,2||v||2β
4β,4),



117by (4.12) and (4.14). Analogously, estimates for the terms d1y1 and d1v are ofthe same order. Let us estimate the terms appearing in ασ(t). Using (4.12),
|| |δy|3||ββ,2 = E




(∫ T

0

|δy(t)|6dt
)β

2



 = O
[
E
(
sup |δy(t)|3β

)]
= O(||v||3β

3β,2).(4.29)By (4.12), we obtain
|| |δy||v|2 ||ββ,2 = E

[(∫ T

0
|δy(t)|2|v(t)|4dt

) β
2

]

= O

(
E

[
sup |δy(t)|β

(∫ T

0
|v(t)|4dt

) β

2

])
= O(||v||β2β,2||v||2β

4β,4).Also, we have that ||v3||ββ,1 = ||v||3β
3β,3 and ||v3||ββ,2 = ||v||3β

3β,6. By the CauchySchwarz inequality,
||v||3β

3β,3 = E

[(∫ T

0

|v(t)|3dt
)β
]

≤ E




(∫ T

0

|v(t)|2dt
)β

2
(∫ T

0

|v(t)|4dt
)β

2



 .Using the Cauchy Schwarz inequality again, we get ||v||3β
3β,3 = O(||v||β2β,2||v||2β

4β,4).Therefore, estimate (4.26) follows from corollary 84.Our aim now is to obtain a second order expansion of J around ū. Let usset H(y,u)2(t) = H(y,u)2(t, ȳ(t), ū(t), p̄(t), q̄(t)) and de�ne Υ2 : L∞
F → R by

Υ2(v) := E

(∫ T

0

H(y,u)2(t)(v(t), y1(t))
2dt+ φyy(ȳ(T ))(y1(T ))2

)
.As for Υ1 a useful alternative expression for Υ2 holds.Lemma 94 For every v ∈ L∞

F we have that:
1
2
Υ2(v) = E

(∫ T

0

[
`y(t)y2(t) + 1

2
`(y,u)2(t)(y1(t), v(t))

2
]
dt
)

+ E
[
φy(ȳ(T ))y2(T ) + 1

2
φyy(ȳ(T ))(y1(T ))2

]
.

(4.30)Proof. By de�nition of y2 and p̄, we have that
φy(ȳ(T ))y2(T ) = p̄(T ) · y2(T ) − p̄(0) · y2(0).Lemma 88 yields E (φy(ȳ(T ))y2(T ))) = I ′1 + I ′2 + I ′3, where

I ′1 := −E
(∫ T

0
y2(t)

>
[
`y(t)

> + fy(t)
>p̄(t) +

∑d
i=1

∫ T

0
σi

y(t)
>q̄i(t)

]
dt
)
,

I ′2 := E
(∫ T

0
p̄(t)>

[
fy(t)y2(t) + 1

2
f(y,u)2(t)(y1(t), v(t))

2
]
dt
)
,

I ′3 :=
∑d

i=1 E
(∫ T

0
q̄i(t)>

[
σi

y(t)y2(t) + 1
2
σi

(y,u)2(t)(y1(t), v(t))
2
]
dt
)
.



118Plugging the expressions of I ′1, I ′2 and I ′3 introduced above into the right handside of (4.30) yields the result.Now we are able to obtain a second order expansion of J around ū.Proposition 95 Assume that (H1), (H2) hold and let v ∈ L∞
F . Then,

J(ū+ v) = J(ū) + Υ1(v) + 1
2
Υ2(v) + r2(v), (4.31)and the following estimates hold:

Υ2(v) =

{
O(||v||24,2) if σuu ≡ 0,
O(||v||24) otherwise, r2(v) =

{
O(||v||∞||v||24,2) if σuuu ≡ 0,
O(||v||∞||v||24) otherwise.(4.32)If in addition (4.6) holds then

Υ2(v) =

{
O(||v||22) if σuu ≡ 0,
O(||v||22,4) otherwise, r2(v) =

{
O(||v||∞||v||22) if σuuu ≡ 0,
O(||v||∞||v||22,4) otherwise.(4.33)Proof. Let us �rst estimate Υ2(v) by using its expression obtained in lemma94 and lemmas 86 and 93. By (4.13) with β = 2,

E

(

sup
t∈[0,T ]

|y1(t)|2 +

∫ T

0

|v(t)|2dt
)

= O(||v||22). (4.34)In view of assumption (H2) and (4.34) we obtain that
E

(∫ T

0

`(y,u)2(t)(y1(t), v(t))
2dt+ φyy(ȳ(T ))(y1(T ))2

)
= O(||v||22). (4.35)On the other hand, assumption (H2) and the Cauchy Schwartz inequalityyield

E

(∫ T

0

`y(t)y2(t)dt+ φy(ȳ(T ))y2(T )

)
= O





[

E( sup
t∈[0,T ]

|y2|2)
]1

2



 , (4.36)and the estimate for Υ2(v) in (4.32) follows from (4.25). If (4.6) holds, then
E

(∫ T

0

`y(t)y2(t)dt+ φyy(ȳ(T ))y2(T )

)
= O

(
E

[
sup

t∈[0,T ]

|y2|
])

, (4.37)and the estimate for Υ2(v) in (4.33) follows from (4.25).



119Now we proceed to obtain (4.31). As in the proof or proposition 90 wedenote δJ := J(ū+ v) − J(ū). By de�nition,
δJ = E

(∫ T

0

[`(yū+v, ū+ v) − `(ȳ, ū)] dt+ φ(yū+v(T )) − φ(ȳ(T ))

)
= I1 +I2,where, omitting the time argument in the integral,

I1 := E
(∫ T

0

[
`yδy + `uv + 1

2
`(y,u)2(δy, v)

2 + r`(δy, v)
2
]
dt
)
,

I2 := E
[
φy(ȳ(T ))δy(T ) + 1

2
φyy(ȳ(T ))(δy(T ))2 + rφ(ȳ(T ))(δy(T ))2

]
.(4.38)Recalling that δy = y1 + d1 = y1 + y2 + d2, assumption (4.5) in (H2) yields

I1 = E
(∫ T

0
`y(t)(y1 + y2) + `u(t)v + 1

2
D2`(t)(y1, v)

2dt
)

+ E
(∫ T

0
`yd2dt

)

+O(z1(v)),where, omitting time from function arguments,
z1(v) := E

(
sup

[
|d1|2 + |d1(t)||y1| + |δy|3

])
+ ||v||1E (sup |d1|) + ||v||33.On the other hand,

I2 = E
[
φy(ȳ(T )) (y1(T ) + y2(T )) + 1

2
φyy(ȳ(T )) (y1(T ))2]

+E [φy(ȳ(T ))d2(T )] +O(z2(v)),where
z2(v) := E

(
|δy(T )|3 + |y1(T )||d1(T )| + |d1(T )|2

)
.Denoting z(v) := z1(v) + z2(v) we get that

δJ = E

(∫ T

0

[
`y(t)(y1(t) + y2(t)) + `u(t)v(t) + 1

2
`(y,u)2(t)(y1(t), v(t))

2
]
dt

)

+E
[
φy(ȳ(T ))(y1(T ) + y2(T )) + 1

2
φyy(ȳ(T )) (y1(T ))2]+ ζ(v) + z(v),where,

ζ(v) := E

(∫ T

0

`y(t)d2(t)dt+ φy(ȳ(T ))d2(T )

)
. (4.39)Therefore, using (4.21) and (4.30), we get (4.31) with r2(v) := ζ(v) + z(v).Now, we proceed to estimate z(v). By (4.14) we have that

E

(

sup
t∈[0,T ]

|d1(t)|2
)

= O(||v||44) = O(||v||2∞||v||22).



120Estimates (4.13), (4.14) and the Cauchy Schwartz inequality yield
E

(
sup

t∈[0,T ]

|d1(t)||y1(t)|
)

= O
(
||v||24||v||2

)
= O

(
||v||∞||v||22

)
.Analogously, using (4.14), we have

E

(

||v||1 sup
t∈[0,T ]

|d1(t)|
)

= O
(
||v||24||v||2,1

)
= O

(
||v||∞||v||22

)
.Estimate (4.12) yields E

(
supt∈[0,T ] |δy(t)|3

)
= O(||v||33,2). But

||v||33,2 = E

([∫ T

0

|v(t)|2dt
] 3

2

)
= O

(
||v||∞||v||22

)
,and||v||33 = O (||v||∞||v||22). Thus, z(v) = O (||v||∞||v||22). Finally, let usestimate ζ(v). Assumption (H2) and the Cauchy Schwartz inequality yieldthat

ζ(v) = O





[
E

(
sup

t∈[0,T ]

|d2(t)|2
)] 1

2



 .Hence, using (4.26) with β = 2,
ζ(v) =

{
O(||v||4,2||v||28,4) if σuuu ≡ 0,
O(||v||4,2||v||28,4 + ||v||36,6) otherwise.Since O(||v||4,2||v||28,4) = O(||v||∞||v||24,2) and O(||v||36,6) = O(||v||∞||v||24), theestimate for r2(v) in (4.32) follows. If in addition assumption (4.6) holds,then by (4.26) with β = 1,

ζ(v) = O

(
E

[
sup

t∈[0,T ]

|d2(t)|
])

=

{
O(||v||2||v||24) if σuuu ≡ 0,
O(||v||2||v||24 + ||v||33,6) otherwise.Since O(||v||2||v||24) = O(||v||∞||v||22) and O(||v||33,6) = O(||v||22,4), the esti-mate for r2(v) in (4.33) follows.Remark 96 (i) Since Υ2 is a quadratic form and, for every β, p ∈ [1,∞],the space L∞

F is dense in Lβ,p
F , we have that: If Υ2(v) = O(||v||β,p) then Υ2admits a unique continuous extension in Lβ,p.(ii)The proof of proposition 4.31 shows that the estimates Υ2(v) = O(||v||22)and r2(v) = O(||v||∞||v||22) also hold in the case when f and σ are a�nemappings, since in this case y2 = d2 = 0.



121The following corollary will allow us to state second order necessary conditionwith respect to perturbations v ∈ L∞
F .Corollary 97 Assume that (H1), (H2) hold and either (4.6) holds and

σuu ≡ 0, or f and σ are a�ne mappings. Then, the following expansionholds:
J(ū+ v) = J(ū) + Υ1(v) + 1

2
Υ2(v) + r(v) for all v ∈ L∞

F , (4.40)where Υ1(v) = O(||v||2), Υ2(v) = O(||v||22) and r(v) = O(||v||∞||v||22).4.4 Necessary optimality conditionsThe asymptotic expansions obtained for J in section 4.3 allow us to obtain�rst and second order necessary conditions at a local optimum ū ∈ L2
F forthe control constrained problem (SP). We �rst obtain �rst order optimalityconditions using the procedure explained at the introduction: According tothe regularity of the data of (SP) and the dependence on u of the σ-term,a perturbation in an appropriate space is taken. Then, the results of theprevious section yield a positivity condition of Υ1 over a certain cone whichis extended, by a density argument, to a larger one. Similar considerationsapply in order to establish second order necessary conditions. Finally, wegive a second order su�cient condition for the unconstrained case and webrie�y discuss the di�culties arising in the constrained case.Let us �rst �x some notations which are standard in optimization theory.Consider a Banach space (X, ||·||X) and a nonempty closed convex set C ⊆ X.For x, x′ ∈ X de�ne the segment [x, x′] := {x+ λ(x′ − x) ;λ ∈ [0, 1]}. Theradial, the tangent and the normal cone to C at x̄ are de�ned respectivelyby

RC(x̄) := {h ∈ X ; ∃ σ > 0 such that [x̄, x̄+ σh] ⊆ C},
TC(x̄) := {h ∈ X ; ∃ x(σ) = x̄+ σh+ o(σ) ∈ C, σ > 0, ||o(σ)/σ||X → 0},
NU(ū) := {h∗ ∈ X∗ / 〈x∗, x〉X∗,X ≤ 0, for all h ∈ TC(x̄)} , (4.41)where X∗ denotes the dual space of X and 〈·, ·〉X∗,X is the duality product.Recall that, since C is a closed convex set, the cone TC(x̄) is the adherenceof RC(x̄) in X.4.4.1 First order necessary conditionsConsider as in section 4.3 a �xed ū ∈ L2

F . For β, p ∈ [1,∞] and a subset
A ⊆ Lβ,p

F we write adhβ,p(A) for the adherence of A in Lβ,p
F . If A ⊆ Lβ

F we



122write adhβ(A) := adhβ,β(A).We have the following �rst order conditions for (SP).Lemma 98 Assume that (H1), (H2) hold and let ū ∈ U be a local solutionof (SP). Then:
Υ1(v) ≥ 0 for all v ∈ { adh2

(
RU(ū) ∩ L4,2

F
) if σuu ≡ 0,adh2 (RU(ū) ∩ L4

F ) otherwise. (4.42)If in addition (4.6) holds then
Υ1(v) ≥ 0 for all v ∈ { adh1 (RU (ū)) if σuu ≡ 0,adh1,2

(
RU(ū) ∩ L2,4

F
) otherwise. (4.43)Proof. Let v ∈ RU(ū) ∩ L4

F . Proposition 90 implies that, for σ > 0 smallenough, we have
0 ≤ J(ū+ σv) − J(ū) = σΥ1(v) + ||v||24O(σ2). (4.44)Thus, dividing by σ in (4.44) and letting σ ↓ 0, we have that Υ1(v) ≥ 0. Anal-ogously, if σuu = 0 we have that Υ1(v) ≥ 0 for all v ∈ RU(ū)∩L4,2

F . Condition(4.42) follows from the fact that, by proposition 90, v ∈ L4
F → Υ1(v) canbe extended continuously to L2

F . The proof of (4.43) follows in the samemanner, with the obvious modi�cations.Note that the results obtained in lemma 98 are rather general, since theyinclude the case of non local constraints. On the other hand, for some con-straints the result gives no information. In fact, consider the following ex-ample.Example 2 Let u0 ∈ L2
F and suppose that u0 /∈ Lβ,p

F for any β, p ∈ (2,∞].The constraint U := {u = αu0 / for some α ∈ [0, 1]} is such that, at ū = 0,the radial cone is given by RU(ū) = {λu0 / for λ ≥ 0}, but RU(ū) ∩ Lβ,p
F =

{0}.Thus, we will assume the following assumption over the constraint set U :(H3) For every ū ∈ U we have that
TU(ū) = adh2 (RU(ū) ∩ L∞

F ) . (4.45)We have the following proposition whose proof is straightforward.



123Proposition 99 Asumme that (H1), (H2), (H3) hold and let ū be a localsolution of (SP). Then
Υ1(v) ≥ 0 for all v ∈ TU(ū). (4.46)Remark 100 Note that if J(·) is convex, then (4.46) is a su�cient conditionfor the (global) optimality of ū.Clearly, we have that (H3) can hold for non local constraints. As an ex-ample, it can be checked that (4.45) holds for and U = {u ∈ L2

F / ||u||2 ≤ 1}and ū ∈ U . Now we consider the case when U is de�ned by local constraints.Let (t, ω) ∈ [0, T ] × Ω → U(t, ω) ∈ P(Rm) be a B([0, T ]) × FT measurablemultifunction satisfying that(i) For all a.a. t the multifunction U(t, ·) is Ft-measurable.(ii) For a.a. (t, ω) we have that U(t, ω) is a closed convex subset of Rm.We set
U :=

{
u ∈ L2

F ; u(t, ω) ∈ U(t, ω), a.a. (t, ω) ∈ [0, T ] × Ω
}
. (4.47)Lemma 101 Suppose that ū ∈ U , where U is given by (4.47). Then,(i) Assumption (4.45) holds at ū.(ii) The tangent cone is given by

TU(ū) =
{
v ∈ L2

F ; v(t, ω) ∈ TU(t,ω)(ū(t, ω)) a.a. (t, ω) ∈ [0, T ] × Ω
}
.(4.48)Proof. (i) By a diagonal argument, it su�ces to prove that for every v ∈

RU(ū) there exists a sequence vk ∈ RU(ū) ∩ L∞
F such that ||vk − v||2 → 0.Indeed, set

vk(t, ω) :=

{
v(t, ω) if |v(t, ω)| ≤ k
0 otherwise. (4.49)The convexity of U(t, ω) yields that vk ∈ RU(ū). Also, vk(t, ω) → v(t, ω)as k → ∞ for a.a. (t, ω). The convergence in L2

F follows by the dominatedconvergence theorem.(ii) Let v ∈ TU(ū). By de�nition, for σ small enough and a.a. (t, ω)

ū(t, ω) + σv(t, ω) + rσ(t, ω) ∈ U(t, ω),where rσ(·, ·)/σ → 0 in L2
F as σ ↓ 0. Thus, extracting a subsequence ifnecessary, we have that rσ(t, ω)/σ → 0 for a.a. (t, ω) from which we deducethat v(t, ω) ∈ TU(t,ω)(ū(t, ω)). Conversely, let v belongs to the r.h.s. of (4.48)and for ε > 0 set

vε := ε−1 (PU(ū+ εv) − ū) , (4.50)



124where PU(·) denotes the orthogonal projection in L2
F onto U . By de�nitionof PU(·) we have that vε ∈ RU(ū). For (t, ω) in [0, T ]×Ω set PU(t,ω)(·) for theorthogonal projection in Rm onto U(t, ω). De�nition of vε in (4.50) impliesthat for a.a. (t, ω)

vε(t, ω) := ε−1
(
PU(t,ω)(ū(t, ω) + εv(t, ω)) − ū(t, ω)

)
.Clearly, vε(t, ω) ∈ RU(t,ω)(ū(t, ω)) and for a.a. (t, ω) we have vε(t, ω) →

v(t, ω). Since |vε(t, ω)| ≤ |v(t, ω)|, the dominated convergence theorem im-plies that vε → v in L2
F . Using that vε ∈ RU (ū) we obtain that v ∈ TU(ū).Let a, b ∈ R

m with −∞ ≤ ai < bi ≤ +∞ for all i ∈ {1, ..., m} and de�ne
Ua,b :=

{
x ∈ Rm ; ai ≤ xi ≤ bi

}
. (4.51)For u ∈ L2

F and every index i ∈ {1, ..., m}, set
Iai(u) := {(t, ω) ∈ [0, T ] × Ω ; ui(t, ω) = ai} ,
Ibi(u) := {(t, ω) ∈ [0, T ] × Ω ; ui(t, ω) = bi} .The following corollary is a direct consequence of proposition 99 andlemma 101.Corollary 102 Assume that (H1), (H2) hold suppose that U is in the form(4.47). Let ū ∈ U be a local solution of (SP), then

Hu(t, ω)v ≥ 0 for all v ∈ TU(t,ω)(ū(t, ω)). (4.52)In particular, if U(t, ω) ≡ Ua,b (de�ned in (4.51)), then for every i ∈ {1, ..., m}

H i
u(t, ω) =






≥ 0 if (t, ω) ∈ Iai(ū),
≤ 0 if (t, ω) ∈ Ibi(ū),
= 0 elsewhere. (4.53)Remark 103 Since (4.52) is equivalent to (4.46) when U is in the form(4.47), we have that if J(·) is convex then (4.52) is a su�cient condition forthe (global) optimality of ū.4.4.2 Second order necessary conditionsIn order to obtain second order necessary conditions for (SP) we proceedas in the previous section, i.e. we prove a general result and after, under



125some standard assumptions, we yield a more precise characterization for theimportant case of local constraints. Let us de�ne
Υ⊥

1 :=
{
v ∈ L2

F ; Υ1(v) = 0
}
. (4.54)We have the following general second order necessary conditions.Proposition 104 Assume that (H1), (H2) hold and let ū ∈ U be a localsolution of (SP). Then, the following second order necessary conditionholds:

Υ2(v) ≥ 0 for all v ∈
{ adh4,2

(
RU(ū) ∩ L∞

F ∩ Υ⊥
1

) if σuu ≡ 0,adh4

(
RU(ū) ∩ L∞

F ∩ Υ⊥
1

) otherwise. (4.55)If in addition (4.6) holds, or f and σ are a�ne mappings, then
Υ2(v) ≥ 0 for all v ∈

{ adh2

(
RU(ū) ∩ L∞

F ∩ Υ⊥
1

) if σuu ≡ 0,adh2,4

(
RU(ū) ∩ L∞

F ∩ Υ⊥
1

) otherwise. (4.56)Proof. If v ∈ RU(ū) ∩ L∞
F ∩ Υ⊥

1 , then for σ small enough
0 ≤ J(ū+ σv) − J(ū) =

σ2

2
Υ2(v) + σ3O(||v||3∞).Dividing the above equation by σ and letting σ ↓ 0 yields Υ2(v) ≥ 0 and theresult follows from remark 96 (i).The critical cone to U at ū are de�ned by

C(ū) := {v∗ ∈ TU(ū) / Υ1(v) ≤ 0} . (4.57)In order to obtain more precise second order necessary conditions, we supposestandard assumptions in the second order analysis of problems with convexconstraints. The �rst one is a natural extension of (H3) to the second ordercase.(H4) For every ū ∈ U and v∗ ∈ NU(ū) (recall (4.41)), we have thatadh2

(
RU(ū) ∩ L∞

F ∩ (v∗)⊥
)

= adh2

(
RU(ū) ∩ (v∗)⊥

)
. (4.58)For our second assumption, we need the following notion of polyhedricity (see[52, 71]). The set U is said to be polyhedric at ū ∈ U if for all v∗ ∈ NU(ū),the set RU(ū) ∩ (v∗)⊥ is dense in TU(ū) ∩ (v∗)⊥ with respect to the || · ||2norm. If U is polyhedric at each u ∈ U we say that U is polyhedric.



126Remark 105 Note that, if (H1)- (H3) hold, proposition 99 yields that, ata local minimum, −Υ1 ∈ NU(ū) and C(ū) = TU (ū) ∩ Υ⊥
1 . Thus, if U ispolyhedric and (H4) holds,adh2

(
RU (ū) ∩ L∞

F ∩ Υ⊥
1

)
= C(ū) (4.59)We state a second order necessary condition which is a natural extension ofthe deterministic counterpart.Theorem 106 Let ū be a local solution of (SP) and assume that(i) Assumptions (H1)-(H4) hold.(ii) Either (4.6) holds and σuu = 0 or f and σ are a�ne mappings.(iii) The constraint set U is polyhedric.Then, the following second order necessary condition hold at ū:

Υ2(v) ≥ 0 for all v ∈ C(ū). (4.60)Proof. As in the proof of proposition 104 we have that Υ2(v) ≥ 0 for all
v ∈ RU (ū) ∩ L∞

F ∩ Υ⊥
1 . The resut follows, by remark 96 (i), since under ourassumptions Υ2(v) = O(||v||22) and (4.59) holds.Now, let us focus our attention in local constraints, i.e. when U is de�nedby (4.47).Lemma 107 Let U be de�ned by (4.47) and let ū ∈ U . It holds that(i) The normal cone NU(ū) is given by

NU(ū) =
{
v∗ ∈ L2

F / v∗(t, ω) ∈ NU(t,ω)(ū(t, ω)), a.a. (t, ω) ∈ [0, T ] × Ω
}
.(4.61)(ii) For every v∗ ∈ NU(ū) we have that

TU(ū)∩(v∗)⊥ = {v ∈ TU(ū) / v∗(t, ω) · v(t, ω) = 0, a.a. (t, ω) ∈ [0, T ] × Ω} .(4.62)Proof. Since (ii) follows directly from (i) and lemma 101 (ii), it is enoughto show (i). By lemma 101 (ii), the r.h.s. of (4.61) is included in NU(ū). Toprove the other inclusion, let us argue by contradiction. Let v∗ ∈ NU(ū) andsuppose that it does not belong to the r.h.s. of (4.61). Then we can �nd anon null measurable set A ⊆ B([0.T ])⊗F such that for each (t, ω) ∈ A there



127exists v(t, ω) ∈ TU(t,ω)(ū(t, ω)), which can be taken with |v(t, ω)| = 1, suchthat v∗(t, ω) · v(t, ω) > α, for some α > 0. De�ning v̂ ∈ L2
F by

v̂(t, ω) :=

{
v(t, ω) if v∗(t, ω) · v(t, ω) > α,
0 otherwhise,we see that v̂ ∈ TU(ū) and 〈v∗, v̂〉2 > 0 and thus we obtain a contradictionwith the fact that v∗ ∈ NU(ū).In order to verify the polyhedricity assumption in the case of local con-straints, we will need in fact to assume that for a.a. (t, ω) the set U(t, ω) is apolyhedron. More precisely, let q ∈ N and suppose that there exist mappings

Σ : [0, T ] × Ω → P ({1, ..., q}), ai : [0, T ] × Ω → Rm, bi : [0, T ] × Ω → Rm,where i ∈ {1, ..., q}, such that Σ, ai and bi are B([0, T ]) × FT measurableand for each t we have that Σ(t, ·), ai(t, ·) and bi(t, ·) are Ft measurable. Wesuppose that
U(t, ω) = {x ∈ Rm / 〈ai(t, ω), x〉 ≤ bi(t, ω), for i ∈ Σ(t, ω) } . (4.63)We haveLemma 108 The set of local constraints U de�ned in (4.47), with U(t, ω)given by (4.63), is polyhedric and satis�es (4.58).Proof. Let ū ∈ U and v∗ ∈ NU(ū). For v ∈ TU(ū) ∩ (v∗)⊥ and k ≥ 0 set

v̂k(t, ω) :=

{
v(t, ω) if |v(t, ω)| ≤ k and ū(t, ω) + 1

k
v(t, ω) ∈ U(t, ω),

0 otherwise. (4.64)Lemma 107(ii) implies that v̂k ∈ RU(ū)∩L∞
F ∩(v∗)⊥. On the other hand, since

U(t, ω) is a polyhedron, lemma 101(ii) implies that v(t, ω) ∈ TU(ū(t, ω)) =
RU(ū(t, ω)). Thus, as k ↑ ∞, we have that v̂k → v(t, ω) for a.a. (t, ω).The dominated convergence theorem, yields that v̂k → v in L2

F , hence U ispolyhedric and (4.58) holds.The following corollary is a direct consequence of theorem 106 and lemmas107, 108.Corollary 109 Assume that (H1) - (H2) hold and let ū be a local solutionof (SP) where U is de�ned in (4.47), with U(t, ω) given by (4.63). Further,suppose that either (4.6) holds and σuu = 0 or f and σ are a�ne mappings.Then, the following second order necessary conditions hold at ū:
Υ2(v) ≥ 0, for all v ∈ TU(ū) such that Hu(t)v(t, ω) = 0 for a.a. (t, ω).



1284.5 On the second order su�cient conditionLet us �rst consider the unconstrained case, i.e. when U = L2
F . Note that,in this speci�c case, (H3) is trivially satis�ed and for every ū ∈ U it holdsthat TU(ū) = L2

F . The following proposition is a consequence of corollary 97.Proposition 110 Assume that (H1), (H2) hold and that U = L2
F . Further,let us assume that either (4.6) holds and σuu ≡ 0, or f and σ are a�nemappings. Suppose there exist α > 0 such that ū ∈ L2

F satis�es:
Υ1(v) = 0, and Υ2(v) ≥ α||v||22 for all v ∈ L2

F . (4.65)Then, there exists δ > 0 such that for all v′ ∈ L∞
F with ||v′||∞ ≤ δ, we have

J(ū+ v′) ≥ J(ū) + 1
2
α||v′||22. (4.66)Only very partial results are obtained when U 6= L2

F . Let us recall that aquadratic form Q : H → R, where H is a Hilbert space, is a Legendre formif it is weakly lower semi continuous (w.l.s.c.) quadratic form over H , suchthat, if hk → h weakly in H and Q(hk) → Q(h), then hk → h strongly. Wehave the following proposition, whose proof follows the lines of the paralleldeterministic result (see [24, Section 3.3]):Proposition 111 Assume that (H1), (H2) hold and that that either (4.6)holds and σuu ≡ 0, or f and σ are a�ne mappings. Suppose that at ū ∈ U ,the quadratic form Υ2 is a Legendre form and there exist α > 0 such that
Υ1(v) = 0, and Υ2(v) ≥ α||v||22 for all v ∈ C(ū). (4.67)Then, there exists δ > 0 such that for all u ∈ U with ||u− ū||∞ ≤ δ, we have

J(u) ≥ J(ū) + 1
2
α||u− ū||22. (4.68)In the deterministic case there is a well known su�cient condition for theassociated quadratic form to be a Legendre form, which is based essentialyin the fact that the application u ∈ L2([0, T ]; Rm) → y1(u)(T ) ∈ Rn is weaklycontinuous. We show with two examples that u ∈ L2

F → y1(u)(T ) ∈ L2
FT

(Rn)is not weakly continuous.Example 3 (σ dependent on u) Let us take m = n = 1 and let us con-sider the dynamics
dy1(t) = u(t)dW (t) for t ∈ [0, T ]; y1(0) = 0.



129Let un be a (deterministic) orthonormal base of L2([0, T ]; R) and denote yn :=
y1(un). By the dominated convergence theorem it is easy to check that unconverges weakly to 0 in L2

F , but
E
[
yn(T )2

]
= E

[(∫ T

0

un(t)dW (t)

)2
]

=

∫ T

0

u2
n(t)dt = 1.Example 4 (σ independent on u) We take m = n = 1 and T = 2. Letus consider the dynamics

dy1(t) = u(t)dt for t ∈ [0, T ]; y1(0) = 0.Let φn be an orthonormal base of the Hilbert space L2(R) endowed with thescalar product
〈g, h〉∗ :=

∫ +∞

−∞
g(x)h(x)e

−x2

2 dx,and consider the sequence un ∈ L2
F de�ned by un(t) := φn(W (1))I(1,2](t) andset yn := y1(un). For every f ∈ L2
F , we have

E
(∫ 2

0
f(t)un(t) dt

)
= E

(
φn(W (1))

∫ 2

1
f(t)dt

)
,

= E
[
φn(W (1))E

(∫ 2

1
f(t)dt|W (1)

)]
→ 0,by de�nition of φn. Thus un converges weakly to 0 in L2

F . On the other hand,
E
(
yn(T )2

)
= E

([∫ 2

0

undt

]2
)

= E
(
φn(W (1))2

)
= 1.
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