N

N

Volatility dynamics
David Nicolay

» To cite this version:

David Nicolay. Volatility dynamics. Computational Finance [g-fin.CP]. Ecole Polytechnique X, 2011.
English. NNT: . pastel-00600106

HAL 1Id: pastel-00600106
https://pastel.hal.science/pastel-00600106

Submitted on 11 Jul 2011

HAL is a multi-disciplinary open access L’archive ouverte pluridisciplinaire HAL, est
archive for the deposit and dissemination of sci- destinée au dépot et a la diffusion de documents
entific research documents, whether they are pub- scientifiques de niveau recherche, publiés ou non,
lished or not. The documents may come from émanant des établissements d’enseignement et de
teaching and research institutions in France or recherche francais ou étrangers, des laboratoires
abroad, or from public or private research centers. publics ou privés.


https://pastel.hal.science/pastel-00600106
https://hal.archives-ouvertes.fr

Volatility Dynamics
David NICOLAY

December 31, 2010

Dissertation submitted to the faculty of Ecole Polytechnique
for the title of Doctor of Applied Mathematics

Thesis defended on June 1st, 2011
Jury composed of

Prof. Nicole EL. KAROUI University of Paris VI (director)
Prof. Roger LEE University of Chicago (reviewer)
Prof. Olivier SCAILLET HEC Geneve (reviewer & jury)
Prof. Emmanuel GOBET Ecole Polytechnique (jury)
Dr. Lorenzo BERGOMI Société Générale (jury)

Dr. Eric FOURNIE Nomura (jury)



THIS PAGE INTENTIONALLY LEFT BLANK



To My Parents

”Depth must be hidden.
Where?
On the surface.”

-Janos Arany
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Abstract

In this thesis we establish some strong asymptotic links between two major classes of stochastic
volatility models, when those refer to the same derivative market. On one hand we consider a
generic version of stochastic instantaneous volatility (SInsV) model, with an SDE system de-
fined formally as an adapted Wiener chaos, and whose state variables are left unspecified. On
the other hand we exploit a sliding stochastic implied volatility (SImpV) class, which is another
market model describing explicitly the joint dynamics of an underlying and of the associated
European option surface.

Each of these connections is achieved by layer, between a group of coefficients defining the SInsV
model, and a differential set of the functionals specifying the shape and dynamics of the implied
volatility surface. The asymptotic approach leads to these cross-differentials being taken at the
zero-expiry, At-The-Money point, and relate the depth of the SinsV chaos to the order of the
SImpV differentiation. We progress from a simple single-underlying and bi-dimensional setup,
first to a multi-dimensional configuration, and then to a term-structure framework. In so doing,
we expose the structural constraints imposed on each model, as well as the natural asymmetry
between the direct problem (transferring information from the SInsV to the SImpV class) and
the inverse one.

We show that this ACE methodology (which stands for Asymptotic Chaos Ezpansion) is a pow-
erful tool for model design and analysis. Focusing on local volatility models and their extensions,
we compare its output with the literature and thereby exhibit a systematic bias in some popular
heuristics. To illustrate the multi-dimensional context we focus on stochastic-weights baskets,
for which ACE easily provides some intuitive results, underlining their embedded inductive fea-
tures. In the interest rates environment, we derive the first layer of smile descriptors for caplets,
swaptions and bond options, within both a SV-HJM and a SV-LMM framework.

Also, we prove that ACE can be automated for generic models and at any order, without re-
sorting to symbolic calculus. The interest of such algorithmics is demonstrated by computing
manually the second and third layers of smile differentials, in a generic bi-dimensional SInsV
model. In that spirit we expose and advocate the considerable applicative potential of ACE for
calibration, pricing, hedging or relative value purposes, which we illustrate with some numerical
tests on the CEV-SABR model.
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Introduction

I Motivation

The present study initially stemmed from a general interest in incomplete markets, which then
shifted more specifically to the issue of unobservable and/or unrepresented state variables and
dynamics, before settling on the more general notion of model risk. Also, underlying the obvious
academic potential was a more practical focus on how the calibration and the hedging algorithms
should be managed and coordinated, in order to mitigate that model risk.

Our first attempts were exploiting discrete models (essentially trees) which are fine to build up
intuition on a few steps but tend to lose their appeal on longer horizons. We then turned to
the concepts of dynamic utility and of convex risk measures. The latter appeared promising
as it structurally incorporated model uncertainty and also generated bid-ask spreads. But if
the static calibration issue could be reasonably tackled, the dynamic hedging seemed elusive at
best. At that point it became apparent that a central feature of this financial problem was the
existence of a liquid European options market. The latter is represented through an implied
volatility surface but is equivalent to the specification of the underlying’s marginal distributions
(see [BL78]). Focusing therefore on the joint dynamics of the underlying and of that smile,
we decided to consider models incorporating some form of stochastic volatility. Indeed the
latter is by itself a legitimate source of model ambiguity, allowing to distinguishing (artificially)
the endogenous driver of the underlying from the exogenous driver which is specific to the
smile. These choices allowed us not only to define a clear mathematical perimeter for market
incompleteness, permitting in particular to restrict the scope to continuous processes, but also
to provide a natural environment in which to express both the calibration and the hedging
procedures. This is because the vanilla options must clearly be included in the calibration set,
and ideally should be included in the hedging set as well.

The problem could then be reformulated into three more explicit questions. First, how to
fit at least the static shape (and if possible the dynamics) of the implied volatility surface
with an instantaneous volatility model. Second, how to use the corresponding vanilla options
to dynamically hedge a contingent claim, absorbing not only the vega but also the model risk.
Third and conversely, how to extract information about the underlying dynamics from the shape
and dynamics of the smile, information which can then be used for other trading activities than
pure hedging, such as arbitrage strategies. Clearly we had to split the problem in two symmetric
issues : the direct problem consisting in navigating from the underlying’s dynamics to the shape
and dynamics of the smile, and the inverse problem corresponding to the opposite journey.

It seems pertinent to justify the exclusion a priori of discontinuous processes (jump-diffusions,
Levys) despite the substantial evidence supporting their presence in the market. The first
argument is mathematical : our method relies on the assumption that the smile-related processes
admit a finite limit a.s. for asymptotically short expiries. Although this condition is quite strong,
relaxing it would require a workload disproportionate with its payoff, under our chosen angle.
The second justification for excluding jumps is more financial : these cannot be hedged in the
general case. Indeed, usually the probability of jump can be replicated, but not the jump itself.
Since our approach is heavily motivated by improving the hedge strategies, it would seem rather
inconsistent to select a framework that guarantees a tracking error.
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II State of the art

One of the characteristics of the present approach that has the most enabled innovation is simply
its positioning. In effect we find ourselves at the intersection of two mathematical domains : on
one hand a set of market model classes, and on the other hand the asymptotic family of analysis
and approximation methods. Indeed, on the modeling side, we wish to exploit and connect
several classes that are capable of describing the afore-mentioned complex joint dynamics. As
discussed before, we restrict ourselves to (continuous) It processes and therefore to those classes
exhibiting some form of stochastic volatility. However our ultimate focus is applicative so that
we want these joint dynamics or connections to be explicit. In that respect we are disposed to
accept approximations, as long as the error is known and if possible controllable. Also, we put
a strong emphasis on genericity, both in terms of model coverage and of precision order.

Stochastic volatility market models

The stochastic volatility (SV) modeling framework regroups in fact several very distinct classes.
By far the best-known and most widely used family is of course the stochastic instantaneous
volatility (SInsV) category. In all generality we will include in that class the local volatility (a.k.a.
Dupire) class, so that the reader is referred to seminal works such as [Dup93], [SS91], [HW8&7],
[Hes93], [HKLWO02] or [ABRO1], among many others. It is worth noting that most practical
SInsV models (e.g. Heston or SABR) are expressed with a pair of state variables driven by a
bi-dimensional Wiener process. Indeed some rich dynamics can be generated with only a scalar
endogenous driver for the underlying, and another scalar ezogenous driver for its volatility. Since
the endogenous driver can be shared by both processes, it is possible to correlate those. More
recently a new breed of market models has emerged, which takes the marginals of the underlying
as model observable input, and then specifies their dynamics. Alternatively, the input process
can be taken as some functional of these marginals, or as the equivalent (Dupire) local volatility.
The term of market model denotes here that this multi-dimensional process is represented (or
parameterised) directly via market observables, such as the implied volatility surface or the term
structure of variance swaps. This approach is analog to the HJM methodology for interest rates
(see [HIMO92]) which incorporates the yield curve as a state variable, instead of modeling the
(instantaneous) short rate. We will assume the reader to be familiar with the SInsV framework
and therefore will devote some time to the description of the other market models.

Let us first discuss the Stochastic Implied Volatility (SImpV) models. Their shared concept is
to take as input the shape of the implied volatility, associated to a single underlying, and then
to model the dynamics of that map. Variations on this very general theme include the choice of
the driver dimension (which can be infinite), of the Markovian state variables (if any) or of the
coordinates (the moneyness). However any SImpV model is subjected to a pair of constraint
fields, the first on its static and the second on its dynamic specification.

The static constraint forces all implied marginal distributions, deduced from the price surface by
strike-differentiation, to be individually and collectively valid. Indeed they must be compatible
with some martingale diffusion for the underlying, which imposes both intra- and inter-maturity
conditions. First each marginal must define an acceptable probability measure by itself, which
translates for the implied volatility (IV) into a complex non-linear second-order PDE, rendering
difficult the characterisation of non-arbitrable IV surfaces. Then marginals of a diffusion process
for different maturities must also be compatible with one another, which in particular places
some bounds on the maturity-differentials of the smile.

The dynamic constraint stems from the fact that European options are assets, and that the
smile determines uniquely (through Black’s formula for instance) their rebased price process.
Hence the latter must be martingale under the numeraire measure. As we will see in section 1.2,
this dynamic condition manifests itself as another complex stochastic PDE linking the smile’s
shape to its dynamic coeflicients.
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Overall this SImpV class has not yet had much success with practitioners, at least as a legitimate
modeling tool, essentially because of the difficulty to satisfy both these arbitrage constraints.
It remains however a rich and interesting framework with much left to offer, and the present
study shows that it can be used with success at least for analysis. In terms of bibliography, we
point the reader first towards [CdF02] and [CAFDO02] for a statistical analysis of smile deforma-
tion modes, which justifies and provides some basis to the risk-neutral modeling concept. Then
we must quote [Lyo97], [Sch99] and [BGKWO01], then [Bab01], [LSCY02] and [Dav04] as some
of the first studies formalising the SImpV framework and the associated dynamic no-arbitrage
restrictions. Some more technical issues of existence for such complete models (depending on
the choice of measure and filtration) or for the solution of the specified SDE system are tackled
in [Wis07], [SWO08b], [SW08a] and [JP10]. Note that certain of these papers also introduce the
notions of forward implied volatility and local implied volatility while generalise the framework
significantly. Also, on the subject of market completeness issues it is worth consulting [DOO0S].
As for implementation, we suggest [Bal02], [Rou07] and [RT10] for simple and practical con-
siderations on the concept of a dynamic smile model, and then [Haf04], [HS05] and [Fen05] for
more involved instances. We also single out [Zil06] for an interesting way of constructing an
arbitrage-free SImpV model. The SImpV class will be discussed again in section 1.1.3.2 [p.25]
under a different angle, leaving us now to present the next market model.

Another new but very promising class is formed by Stochastic Local Volatility (SLocV) models.
This approach has been pioneered in [DK98] and developed in [ANO4a] and [ANO04b], but one
of the most complete investigations can be found in [CN08] and [CN09]. Simply put, these
models specify the (possibly exogenous) stochastic evolution of a local volatility surface. At any
given time, its current snapshot is a bi-dimensional function, and taken as the onward diffusion
coeflicient for some shadow underlying. In turn, these virtual dynamics uniquely define a vanilla
price surface. As befitted by intuition, this framework is in principle equivalent to a SImpV
model. In practice however it differs in two respects. First and on the upside, the static validity
constraints are much simpler to express, to implement and to verify dynamically. Indeed they
amount to the positivity of the local variance function. Second, on the downside and in the
general case, both the statics and dynamics of the vanilla price surface must a priori now be ob-
tained numerically. The former can typically be achieved by solving a bi-dimensional parabolic
PDE, often through a finite differences (FD) scheme.

Note that this class is not to be confused with so-called Local Stochastic Volatility models (LSV),
which belong to the instantaneous volatility (SInsV) category. Indeed they combine both local
(usually non-parametric) and stochastic volatility in their dynamics, with the first component
specified exogenously, while the second is set numerically in order to fine tune the static cali-
bration (see [RMQO7] for instance).

The last stochastic volatility market model class that we shall mention is concerned with spec-
ifying variance swaps dynamics. Those stochastic variance swaps (SVarS) models are covered
(among others) in [Pot04], in the series [Ber04, Ber05, Ber08, Ber09] and in [Buh06a, Buh06b].
In the case of the continuous payoff definition, a (structurally path-dependent) variance swap is
in fact equivalent to a log-contract European option. Assuming a maturity continuum of such
products, still in the fashion of HJM, it is then possible to specify dynamics for that unidi-
mensional map. Since each marginal is thereby summarised via the log functional, hence losing
some of the information relative to the underlying process, it would seem intuitive to assume this
model class to be a poorer framework than its SImpV or SlocV counterparts. In particular, as it
does not provide any explicit control on the shape (and even less on the dynamics) of the smile.
In fact, in terms of attainable dynamics the model hierarchy is not necessarily what it seems.
mainly because, providing enough regularity, most market models can be made to establish a
bijection with the SInsV class. In the present study we will only present an asymptotic connec-
tion between the latter and the SImpV framework, but some of our associated work on SLocV
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models (edited in the current version) suggests that the same principles apply throughout the
afore-mentioned market models. However it must be noted that this equivalence argument is
conceptual rather than practical : the link with the SInsV class is essentially formal. It suffices
to consider for instance the matters of compatibility between model-specific filtrations, or of
transferring Markovian state variables between model classes. These are indeed crucial model-
ing aspects for numericians and practitioners alike, but are certainly not trivial issues, and to
our knowledge have not been covered comprehensively in the literature.

Overall, there does not seem to be a clear dominance among these stochastic volatility market
classes. Each of them focuses on a specific feature of the state variable process, and/or on a
given product class. Each of them is adapted to a certain modeling concern, and therefore comes
with its pros and cons. For instance SVarS models are the most efficient, economical and sparse
way of modeling the term-structure of log-contracts, but would be an a priori awkward choice
for anything else. Similarly, SLocV models are the easiest (from a validity perspective) but also
the most numerically-intensive way of modeling the shape and dynamics of the smile.
Although these market model classes do allow complex joint dynamics between the underly-
ing and the European options (or equivalently the marginals) they do not usually provide that
information in a fashion which is simultaneously exact, inherently non-arbitrable, explicit and
practical. However if we are to calibrate (statically and/or dynamically) such a rich model, then
price and hedge some contingent claim using the underlying and/or the vanillas, we do need the
joint dynamics to be provided with these four properties. For instance, it is well-known that
the list of SinsV models that provide the smile in closed or semi-closed form is very limited. Ar-
guably, the richest workable instances in that class belong to the affine processes family, such as
Heston’s model (see [Hes93]). Conversely, with stochastic implied volatility models it is difficult
to specify complex dynamics for the underlying while guaranteeing no arbitrage, both statically
and dynamically.

Practical usability and lack of arbitrage opportunity being foremost in our view, we are there-
fore looking a priori for some approzimation of the link between the underlying’s dynamics and
the term structure of European options. We require however the precision of that proxy to be
known, and if possible controllable. Put another way, we will accept some partial connection
either way. Several published methods fit part of this mandate, but they usually concern them-
selves with restricted model classes. More generally, they tend to lack the degree of genericity
that we expect, with regard to the modeling framework and to the attainable precision. It is
nonetheless interesting to cover them briefly : not solely as part of the necessary review process,
but also (as we shall discuss later) because our approach can be made to complement those
methods, rather than purely compete with them.

As a demonstrative example, let us mention first the popular Markovian projection technique
(MPT) as described in [Pit05b] and [Pit07]. Although efficient within its mandate, this approach
is limited to finding equivalent time-homogeneous models via efficient parameters. Also, it pro-
vides results not only with a fixed precision, but also according to a criteria which is also quite
rigid. Hence the MPT does not seem to match our demands, as its stands. However and as will
be discussed in Chapter 4, heavy locality and in particular non-stationarity of the underlying’s
dynamics tend to degrade the performance of our approach. Therefore it seems very tempting
to pre-process such inhomogeneous models through the MPT first, before applying a method,
such as the present, that benefits from stationarity.

Among the other available types of approximations susceptible to better fulfill our requirements,
the rich arsenal of asymptotic methods seems to provide the most promising leads (if not the only
realistic alternative). Let us now cover briefly this domain, focusing on financial applications
and filtering these methods w.r.t. our concerns for genericity, applicability and smile dynamics.
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Asymptotic methods

In simple terms, within the general context of European option pricing under given SV underly-
ing dynamics, these methods essentially exploit a deviation from some kind of central reference.
The latter can be a model, a marginal distribution or a pricing formula, and we call it the
baseline. It will usually refer to a normal or a lognormal process, but it can potentially be more
complex (as with Heston for instance).

The majority of these techniques exploit some form of perturbation method, invoking concepts
such as heat kernel expansions, singular perturbations® or WKB expansions. Most will follow
an analytical approach, the majority working with the backward (Feynamn-Kac) PDE and the
infinitesimal generator of the diffusion, and a few with the forward (Fokker-Planck) formulation
and/or the local time. Alternatively, a few approaches are very probabilistic in nature : they
can focus for instance on the transition probability or on the SDE itself, using techniques related
to Wiener chaos expansions or to Malliavin calculus.

First up, singular perturbation techniques have proven efficient in mathematics, physics or me-
chanics. They are especially standard in fluid dynamics, where the parabolic nature of the
problems presents a strong analogy with mathematical finance. Applied to solve a given pricing
PDE, their general principle is to scale the coefficient of the highest-order differential by an €
factor. Then the solution is identified term-by-term as an e-expansion, which frequently invokes
the WKB method. The singular aspect denotes that setting e at zero changes fundamentally
the nature of the equation : as opposed to regular perturbations, the solution to the limit PDE
is then a priori not the first-order term of the expansion. In a mathematical finance context,
the coefficient of the highest order term (i.e. second order in space) is usually some form of
volatility, which explains why it will usually degenerate at the boundary.

The heat kernel expansion (HKE) approach presents some similarities. It has arguably been
introduced in finance by [Les02] but this mathematical technique is well established and its
application fields are numerous. It consists in a geometric (geodesic) method exploiting the
natural Riemannian metric, is again strongly linked to WKB expansions and can be applied
in either a probabilistic or an analytic setting. The former approach often focus on the transi-
tion probability and tends to be more tolerant of the volatility’s boundary behaviour. Whereas
the latter (PDE) approach is considered more practical (from a computational perspective) for
higher-order extensions.

Most probabilistic methods will start by a scaling of each SDE coefficient by some power of e.
Then it is usually the sensitivity of the scaled process’ marginals (or of some functional (payoff)
of these densities) w.r.t. that parameter which is computed. The output naturally takes the form
of an e power series, centered around the solution provided by the baseline process (e = 0). But
the interpretation and the properties of that series are quite different from the analytical case.
The computations themselves can involve a range of sophisticated and related techniques, whose
coverage falls outside the scope of the present document. These include Malliavin-Watanabe
and Watanabe-Yoshida calculus, Kusuoka-Stroock asymptotic expansion theory, or on a differ-
ent tack the Freidlin-Wentzell theory of large deviations.

Of course the method employed presents a degree of coupling with the class of models on which
it can be applied, and both influence the type and quality of the results that can be obtained.
Given our specific intention to link various market models, we note that asymptotic methods in
finance focus almost exclusively on the SInsV class. Also, they tend to provide their approxi-
mations for the smile shape only, ignoring its volatility structure®.The literature in that domain
is very rich, and difficult to synthetise as each will present a certain combination of method,
model and results. Hence the following list does not claim to be exhaustive but instead (we
hope) representative.

"Regular perturbations can be combined (as in [FPS00a]) but are very rarely found on their own with practical
SInsV models, whose volatility coefficient is usually degenerate at the boundary.

SHowever [HKTLWO02] for instance provides a useful analysis of the first-order smile dynamics through the static
formulation.
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Let us focus first on the simplest pure local volatility (LV) model class. In that framework
[BBF02] constitutes an essential reference, as it gathers most of the (rare) exact and closed-form
results produced by asymptotic methods for that class. By transferring Dupire’s formula to the
lognormal implied volatility (LNIV), one obtains a classic PDE which is naturally parabolic, but
also degenerate and quasilinear. However by limiting the argument to the immediate domain
(i.e. zero expiry) an exact closed form expression for the LNIV is reached, as the harmonic mean
of the local volatility. Interestingly this result can be linked to the theory of large deviations
(see [Var08] for instance) and to the Riemannian metric (mentioned earlier) corresponding to
the inverse of the LV diffusion coefficient. In particular the well-known zero-expiry convergence
of the ATM implied volatility, to the current value of the local volatility coefficient, can be es-
tablished this way. Also, using the same starting point but after more involved analytical work
comes an exact formula for the implied variance at extreme strikes (i.e. infinite log-moneyness),
as the time-integral of the local variance taken a that same limit.

Among other classic results we should cite [HW99], where ad hoc singular perturbations methods
are employed to provide proxies for the call price and the LNIV. Note that the model is defined
with separable arguments for the time-inhomogeneous volatility, and the expansion is provided
up to the fourth order. Although this approach misses the genericity that we expect, it is rou-
tinely used by practitioners which shows that - with reasonably well-behaved local volatilities -
this level of precision is often sufficient for applications.

In [BGMO8| as well as in [BGMO09a] (within a more general setting incorporating stochastic
rates) it is a more general probabilistic approach which is taken. Although the volatility is as
usual proportionally scaled by €, the latter serves there to define the underlying as a parametric
process. Hence following [KUN90] the corresponding tangent (or first variation) process of the
stochastic flow can be defined. Then the e-differential of the European price is expressed from
its (closed-form) greeks under the simple, first-order baseline model, which is proposed either as
normal or as lognormal. The expansion is provided up to third order, but although the proce-
dure is described for higher levels via Malliavin calculus, it does not seem easily implementable.
We note that a rigorous bound on the expansion error is obtained, and also that the considered
European payoff is generic . Also the method can potentially be extended to other model classes,
seen as deviations of the lognormal baseline, and has been applied to the time-inhomogeneous
Heston’s model in [BGMO09b].

In [GHL"10], in the case of a time-inhomogeneous LV model and following several HKE ap-
proaches, approximations formulae for the implied volatility are provided at the first and second
order in time-to-maturity. A general pattern for extending to higher-order is given, but it im-
poses limitations on the model, while its implementation does not seem straightforward (it would
rely on a full-blown formal calculus engine). Finally, another interest of this study is that it
provides a useful panorama of the various HKE methods.

Turning now to stochastic instantaneous volatility classes we first evoke the classic [BBF04],
which gives an ambitious and rigorous PDE characterisation of the LNIV, within a very generic
SInsV model defined with a finite number of state variables. Similarly to [BBF02] the article
establishes links with large deviations theory, which it exploits (invoking notions such as the
signed geodesic distance and the effective local volatility) to produce full-domain and asymptotic
(short expiry) results. The latter are of particular interest to us, but unfortunately within such
a rich framework no generic solution can be given. However a couple of low-order examples are
provided, which suggests some potential as a practical tool, in specific cases.

By contrast, [HKLWO02] develops one of the best known and most widely used approximations.
That document introduces and analyses the SABR stochastic volatility model class, which we
will cover in sections 4.2 and 4.3. This work is a natural extension of [HW99], which allows for
an insightful comparison of local and stochastic volatility models. It uses a singular perturba-
tion technique which is both involved and customised, providing proxies first for the Call prices,
then for the normal and lognormal implied volatilities. The latter is the most commonly applied
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by practitioners to the CEV instance, often well outside of its asymptotic validity domain, so
that Hagan&al’s approximation has somehow come to stigmatise the limitations of expanding
the implied volatility. However and although that expansion is limited to the second order, its
accuracy is remarkable, especially w.r.t. the space dimension and for reasonable expiries. Since
this study does not fit our purposes (if only for lack of genericity w.r.t model and order) we will
use it instead as a benchmark for our whole-smile extrapolations (see section 4.5). In the same
vein, one should consider closely related work, such as [HLWO05] which focuses on the implied
distribution or [Obl08] which brings some exact corrections to Hagan & al’s formula. The latter
in particular demonstrates the collaborative approach that we support, as will be discussed in
section 4.5.3.

In the same methodological family, an important reference can be found with [FPS00a], as well
as with some associated works (see [FPS99] or [FPS00b] for instance) and some forthcoming
extensions. We find that the interest of that line of work lies as much with the modeling motiva-
tion as with the asymptotic technique itself. Indeed the framework is only bi- or tri-dimensional
and based on a lognormal baseline, but the volatility is defined as a rich, mean-reverting and
potentially multi-scale process. Supported by historical market statistics and capable of mimick-
ing some jump-diffusive features, these dynamics present the mean-reversion coefficients as the
natural candidates for the expansion parameters. In other words, the original model incorpo-
rates already and structurally a strong scaling, which enhances the efficiency of the asymptotic
technique. As for the latter, it exploits a perturbation technique on the backward PDE (which
can be both singular and regular in nature) and is presented in a concise, inductive manner ;
furthermore, the authors do provide an estimate for the expansion error. It must be noted that
the same approach can be followed on a different baseline, such as Heston’s dynamics, although
the overall methodology seems to be an unlikely target for automation.

On a distinct tack, the approach of [Med04] and [Med08]” presents some similarities with our
present methodology. It delivers some powerful results fulfilling several of our criteria, within
a simple bi-dimensional SInsV model framework which covers popular models such as Heston,
SABR and FL-SV. The starting point is the backward PDE expressed on the lognormal implied
volatility (LNIV). Then an intuitive change of variable followed by a classic perturbation method
provide the solution as a power series w.r.t. both time-to-maturity and log-moneyness, whose
coefficients can be computed by induction up to any order. Although these closed forms are quite
involved, they can be handled by a formal calculus engine. Regarding our demands, the main
limitations of this method are first the restricted model framework, and second the exclusive
focus on the statics of the smile. Also, it is therein noted that the expansion’s convergence is
quite slow, exhibiting the usual large-moneyness invalid density issues. With hindsight however,
we know that in practice this convergence depends strongly on the choice of the space variable.
However the latter has been chosen as the log-moneyness, but a classic result (see [LecO4a] for
instance) imposes that sub-square-root growth is necessary to prevent arbitrage. It follows that
in order for any asymptotic method to provide good extrapolation properties, it must offer the
capacity to adapt the expansion variables to the problem at hand. In that perspective, another
limitation of the method is that (as noted in [Med04]) the induction formula is heavily dependent
on the PDE structure, which is itself entirely conditioned by the choice of its variables.

With similar ambitions but using original features, [FLT97] considers a time-homogeneous SInsV
model centered on normal dynamics. That study stands out first by its motivation, as it suggests
to employ the asymptotic expansion result for (Monte-Carlo) importance sampling purposes. In-
deed with most papers in this domain the applicative focus tends to be on calibration, rather
than on pricing and hedging. The second distinction comes from the perturbation methodol-
ogy, which starts classically from the backward PDE, but manages to invoke Feynman-Kac’s
formula with right hand side. It follows that the coefficients of the expansion are expressed as
time integrals, which regularizes the solution artificially but explicitly along the maturity axis.

"See also [MS03] and [MS06] in a jump-diffusion context but at lower orders.
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Finally, these coefficients come as the result of an induction procedure, which is clearly defined
up to any order. Although involved, that algorithm should be programmable within a formal
calculus engine. Despite these qualities, it is clear however that the study misses several of our
criteria. In particular, its generalisation to wider model classes, although theoretically possible,
would require significant ad hoc derivations. All things considered, we shall use this approach
as an important benchmark, essentially for its inductive and integral nature.

Overall, a significant number of the more computation-involved approaches follow the HKE av-
enue. However we find that few cover the subject in a way which is as comprehensive, rigorous
and pedagogic as [HLO8b]. The latter presents in a consistent manner many of the fundamental
concepts underlying that approach, in particular the connection between on one hand local and
stochastic volatility models, and on the other hand (hyperbolic) Riemann manifolds. The same
author has applied this methodology to general SInsV classes (including the mean-reverting
A-SABR) in [HLO5] and to the LMM framework in [HLO6]. Also, in the same HKE family one
can consult [FJ09] for instance.

In a very different probabilistic vein can be found several approaches that exploit either Wiener
chaos expansions or some form of Malliavin calculus, and which for that reason can be associated
to [BGMO8]. Let us first quote [Osa07] which proposes rich but technical expansions for both
the call prices and the implied volatilities, under a generic multi-dimensional diffusion. Also, a
simpler version of these methods, applied to the SABR model, can be found in [Osa06]. Both
these presentations are quite attractive from our perspective, and are only limited by the diffi-
culty involved with obtaining higher orders. Indeed the derivation of an inductive closed-form
solution seems unlikely. Let us also cite [KT03] as a comprehensive review of the authors’ appli-
cation of Malliavin-Watanabe calculus to option pricing. Among the latter we point out [KT01]
which covers interest rates products (a rare occurence) in an HJM framework. Also, for those
readers interested in the cross-currency context, let us mention [JK07] which offers a third-order
expansion, in a limited displaced-lognormal framework and using a simpler presentation.

To conclude this short presentation of asymptotic approaches in finance, we stress that pertur-
bation methods do not guarantee convergence in general. Instead, asymptotic series tend to be
the norm rather than the exception, which explains our interest for error control results. Note
finally that there very strong links exist between most of these approaches, as well as with time
change techniques for instance.

There exist other related and interesting veins of research around this subject. For instance, one
such thread focuses on the tails of the marginals generated by stochastic instantaneous volatility
models. This usually falls under the denomination of asymptotics because it is directly related to
the smile at extreme strikes. Although it belongs to another methodological domain altogether,
these results can be used in conjunction with the short-expiry methods described above, in order
to tame the expansions and anchor the wings of the smile. In that field we should mention at
least [Lec04b], [BF09], [BF08] and the review [BFLO8]. To be used in practice however, these
results often require that the characteristic or moment generating function of the underlying’s
marginals be known. Hence they mainly concern affine processes, which explains that a signifi-
cant part of that literature is focused on Heston’s model and its descendance.

Similarly, there is an interest in studying the extreme maturity, or long term (LT) behaviour of
implied volatility. Considering an underlying process with mean-reverting stochastic volatility,
[FPS99] and [FPS00b] characterise in closed-form the LT lognormal implied volatility. Within
a very general setting this time, [Teh09] exploits large deviations principles to proxy the same
limit in probabilistic terms, using in particular the cumulant generating function and providing
a control of the error.
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IIT Objectives and methodology

At the junction of the two domains described above, i.e. the market model family and the collec-
tion of asymptotic methods, can be found the Asymptotic Chaos Expansions (ACE) approach.
The present study represents an extension and exploitation of this ACE methodology, which has
been pioneered in [Dur03], [Dur06], [DK08] and [Durl0] with a slightly different focus®.

We wish to provide a methodology that is as generic as possible, in several respects. First
we would like the approach to cover most currently active (either academically or in practice)
stochastic volatility (SV) models. In particular we aim at connecting the underlying’s instanta-
neous dynamics with the shape and dynamics of the smile. Then we wish not only to quantify
the error of the approximation, but to be able to control it, at a computational expense. That
means that if we were to use an expansion method, all differentiation orders should be attainable
(provided the convergence radius is sufficient). Also, whichever algorithm we set up should be
reasonably simple and stable, in order to be programmable if necessary, which suggests inductive
approaches.

On a more general level we have elected to explore the full domain of attainable results, at the
expense of conservative assumptions, rather than to secure a smaller set of objectives supported
by looser conditions. We have also focused on interpreting our results, and on anticipating their
practical applications.

IV Outline and main results

The global structure of the document is articulated in two parts. In Part I we focus on a single
underlying, first in a scalar and then in a multi-dimensional (basket) context. Whereas in Part
IT we extend the approach to term-structures and in particular to interest rates derivatives. Let
us present both parts sequentially.

Part I

In Chapter 1 we present the basic principles of the methodology. We envisage a market which
includes a martingale underlying and an associated continuum of European options. The mod-
eling framework gathers both a stochastic instantaneous volatility (SInsV) being defined as a
generic Wiener chaos, and a stochastic lognormal implied volatility (SImpV) model which is
parameterised in log-moneyness y and in time-to-maturity #. We establish the (stochastic) PDE
constraining the SImpV model to be arbitrage-free, this Zero-Drift Condition (ZDC) being the
central object of our methodology. It is indeed the specific structure of that equation that allows
us to reach all precision orders. Differentiating the ZDC and then considering its asymptotics,
first in @ = 0 (the Immediate region) and then in y = 0 (defining the Immediate At-The-Money
point) we obtain structural links between both models. The elements being associated are on
one hand the chaos coefficient of the SInsV model, and on the other hand the IATM differen-
tials of the SImpV framework. These two groups are in fact organised in layers, the first of
which being covered in this chapter. In so doing we deal with the direct and inverse problems,
which consist respectively in transferring information from the SInsV to the SImpV setup and
vice-versa. We then discuss the possible applications of the methodology, and illustrate these
results first with the local volatility (LV) class, comparing our results with several other exact
and approximate approaches. We then extend these computations to the Extended Skew Market
Model which includes popular SInsV classes such as SABR, Heston, FL-SV, etc. and illustrate
the strong decoupling between local and stochastic volatility effects.

In Chapter 2 we discuss the possible extensions of the method, and explore in more detail
several of these. The first natural avenue is to increase the IATM differentiation order of the
SImpV class, which goes in parallel of deeper chaos dynamics for the SInsV framework. We

8See also [Dur07] for an extension to jump processes.
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show (in a bi-dimensional context for simplicity) for the direct problem that any cross-order
can be attained, and expose the procedure as part of the proof. We then investigate the con-
sequences of moving to a higher-dimensional context, in particular the incompleteness of the
inverse approach. We derive nonetheless the direct formulae for the first layer, and apply them
to the notion of basket with fixed or stochastic weights. These results will be very useful in the
chapters of Part II dedicated to interest rates derivatives, since their underlyings can often be
seen as baskets of either rebased bonds or rates. Among the other available extensions, we also
explore the possibility of using an alternative baseline, which is the simple model providing a
closed-form pricing formula and an associated implied parameter : so far we had been using the
lognormal convention. We run quickly through the normal baseline and discuss several other
possibilities, presenting in particular the notion of baseline transfer, a generic numerical proce-
dure allowing to convert the IATM differentials from one convention to another.

In Chapter 3 we apply the generic methodology exposed in Chapter 2 for bi-dimensional
models, providing those static and dynamic smile differentials which have a strong financial
significance. Most of these are the main descriptors of the smile shape, such as the twist or the
flattening. The computations are quite heavy but programmable if necessary, and demonstrate
the ladder effect. Indeed those differentials are organised in layers, which implies that to increase
the #-order by one, we must first derive the y-differentials by either one or two further orders.
We interpret some of these results, and in particular we discuss the interaction between on one
hand the volatility’s mean-reversion and volatility, and on the other hand the smile flattening.

In Chapter 4 we illustrate the application of the methodology to whole-smile extrapolations.
We first discuss some general principles, such as which variable to use in the expansion. We
then select the SABR and FL-SV classes, for which we compute the necessary chaos coefficients,
stressing the importance of induction and symmetries. We present some numerical examples
on CEV-SABR, exhibiting a performance comparable or superior to the Hagan & al’s bench-
mark. Although it appears thus efficient as a generic method, we suggest however to use the
methodology to complement or correct other approaches, rather than replace them altogether.

Part 11

In Chapter 5 we extend the method to term-structures, where the underlyings, numeraires,
martingale measures and options are all indexed by maturity. We find that beyond the multi-
dimensional aspect, new terms do appear in the ZDC and are carried over to the IATM point.
We can therefore contrast such a comprehensive approach, that allows to envisage joint dynamics
of the whole-smile, to a collection of term-by-term, single-underlying derivations. We can then
turn to the natural (but not exclusive) application field of these results, which is the interest
rates environment.

In Chapter 6 we apply the results of Chapter 5 to the most liquid interest rates derivatives -
caplets, swaptions and bond options - within a generic stochastic volatility Heath-Jarrow-Morton
(SV-HIM) framework, where the yield curve dynamics are specified via the Zero-Coupons. First
we cast the options into the generic term-structure framework, so that all we need then to
obtain the smile differentials is to compute the chaos dynamics of the respective underlyings.
We proceed accordingly for three option types, up to the first layer, and analyse the results
when pertinent. Finally, we discuss the (tempting) possibility of casting the assets rather than
the associated rates.

In Chapter 7 we proceed likewise but within a more fashionable and generic stochastic
volatility Libor Market Model (SV-LMM). Again, the considered options are caplets, bond
options and swaptions. The latter product occasioning the most complex computations, we
conclude by discussing the impact of the traditional basket approach for the swap rate.
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V General spirit and edited material

With this thesis our intention has always been to produce a comprehensive, consistent and self-
contained exploration, within the (reasonably) well-defined perimeter mentioned above. The
alternative mandate would have been to foray maybe deeper but in narrower, more varied di-
rections, maybe focusing on some specific model, derivative product or numerical aspect. The
(naively unforeseen) consequence of these methodological choices is that this document is now
looking much more like a book than like the usual PhD thesis. And a rather large book for
that matter, courtesy of the calculus-intensive nature of asymptotic expansions. With this kind
of document it is easy for the reader to lose track of the global picture, and for the essence of
the message to get lost in the maze of computations. Therefore we have attempted, whenever
possible, to provide a very (sometimes overly) structured narrative, incorporating many cross-
references and even overt repeats when necessary. We sincerely hope that these efforts have
been efficient in delivering a comprehensible and usable study.

We would also like to mention that four chapters have been omitted from the final cut of this doc-
ument, for space considerations and/or because they were not deemed to be properly finalised.
The first (and most interesting) of these chapters was dedicated to Stochastic Local Volatility
(SLocV) models, the model class formalised in [AN04b] and [CN09] for instance. There are
indeed very strong links between on one hand local volatility (LV) and on the other hand either
implied volatility or instantaneous volatility. This structural relationship is even made stronger
in practice, as considered SInsV dynamics often include a strong degree of LV.

The second edited chapter concerned itself with two subjects. The first was the static and
dynamic validity of SImpV models, and in particular the consistency between the respective
expansions of the shape and of the dynamic maps. The second subject was large moneyness
asymptotics, i.e. with K \,0 and K " 4o00. Indeed, due to very strong arbitrage constraints,
both static and dynamic, we can obtain useful information as to how these regions should (not)
be specified, thus complementing the asymptotic information around the money.

Finally two chapters were dedicated to panoramas of stochastic volatility models, first in the sin-
gle underlying context and then in the interest rates environment, with a particular focus on the
LMM framework. Due to the exclusion of these four chapters from the final version, it is possible
that some comments in the document might appear expedited, or lacking in background.
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In this first and fundamental chapter we lay out the core principles of the Asymptotic Chaos
Expansion (ACE) methodology. We investigate the relationship between stochastic instanta-
neous volatility (SInsV) and stochastic implied volatility (SImpV) models, in the simple case of
a single underlying, and when the endogenous driver is scalar. We discuss both the inverse (or
recovery) and the direct problem, limiting initially the asymptotic expansion to its lowest order,
which we call the first layer. We illustrate these asymptotic results first with the local volatility
(LV) class, and then with a comprehensive extension to stochastic volatility (SV) dynamics.

In Section 1.1, we define the market environment : the underlying, the numeraire and the liquid
European options. We define and justify the re-parameterisation of the option price surface via
a sliding implied volatility map. We can then introduce both stochastic volatility models (SinsV
and SImpV) as well as some sufficient regularity assumptions. Finally we state our objectives,
which we split into a direct and and an inverse problem.

In Section 1.2, we establish the fundamental result of this chapter, and of the ACE methodology.
This is the Zero Drift Condition (ZDC), a PDE constraining the shape and dynamics of the
stochastic implied volatility model in the whole strike/expiry domain, in order to respect the
no-arbitrage assumption (NOA). We then specialise that result to the immediate or zero-expiry
sub-domain, which leads us to a pair of Immediate ZDCs. Finally we specialise again these
results to the Immediate At-The-Money (IATM) point, which is our most limited but fertile
asymptotic, and quote the IATM Identity linking the implied and instantaneous volatilities.

In Section 1.3, we solve part of the inverse problem, which is to recover the instantaneous model
from the implied one. First we establish arbitrage constraints between the coefficients of the
SImpV model at the IATM point, which emphasizes the structural over-specification of that
class. Then we show that at a given level of precision (the first layer, which involves a group of
low-order IATM differentials of the smile) the implied model injects itself into the instantaneous
class.

In Section 1.4, we tackle the more popular direct problem, which consists in generating the smile,
and more generally the implied model associated to a given instantaneous class. For the first
layer, we establish the opposite connection from before, which confirms a full correspondence
between the two classes (at that level of precision). We comment, illustrate and contrast these
results against the available literature, within the simple class of local volatility models, thereby
exposings some shortcomings in a popular heuristic.

In Section 1.5 we turn to some practical applications of these results, which we classify as either
pure asymptotic, whole-smile or sensitivity-oriented. In terms of pure asymptotics, we define
a stochastic instantaneous volatility model class, covering most popular SV models, for which
we provide the first layer differentials. In particular we analyse the respective merits and prop-
erties of the lognormal displaced diffusion (LDD) and CEV specifications as skew functions.
We also use the pure asymptotic results to re-parameterise such instantaneous volatility models
into more intuitive versions, based on the smile that they generate. Then we briefly discuss the
caveats involved in extrapolating the whole smile in the naive way, via Taylor expansions.

Eventually, in Section 1.6 we conclude this chapter and open onto the more specialised subjects
covered thereafter. We also provide a diagram gathering the main proofs of this chapter, and
hence capturing the main body of the ACE approach, as a basis and a comparison tool for the
more advanced results coming thereafter.
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1.1 Framework and objectives

1.1.1 Market and underlyings

We consider a market equipped with the usual filtered objective probability space (2, F, P, F).
All processes mentioned thereafter will be considered - unless explicitly specified otherwise -
continuous and F-adapted.

Although we impose the No-Arbitrage Assumption (NAA), we do not however demand market
completeness. This choice is obviously motivated by the stochastic volatility specification, and
therefore in the sequel the term ”risk-neutral measure” should be understood as ”chosen risk-
neutral measure” with respect to the volatility risk premium. Some considerable literature has
been devoted to the economic significance and modeling of this risk premium. We have chosen
not to dwell into this interesting subject, since it is of less relevance in our ” completed” framework
(which includes vanilla options), and also because it presents less interest in the prospect of pure
hedging (using dynamically those options). Those readers interested in the subjects of market
equilibrium, and market price of volatility risk, can refer to [Lew00] or [Hes93] for instance.

As for our theoretical market, we start by considering a single, scalar asset, with continuous
price process S;. We also select a numeraire asset Ny, so that under the risk-neutral measure Q,
and using lognormal conventions, we have their dynamics as

dS,/S, = rdt + op dAW2 and ANy/N; = redt + A dW2

with WtQ a scalar Q-Wiener process, while both o; and A; are undefined but continuous scalar
volatility processes. We then define the deflated underlying S; and its martingale measure Q%
by writing

S, = S/N, and daw®" = aw® — ) dt

N

and specifying that WtQ be a QV-Wiener process. But now the process S; is not a priori a
tradeable asset any more. For all intents and purposes, it should be seen as an index, a reference
defining the payoffs of our soon-to-come vanilla options. For that reason, it will then be called
”the underlying”, with dynamics coming driftless as

ds, N
(1.1.1) ot o thQ

St
Nevertheless, as a matter of convention S will often be called the ”spot” process in the sequel.
Also on notations, we will forgo the QV identifier for the relevant Wiener process and simply
denote it with W;.

1.1.2 Vanilla options market and sliding implied volatility

1.1.2.1 Definitions and notations

On top of the underlying S; and numeraire N;, we now assume a market continuum of Call option
prices C(t, S¢, T, K), written on the underlying S;. Their payoff is either defined or equivalent
(using NAA arguments) to the following cashflow, transferred at time T :

(1.1.2) C(T,Sr,T,K) = Nr (Sp—K)*

The continuum is assumed both in maturity (until a finite horizon T),,.) and in strike (for
all K €] —o0o,00[). In fact we could consider Puts or Straddles instead of Calls : a smooth
continuum in strike is indeed equivalent to assuming that the full marginal distribution is given.
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Providing it is valid', this surface of option prices is associated to an implied volatility mapping
Y (t, Sy, K, T) via the classic lognormal re-parameterisation :

(1.1.3) C(t, 8, T,K) = N,CBS (St,K,E(t,St,K,T).\/T—t)

where CP%(z, k,v) is the time-normalized Black functional (see [FM73]) which we now define.
Denoting y(z, k) = In (k/z) the log-strike relative to the spot, a.k.a. ”log-moneyness” , we set

cBS . RT?xR™ — RY

(1.1.4) CB3(z,k,v) = zN(d) —kN(da)
ith dyjo(z, k) = —2+1 nd N(z) = i/ 39
W /2%, k,v) = v 50 a z) = \/% 7006 S

Note that, since both the Calls and the numeraire have been chosen as traded assets, their
ratio as per (1.1.3) will naturally be martingale under Q" : it is the numeraire N; that ensures
the necessary link between the underlying and the payofff ( (1.1.1) vs (1.1.2)). The whole
construction (asset, numeraire, payoff) will appear arch-classic to any reader familiar with the
interest rates environment, and might even look restrictive. In practice, however, it covers most
existing vanilla products and market conventions.

Besides, it is possible to extend this simple framework to less classic configurations. For instance,
we could theoretically deal with different drifts between the ”asset”, the numeraire and the calls.
We could also consider different pricing functionals from the Black formula, and/or look at other
payoff definitions than Call options.

Most of these possibilities will be discussed in Chapter 2, which deals with extensions of the
basic framework. Some of these configurations, in particular drift mis-alignment, will be used
out of necessity in Chapter 5, dealing with the term structure framework. But all in all, the
basic setup that we consider here is a good starting point. Simply because, by killing the drift,
it will enable us to derive shortly a clean, simple Zero-Drift Condition (1.2.18), which is the
foundation of our results.

As will be made clearer in section 4.1, the validity of the price mapping itself is reasonably
simple to establish. The static aspect for instance can often be checked visually. However doing
so through the Implied Volatility re-parameterisation is quite technical and can prove counter-
intuitive. Therefore for the moment we will let that issue aside and simply assume that the IV
surface is statically and dynamically valid.

We now associate to these ”absolute” quantities C(-) and X(-) their ”"sliding” counterparts,
respectively C () and i() Let us recall that at any given time a sliding quantity can be made
to match an absolute one, but that their dynamics will thereafter diverge and will therefore
provide different insight. These new maps are parameterised w.r.t. a couple of new quantities :

» The time-to-maturity> 0 = (T —t).

» The log-moneyness y 2 In (K/Sy).

Beware that the log-moneyness is defined here as the opposite of in(S;/K), which itself tends to
be found in many related papers (since it represents a term of the Black call pricing formula).
Formally we write

C(t,staKaT) é C (tayae) and E(t,St,K,T) é % (tayae)

In other words, that the implied marginal densities satisfy the usual criteria, see section 4.1
2»TTM” in shorthand.
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More generally, we will use the superscript -~ to identify all sliding quantities, in strike and/or
in maturity. However it must be understood as affecting simultaneously both coordinates, if
these are present among the arguments.

Of particular interest in the sliding representation are two regions of the map :

» Immediate will refer to 6 = 0, while

» At-The-Money (ATM) corresponds naturally to y = 0.

In our asymptotic context, the intersection of both domains is pivotal : we denote as IATM
(Immediate ATM) that point (y =0, 8 = 0).

Since a large part of this study will be spent differentiating absolute and sliding functionals with

respect to their arguments, it makes sense to gather in a single place all transition formulae
between the two configurations : this is the object of Appendix B [p.VI].

FiGUrE 1.1: Option price and implied volatility : absolute vs sliding

C(t, S, K,T Y (t, S, K,T

(t, St ) B (t, S )

y =In(K/S) 0=T-1
~ -1 —
C (t,y,0) BS ¥ (t,y,0)

1.1.2.2 Motivation and properties of the Black IV representation

Since the Black formula assumes lognormal dynamics for the underlying asset, re-parameterising
with the normalised BS implied volatility seems appropriate when S; is not only martingale (un-
der the measure associated to IV;) but also exhibits "close to lognormal” dynamics. In some
practical instances, other simple dynamics such as the normal framework ® can prove efficient,
as will be discussed in Section 2.2.3. But, in most markets, the support of the asset marginal
distribution is constrained (or assumed) to be asymmetric, typically bounded on the left. There-
fore the (displaced) Black-Scholes implied volatility has proven to be a robust candidate for
the re-parameterisation of the price map.

In a more general manner, it is in fact the ”implied parameter” approach, which consists in con-
sidering prices through a simple ”baseline” model, which allows us to compare "raw” prices for
different strikes and/or maturities. The normal and lognormal dynamics are merely instances
of that approach, albeit very common and important ones (more on this in Section 2.2.3).

Another advantage of the IV map over the price map is its regularisation effect, which is ironi-
cally a consequence of its more limited definition domain.

Indeed, the Black Scholes formula (1.1.4) is only specified in the domain 6 > 0, since at T' =t
the option price naturally equals the intrinsic payoff [Sp — K ]+. The latter, however, does not
provide C! regularity at-the-money. This is an issue since our method happens to be of an
asymptotic nature. It uses expansions intensively and therefore requires/provides differentials of

3and therefore the Bachelier formula.
“There are other definitions and sources of robustness for Black and Scholes : see [KaSES98] for instance.
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some transform of the price, taken precisely at that same IATM point (¢,y = 0,0 = 0). Alterna-
tively, if we assume that the implied volatility is well behaved for short maturities, typically if
it admits a finite limit in 7" = ¢ along with a sufficient number of its differentials, we can extend
the IV map by continuity”. The Black-Scholes formula itself becomes valid in the full domain
and allows to fall back effortlessly onto the intrinsic value. This re-parameterisation effectively
contains the irregularity of the price functional to the Black formula itself, allowing the new
functional (the implied volatility) to be infinitely smooth, if required.

In other words, the price always exhibit a singularity (a ”kink”) at the ITATM point, while the
implied volatility can be infinitely smooth. It then becomes clear that an additional and major
attraction of re-parameterising with the Implied Volatility is that it enables, at low cost, the
local regularity that our methodology requires.

In the same vein, the expansion method that we use is necessarily less precise for strikes far from
the money. Therefore, since the vega dies out in these regions, using volatility (as opposed to
price) expansions artificially limits the resulting pricing error, which is most important trading-
wise. In other words, in terms of magnitude the IV is usually a more uniform, precise albeit
dangerous (c.f. validity issues) representation than the price itself.

To complement this point, it is also interesting to note that the implied volatility is in practice
strongly linked to the delta, hence to the hedge, and especially so in the FX world.

As a final word of caution, we stress that the argumentation above is valid for vanilla call and
put options, but might not be so for other products, such as binaries : there will be more on
this point in Section 2.2.3.

1.1.2.3 Motivation and properties of the sliding representation

We first put this technique in perspective and comment on its relevant mathematical properties.
We then discuss the financial attractiveness of this simultaneous ”time and strike” slide.

The general concept and the use of relative variables are certainly not new. In the rates envi-
ronment for instance, it is common practice to denote a Libor rate either with fixed maturity or
with fixed accrual®: each notation has its specific pros and cons (see [BGM97] or [Sch05], among
others). In an option framework, sliding strikes are also frequently used in order to account for
”stickiness” : certain smiles are "strike sticky” while most are ”delta sticky”.

Besides, we emphasize that the nature of the benefit brought by this sliding convention, in our
specific framework, is more style than substance. Indeed it does not lead to fundamental or tech-
nical results which an absolute setting could not reach. Which is a positive feature, since our
choice of a strike representation (log-moneyness) is partly subjective and certainly no panacea.
It is therefore comforting that our results can practically be transferred to another convention :
the practicalities of this transfer are discussed in section 1.1.3.2.

It remains that in principle there are many such ways to define the slide, especially in strike. An
obvious candidate is proportional moneyness (K/S;), but any other adequate function of K and
S; can be considered : such adequacy obviously requires a bijectivity in K and also a sufficient
regularity, especially at the money. In [Haf04] one can find a general definition for the strike
slide, called simply moneyness. But it is stressed therein that the choice should be made on an
ad hoc basis, an assertion that we support. Indeed, for a given market, a good parameterisation
should provide a smile dynamically as stable and stationary as possible. The overall principle
consists in conditioning the smile w.r.t. our only observable state variables, i.e. t and S;. For a
complementary discussion on this subject, refer to section 2.2.1.1 [p.103].

°It is for this reason that, in the sequel, any value of the implied volatility taken in @ = 0, typically in (t,y,0)
or (¢,0,0), must be as a notation abuse, in fact a limit.

SL(t,T,U) vs L°(t,T) = L(t, T, T + 0)
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We believe however that our specific choice of a sliding convention is justified, for reasons that we
expose now. First of all, and on a mathematical level, we elected to use lognormal dynamics to
define an implied parameter : this is in no way mandatory and simply the most common market
practice. It leads however to Black’s formula, which itself clearly makes of the log-moneyness y
the natural variable to consider.

Also, the results that we present herein are structurally complex, hence any approach that clar-
ifies the interpretation and the role of the various terms is a priori welcome. In particular we
find that the sliding representation usually allows a better understanding of stationarity and
time-homogeneity issues, especially in the second Part devoted to term structure models.
Furthermore, and as will be covered in the various application sections, the practical efficiency
of our methodology depends as much on the pure asymptotic results as on the chosen repre-
sentation of the variables. This is generally true for most extrapolation methods, but also for
numerical reasons as well as for the analysis of model behaviour. For the latter in particular,
when the model and/or smile specification themselves are (pseudo-) sliding or time-shift homo-
geneous, we find that better efficiency is attained by using the sliding versions of our results.

In more formal terms, the main attraction towards sliding versions of the price and implied
volatility mappings lies in the dynamic and stochastic properties brought by this change of
coordinates. Indeed, reducing the number of arguments from an absolute representation (four
arguments : ¢,S;,T and K) to a sliding one (three arguments only : ¢,y and ) effectively
"transfers” the underlying S;, and therefore the driver W; into the functional (here 5 or 5’)
Let us quickly illustrate this point with two simple examples.

Example 1.1 (Markovian dimension of the IV for a pure local volatility model)
First let us assume that the smile be generated by a pure local volatility model, as defined by

dSt . + 2
(1.1.5) < = f(t,Sy) dWy with f(s,z) >0 V¥ (s,z) € R

t

Then the Markovian state variables are simply t and S, so that both the absolute price surface
C(t,St; K,T) and the implied volatility surface X(t, St; K,T) are entirely deterministic (although
a priori not explicit) functions of their four arguments. However the sliding implied volatility
surface X(t,y, 0) is itself a stochastic function of its three arguments : when the log-moneyness
y and time-to-maturity 0 are fixed the IV functional becomes parameterised by S;.

Such local volatility models provide an easy understanding of the concept, but they cannot
incorporate the notion of unobservable state variables. Let us therefore present a more complex
illustration, involving a multi-dimensional driver.

Example 1.2 (Markovian dimension of the IV with an independent stochastic volatility)
We assume a stochastic instantaneous volatility model with state variables (t,St,0¢) and driven

by a bi-dimensional Wiener. Furthermore we take the dynamics of the volatility o; to be purely
erogenous as per

ds,
?: = o dW,
do‘t = f(t,O't) dt + E}(t,at)J‘ d?t ’U)’Lth Wt H ?t

Then the absolute Call prices C(t,St, 0 K, T) are deterministic functions of their five argu-
ments. In turn, the same is true of the absolute implied volatility X(t, Sy; 00 K, T). However
that map can also be seen as a deterministic function the four market variables (t,Sy; K, T)
which has been parameterised by the hidden (or unobservable) process oy. In that case the X()
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functional becomes stochastic, is driven purely by the exogenous driver 715 and is therefore mea-
surable w.r.t. the latter’s filtration. As for the sliding IV surface i(t,y, 0), it can be seen as a
deterministic function of 8 variables, parameterised by Sy and oy.

In this example, the orthogonality assumption is only there to reinforce the point that the filtra-
tion w.r.t. which the sliding ”function” S is measurable is necessarily much finer that the one
sufficient to measure its absolute counterpart 2. In other words, we have incorporated the driver
Wy into the sliding quantity.

Having described the relevant mathematical features of the slide, let us now turn to its finan-
cial motivation. It revolves mainly around human factors, in particular our limited ability to
comprehend high-dimensional and noisy patterns. We expose the practicality and interest of
comparing market and model smile dynamics, and how the sliding representation can help in
that process.

In our view, one defining characteristic of a well-chosen model is to minimize re-calibration, in
other words to exhibit stable (or stationary) calibrated parameters. Ideally, we would like to
maintain these constant, and explain all joint movements of the underlying and of the smile
”through” the model and its drivers. After all, if the market was kind enough to follow known
and stationary laws, as is mostly the case in physics or mechanics, that is exactly what would
happen. And there is no argument from practitioners that such a (hypothetical) situation is
rather more palatable than having to frequently re-adjust these parameters, a procedure that
generates additional Mark-To-Market (MTM) and tracking error noise, and therefore hedging
(transaction) costs .

However, in order to even get close to such a stationary behaviour, i.e. to be very "realistic”,
stochastic instantaneous volatility models generally need to use a significant number of parame-
ters (roughly half a dozen for SABR or for Heston, and even then re-calibration is too frequent).
And those parameters have very distinct individual impacts on the smile, both in quality and
in magnitude. Therefore, attempting to analyse a model’s stationarity by observing a collection
of historical time series (one for each parameter) might be an interesting academic exercise but
a priori not a very practical or useful idea.

A much more intuitive approach, in contrast, is to compare the actual market smile, at each
historical sampling time t;, to the "prediction” given by the model, itself (statically) calibrated
at the previous time ¢;_1. Obviously the notion of prediction must be made precise, in the sense
that this smile’s dynamics must be made measurable w.r.t. a given filtration or observable state
variables.

In a two-dimensional model such as Heston, Sabr, or even some multi-scale extensions’, a sim-
ple approach consists in using the spot S; and a single, very short expiry At-The-Money option
(CIATM) in order to access the full filtration. Indeed, these market instruments are usually very
good proxies for the actual state variables. Using then a Euler approximation, it is typically
possible to unequivocally associate driver increments [AWy, AZ;] to an historical market move-
ment [AS;, ACIATM]. Then one can generate the whole ”conditional” smile at ¢;, which is to
be compared to the actual market smile observed. Repeating this process, it is even possible to
compute maximum likelihood estimators, and/or to gage the descriptive/predictive quality of
the model.

Such a comparison of smiles, resulting in a surface of differences, is easy to interpret, and can
also be visualised in motion, in order to assess the dynamic properties of the calibrated model.
But in order to facilitate this interpretation, it is important to choose a common representation
(i.e. axis coordinates) that tends to stabilise both smiles, and therefore their difference. In other
words, we are looking at a change of coordinates that will make both the market-observed and
the model-generated smiles as stationary as possible.

7

"This is not the case, in particular, of ”double mean-reverting” models such as ”Double Heston”, which are
tri-dimensional : see [Gat07] and [Gat08].
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It happens though that most market smiles demonstrate obvious and simple sliding properties,
both in maturity and in strike. The latter is often referred to as ”stickiness” (see [Der99] for
instance for the sticky-strike or sticky-delta rule). And it happens also that this is actually
a property that stochastic volatility models are well suited to capture (refer to [HKLWO02] for
instance, which provides a good comparison with local volatility models).

In summary, the choice of the new coordinates is certainly motivated by the Black formula it-
self, and in particular the LOG-moneyness y = In(K/S;) that allows scaling and brings some
symmetry to the strike axis. But this choice is also brought forward by a healthy desire for
stationarity within a realistic modeling framework, and is in way binding.

1.1.2.4 Illustration and limitations

Let us demonstrate how to ”cast” into our framework a simplistic model/smile combination.

Example 1.3 (SV normal model with deterministic rates and carry)

We place ourselves in the arch-classic case where X is the price process of a traded asset,
modeled with a normal® volatility (which can be local and/or stochastic), and were the short rate
r(t) and the dividend/carry rate d(t) are considered deterministic :

dX; = [r(t)—d(t)] dt + v dW,

where Wy is a risk-neutral driver, or Q-Wiener process.

We simply select the deterministic function D(t) = exp(fot [r(s) —d(s)]ds) as our numeraire,
which is nothing else than a capitalisation process or money market account. We check that it
s a tradeable asset, simply because it is deterministic and therefore can be replicated with liquid
assets, the zero-coupons.

By denoting S; = Xi/D(t) the "discounted” asset, and oy =S v Xy the "lognormal” volatility, we
indeed obtain the required dynamics (1.1.1). As for the option field, the payments are deemed to
occur at time T, for an amount of

K 1t
C(K,T) = (Xr — K)" =D(T) |St — ==
(K1) = (Xr = K)* = DT) 81 - 355
It suffices therefore to modify the unit in which we measure the strike, from “cash” K to ”dis-
counted” K/D(t), to complete the "cast”. Note that the measure has not changed : it is still the
risk-neutral measure Q.

Beyond this trivial example, the chosen framework can fit a wide range of underlyings and op-
tions. Of course it also exhibits several limitations, which prevent the coverage of more complex
modeling configurations.

A first restriction is that we defined the setup for a scalar driver Wy, which excludes the descrip-
tion of full multi-underlying dynamics. Typical cases of multi-dimensional frameworks occur
naturally in the FX or equity environments, with baskets or indexes for instance.

Its second shortfall is that it is not suitable to deal with a term structure, and in particular the
case of stochastic rates. Indeed, if one wishes to define a whole smile, then it must be the same
numeraire Ny invoked in the payoff (1.1.2), whatever the expiry 7. In Example 1.3 we bypassed
this issue by choosing a deterministic numeraire, but in the general case of stochastic rates the
whole setup must be based on a single maturity 7', and to be financially meaningful, it can only
deal with the associated implied volatility.

8This is a writing convention, and chosen mainly for demonstration purposes, since it is rather unusual in the
Equity world.
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This can be seen as both a special case and a complexification of the multi-dimensional frame-
work. Indeed, even under a Black-Scholes model, if the short rate is made stochastic then pricing
a call of maturity 75 usually entices to use the forward measure Q72 and the associated Zero
Coupon By;(T3) as numeraire. Should we be only interested in that single expiry, then the prob-
lem could be treated in the multi-dimensional setup mentioned above. But then for 77 < T2
the considered payoff would be By, (T3) [ X7, /By, (T5) — K |7 which is not a liquid product.
Therefore the setup would loose its consistency and its financial appeal.

We will therefore extend the current simple setup to cover both these cases, respectively in Sec-
tion 2.3 and in Chapter 5. It will turn out that the multi-dimensional case lies actually in the
same conceptual class as the current framework and provides very similar results, and also that
its added difficulty is mainly computational. The term structure extension, however, shares the
same technical difficulty as the former, but is structurally on a very distinct level.

1.1.3 The stochastic volatility models

From now on, we will focus on the Sliding Implied Volatility Surface i(t,y, 6) associated to a
given model : we are interested in its shape and also in its joint dynamics with the underlying.
In our framework, we specifically want this map to exhibit stochastic dynamics, which should
be driven by two orthogonal Wiener processes :

» the endogenous driver of the underlying, denoted W;. In all generality the dimension of
this driver will noted as n,,, but initially it will be taken as mono-dimensional since our
underlying itself has been defined as a scalar. The consequences of relaxing this assumption
will be exposed in Section 2.3.

» the ezogenous driver 715, which enables movements of the implied volatility surface in-
dependently of the underlying dynamics. It is taken as multi-dimensional (with finite
dimension n,) to allow for the complex deformation modes observed in practice.

By convention, we will take W; and 7t to be independent, and all multidimensional Brownian
motions (including 715) to be uncorrelated (i.e. to exhibit a unit covariance matrix). One might
question why we chose to express our dynamics along two uncorrelated Wiener processes. Indeed
other authors have opted for a single one, unified driver : this is the case for instance in [Dur06].
Clearly this is mathematically insignificant, an purely a matter of presentation. Our view is
that it brings two main advantages, for only one drawback.

The first advantage is technical, and is analog to manipulating independent (as opposed to
correlated) gaussian vectors. The volatility and correlation structures are then combined in
(products of) tensorial coefficients, which simplifies the computation of brackets (d-,d-).

The second advantage is linked to modeling and interpretation. Indeed, we are attached to the
incompleteness, endogenous/exogenous interpretation detailed above. Also, for option pricing
purposes and certainly in numerical terms, it makes sense to orthogonalise the drivers.

The single shortfall that we see is also interpretational, in that using our convention we somewhat
lose the intuition that drivers’ increments are actually "representing” variations in ”physical”
quantities, such as asset prices, yields or instrumental processes. For instance, the Heston model
(see [Hes93]) is traditionally defined as

dx
(1.1.6) 7’5 = pdt + /V; dW,
t

(1.1.7) dV, = k[0 — Vi]dt + edB; with (dWy, dB,) = pdt
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But it might make more financial sense to write the correlation structure as

dX
( 7: ,dVi)y = pey/Vidt rather than with dB; = pdW; + \/1—p2dZ,

Going back to our framework, it is obvious that one of the obvious roles of ?t is to introduce
market incompleteness. It can in particular embody model ambiguity, since it underscores a
finer filtration than the o-field generated by S;. As mentioned, it certainly make it possible
for the (sliding) implied volatility surface to move independently of the underlying S (i.e. not
to be purely local) or of its driver W; (i.e. to exhibit an ezogenous component). Such a rich
behaviour of the i(t, y,0) map can be generated in several ways. In this Chapter, we consider
only a couple of these distinct model classes : the stochastic instantaneous volatility model, and
the stochastic implied volatility model”.

Formally, the specifications of these two model classes (instantaneous and implied stochastic
volatility) only share the generic dynamics (1.1.1) of the underlying. Indeed, they both describe
the shape and the joint dynamics (with the asset) of the vanilla options, but in very different
ways ; let us now introduce and formalize both these setups.

1.1.3.1 The generic stochastic instantaneous volatility model

In this framework, the shape and dynamics of the smile are generated by specifying ”in depth”
the dynamics of the instantaneous volatility oy, using a Wiener chaos representation. Formally,
we have to assume a system of SDEs, starting with

d
(118) % = Ot th
t
(119) dO't = ait dt + ast th + ?it d?t with Wt H 715

The stochastic coefficients aj¢, az; and 73,15 are deemed to be processes, but only imposed
to be Markovian and adapted, hence the ”generic” denomination for the model. Indeed, most
stochastic instantaneous volatility models that are used in practice fall in the parametric diffusion
category. In that case, the a;; coefficients are actually parametric functions of a finite collection
of state variables, which usually include ¢, S; and oy. Although the Markovian dimension can
get higher than three in that frammework, for instance with multi-scale processes'’ , we do
not restrict ourselves to such cases. Instead our framework contains those parametric diffusion
models, and get its "genericity” also from the fact that the dynamics of a1, as; and ?3715 are
themselves defined by a ”chaos” structure. For instance, we specify the (input) dynamics of as ¢
in the following way :

(1.1.10) daz s = a1t dt + aze s AWy + 72l37t d7t

However the dynamics of a multi-dimensional coefficient, such as 73,“ generate a practical
difficulty. Evidently, its dynamics can be symbolised in much the same way,

dd 3= d 314 dt + d 39 dW; + 333,15 d?t

where @33 is unfortunately an n, x n. matrix. But if we were to continue the specification, then
?333% would be a tensor of order three, and so on so forth. Clearly, this is not a promising way
to conduct computations, at least by hand. Nevertheless, we will explore this avenue in section
2.3, but with a view towards (computerised) automation.

Tt is also possible to employ stochastic local volatility models, see [ANO04Db)].
10T general, this implies an increase in the dimension of the driver Z.



24CHAPTER 1. VOLATILITY DYNAMICS FOR A SINGLE UNDERLYING : FOUNDATIONS

Note finally that in order to simplify notations, the time dependency will often be omitted in
the sequel (for instance ag; will become as).

In this generic SinsV framework, we define the depth of a coefficient simply by the number of
digits of its index : for instance coefficient as; has depth one, while as31 ; has depth three, etc.
We will also see that the coefficients can be arranged according to another logic, by ”layers”,
which naturally appear in the inductive computation of the smile’s asymptotic differentials. For
example the layer 1 will contain oy, a4, as¢, a3 and aso ¢, and will also be used to designate a
group of smile differentials.

The depth of the model itself is defined as the highest depth reached by all the coefficients
describing its dynamics. For instance the model described by (1.1.8)-(1.1.9)-(1.1.10) would have
a depth of 2. Since t, S, o and the other a; ¢+ coefficients/processes represent the state variables
of the model, if the latter’s depth is finite then so is its Markovian dimension.

F1GURE 1.2: Chaos structure of the generic Stochastic Instantaneous Volatility Model

dt aw, iz,

— =
@11t @12t 7137t azi,t 723¢ a 31t 732,z 33t

Coefficients of the first layer are circled

The framework described above however, is obviously not an actual model per se. Instead, it
consists simply in a cast, into which we can arrange any real stochastic instantaneous volatility
model, such as the afore-mentioned parametric diffusions. In practice, most of real-life models
have a finite and fairly small Markovian dimension (it is 3 for Heston and for SABR) whereas
their generic cast can exhibit an infinite number of state variables (infinite depth). We will see
however that this is not an issue in our asymptotic framework, since - schematically - the highest
the depth of a coefficient, the highest the degree of precision it brings to the smile description
via asymptotic smile differentials.

Therefore, if we consider for instance a SABR model (see [HKLWO02] and section 4.2 for a de-
scription of this local-stochastic volatility model) then the call price will be a deterministic
function of the 3 Markovian state variables (¢, ?t and o), of the parameter set specifying the
diffusion (correlation, vol of vol) and of the option parameters (K and T"). Unfortunately, that
pricing function is not explicit, as currently only approximations are available (see section 4.2).
On the other hand, when casting SABR into our generic framework, we obtain an infinite depth.
But the specified dynamics also generate a unique option price surface, by applying no-arbitrage
under the chosen measure. That functional cannot a priori be expressed either, but we will see
that instead we can obtain its asymptotic, potentially infinitely precise description ; it simply
comes at the cost of an infinite but artificial Markovian dimension.
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1.1.3.2 The (sliding) stochastic implied volatility model

Modeling the sole dynamics of the implied volatility surface is not a very new idea in itself. A
number of empirical studies has been conducted on real data in order to statistically infer the
deformation modes of this surface, either in a parametric fashion or not. Usually and rather
logically, these empirical investigations have been conducted on very liquid equity indexes, hence
minimising the use and influence of interpolation/extrapolation methods.

In [CAF02] the authors analyse the S&P500 and FTSE100 liquid options, with daily frequency.
They use a Karhunen—Loeéve decomposition, which is a generalization of the Principal Com-
ponent Analysis to higher dimensional random fields. They uncover, among other interesting
features, a typical level/slope/curvature repartition of the leading eigenmodes, as well as char-
acteristic values for the mean-reversion of these modes.

Another interesting presentation can be found in [Fen05] : it focuses on semi-parametric mod-
eling, but also covers several inference techniques, as well as practical data processing pitfalls
(smoothing in particular).

But modeling the joint dynamics of the underlying with the smile, in particular establishing and
respecting the structural no-arbitrage constraints, represents a more involved exercise. Apart
from stochastic local volatility models'' the main academic attraction has been with stochastic
implied volatility (SImpV) models. A specificity of this class is to define the initial shape of the
smile as an input, and then to model the joint underlying/smile dynamics.

In that respect, there is a strong similitude with the approach that [HJM92] introduced with
a market model for the whole yield curve, a.k.a. the HIM framework. Indeed, one could sum-
marily consider that the role of the short rate r; is now taken by the underlying S; and its
volatility o¢, while the one-dimensional map of Zero-Coupon prices T' — By(T) is replaced by
a bi-dimensional mapping (K,7T) — X(K,T). We will see that the resemblance is even carried
further, in the sense that o; is asymptotically included in the ¥ dynamics, in the same way that
r¢ is embedded in the B(T') term structure. We shall first cover some of the papers dealing with
the general framework and its structural constraints, before moving on to actual models.

The concept of SImpV model has been introduced in stages and rather independently by several
authors, first for a single option and then for whole smiles. Historically, let us first cite [Sch99]
and [LCI8] with the latter using a sliding representation. In [BGKWO01] the authors present four
different versions of the no-arbitrage condition for smile dynamics : for the implied volatility
or implied variance, and in absolute or sliding coordinates. Then they apply these results in
several practical contexts, including a single Caplet within a BGM model.

Modeling-wise, [Haf04] proposes a factor-based instance of the class. This article provides a
good interpretation for certain equations, makes a deliberate effort to relate the model to other
classes, and contains real-market (DAX) applications. Interestingly, it introduces the notion of
a generalised moneyness, which can be In (K/S;) but is not restricted to that case : in principle
it should be chosen so as to render the stickiness of the smile considered.

Another seminal collection is [Ber04]-[Ber05]-[Ber08]-[Ber09], which focuses not on the smile but
on the variance curve. These articles analyse the intrinsic limitations of SinsV models, such as
Heston. They propose several dynamic models for the forward variance, based on a Markovian
factor representation, using either a continuous or discrete structure.

In [Rou07] one can also find a focus on volatility derivatives, but also the parametrisation of a
specific SImpV model. That class (the Market Model of Implied Volatility) exploits local dy-
namics, ¢.e. a diffusion involving only the following state variables : t, S; and the smile itself.
A particular instance is then proposed (the Skew market Model) which models the smile as a
parabolic function of log-moneyness.

'See [ANO4b] : this class is not to be confused with the local stochastic volatility (LSV) models such as those
described in [RMQO07] for instance.
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In essence, stochastic implied volatility models represent the next logical step in the natural
evolution of any modeling practice, within a given derivative market. Indeed, as more liquid
derivative products appear, those need to be included in the calibration. The two main avenues
are therefore to complexify the existing models and/or to assume that the new set of products
represents an input.

In the matter at hand this fits rather well the recent modeling history. Starting from a situation
where only ATM options were liquid, Black-Scholes with deterministic volatility was sufficient.
As OTM and ITM options became liquid, the model was complexified, upgraded to instanta-
neous stochastic volatility. First with local volatility (Dupire), then with stochastic volatility
(e.g Heston, hence increasing the Markovian dimension), and currently with a combination of
both (SABR, FL-SV). As the liquidity of the smile increases, so does the need to describe its
dynamics, if only because more and more exotic products depend on it, whether in their defini-
tion (volatility derivatives) or for their hedge. The next logical step therefore seems to be the
incorporation of that smile within the model, along with its dynamics.

The practical difficulty with that model class however, resides in the parametrisation of an im-
plied volatility surface that starts and stays valid. By valid we mean that the associated option
price surface must satisfy the usual non-arbitrage conditions, everywhere in the (K,T") domain,
at any time and almost surely. Arguably, this has been the strongest hurdle in the practical
introduction of the stochastic implied volatility model class. We believe though, that it is rather
safe to assume that this model class will be ultimately become as successful as once the HJM
and now the LMM'?frameworks have become.

As for our version of the SImpV model, it is defined as follows :

ds
(1.1.11) =t = o dW,
St

(L112)  dS(t,y,0) = b(t.y.6) dt +0(t,y,0) AW, + 7 (£, 0)*d 2,
with y 2 In(K/S) 6 2 T_t>0 w. 11 Z.

where the drivers W; and 715 are independent'® standard Brownian motions under the (chosen)

martingale measure Q. All dynamic coefficients (o3, 5, v and %)) are taken as generic stochastic
processes, so that (1.1.12) cannot be considered a priori as an explicit diffusion. Note however
that, should these coefficients be specified as deterministic (i.e. local) functions (and irrespective
of the drivers’ dimensions) then the Markovian dimension of the model would still a priori be
infinite. Again, this situation is analogous to a bi-dimensional version of the HJM framework,
where every point on the yield curve represents a state variable.

At first sight, the fact that no specification is given for o; might seem surprising, as it appears to
make the model under-determined. But in fact that instantaneous volatility is entirely defined
through arbitrage by the implied volatility map i](t, y,0), as we will soon establish.

Similarly, note that specify neither the nature nor the dynamics of the other coefficients g, v and
n . In principle they can be It6 processes also driven by W; and/or 725, or even by entirely new
(and orthogonal) Wiener processes. It happens that, for our intents and purposes, that level
of definition is in fact irrelevant, and the justifications for that simplifying feature will become
apparent along the document. In particular these topics will be discussed in section 1.2.4 and
in Chapter 2 dedicated to more elaborate versions of the methodology. In summary, the SImpV
model (1.1.11)-(1.1.12) is well-defined and self-contained as it is.

121 ibor Market Model, see Chapter 7.
13To lift any remaining ambiguity, this implies that the correlation matrix of ?t is diagonal
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In spirit, moving from an stochastic instantaneous volatility model to a stochastic implied volatil-
ity model is similar to moving from a short-rate model (such as Vasicek) to an HJIM model : it
can be seen as a simple matter of number of parameters vs number of constraints. Indeed most
short rate models are only capable of generating a certain functional class of yield curves (YC),
so that calibration to the bond market is already an issue. In order to recover a given yield
curve, one will usually have to add a time-dependent drift. While matching further constraints,
such as some marginal distributions of the YC, will require a substantial complexification of the
model class : the Hull and White Extended Vasicek [HW90] comes to mind, which is nothing
else than an instance of the HJM class.

On the other hand, opting for an HJM model enables the modeler to calibrate to any yield curve,
because this map becomes an integral part of model. The remaining parameters, or degrees of
freedom, are then used to calibrate to the marginal or joint distributions of the YC, to liquid
Interest Rates options such as Caps, Swaptions, Bond options, CMS, etc. But as more and more
products become liquid, the calibration set tends to increase, so that eventually there are too
many constraints and not enough parameters. This is where stochastic implied volatility models
can come into play : because the liquid Call prices become an integral part of the model, new
degrees of freedom become available to calibrate to other (more recent) liquid options.

Although the underlying’s instantaneous volatility oy is apparently a free parameter of the (slid-
ing) implied volatility model, it is actually to be considered as a formal expression ; indeed, we
will see that arbitrage constraints impose that oy be entirely determined by the stochastic map
Y(t,y,0) (see (1.2.36) p. 35 and Remark 1.4 p. 36). This precision explains why the dynamics
of o4 are not explicitly specified in the stochastic implied volatility model, as was the case with

the stochastic instantaneous volatility model : indeed they are already included.

1.1.3.3 Comparison, assumptions and remarks

The two models share the same dynamics for the underlying, and in particular the lognormal
instantaneous volatility. For the SInsV it is the dynamics of o, that are defined in a chaos expan-
sion, while the SImpV specifies the smile dynamics : in other words the SInsV model is defined
”in depth” while the SImpV is specified spatially. The choice of a single-dimensional driver W;
for the underlying, as specified respectively by (1.1.8) and (1.1.11), is actually benign in both
cases ag(} for similar reasons. The only interest in employing a multi-dimensional endogenous
driver W, and volatility o, is to describe the joint dynamics of the underlying asset .S; along
with another process. In the SImpV case, that process is the smile shape i while for the SInsV
model it will be the coefficients in the Wiener chaos decomposition of o; : in both cases, these
are a priori infinite dimensional processes. But in both instances, any component not driving
can be formally allocated to the independent, exogenous driver Z;, so that in the end only the
modulus ||7}|| matters. In essence, this all boils down to the very definition of an exogenous
noise, whose instantaneous covariation with Sy must be null.

We will however work with a multi-dimensional W, later on, in Chapter 2 in order to investigate
the basket problem. In that context, we will have to express the joint dynamics of each individ-
ual underlying and of the basket itself, which does warrant a vectorial endogenous driver.

In terms of presentation, the fact that we organised the drivers into orthogonal components is
clearly artificial, but not binding. In purely economic terms, there is no such thing as clearly
identifiable independent factors. It serves several purposes. In mathematical terms, it sim-
plifies the computations and ensures that all correlation-related quantities are represented by
linear algebra products. As for interpretation, it clearly divides the picture between an en-
dogenous/observable/complete component, and the exogenous/non observable/incomplete part.
Obviously there is a cost to pay : in particular the bracket C}?getween two processes now comes
t

as a scalar product. For instance the notion associated to <S_t ,doy ) is easy to grasp, even to
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graphically chart on historical series, whereas ag; might initially seem a bit abstract. Neverthe-
less, the logic used throughout this document is to clarify (even artificially) the computation,
and re-formulate the output results for interpretation.

Remark 1.1

The choice of the lognormal convention to write the dynamics of the underlying S; (see (1.1.8)
and (1.1.11)), as well as the fact that we are re-parametrising the price surface using a lognor-
mal (Black) convention, might seem subjective and possibly restrictive. In fact, as will be proven
and discussed in section 2.2.3 117, once expansion results are available for a simple model such
as the lognormal dynamics, it is relatively simple to transfer those to most parameterisations,
such as the normal dynamics, or the CEV, etc. In consequence the choice we made is merely
practical, and in practice not binding.

In order to facilitate the following proofs, we add the following technical restrictions :

Assumption 1.1

(1.1.13) Almost surely Se > 0 vVt >0

(1.1.14) Almost surely op > 0 vVt >0

(1.1.15) Almost surely S(ty,0) > 0 V(t,y,0) € RT xR x R"
Remark 1.2

In practice, Assumption 1.1.14 is not as restrictive as it might seem. As will become apparent
with Sections 1.3 and 2.3, the positivity of oy is in fact equivalent to the positivity of i](t, 0,0),
which in a broader multi-dimensional contet, is equivalent to the positivity of the modulus || 7} ||.
Therefore, in such a framework, one could see any of the components ofag> go null : as long as
one component remains either strictly positive or negative, the following computations are valid.
In fact, because our approach is asymptotic, Assumption 1.1.13 needs only hold at the current
time t. We could still express results should it be breached, but they would be trivial and without
financial interest.

1.1.4 The objectives

The objectives of this chapter are to establish the links between the stochastic (sliding) implied
volatility model and the instantaneous volatility model.

» The direct problem is to derive the shape and dynamics of the implied volatility surface >
from the value and dynamics of the instantaneous volatility o;.

» The inverse problem is to derive the value and dynamics of the instantaneous volatility o¢
from the shape and dynamics of the implied volatility surface 3 .

The (static) calibration procedure is often seen as an inverse problem. Indeed, when a practitioner
exploits one of the many popular stochastic instantaneous volatility models, the implied volatility
> must be marked to market in some respect, while o; is intrinsically model-dependent. In
numerical terms however, this inverse problem is usually solved by an optimisation process. The
latter consists in minimising the market error, which itself requires numerous calls to the pricer,
and is thus associated to the direct problem.

Let us start therefore by examining the structural constraints of the SImpV model.
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1.2 Derivation of the Zero-Drift Conditions

The stochastic implied volatility model, as defined by (1.1.11)-(1.1.12), is just an SDE system.
It describes the dynamics of an infinite-dimensional state vector (the underlying S; and the smile
Y (t,y,0)) with no built-in notion of how they relate to each other. hence it does not intrinsically
guarantee no-arbitrage, a condition that must be imposed externally.

We start by establishing the main Zero-Drift Condition, which is valid in the full domain (¢, y, 6).
Then we specialise it to the Immediate domain, i.e. # = 0, which provides a pair of Immediate
ZDCs. And finally we restrict ourselves to the Immediate ATM position, which is the starting

point of our asymptotics.

1.2.1 The main Zero-Drift Condition

Let us first transfer the dynamics of the sliding smile back into absolute coordinates.

Lemma 1.1 (Dynamics of the absolute implied volatility surface)
In our framework, the dynamics of the absolute implied volatility surface are given by

(1.2.16\S(t, S, K, T) = b(t, S, K, T)dt + v(t,Ss, K,T) dW, + T (t, S, K,T)" dZ,

denoting (o) £ (t,y,0)

b(t, S0 K,T) = (o) — Zglo) + 3 0? [Ep(e) + Ey0) | — ae 7o)
(1.217)  v(t, 8, K, T) = (o) — oy %,(0)

w8, K,T) =

Proof.
We invoke the Ito-Kunita formula as presented in Theorem A.1 : taking qy = (g) we see that

1 1
= (dS;) = = ol dt — op dW; and (dy) = of dt
t

1
dy = ——=—dS; + 5

St

N | =

Therefore the dynamics of the absolute (¢, Sy, K, T') surface come as

_ — ~ ~ 1 ~» ~
¥ = blo)dt +v(c)dW; + n (O)Ld?t + 3, (0) dy +Xy(o) do + 3 3,y (0) (dy) —v,(c) o dt

Y

-, 1 _,
= b(o)dt + v(o) dW; + g(o)ldﬁt + ¥, (0) 3 o2 dt — o dWy| — Xy(o) dt
1 ~n o
+ 3 Yyy(0) ol dt — vy (0) oy dt

Finally grouping the finite and non-finite variation terms, we obtain the desired result.

Having now moved to an absolute setup enables us to use the martingale property, and therefore
to express our main result.
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Proposition 1.1 (Zero Drift Condition of the single-underlying framework)
The shape and dynamics functions specifying the sliding implied volatility model (1.1.11)-(1.1.12)
are constrained by arbitrage to fulfill the following Zero-Drift Condition :

Proof.

In order to obtain the call price dynamics, we start by applying It6’s Lemma to the normalised
Black-Scholes functional (1.1.3). For the sake of clarity, we omit the multiple dependencies of
the implied volatility X, of the normalised greeks A ("Delta”), I" (?Gamma”), V (”Vega”), A
("Volga”), ¥ ("Vanna”) and of the absolute diffusion coefficients b, v, n. We obtain simply :

AC(t, 8, T,K) = —VS(2v0) ™" dt+ ASiodW; + VW8 [bdt + v dW; + ﬁid?t]
(1.2.22) + 408707 dt + 509 (V2 + | 7|%) dt + AVOS,ouv dt
with
o acBS o acBS o 820BS o 820BS o 32035
A = ox V = v r = Ox2 A= dzxdv U= Ov?

The NOA assumption forces Cy into a martingale under Q% so that (1.2.22) leads classically to
the following zero-drift condition :

(1.223) 0 = VSV ' +VVob+ L1807 + 109 (v + || 7|%) + AVOSiow

Computing the normalized greeks V, I', ¢ and A involved in (1.2.23) presents no difficulty, as
detailed in Appendix C. Factorising with the Vega, the resulting expressions come as

V = SN(d) 9 =V Lg—lz\/é
(sva) !

v
S?2¥ V0
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Note that these expressions are well-defined and finite, thanks to the technical assumptions
(1.1.13) and (1.1.15). Note also that, although the normalised Delta and Gamma correspond to
the same expressions as with the classic BS formula, the derivatives in v (namely Vega, Vanna
and Volga) differ slightly from their classic expressions. Note finally that here 6 is NOT the
greek associated to time ¢ !

Injecting the greeks, the zero-drift condition becomes

v

)
0 = V—+VVob+1L1_——
2 5250

S? o2
2\/5 t Yt

2
1
+ 30V yis—ZE\/a (V2 + |7I?) + St V[% %H}MSNW
(2v9)
Hence, after simplification and factorisation :
by 1 y? 1

0 =V ——+¢§b+l—02+19[ ——2\/5} Vi |
-5 bovs o 0 |y 3V (P HIRIP) + (5

We use now the strict positivity of V and of 6 (since we restricted ourselves to © € R1*) to
divide both sides by the product V v/#. We then isolate b(t,y,0) and end up with

2] faty]

ORI RSN AR | i,
b= 35 25 2[239 120 P+ 17 {2 229]‘””

We can now use Lemma 1.1 and replace the absolute processes with their sliding counterparts.
We get, all processes evaluated in (t,y,6) :

b— i/e + %atz [i;y + i;] — 0y ﬁ;/

12 01 5 [y 1=/~ <\2 . = -~
- $ -t 4[] [ ] [ty o)

Developing this expression and gathering the terms by power of 6, we get the sliding drift as :
~ 1 — >~/ 2 —12 =/ 1 2 (& ==/ - 1 — =~
b = 60 gz (l/ - Jt2y> + |77 | + {29 - 50; (Eyy + Ey) + 01 v, — 501 (1/ - atzyﬂ
1 1 0'2 y2 ~ ~r\2 — Yy ~ ~1
w552 0F  [-am) 1] - G (5 )

Finally, simplifying the second bracket and multiplying the whole expression by 23(1‘/, y,0) pro-
vides the desired expression (1.2.18), which concludes the proof.

The ZDC (1.2.18) links the four parametric processes - all bi-dimensional - describing the sliding

IV : the shape 3 and the dynamic coefficients Z, v and g We emphasize that this relationship
is valid in the full domain (y, ), as opposed to most of the coming asymptotic results, which
are either Immediate (f = 0) or IATM (y = 0,0 = 0).

We note the positivity of the hlghest f-order term D(t,y,0), a property which will prove useful.
The recurrence of term [V — oy E | is also remarkable, although this term is no stranger to
us. Indeed, through (1.2.17) it is 1dent1ﬁed as v(t, Sy, K,T) which is the endogenous volatility of
the absolute stochastic IV surface. In other words, the compensation term o; 3, (o) appears to
neutralise the space slide associated with movements of the underlying S;. It would be wrong
however, to assume that it removes all dependency on S, i.e. that it corresponds to some un-
conditional endogenous volatility of the smile. Indeed, the absolute coefficient v itself can very
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=/ = ..
well incorporate a local component. We note then that term [ —oy 3, ]? 4|7 ||* - appearing in
D(t,y,0) and F(t,y,0) - represents the quadratic variation of the absolute stochastic IV surface
Y(t,St, K, T) and can be linked to its sliding counterpart with
~ =/ 2 ﬁ A~ ﬁ =/ ~ =/
2|7 = [V —atzy} HIFI? = P +IRIP -5, [2y —atzy}
where the last term converges a.s. in (y,0) = (0,0) to a negative correction (see (1.4.51) [p.45]).
We cannot stress enough that the stochastic PDE (1.2.18) constitutes the actual basis for most
of the subsequent asymptotic expressions : manipulating the ZDC (i.e. differentiating w.r.t.
y and 6) then imposing some regularity assumptions, and finally taking the limits in (¢,0,0),
forms the backbone of the ACE methodology.

An interesting insight into the ZDC structure can be given by exploiting the concept of lo-
cal volatility (LV) as per [Dup94]. Indeed the LV surface f; s, (K,T) can be seen as a re-
parametrisation of the absolute IV surface ¥; g, (K,T) via an auxiliary diffusion process. But
its square is also interpreted as the expectation of the instantaneous variance o? at a given
future date T', conditional on the underlying’s value (S7 = K). In this context we can switch
seamlessly to the sliding coordinates y and 0, defining the equivalent sliding local volatility as

f(t7y70) é ft,St (K7 T) so that f2(t7y79) = Et [Ut2+6 ‘ StJr@ = St ey]

which allows to isolate naturally the relative local variance &(t,y,0) with
L t+6
gt(t’y’a) = fQ(t,y’a) - Jt2 = E; |:/ dO’Z | St+9 = S e’
t

We now get slightly ahead of ourselves, by introducing a topic which will be covered in more
detail later in this Chapter (see p.49). Indeed we invoke the classic re-parametrisation of Dupire’s
formula in terms of Lognormal implied volatility (which can be found in [Lee04a)) :

S4(0) + 2633 Ty(o)

2 ~ o~ ~ o~
S() —y) | — 16254 £ (0) + 0535 (o)

Fty.0) =

where (o) = (t,y,6) denotes as usual the whole domain. First we rewrite that expression as

~q o 1~y o2 1 ~ ~q o 11 - 1~ ~ 12 11~
3 _ - 2 4 - 23 - T r2 o e
B Ee) = - 0TS 5 PEEL0) + 55 PEEPANG 25 540)

We identify the L.h.s. as the first component of term FE(t,y,6) in (1.2.26). Hence injecting the
r.h.s. into the main ZDC (1.2.18) leads by replacement to

(1.2.24) 33(0) blo) = 6D*(0) + E*(o) + %F*(o)
with
(1.2.25) D*(0) = éi‘* G* (o)
) <3 1, o ~, L
(1.2.26) E*(0) = X°(o) [5& Byy(0) + 0t y(0) = 501 V(O)}
(1.2.27) (o) = %& X2(0) — y (o) [at v(o) +& i;(O)] —%zﬁ G*(0)

[l

where  G*0) £ 7 [0 205, ] (0) ~& 5, 0) + [FIP)

which emphasizes the pivotal role played by the relative local variance & (t,y, 6).
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1.2.2 The Immediate Zero Drift Conditions

Let us now focus on the immediate smile, which is the limit process (assuming its existence)
of the implied volatility surface when time-to-maturity 6 tends to 0. In other words, or rather
in market terms, the limit of X(¢,y,6) when 6 \, 0 is the implied volatility of a Call option
maturing tomorrow, or even in a few hours.

In this context, the assumption of an option continuum (see section 1.1.2.1 [p.15]) is vital, but
it also brings some practical issues. Indeed, interpolating between existing Call prices (in order
to "fill” the map) is one thing, but extrapolating from the liquid Call with the shortest expiry,
down to # = 0, is another modeling and technical problem altogether.

Besides, beyond the continuum and extrapolation hypothesis, we clearly need to assume some
additional regularity, in order to ensure the existence of a limit. Effectively the ZDC has been
established for strictly positive time-to-maturities only, i.e. (¢,y,0) € RT x R x R™*. This was
due to the use of Black’s formula within the proof, as a medium between the price functional
(necessarily static in # = 0, since it identifies with the payoff function) and the implied volatility
(which can a priori afford some dynamics in the "immediate” area § = 0). Now we need to
extend somehow the ZDC into this asymptotic area, which is why we introduce the following
sufficient (strong) conditions :

Assumption 1.2 (Immediate regularity)
The processes 3, E,’y, E;y, 2,9, b, v, ﬁ?; and n all admit a finite (stochastic) limit when 6 ™\ 0.

The corresponding limits are (abusively) denoted with the argument (t,y,0).

If this assumption package might appear blunt in the mathematical sense, this is not the case
in modeling (i.e. financial) terms. It is true that implied and realised volatilities tend to ”pick
up” shortly before expiry, often due to the pinning effect on very liquid maturities/strikes (see
[ALO3] for instance). But to our knowledge such behaviour does not warrant any assumption
of instability or of explosion at expiry, as is observed with deltas when a barrier option knocks
in/out. For all intents and purposes, at vanishing maturities all our smiles can realistically be
considered smooth and well-behaved, in their statics and in their dynamics.

Corollary 1.1 (The Immediate Zero-Drift Conditions)

As a consequence of the ZDC' (1.2.18), the shape and dynamics functionals of the sliding SImpV
model (1.1.11)-(1.1.12) are constrained by arbitrage to respect the two following and equivalent
Immediate Zero-Drift Conditions (IZDCs) :

In the Immediate domain (e) = (t,y,0) we have a.s.
» The Primary IZDC :
F(t,y,0) = 0 = Z(e) = 07 52(e) — y20;5(s) [(s) — 0 Sy(o) |
(1.2.29) - [IROP + [30) - oS0 |

» The Secondary 1ZDC' :

(1.2.29) 22 b(t,y,0) = E(t,y,0) + Fy(t,y,0)
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Proof.
Clearly Assumption 1.2 applied to the ZDC (1.2.18) implies that both its left and right hand
terms admit a finite limit. Then considering the last term 6= F(¢,y,6) alone implies that

1.2.30 lim F(t,y,0) = 0
(12:30) tim F(t,.0)

which proves the Primary IZDC (1.2.28). Let us now compute the limit of g(t, y,0) when 6 \ 0.
Using a small-0 expansion on F'(t,y,60) we get that

(1.2.31) F(t,y,0) = F(t,y,0) + 0 Fy(t,y,0) + O(6%)

In light of the Primary IZDC (1.2.28), and since a priori Fé(t, y,0) is non null, L’Hopital’s rule
grants us therefore that

1 /
1.2.32 li —F(t,y,0) = Fyt
( 3 ) 01\71% 0 ( ' Y, ) 6( ayao)

so that the ZDC (1.2.18) rewrites, still in the general domain (¢,y,6) :
(1.2.33) S3b(t,y,0) = 0D(t,y,0)+ E(t,y,0) + Fy(t,y,0) + O(9)

Invoking now the regularity package of Assumption 1.2, we can take the limit of (1.2.33) in
6 = 0, which provides the Secondary IZDC (1.2.29).

Remark 1.3 (The ”true” IZDC)

Note that the Secondary Immediate ZDC (1.2.29) can be considered the legitimate heir of the
main ZDC (1.2.18) in the immediate domain (t,y,0), whereas what we call the Primary 1ZDC
(1.2.28) is simply induced by the reqularity assumptions.

Nevertheless, for our purposes the latter is simultaneously more practical and more intuitive, as
it involves a smaller group of functionals. Indeed we can observe that in (1.2.28) the processes 5,
i/e, i;y and D; play no direct role, by opposition to the general ZDC' (1.2.18) and the Secondary
Immediate ZDC' (1.2.29).

Consequently, in the sequel the denomination IZDC will always refer, unless otherwise specified,

to the Primary version (1.2.28).

Interestingly, the limit result (1.2.30) also provides us with a lower bound for the convergence
speed of F'(t,y,#), which is faster than 6 as that time-to-maturity tends to zero. Note however
that this statement is conditional on the regularity Assumption 1.2, which provides the existence
of a finite limit for F'(¢,y,#) in the first place.

Looking at the IZDC (1.2.28) we note that, should the sliding smile i](t, y,0), in the Immediate
domain, either be static (in y and ) or exhibit uniform volatilities (o) and n(e), then the IZDC
would be consistent with a parabolic expression for the Immediate Smile. Indeed, (1.2.28) can
be rewritten

1231 ) = [ +y [#0) - 0 S]] + 2IREP
~——
Endogenous Exogenous

In our view, this expression stresses the role of the exogenous volatility %)() as a generator of
pure smile convexity. Indeed there is no interaction with a y term, therefore there cannot be any
influence on the skew. Recall also from (1.2.17) that we can simplify the term [v(e) — atiiy(o)]
into the absolute endogenous coefficient v(t, Sy, K,T = t).
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Hence (1.2.34) can be seen as a "Pythagorian” relationship : in the Immediate domain, the
square of the implied ”variance” 32 is the sum of two squared and orthogonal terms : one
endogenous, the other exogenous. Note also that the log-moneyness y acts as a ”leverage” so
that the endogenous term in (1.2.34) can be interpreted as the endogenous move generated at
y =0 (the TATM point) plus a ”torque” proportional to y.

But the information provided by the IZDC through (1.2.34) is actually richer. For simplicity’s
sake, let us restrict ourselves to purely endogenous models, which include local volatility models
but are not restricted to that class. Given the regularity of all process involved, and in particular
assuming that (1.1.15) extends to the immediate domain, this implies in turn that the sign of
the bracket above must stay positive as in

S2(e) = oy N(e) + y {5(0) — oy i;(o)] >0

We can then divide both sides by oy 22(,y,0) to obtain

I o _ [ ] L e
(1.2.35) o [i(o) yig()] +y0t§2(‘) = [i(‘)]y +?/Ut§2(,)

It is interesting to compare that expression with similar results in the pure local volatility (LV)
case. For instance - and again getting ahead of ourselves - [BBF02] provides the Immediate
implied volatility as the harmonic mean of the local volatility, over the [S;, K] segment (see
(1.4.61) [p.49]). Hence by integrating (1.2.35) we can interpret the bracket on the r.h.s. as some
local component.

1.2.3 The IATM Identity

Having expressed the ZDC in the general domain, and then specialised that no-arbitrage con-
straint to the Immediate domain, it is time to focus further and quote the well-known relationship
between instantaneous and implied volatility when taken at the TATM point.

Corollary 1.2 (The IATM Identity)
As a consequence of the IZDC (1.2.28) and therefore by arbitrage, we have that

At the Immediate ATM (IATM) point (t,y = 0,0 = 0) we have a.s.

(1.2.36) o = X(t,0,0)

Proof.
We simply take the Immediate Zero-Drift Condition (1.2.28) at the origin point (¢,0,0), which
gives us immediately the fundamental identity.

The fundamental identity (1.2.36) in itself is not new, although it has usually been stated in the
case of the absolute implied volatility surface : see [Dur06] for instance. In practice, this feature
of any SInsV model is commonly used in order to ”complete the market”, under the assumption
that the exogenous driver Z; is scalar.
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In more general terms, hedging stochastic instantaneous volatility can be achieved by incorpo-
rating a well-chosen european option in the replication portfolio (refer to [RT97] for instance).
In that respect, selecting a short-dated ATM option often makes sense, for liquidity reasons. In-
deed, the At-The-Money call maturing the soonest tend to be very liquid, if not the most liquid,
within the whole price surface. Trading this Call is the natural proxy for trading i](t, 0,0) and
therefore hedging oy.

Another way to comprehend the TATM identity (1.2.36) is to consider the Gamma-Theta trading
of that same option : the implied volatility determines the time decay, a.k.a. Theta, while the
instantaneous volatility conditions the Gamma. Therefore, should we not have (1.2.36), a very
obvious (and exploitable) arbitrage opportunity would arise.

Remark 1.4 (Minimal specification of the SImpV model)

A consequence of the fundamental result (1.2.56) is that the (sliding) implied volatility model
presented in Section 1.1 can be rewritten in a sparser way. Indeed, denoting (o) = (t,y,0) the
generic point we have

@S _ 3(t,0,0) dW,
St

d¥(0) = % 73(o)| 0 D(o) + E(o) + %F(o) dt + v(o) dW; + ?(O)LdZ

In other words, the inclusion of the stochastic instantaneous volatility o, within the definition of
the sliding implied volatility model is redundant. Indeed, the specification of the sole stochastic
map i(t,y, 0) includes formally its asymptotics, provided that we assume finite limits in 0 = 0.
Therefore the statics and dynamics of the V surface determine entirely the SImpV model.

This configuration shows (again) strong similarities with the HJM framework, where the dynam-
ics of the Zero-Coupon curve write

dBy(T)

—
Bt(T) = T¢ dt + ?t(T) th

and where the drift coefficient r, which is the short rate, is itself already (asymptotically) included
in the curve input :
= — lim OpIn | By(T
Tt Tl@t 7 in [ By(T) |

Also, it is worth recalling that the above interest rates result is - likewise - the structural conse-
quence of no-arbitrage constraints, rather than modeling choices.

1.2.4 Synthesis and overture

To summarise, we have so far expressed the ZDC (1.2.18) which, invoking regularity assump-
tions, we have then specialised to increasingly restrictive asymptotic domains : first in = 0
with the IZDCs (1.2.28) and (1.2.29), then at the IATM point with the IATM identity (1.2.36).
A natural comment would be to point out that other asymptotic domains could be explored,
in particular extreme strikes (as in y = £00), a topic which is covered for instance in [DY02],
[Lee04b] or [BF09]. Although we have investigated this subject, the present document will ad-
dress it only from a numerical perspective, in Chapter 4.

Going back to the ZDC and its asymptotic corollaries, let us recall that our objective is to solve
the direct and/or the inverse problem. In that respect we observe that the ZDC and Immediate
ZDCs, while carrying more information (being valid in wider domains) than the TATM identity,
seem to provide little information w.r.t. either of these problems. By contrast, on the basis of
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the TATM Identity (1.2.36) and of the Remark 1.4 above, it would be tempting to assume that
the SInsV model is actually embedded into the apparently richer SImpV framework. Indeed, the
dynamics of the SImpV smile are specified in every individual point of the (y,#) map, and can
therefore describe complex deformation modes. If such was the case, then the inverse problem
would become trivial, while the direct one would become definitively ill-posed.

In fact, this unilateral embedding is verified in certain conditions, dependent in particular on
a low dimensionality for the problem. But we shall prove that when it occurs, this inclusion
is part of a wider equivalence (or bijection) which can be established between the two classes.
Furthermore and conversely, it turns out that the direct problem will in general be easier to
solve, so that the embedding is in fact the other way round.

This apparent subordination of the SImpV framework to the SInsV class probably sounds
counter-intuitive. Its main justification is the very different kind of specification that we have
used for each model. Indeed the dynamics of the SInsV class are defined in depth via the chaos,
while those of the SImpV framework are defined in domain by parametric processes. Let us now
detail and contrast the two models in that respect.

Within the apparently simpler SInsV model, the value and the dynamics of the TATM volatility
o¢ are freely specifiable using the Wiener expansion, to any required depth. So far, this is an
SDE system describing adapted dynamics for only two financial instruments. To build the whole
market model the arbitrage condition must then be invoked (call prices as conditional expecta-
tions) which determines entirely the smile, both in its shape and dynamics.Unfortunately that
information is (in the general case) not available in explicit fashion.

By contrast, within the SImpV model the SDE specification is sparser and concerns the whole
market, but it must be envisaged along its companion ZDC to carry any financial relevance,
which brings a series of questions and remarks.

First, the dynamics of the SImpV coefficients (b, v and ﬁ) have not been provided. So a
generic-depth Wiener chaos expansion of these parametric processes seems a fortiori out of
context. Hence is a match to the SInsV class impossible, making both the direct and inverse
problems non-sensical? The answer is no, as we will see that at the IATM point the chaos
specification of 3 alone can translate into a differential set of all four SImpV functionals.

The second question is the degree of redundancy among these four SImpV functionals, in the
perspective of actual model parametrisation : which are our degrees of freedom 7 Indeed the
ZDC is a stochastic PDE invoking multiple processes, so we must select a single dependent
variable. The drift seems the best candidate, which explains why we presented the ZDC with
b on the Lh.s. The endogenous coefficient v appears both squared and differentiated, while the
exogenous coefficient n only exposes its modulus, so that even in a bi-dimensional framework
both are more difficult to infer. Finally the shape functional 3 seems a non-starter, as having
to solve dynamically a non-linear parabolic PDE is not an encouraging prospect.

The next subject is whether we have overlooked any more SImpV constraints. There are indeed
some well-defined global restrictions, corresponding to the usual validity conditions of the smile
(intra- and inter-expiry) satisfied statically but a.s. and at any time. We have intentionally not
exploited these stochastic partial differential inequalities, because from an asymptotic perspec-
tive they do not bring additional and relevant information. They will however intervene in the
whole-smile extrapolations covered in Chapter 4.

To link these two models and solve both the direct and the inverse problems, we must now
manipulate further the main ZDC, and focus on the IATM point where the SImpV constraints
are maximal. Indeed the core principle of ACE is inductive : it involves cross-differentiating
that stochastic PDE, and then taking its IATM limit under sufficient regularity assumptions.
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1.3 Recovering the instantaneous volatility : the first layer

After establishing some local constraints of the SImpV model, we show how to recover the
associated SInsV model, before commenting and interpreting this rich relationship.

1.3.1 Computing the dynamics of o,

Our ultimate objective in this section is to show how to solve the inverse problem, which is to
recover the value and dynamics of the instantaneous stochastic volatility oy, associated to a given
stochastic implied volatility model. In fact the achievements of this section will be relatively
modest since, although the basics of the methods will be laid down. In effect we will only access
the top level coefficients in the chaos expansion describing the dynamics of o;, which accounts
for the mention of a ”first layer”.

Our first step is to derive a series of IATM arbitrage constraints for the SImpV model class.

Proposition 1.2 (IATM arbitrage constraints of the SImpV model : first layer)
Let us consider a given stochastic sliding implied volatility model, as defined by (1.1.11)-(1.1.12).
Then its dynamic coefficients are locally constrained to satisfy, at the IATM point (t,0,0) :

(1.3.37) D) = 20y 35,(x)
_ <2 e MO
(1.3.38) v, = ¥, (%) + S0 %, — 3 e
(1.3.39) b(x) = 28p(x) — 207X, (x) + 01 Ty (*) — Loy (%)

Proof.

Since we are not interested here in any #-differential, we can take the limit of the ZDC in § =0
first, before applying any y-differentiation. In other words, we can deal directly with the simpler
1ZDC instead.

Computation of 7(t,0,0)
Let us differentiate once w.r.t. y the Immediate Zero-Drift Condition (1.2.28). Omitting the
arguments by assuming that all functionals are taken in (¢,y,0), we have

0 = 45)3%; — 20325; — 2Ut§] [5 — ati/y} -y 20,55;/ [ﬁ — ati/y} -y QUti [ﬁ; - Jtigy}

= ~ ~r\2 - = — ~7 o ~

—2y {H n|?+ (1/ — Ut2y> ] — 2y [n = n, + <1/ — atzy) (I/y - atzyyﬂ

= 4535; - 20?%5; - 20153 [ﬂ — Jtily}

=/ ~ =/ e ~ =" ~ =/ 2 ﬁ 2

—2y |03, (1/ — at2y> + o2 (Vy — atEyy) + <1/ — atzy) + | n|
~ =/ ~ =" j ﬁ/

—2y2 [(y - at2y> <yy — atEyy) +ntn y]

Taking this result in (x) £ (¢,0,0) and using the TATM identity (1.2.36), we get
0 = 4075, (x) — 2075, (x) — 20 [a(*) — 0y, (%)

which after simplification proves (1.3.37).
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Computation of 17;(75, 0,0)
We differentiate the IZDC (1.2.28) twice w.r.t. y and again take all functionals in (¢,y,0) :

2 2J?i§;y - 20'152; [ﬂ - Jti;] — 2015] [17;/ — O'ti;y}

0 — 15274 ASIS) 202 S
~7 e ~ ~ [ ~ e ~r\2 - 2
=2 |05, (1/ — Jt2y> + oY <1/y — atzyy) + (l/ — Jt2y> +|In
—2y [Uti;y (5 - Jt§;> + Jtily (ﬂ; - O'tig;y) + Uti; <5; - Ut§;y> + O'ti (ﬁgy - Utig;yﬂ
=/ / =" ! = ! =n % %/

~2y[2(7- 0% (7, - 0%y, ) + 207, | — 4y [(7 - 0%,) (5, - oS, ) + 74T

2 o ~n \2
—2y |:(I/y — JtEyy>

and after simplification,

— ~7 o =~ -2 ﬁlﬁ//
+ (1/ - Ut2y> (uyy - atEyyy> +In, I+ 7 nyy]

0 = 12525 % 14535 — 40,50, + 20255 fg(aumz)
- Yy vy =Yy t vy

~__In ~r ~1n __ ~ =n ~=~m e - =
—2y [JtEVyy — QO'tEyI/y — 30't2yylj + JtZEyEyy — U?EEyyy +4 (w/y +ntn y)]

~ >=n 2 . =~ N/ =m - — =
—2y? [(Vy - JtEyy) + (V - Ut2y> (Vyy - gtzyyy> + | ”yH2 Lt nyy:|

Taking this result in (x) = (¢,0,0), using (1.2.36) and (1.3.37), we get
= ’ 2

~r 2 N ~n ~ -
0 = 12675, (%) + 4050 (%) — 402D (x) + 208 5 (%) — 2 [403 S0 + 170
~r 2 = ~ =
= 4O't2 3, (*) + 605’ Eyy(*) — 4o; l/y(*) -2 Hn(*)”2
which after simplification provides (1.3.38).

Computation of b(t,0,0)
Taking the Secondary IZDC (1.2.29) at the ITATM point yields simply

(1.3.40) S3h(x) = E(*) + Fy(%)
Besides, the definition of F'(t,y,6) (1.2.21) leads to the differential
Fy(t,y,0) = 23°%y(0) — 07 S%y(0) —y [+] — 547 [+]
In particular at the IATM point we have, using (1.2.36) :
(1.3.41) Fy(x) = 2335,(x) — 23 5,(x) = 23 3,(»)

Injecting (1.3.41) into (1.3.40) we get

="

b(¥) = Ty(x) — 2o Z, () + o U (%) — 3o U(x) + Zp(x)

= 2%,(x) — 447 i;y(*) + oy a;(*) — Loy (%)

which proves (1.3.39) and concludes the proof.
|

Proposition 1.2 does warrant further interpretation, as it illustrates the (over-) specification of
the sliding stochastic implied volatility model. However those comments will be postponed to
section 1.3.2 in order to give more insight into the recovery results themselves. Let us now move
on to that inverse problem proper.
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Theorem 1.1 (Recovery of the SInsV dynamics : the first layer)

Let us consider a given stochastic sliding implied volatility model, as defined by (1.1.11)-(1.1.12).
Then its local IATM specification is associated to a stochastic instantaneous volatility model, as
defined by (1.1.8)-(1.1.9)-(1.1.10), whose value and dynamics are recovered as follows :

Note that we will shortly define the SInsV coefficients invoked here as the o4-(2,0) group (see
Definition 1.1 [p.41]).

Proof.
The fundamental IATM identity (1.2.36) is static but valid a.s. and at any time ¢, while
parameters y and € are constant. Therefore it also provides us with the following dynamics :

(1.347) doy = dS(ty=00=0) = b(t,0,0)dt + 5(t,0,0) dW; + 7 (£0,00 dZ,

By unicity of the decomposition and invoking Proposition 1.2 we get

» The as coefficient through (1.3.37) which provides (1.3.44).

» The @3, coefficient directly which provides (1.3.45).

As for the identification of the drift coefficient a; ¢, we wish to express it as a function of
» the shape function ¥ and its differentials, all taken at the origin point (¢,0,0).
» the exogenous coefficient %)(t, 0,0)

It suffices to replace both v(x) and 17;(*) by their respective expressions (1.3.37) and (1.3.38) in
the IATM drift expression (1.3.39) to obtain

— 2
-~ =/ =" = 2 =" n * =
bx) = 25yx) — 302500 +ou [ 5,7 (0 + oS () — } (“UM) 1020, (0
<1 g N S 1O
= 28y(%) —50:8,,(x) +or B, (%) + 5 0:%5,,(x) — 3 Y o7 2,(%)

which after simplification provides (1.3.43).
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We have now covered all first-depth coefficients involved in the dynamics of the instantaneous
volatility oy, as per (1.3.42). Moving on to the second depth, we then compute the dynamics of
as ¢ in order to extract the endogenous ags + coefficient. From both sides of (1.3.37) and (1.3.44)
it comes that

dasy = di(x) = []dt + 25,6 0(x) dWy + 20, 5,(x) dW; + [] dZ,

and we get the final result

~

amy = 2 [zy(*) D(x) + 017, (%)

which concludes the proof.

1.3.2 Interpretation and comments

We shall first examine Proposition 1.2 in the perspective of SImpV model specification, before
focusing on the Recovery Theorem 1.1, which answers to the inverse problem. For practical
reasons that shall become obvious in Chapter 2, we start by gathering the terms invoked by
both results in two natural and consistent groups.

Definition 1.1 (First Layer : the 3-(2,0) and o4-(2,0) groups)
The ¥-(2,0) group comprises the following collection of IATM differentials :

S0 S0 T, S A 9 7)) b

static coefficients dynamic coefficients

The o-(2,0) group corresponds to the following coefficients of the SinsV model :

%
Ot alt azt a3t a2t

More generally and as we shall confirm in the next section, the 3-(2,0) and o4-(2,0) collections
constitute together what we will call the first layer. This terminology comes by reference to the
successive differentiation stages of the ZDC, which are necessary to establish the asymptotic
results (whether inverse or direct) as will be demonstrated in Chapter 2. In this case the suffix
(2,0) indicates that the ZDC had to be differentiated twice w.r.t. y and not at all w.r.t. 6,
which is clear from the proof of Proposition 1.2.

1.3.2.1 Specification of the stochastic implied volatility model

Let us first comment globally on the trio of arbitrage constraints (1.3.37)-(1.3.38)-(1.3.39), before
covering them individually.

First we note that they represent only necessary conditions of no-arbitrage. It is indeed possi-
ble to express more conditions of the same type, invoking further y- and 6- differentials of the
parametric processes i, E, v and n, also taken at the IATM point (¢,0,0) : this will indeed
become clearer in the course of Chapter 2.

Remark also that we have presented the three equations in such a way that the IATM drift and
endogenous volatility are expressed as functions of only the local static differentials and of the
exogenous coefficients n . This particular presentation is obviously artificial, and serves mainly
the purpose of avoiding a chaos expansion at higher orders. In reality it consists in a simple,
local manifestation of the ZDC (1.2.18), which itself stresses the growing over-specification of
the SimpV model class, as we close on the TATM point.
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Indeed, the model is defined by the four functionals i, 5, n and %), and the NAO condition dic-
tates that in the full domain (¢, y,0), one (and only one) of these functionals is redundant. Then
in the Immediate sub-domain (¢,y,0) the IZDC (1.2.28) and/or the Secondary IZDC (1.2.29)
demonstrate that more restrictive conditions apply, involving a larger number of descriptive
functionals : indeed, where 6 is null the functionals i(t,y, 0) and ilg(t,y, 0), for instance, are
not redundant any more. Finally, at the TATM point (¢,0,0) the new Theorem 1.1 shows that
the constraints become even stronger, involving a greater number of descriptors/functionals.
Therefore the presentation of Proposition 1.2 and of Theorem 1.1 is not unique, so that al-
ternative expressions exist that will characterise a SImpV model, or at least its i—(Z,O) group
of IATM differentials. Defining entirely the model through these differentials would indeed be
natural, should the surface be designed using Taylor expansions for instance'*. We observe that
this group contains eight processes, which are themselves constrained by three no-arbitrage con-
ditions, so that the specification only retains five degrees of freedom. Put simply, the following
IATM differentials are interchangeable by pairs :

U(x)  wvs  X,(x) v,(x) s X, (%) b(x) wvs  Tp(%)
Note that in all three cases, we have equivalence between a static coefficient and a dynamic one,
but the endogenous IATM coefficient 7 (x) is intrinsic and remains unmatched. In summary,
the i—(Z,O) group can be uniquely and equivalently defined (and therefore the SImpV model
characterised) by no less than eight equivalent, ”minimal” configurations.
Following these global considerations, let us comment individually on the three NOA constraints.

Remark 1.5
The IATM arbitrage constraint (1.3.37) shows that in any (sliding) stochastic implied volatility
(SImpV) model, the IATM skew is HALF the lognormal endogenous IATM coefficient.

This is certainly, once again, a strong design constraint for modelers. Equivalently, it means
that if two models exhibit (possibly on purpose) the same IATM level and IATM skew, then
the volatilities of that IATM level will necessary share the same endogenous component. This
feature has clearly strong hedging implications, in particular in terms of delta.

Let us now look at (1.3.38) which provides ﬂé(t, 0,0). Obviously the latter IATM differential
can be seen in one of two ways : either as describing the variation of (endogenous) volatility
w.r.t. strike, or as the endogenous coefficient in the dynamics of the IATM skew, which we will
adopt. Indeed, assuming enough regularity'® we have

(1.3.48) A5 (x) = b)(x)dt + %) dW; + 76 dZ,

In consequence that term will determine a significant part of the risk for skew-based products
such as ATM binaries, call spreads, risk reversals or collars. Furthermore, with respect to smile
specification and behaviour, we observe that

Remark 1.6
The IATM arbitrage constraint (1.3.38) shows that in any SImpV model, at the IATM point the

endogenous normal volatility of the skew D;/ (%) increases with the curvature i;y(*) and with the

square of the skew i;(*) itself (all else equal). Note that the notion of curvature depends on the
chosen variable : a smile which is convex in strike K is not necessarily so in log-moneyness y

(see (B.0.3) p. VI).

1411 fact, as we shall discuss in section 1.4, this is generally a bad idea as one wishes that surface to be initially
valid, and also to stay so dynamically.
15More on that point in the next Section.
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Finally and in a similar fashion, (1.3.39) shows how the drift of the IATM volatility depends
on the exogenous volatility n (x), but also on many static descriptors. In a way, it looks as if
the TATM implied volatility is “riding the smile”. Indeed, if the slope i;(*) is positive, then
it brings a positive component to the drift, just as if the IATM point was progressing along a
static copy of the smile. In the same spirit, a convex smile (in y coordinates) will also bring a
positive component : if the IATM point was riding a convex surface, then Ito’s Lemma would
generate a positive drift. However interpreting the influence of the skew and of the exogenous
volatility seems a bit more arduous for now.

1.3.2.2 Recovery of the stochastic instantaneous volatility model

The TATM Identity with (1.2.36) and the Recovery Theorem 1.1 with (1.3.42) provides re-
spectively the value (1.3.42) and the first-depth dynamics of the instantaneous volatility oy.
Therefore they do provide together the first elements of a solution for the inverse problem, as
stated initially in section 1.1.4. It is also comforting to note that these results are perfectly
compatible with those of [Dur06] (see Annex E). Also on the subject of model correspondence,
that recovery brings the following significant result :

Corollary 1.3 (Injectivity from i?—(2,0) to 04-(2,0))
Starting from a given SImpV model and inferring the associated SInsV model, using the notations
of Definition 1.1 we have that

The function i—(Q,O) = 0-(2,0) s a.s. injective.

Note that it is mapping a group of five processes into another group of five processes, that i—(@, 0)
presents equivalent configurations and that the non-nullity of ¥.(x) and o has been assumed for
convenience.

Proof.

Let us establish that property in a sequential fashion. Starting from any equivalent configuration
of the ¥-(2,0) group, %(x) uniquely defines o; through (1.2.36). Then either f];/(*) or v(x)
provides ag without ambiguity wvia respectively (1.3.44) or (1.3.37), while @5 stems directly
from %)(*) via (1.3.45). Moving to age, that coefficient is now uniquely defined by 17;/(*), or
alternatively from i;y(*) by invoking (1.3.38), via result (1.3.44). Finally, a; identifies to b(x)
which itself is now uniquely defined by ilg(*) as per (1.3.43) or (1.3.39).

Note that this inductive method is made possible by the a.s. positivity of oy, which is provided
by the previous assumption (1.1.14), but this is an artificial constraint that can be lifted by
considering the instantaneous variance instead of the volatility.

At this point, the natural question to raise is whether we actually face a bijection between
the two groups, which would establish the beginning of an equivalence between the SinsV and
SimpV model classes themselves. We shall see in the coming section 1.4.2 that the bijection
does exist for Layer 1. However and as will be discussed in Chapter 2, if the direct relationship
is indeed injective (irrespective of the dimension) at any order, this is a priori not the case of
the recovery problem.

Among all the minimal combinations for the i—(2,0) group mentioned in section 1.3.2.1, there
is no escaping the inclusion of the exogenous coefficient n (x). However, for reasons that will
be made clear in the sequel, it will prove especially useful to avoid the full specification of
that exogenous coefficient, when possible. This is why we present now the following alternative
expressions for the drifts and for the exogenous coefficients.
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Corollary 1.4 (Alternative expressions within the Recovery Theorem 1.1 )
The recovery of the SInsV drift can be re-expressed without the exogenous coefficient :

1 =

(1.3.49) ary = 259(x) — o? [i;(*) + 5 zyy(*)] + 0y Dy (%)

Furthermore, in the particular case of a scalar exogenous driver Zy, where n(n) denotes the sign
of n(*) and of azy, we have the exogenous coefficients as

1
~ ~ 2 3 ~1 N 2
(1350) azt = n(n) \/5 ¢ |: Ey(*) + 5 ¢ Eyy(*) — I/y(*) :|
Proof. -
Expression (1.3.49) comes trivially from (1.3.39), while isolating the squared modulus || 72 (x)||?

|
on the left-hand side of (1.3.38) and then taking the square root on either side gives us (1.3.50).
1

Turning now to the SInsV dynamics as described by (1.3.42), we find that they provide inter-
esting insight. Indeed, looking first at the drift of o} as per (1.3.43), we observe that a convex
smile with a negative skew will create an increasing trend in volatility. That geometric situa-
tion happens to be extremely common, but the overall drift will depend also on the slope : a
decreasing ATM volatility will counteract the previous effect and vice-versa.

As for the endogenous volatility of volatility, according to (1.3.44) its modulus will increase
with the skew’s, which also has strong trading implications as it relates a dynamic with a static
option strategy.

In spite of, or rather because of the academic relevance of these results, it is important to stress
the possible choices and difficulties one might encounter when confronting them to real-life mar-
kets. In particular, we have seen that it is possible to extract the SInsV coeflicients from either
static or dynamic descriptors of the smile : the question is naturally which is better.

In our view, the main criteria is the precision of such IATM market data. We have already
mentioned (see section 1.2.2) the possible difficulty of extrapolating the data in expiry, down
to 8 = 0, which will affect the slope f]’e(*) Furthermore, measuring a space differential such
as the skew ily(*) is subject to the liquidity of ITM and/or OTM strikes. Whereas inferring
dynamic coefficients, such as the endogenous vol of vol v(x), suffers from sampling error. In gen-
eral the latter error tends to dominate, hence it seems preferable to derive the dynamics of the
SInsV model from the shape descriptors of the (sliding) smile. Unfortunately and as previously

mentioned, we cannot dispense with the exogenous coefficient n (¢,0,0), which is intrinsic to all
5-(2,0) configurations.

The second issue is obviously how to deal with conflicting information from both static and
dynamic sources. One has to ponder whether the discrepancy falls within an acceptable noise
range, whether the modeling of the dynamics is inappropriate (e.g. dimension of the drivers) or
whether the market itself might not be arbitrage-free. However most of these questions lie in

the realm of model risk and statistical arbitrage, and are therefore left to further research.

It is naturally possible to interpret and use these results further, in a market-oriented approach.
In particular, should we attempt to specify the shape and dynamics of the smile ex ante, in the
fashion of stochastic implied volatility models, the Recovery Theorem 1.1 would give us strong
guidance. We choose to postpone this discussion until Section 1.5 (p. 57), which is dedicated to
the simultaneous interpretation of both recovery and first layer results.
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1.4 Generating the implied volatility : the first layer

We now turn to the direct problem, by assuming that the input SInsV model specifies the
instantaneous volatility o; as per (1.1.8)-(1.1.9) while the shape and dynamics of the associated
smile - described by (1.1.12) - are unknown. We aim at providing information on the associated
SImpV model, pertaining either to its shape i(t, y, 0) or to the SDE coefficients b(t, y, 0), v(t,y, )

ﬁ
and n (t,y,0). As with the Recovery Theorem 1.1, such information is focused on the IATM
point (¢,0,0) but involves differentials in the y and # directions.

Having brushed the subject of multi-dimensionality for the spot process, it seems reasonable to
stick to the scalar case : therefore in the sequel of this chapter let us consider that n,, = 1.

1.4.1 Computing the Immediate ATM differentials

Let us assume the dynamics of the stochastic instantaneous volatility model (1.1.8)-(1.1.9)—
(1.1.10), although as; and “d 93 will not be needed in this section.

Theorem 1.2 (Generation of the 3-(2,0) group of IATM differentials (first layer))
Under the SInsV model defined by (1.1.8)-(1.1.9)-(1.1.10) we can express the following local

differentials for the shape and dynamics of the sliding implied volatility surface i(t,y,@) :

> Local differentials of the shape process :
~ 1 |1
1452) 500,00 = o |gom |+ 5 |51 - 5]
~ 1 1 1 1 |1 1
(1453) Zg(t,o, 0) = O |:Z a2:| == |:§ a; — 6 a22:| N O'_t |:§ a% N E ”73”2

> Local differentials of the dynamics processes :
(1.4.54) v(t,0,0) = as
N, 1 [1 1 1,
(1.4.55) 7,600 = — [5@2] - [_5 a2]
%
(1.4.56) n(t,0,0) = a3

We also found that some readers might find useful to express the static shape differentials w.r.t.
strike K rather than log-moneyness y. Therefore we provide the two relevant expressions (skew
and curvature) which come straight from applying (B.0.2) and (B.0.3) :
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Corollary 1.5 (IATM skew and curvature in absolute coordinates)
At the IATM point (t, Sy, K = S, T = t), the skew and curvature can be re-expressed as :

/ a2
(1.4.57) S (t, St St t) 55,0,
. L[ 1y a) 1rap) 1[Il
(1.4.58) Ygi(t, St St,t) = 3, [Ut [ 2} T2 [ 3 ] o [ 3 2

It is naturally possible to accelerate the proof of Theorem 1.2 by making use of the results within
the Recovery Theorem 1.1. We choose not to do so, for three reasons. The first one is that we
wish to bring into focus the similarities between the direct and inverse problem. Hence it makes
sense to present them in parallel rather than sequentially. The second reason is that we will
prove in the sequel (in particular in Chapter 2) that these two problems are actually equivalent,
within reasonable assumptions. Finally, the extensibility of the ACE methodology to higher
orders will be established using the direct problem, and therefore the coming proof will serve as
the basic sequence for further layers.

Proof. (Theorem 1.2 and Corollary 1.5)

As with the Recovery Theorem 1.1, the first step consists in taking the dynamics on both
sides of the IATM Identity (1.2.36). The identification of the coefficients between (1.1.9) and
(1.1.12) provides, via unicity of the martingale decomposition :

(*) = 73715

b(*) = aig Z(*) = a2t
which proves (1.4.54) and (1.4.56) immediately.

The second step is to invoke the TATM arbitrage constraints of the SImpV model (the same
that were necessary to prove the Recovery Theorem 1.1) which are gathered in Proposotion 1.2.
Then

» combining first (1.3.37) with (1.4.54) provides the IATM skew as in (1.4.51).

» from (1.3.38) we have the IATM curvature i;y (%) as an explicit function of 17;/ (%).
» from (1.3.39) comes the IATM slope i;(*) as an explicit function of i;y(*) and/or Z;(*).

which leaves us facing three variables for only two equations.

The third step is to derive new relationships by actually computing some dynamics from
already established results : the strategy is to first express 5;/ (%), which will then give us i;y (%)
and finally i;(*).

Let us consider the formal dynamics of i(t,y,@) within the SImpV model, and assume that
the regularity conditions required by Theorem 3.1.2 of [KUN90] (p. 75) are satisfied. In other
words, let us assume that we can apply the differentiation operator d, on either side of (1.1.12)
and express the corresponding flow, as was done with (1.3.48). Recall that we then get

~ ~r W —
(1.4.59) A3, (ty,0) = b (ty,0)dt + 7(t,y,0) dW; + 7 y(t,y,0)0 dZ,

We take this expression in (¢,0,0) and on the left-hand side replace iiy(*) by its expression
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(1.4.51) as a function of as and o;. The dynamics of ag; being defined by (1.1.10), those of the

IATM skew come as
) 1 2
d[aQ] ] dt+—[@—%}th+ -] dZ,

s = =

ot
©
SN—
2
¢}
o
>
=+
o
—
=

o 1 1 1,
vy(t,0,0) = o [5@2] + 2 [—iaz}

> () in (1.3.38) and then inject

which proves (1.4.55). We can then isolate the curvature X,
=
n

(1.4.51), (1.4.55) and (1.4.56) respectively in place of Z;(*), Z;(*) and n (%) :
=
o 2 1 <2 Ln&)* 21 o
Eyy(*) = —g o Ey (*) + g T + g — Vy(*)

2 1 a22+1\|73\|2+21 111 PRI
— -— | — | za — |—za
3 o} 30, | oy | 277 o? 22

11 11 1 1],
[5ee] = 5 [s v+ [5-3]4

which after simplification proves ( 4.52). Finally, isolating the slope 29( ) in the drift equation
(1.3.39), before replacing Ely(*) ( ), V(%) and Vy( ) respectively by (1.4.51), (1.4.52), (1.4.54)
and (1.4.55), we obtain

= 1~ 1 =" 1 ~ 1 —~
Yo(x) = 3 b(x) + ZO‘? Eyy(*) — 50 l/y(*) + 10 v(*)
1 1 ,[1 1 11, 5 1,
= sou gt [gou] + [0 - 3
LA O R S O I P
— 0o |— |=a — |—=a — o a
27 o |27 o2 | 27 47"
1 1 1|1 1 1 11 1
_ 1! L A gz t2 - 11
5 a; + 126122 + o [12” 3l 802 4a22 + Ut4a2 + o~ 1 a

which after simplification provides (1.4.53) and concludes the proof of Theorem 1.2.
-

5 it suffices to use the transition formulae : combining (1.4.51)

In order to prove Corollary 1.5
and (B.0.2) proves (1.4.57), while apllying (B.0.3) gives

" 1 =" ~
EKK(t7 St? St? t) - ? [ Eyy(*) - Ey(*) ]
t

1 1 |1 1 H o2 1 5 N 1 1
= = |—=|za — | 5 - —a — |—za
T2 3T 2 ™2 o | 277
) and concludes the overall proof.

which matches (1.4.58
|
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1.4.2 Interpretation and comments

We now translate and extrapolate the Layer-1 results, i.e. Theorem 1.2 and Corollary 1.5, into
theoretically meaningful and trading pertinent results. Naturally, the latter mainly concern
the influence of each instantaneous coefficient a;; on the shape and dynamics of the smile, as
far as IATM differentials are concerned. Although these considerations are generally model-
independent, whenever pertinent we compare our results with those available in the literature
(whether exact or heuristic) for the specific class of pure local volatility models.

First we go through some general aspects of those Layer-1 results, before focusing on individual
IATM differentials, in particular the (static) IATM skew and TATM curvature.

1.4.2.1 General considerations on the first layer

Let us first mention a peculiar feature of the i—(Z,O) group of IATM differentials, as presented
by Theorem 1.2. As will be discussed in section 1.5.1.1 [p.57], it has significatively beneficial
properties in terms of whole-smile extrapolation.

Remark 1.7

The first layer as per Theorem 1.2 provides the IATM differential of order 2 in strike, but
only 1 in maturity (and no cross-terms, which will only appear in further layers). This distinct
behaviour of the space and time differentials is clearly a consequence of Ité formula. Not surpris-
ingly, it is also a constant of our study : with higher-order layers, cross-term might appear but
increasing the differentiation order w.r.t. 6 by one will always drop the y-order by 2. We named
that feature the ”ladder effect”, which will be formally established and graphically presented in
Chapter 2 (see Figure 2.1 p. 101).

In terms of model correspondence, a noticeable consequence of Theorem 1.2 is the establishment
of the following result.

Corollary 1.6 (Injectivity from o-(2,0) to i—(2,0))
Starting from a given SInsV model and inferring the associated SImpV model, using the notations
of Definition 1.1 we have that

The function oi-(2,0) —  $-(2,0) is a.s. injective.

As discussed previously in section 1.5.2.1 [p-41], this statement has to be understood within the
over-specification of the ¥-(2,0) group, which effectively possesses only five degrees of freedom.

Proof.

To establish this result, again we proceed sequentially : starting with a given i]—(Z,O) con-
figuration, the ITATM Identity (1.2.36) [p.35] uniquely sets o;. Then (1.4.51) or equivalently
(1.4.54) provides unambiguously ag;, while (1.4.56) determines 73,25. The coefficient asy; is
then uniquely defined by either (1.4.52) or (1.4.55), and finally (1.4.53) unambiguously sets a1 ;.
|

Combining Corollaries 1.3 and 1.6 we can now state directly the following correspondence.

Corollary 1.7 (Bijectivity of 04-(2,0) and i?—(2,0))

The relationship — o4-(2,0) <— $-(2,0) is a.s. bijective.
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We consider this result to be fundamental since, if upheld at all order of differentiations (which it
is, as will be proven in section 2.1) it can establish complete correspondence between the SInsV
and SImpV model classes. Indeed, assuming that the smile’s static and dynamic functionals
are analytic along both y and 6 coordinates (i.e. that they can be entirely determined by an
infinite series of IATM differentials) then their specification is equivalent to writing ”in depth”
the chaos expansion of a generic stochastic instantaneous volatility model. But even without
that still-to-be-proven extension to higher order, the o4-(2,0) +— %-(2,0) correspondence can
and will be used by itself, no later than in section 1.5.3 which is dedicated to the ”intuitive”
re-parameterisation of SInsV models.

Turning now to more practical matters, as announced we shall now use the local volatility
(LocVol) model class as an important benchmark, due to its simplicity but also to its academic
relevance. Note that one can refer to [AN04b] for an alternative approach of the class, in a
dynamic smile context presenting similarities with our framework.

The class has previously been mentioned in section 1.1.2.3 [p.18] and we will maintain the same
notations for its dynamics, as per (1.1.5). Recall also that although its practical usage is limited
(due to flawed dynamics) its explanatory and demonstrative capacity is very strong. Also it has
been thoroughly investigated in the literature, which provides a good opportunity for critically
assessing our results on a simple case (more complex illustrations will follow).

All these features are mainly due to the minimal Markovian dimension, and to the alternative
interpretation that they offer for the IV surface, as a conditional expectation and via Dupire.
Evidently, since our results are generic and come in closed form, we must look for the same
properties in the literature. However, to our knowledge there is no published result which is
simultaneously generic, exact, explicit, valid in the full domain (or failing that in a neighborhood
of the IATM point) and of a direct nature (i.e. providing % (...) from f (-,-)). Hence we have
selected three distinct approaches for their respective strengths.

The first natural candidate is certainly Dupire, which is expressed in price terms in [Dup93] but
can be re-parameterised using (sliding) implied volatility. The equivalent formulation can be
found in [Lee04a]'® (p.6) or adapted from [Gat06] (p.13) or even derived without difficulty from
Dupire’s formula. Using our usual notation (o) = (¢,y,6) it reads :

34(0) + 2633 3(0)
[S) - v (o)]2 — 1258 5% (o) + 0535 (o)

(1.4.60) f3(T,K) =

Y Y

Note that this result is verified in the whole domain (¢,y,0), also that it falls in the inverse
category (it provides the SinsV specification from the implied volatility) and finally that it
is ezact. Overall, in our context these properties make (1.4.60) better suited for verification
purposes, rather than derivation of the direct results.

Furthermore, since our Layer-1 results are expressed at the IATM point, which is a subset of
the immediate domain 8 = 0, it becomes pertinent to bring forward another available result,
provided by [BBF02]. It states that in a local volatility model, the immediate implied volatility
at any strike is the spatial harmonic mean of the local volatility between S; and K. Importantly,
this is a direct and exact result, which in our context reads as

1

. _
(1.4.61) Y(t,y,0 =0) = [ / f7H(t, Spe) ds
0

which means that it provides the pure-y immediate differentials of the implied volatility surface,
in particular at the TATM point.

Finally, we compare our results to an approximation, usually referred to as Gatheral’s formula,
that can be found in [Gat03b] and [Gat06]. It relies on the very definition of local variance as a

16Note that some non-official internet versions incorporate a minor typo at the denominator.
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conditional expectation, and expresses the (stochastic) ”forward implied variance” as a stochastic
integral against d.S;, the integrand of which written as an expansion around a particular, ”most
probable” path (MPP). The Black implied variance itself is then taken as a time integral of that
expression, but after selecting order zero for the expansion (refer to [Gat06] p.30). Within our
framework, the formula reads as follows :
T

(1.4.62) S2(t,SyK,T) ~ S (t,S:;K,T) = % f? ( s, S (K/S,)T= ) ds

—U Ji
The reasons we elected to test and compare Gatheral’s formula against our asymptotic results
are several. Firstly it constitutes an intuitive approach : the MPP is an easy concept, and
the overall expression is linked to the notion of Brownian bridge, which is widely understood.
Furthermore, the formula is popular among practitioners, not the least because it provides an
approximation of the implied volatility in the full domain, a feature which allows us to compute
all TATM differentials of Theorem 1.2.
It is stressing that Gatheral’s formula, unlike (1.4.60) and (1.4.61) and because it stems from a
low-order expansion, is not an exact result. It is evident that it cannot capture with a single path
the whole local volatility function until maturity, which does generate the marginal distribution.
For all intent and purposes, it should therefore be considered in the current section as a heuristic.

In order to derive our asymptotic Layer-1 results, the first step with any model (class) is naturally
to express the cast, i.e. the corresponding SInsV coefficients :

Lemma 1.2 (Instantaneous coefficients of the local volatility model)

In a pure local volatility model, defined by (1.1.5), the SInsV coefficients come as
(1.4.63) o = f(t,5) aze = Sy f(t,Sy) faolt, Si) a3y = 0

(1.4.64) e = 68) + 587 fa(t.8)
(L465)  amy = S f(.5) | (FL)(ES) + S fo' (£.50) + St (f-fon)(t.S0)

Proof.
For pure local volatility models, the cast gives immediately

ot = f(tast)
Therefore the dynamics of o; become
! 1 " !
doy = |fi(t,50) + 5 fao(t; 5¢) (dSe)| dt + fo(t, St) dSy
so that
! 1 "
ae = f1(t,S) + §St2 f? fa(t, 5y)

and
asy =S¢ f(t,S) fé(t,St) (and obviously a3y = 0)

We then get the dynamics of as; as
day = [-]dt+ [(LE)ES) + S fy (6:8) + Sy (ff)(t:S) ] dS,
so that
an = S f65) [(FRES) + S 137 (1S) + S (Ff)(.5) |
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Note that the exogenous coefficient az; is a.s null ; we use this opportunity to underline that,
within our more general framework, we view local volatility models simply as a special instance
of ”purely endogenous” models. Those are characterised by a missing a Z; driver, which make
of as the ”full” volatility of volatility. In that vein, another very simple type of endogenous
model will be presented shortly (see Example 1.5 p. 81).

We can now derive the i—(?,O) group of IATM differentials. We start with the level by combining
(1.2.36) and (1.4.63) :

Corollary 1.8 (IATM level in a local volatility model)
In a pure local volatility model, defined by (1.1.5), the IATM level is simply given by

(14.66) X (t,S;K=5,T=t) = %(t,0,0) = f(t5)

Quite reassuringly, it is easily seen that all above-mentioned literature approaches (respectively
(1.4.60), (1.4.61) and (1.4.62)) agree with the asymptotic result (1.2.36) on the IATM volatility
level. Indeed, with (1.4.61) it suffices to take y = 0, and similarly with (1.4.60) the (assumed)
non-negativity of both f() and () provides the desired result in (,0,0).

Finally addressing Gatheral’s heuristic, we start by re-expressing (1.4.62) : denoting u £ ;7_2;
and using sliding coordinates, we get the more practical formulation

1
(1.4.67) 52(1?,525;3/,9) = / At + ub, Sie?) du
0
so that the same non-negativity argument brings (1.4.66).

1.4.2.2 Static skew vs endogenous vol of vol

Let us now examine the surprisingly simple result (1.4.51) which establishes a straightforward
relationship between the IATM skew E;(*) (a static, implied quantity) and the endogenous ”vol
of vol” az; (a dynamic, instantaneous coefficient). In simple terms, we observe that

Remark 1.8
The direct result (1.4.51) shows that, in any SInsV model, the IATM skew is HALF the lognormal
endogenous volatility of volatility. The latter is defined by the convention
d —
W 2w, 22 a7,
Ot

Ot gt gt

In qualitative terms, it is relatively easy to build some intuition about why skew is an increasing
function of the endogenous vol of vol, and furthermore shares its sign. Indeed, az; can be
written as the quadratic co-variation between the underlying S; and its volatility o, when both
are expressed using lognormal conventions (formally, consider log (S;) and log (oy)) :

<d?stt, dJ_Utt> = O-t(;_idt = ag dt
That said, let us assume for instance that this instantaneous (effective) correlation as be nega-
tive. Then, when the underlying S; increases, ”on average” its instantaneous lognormal volatility
will decrease, and vice-versa. For a given option maturity, this phenomenon will amplify down
moves and curb upmoves, compared to an actual lognormal process, tending (again, in law)
to accumulate the marginal distribution!"to the left of the money (S;). This in turn increases
the cumulative (binary put) value at-the-money : recalling how this cumulative is expressed

"Obviously expressed under the martingale measure.
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as a function of the skew, we do obtain a negative lognormal skew. Note that all volatilities
(instantaneous and implied) must be considered under the same convention (here lognormal) for
that rough reasoning to be valid.

For a small number of specific models, including the pure local volatility class, this result has
been known for some time, albeit usually expressed with differentials w.r.t strike K. In some of
these cases, the coefficient as; is referred to as the instantaneous effective correlation between
the underlying and its volatility. This terminology owes to the fact that the co-variation we men-
tioned above can be generated by either correlated drivers and/or by a functional relationship,
of the type oy = f(S;). We will see later in section 1.5.2 how local volatility and correlation
can be combined in a general class, and how to apply Theorem 1.2.

Let us now specialise the IATM skew formula (1.4.51) in the pure local volatility (LocVol) frame-
work, and compare to results available in the literature. Our asymptotic results yield

Corollary 1.9 (IATM skew in a local volatility model)
In a pure local volatility model, defined by (1.1.5), the IATM skew is given by

)

= 1 ! ! 1 /
(1.4.68) ¥,(t,0,0) = 2 St fo(t, )  or Eg(t, Sy K =5,T=t) = 3 fo(t, St)
Proof.
It suffices to combine respectively (1.4.51) and (1.4.57) with (1.4.63) to obtain the desired result.

In other words we have

Remark 1.9
The direct result (1.4.51) shows that in local volatility models, the IATM skew of the lognormal
smile is HALF the IATM S-differential of the lognormal local volatility function.

This result has been present in the literature for some time, and usually comes as a consequence
of path integral approximations, of which the simplest form is the mid-point method. That
rough proxy consists, for short-term options close to the money, in approximating the implied
volatility at strike K and maturity T" by the value of the local volatility, taken at the center of the
[(t,S:), (T, K)] segment. Note that the volatility convention is of course identical (lognormal) in
both the implied and local dynamics. Formally, we have that if

K = S+AK with AK < 1 and T = t+At with At < 1

then the approximation reads as

~

S(K,T) ~ S(K,T)

[l

F(3E+1), 38+ K))
which happens to bring the exact IATM skew :
E,K(Stvt) ~ /X\:,K(Stvt) - % fé(ta St)

The formula is naturally a very useful hedging tool, and over time has been presented under
different forms and by several authors. In [DKZ95] it is brought as a heuristic, along with a
couple of other "rules of thumb” ; due to the pedagogic nature of the paper, the justification
is there minimal. It has been made more rigorous in other, related papers (see references) but
tends to rely on an intuitive idea : that the implied volatility for strike K is a path integral of
the local volatility between the spot/forward S; and K.
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This is indeed the vein used by [Gat06] to establish (1.4.62), albeit in a more elaborate fashion.
Ir relies on the fact that in a lognormal model, the MPP between (¢,S;) and (K, T) is a direct
line in log-space, hence the integrand’s argument in (1.4.62). Then for a short-expiry, close-
to-the-money option, at first order the MPP becomes a direct line in the initial coordinates,
while at zero order it can be approximated by the midpoint. Formally, it suffices to differentiate
(1.4.67) once w.r.t. y and then to apply at the IATM point, obtaining sequentially

/ 1 /
(1.4.69) QEEy(t,St;y,H) = /0 2f fo(t +ub, Se"?) Spue'?du

! 7 1
then QEEy(t,St;0,0) = QStf(t,St)fQ(t,St)/O u du

Finally, invoking (1.4.66) and (B.0.2) we get (1.4.68) as announced.

Apart from heuristics, (1.4.68) has also been established rigorously. For instance [HW99] uses a
singular perturbation approach in the case where f(s,x) has separate. The resulting expansion
is indeed taken around the midpoint, and differentiating once w.r.t. K provides the desired
result. In the general context, we can obtain an exact formula from [BBF02], as the skew is a
pure-space differential. We simply differentiate both sides of (1.4.61) once w.r.t. to y to get

_, 1 -2 1 ,
(1.4.70) ¥,(t,y,0 =0) = - [ / fL(t, Sie®) ds} [/ —f72fo (t, Spe®Y) SpetY s ds
0 0
Taking this expression in (¢,0,0), we write therefore
1
=/ / 1 !
¥,(t,0,0) = —f2(t, ) [_St SRS fo(t, Sh) / s ds] = 3 St fo(t, St)
0

Note that, in order to check against an exact result, another alternative would be to invoke
(1.4.60), which reassuringly provides the same answer.

1.4.2.3 Static curvature vs exogenous vol of vol

Let us now examine result (1.4.52) providing the curvature. We notice that the exogenous
coefficient 73715 has a systematic and positive effect on i;y(t, 0,0). This feature is not surprising
as it has been established for numerous model classes. In a Black model with an independent,
stochastic volatility, the expression for Volga (C.0.2) combined with Jensen justifies that prices
for ITM and OTM strikes will increase, relatively to the money : in terms of smile, this translates
indeed in a curvature. More formally, following [HW87] it is proven in [RT96] that for a specific
class of bi-dimensional diffusive models, with zero correlation (i.e. when as and agy are null),
the implied volatility is symmetric and increasing with |y = In (K/S)|. Let us compare these
results to our asymptotic approach, which gives

>=n 1 ’ 1 _ ’2 1 ”
(1.4.71) ¥,y (t,0,0) = 3 St fo(t, St) — 6 ST fa (58 + 3 S} fao(t, St)

Proof.
Injecting (1.4.63) and (1.4.65) into (1.4.52) yields (dispensing with the argument) :

1 ’ 72 ” 1 ’r2
ot f | o+ St fo + St f fa —ﬁsgf2 f2

Ep(t:0.0) = 35

1 ’ 1 _ ’2 1 "
= gSt fa(t, ) — gsff VTS + 3 SE faa(t, Sp)
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In order to check that result, we now compute the IATM curvature using [BBF02].
Denoting (8) £ (¢, Sye*¥) and differentiating (1.4.70) w.r.t. y gets us

2y, (ty.0) = —2 [/lfl(.) ] [/ f2 Steysdsr

[ [ res] s [ -2 f;2<->+f*2f;’2<->} 51 st 1 12 (e) es?] ds

Taking that expression in (¢,0,0), we obtain

2

~n ’2 1
2y, (10,00 = 2 f3(t,5) S f71 7 (8, S) [/O sds]

1
PSS [ =28 ST () + S ST S) + ) | /O s ds

1 _ 72 1 _ ’r2 " ’
= SHITURTS) - 5[ - 2SEITRT W)+ SE () + St fa()]
which after simplification provides (1.4.71).

Alternatively, we can compare with the IATM curvature produced by Gatheral’s formula (1.4.62).
Using the following notations

(o) = (t,St:9,0) and ()= (t + ub, S e"?)

we differentiate (1.4.69) w.r.t. y and obtain :

2 " 1 ’72 " ’
5,0 + S0 = 8 [ [ (570 + £100) Su @+ f o)t e ] du
0
Taking this expression at the IATM point, which we denote (x) = (¢, S¢;y = 0,0 = 0), we obtain
72

" ) " , 1
S, () + 55,00 = [sf B2068) + S fan(t,S)) + Stfo(t,St)] /O u? du

then injecting both (1.4.66) and (1.4.68) while omitting argument (¢, S) for all differentials of
F() we get

2 " , " ’
S| res)TLe = g [SE A"+ S sh+ sifh]

so that finally the TATM curvature corresponding to Gatheral’s formula comes as

_— 1 ’ 1 _ ’2 1 "
(1.4.72) S, = 3 S 2t S) + 15 S2 V(48 + 3 S? faol(t, St)

Comparing (1.4.72) and (1.4.71), shows a discrepancy with the second coefficient (in bold). It
shows that the heuristics of (1.4.62) produce a systematic positive bias in the computation of
the IATM curvature. This discrepancy might be due to the fact that Gatheral’s formula is based
on a zero-order expansion : it is entirely possible that further terms might bring the necessary
correction, but this is left to further research.
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1.4.2.4 Remaining IATM differentials and general remarks

Let us first examine the expression for the IATM slope (1.4.53). The fact that f]/e(*) comes
as an affine function of the instantaneous drift a;; is a relief, as it supports the link between
statics and dynamics. Beyond that property, the most obvious feature is the specific scaling
of that coefficient. Indeed, it seems natural to normalise aq, as and ag by the initial value
of the volatility. Not as a lognormal convention, but simply to distinguish magnitude from

structural issues, i.e. to dissociate scale from shape. Then the IATM skew E;/(*) becomes

adimensional, while the next IATM y-differential i;y (%) comes in o% : we will see in Chapter 3

that this intuitive property is carried over to further pure space differentials. In this context we
find surprising that the magnitude of the IATM slope should be in ¢? : without a convincing
interpretation to offer, we revert back to the simpler framework of local volatility models.

Corollary 1.11 (IATM slope in a local volatility model)
In a local volatility model defined by (1.1.5) (p.19) we have the IATM slope as

1 . 1 ’ 1 ’ 2 1 7
51+ Estf2f2 - ﬂsff fo + ﬁ53f2f22

(1.4.73)  $5(£,0,0) = 5

where all differentials of f (-,-) are taken in (t,S).

Proof.
Injecting the whole Lemma 1.2 into (1.4.53), with all f-differentials taken in (¢, S;) we get :
=/ 1 2 / 1 / 1 2 2 1
(1.4.74) %4(t,0,0) = 15ttt 5 | o+ 5 SES fa
1 ’ ’2 " 11 ’2
S S rR eSS RSP ] SR
1 1 ’ 1 ’2 1 "
= §f1 + Estf2f2 - ﬁstzf fo + ESthQfm

Obviously we cannot verify the validity of that result against the exact result (1.4.61) as the
latter is only defined in the immediate domain. This is where Dupire’s formula (1.4.60) can be
invoked, its explicit nature being overcome by its full validity domain. Differentiating both sides
once w.r.t. T, and omitting argument (t,y,6) for all > differentials, we obtain

2f f1(T, K
THLR) = By — " B)
with
=4 3 ’ S3s So &2 33 S
Alo) = St 4205%%, Ap(o) = 6335, + 6052 5,° + 20535,
~ ~; 72 1 ~a1 =~ 2 a =
Ble) = [S-yE,| - 70250 57 105
i = =/ =/ =" 1 ~4 = 2 2 ~3 = =/ 2
Bylo) = 2(S-y%,| [Zh—vSy| - SO5' S - TR T

1 2 ""4 = =n ~3 = ~2 = =n ~3 =n
— SRR T+ PN 439505, 8, + 0508,
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Taking that expression in (T =t, K = S;) we get

SESY YA%) [2 35 (%) + 3357 (%
2f fi(t.S) = 62;2(1;*) Ee | gi(: Ll R RIS

Isolating the IATM slope and then injecting both (1.4.66) and (1.4.71) we obtain
= 1 1 9 1 / 1 2 -1 ’2 1 9
Bo(x) = 5 hHt.S) + 7 F(55) 3 St fo(t, ) — gt f (t,S) + 3 S Joa(t,51)

which after simplification matches the desired result (1.4.73).

Note the similarity of the first term (5 f1) with the IATM skew (3 f») and the mid-point method.
Again it seems interesting to compare this exact result against Gatheral’s heuristic formula.
Differentiating (1.4.67) once w.r.t. # and denoting again (¢) = (¢t + w60, Sy e“¥ ) we obtain

! 1 /
ST, (1, Sy 0) = /O 2 1(6) £1(0) u du

Then taking that expression in (y = 0,6 = 0) brings

/ f 1 7 f
2 f(t, St) i@ (t, St; 0, O) = 2 ffl (t, St) / u du i.€. 29 (t, St; 0, O) = % fl (t, St)
0

This expression clearly misses several terms, and ignores completely the role of the space coor-
dinate in generating the IATM slope. However, we mitigate this structural shortcoming by the
experience that, in practice, the magnitude of the ignored terms tends to be relatively small.

Let us now turn to the endogenous dynamics of the IATM skew, as described by (1.4.55). They
show that 5;(*) is totally independent from the exogenous specification (i.e. from @3 or 7 (x))
which was not obvious when considering the recovery result (1.3.38) [p.38]. Note also that ﬂ; (%)
turns out to be an adimensional quantity : it will remain unchanged if the volatility level oy is
scaled by a constant A. However, scaling the (endogenous) vol of vol as; will have a quadratic
and negative effect on 5;/ (%).

Remark that in a LV model, if a proxy formula matches the IATM skew as a process (i.e. dy-

namically) then the latter’s endogenous volatility will also agree, hence ﬁ;(t, 0,0) will match.

Now taking a step back and looking globally at (1.4.68) - (1.4.68) - (1.4.71) we observe a very
natural pattern emerge : indeed these pure-strike differentials seem to be controlled sequentially
by the successive space differentials of the local volatility function f. In order to put that im-
pression into perspective, we bring forward the following remark.

Remark 1.10

The bijectivity established by Theorems 1.1 and 1.2 between the i—(?, 0) and o4-(2,0) groups can
be modified for endogenous models. This is due to the exclusive relationship between 737,5 and
%)(*), characteristic of the constraints imposed on the SImpV model (see section 1.5.2.1 [p.41]).
Specifically, we underline the following subset of the main bijection :

73,1, =0 = = = =

Ny (% 72 * 72 * ,Z *
Endog. Models () y( ) yy( ) o(*)

where we intentionally use only shape differentials on the right-hand side.

In particular within LV models, Corollaries 1.4.66, 1.4.68, 1.4.71 and 1.4.73 show that the IATM
level, skew and curvature of the smile are sequentially and respectively controlled by the IATM
space differentials of order 0, 1, 2 of the LV function.

[Ut , 1t , G2t , a22,t]
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By sequentially we mean that matching f®(t,S;) is conditional on all fU)(t,S;) having been set,
for 0 < j < i. Likewise, the IATM slope is then controlled by the first time differential of the
LV function.

Although we do not have yet established the results to support this statement, in accordance with
intuition this property is carried over to higher orders. In other words, with LV models the
control over the IATM i—diﬁerentmls is established by the corresponding differentials of f.

1.5 Illustrations and applications

In the course of solving the inverse and direct problem, our efforts so far have focused on
establishing the raw asymptotic results, and providing a mathematical interpretation of the
structural relationships between three groups of processes :

» The coefficients (in the chaos decomposition) of the stochastic instantaneous volatility
model : oy, asy, asy, etc.

~

» The smile (IATM) shape descriptors : iiy(*)’ 3y, (%), ete.
» The smile (IATM) dynamics descriptors : v(x), n(*), 5;(*), etc.

We are coming now to a more applicative phase, where our previous results shall be examined
with realistic modeling and trading concerns in mind. So far we have been considering SInsV
and SImpV models ”in parallel”, not giving precedence to one over the other : simply because
the mathematical framework does exhibit such a symmetry between the two classes. But at the
time of writing, stochastic implied volatility models are rarely used in practice. Therefore, the
modeling concern will tend to be focused on the instantaneous model class.

The results we will use and interpret are those of Theorems 1.1 (p.40) and 1.2 (p.45). We will
group these Theorems, their corollaries and the exposed quantities under the overall denomi-
nation of ”First Layer”. Throughout this section, we make a deliberate effort to build some
intuition, and also to continue introducing the topics to be developed in further chapters.

1.5.1 An overview of possible applications
1.5.1.1 General considerations

First of all, Remark 1.7 (p. 48) deserves additional comments, in the perspective of practical
implementations. We observed that the TATM differentials provided by the first layer are of
the second order in space (strike) but only of the first order in time (to maturity). This is
naturally a consequence of It6’s Lemma, and this discrepancy will present itself at every order
of differentiation, as shown later by the Ladder Effect (in section 2.1). But this is also lucky for
practitioners willing to extrapolate the smile shape. Indeed, most live market smiles do exhibit
a lot more variation and irregularity in the strike dimension than in the expiry one : for instance
curvature is a lot more pronounced!®; so that we need E;y (%) more than Ege (%).

Also, one might wonder about the consequences of extrapolating the implied volatility far from
the money, using McLaurin series for instance. Again, in practice we are helped by the fact
that Vega!?, the sensitivity of price w.r.t. lognormal implied volatility, vanishes when the strike
goes to zero or to infinity. This might not have been be the case, or maybe not in such an
obvious manner, had we used another implied parameter than lognormal volatility. Beyond this

'8One could argue that this is a natural consequence of the higher liquidity of strike-based products (butterflies,
strangles, etc.) compared to maturity spread products. Which itself leads to the question of forward volatilities,
but this is out of our current scope.

VY = 5, N (dy)
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mathematical argument, let us also recall that liquidity also drops for these far-from-the-money
strikes, and therefore bid/ask spreads increase (at least in relative terms) which tends to miti-

gate the lower attainable precision®’.

An attractive feature of this asymptotic approach is its genericity : the fact that our results are
produced for abstract stochastic volatility models, both instantaneous and implied. Also, as will
be proven in Chapter 2, the methodology can be extended to any differential order.

Note also that with a single underlying and a scalar endogenous driver, we can directly apply
our asymptotic results to the most common class of mixtures models, those combining prices
with fized weights. As a model class as well as a technical tool, mixtures constitute however a
wider family and do offer interesting (but not necessary satisfactory) properties : see [BMR02],
[Ale04] and [Pit05a]), among others. They are also strongly linked to the notion of basket, which
we will cover in Chapter 2, both in the constant and in the stochastic weights configurations
(see Section 2.4 [p.134]).

Despite these positive aspects, the asymptotic nature of the results brings structural limitations.
Indeed the model is ”localised” at the IATM point. If for instance we are dealing with a SinsV
model of the parametric diffusive class (the most common type) then all functional coefficients
of the SDE will be seen through their partial differentials, taken at the initial point. True, if
these functions are analytic, then pushing our method to an infinite order would theoretically
solve the issue. Obviously in practice this is not an option, so that large variations of these maps
w.r.t. time (non-stationarity) and/or space will degrade the output quality, at a given order of
differentiation : ideally, we would like an integral approach as in [FLT97].

There is however, in the modeling community, a strong argument for stationary or time-
homogeneous models (see [Hen06] for instance). We support that view, within reason and
while maintaining some flexibility ?!, because in practice stationary models tend to stabilise
the calibration process and the hedge. Indeed, not relying on time-dependency to improve the
calibration forces the modeler to develop deeper, more involved and hopefully more realistic
dynamics. A contrario, heavily using time functions to fudge a good fit means that once the
market has moved, the new calibrated time structure is likely to be very different. Although
the later approach is easy to implement and will effectively provide an efficient calibration of
the benchmark products, it will also create wild swings for the parameters and for most other
products that are not included in the calibration set.

To some extent, the presence of mean-reversion will also require to obtain higher-order differ-
entials, as it distorts the relationship between instantaneous and averaged dynamics. Another
clear limitation of the method is that it does not envisage jumps : this is left for further research,
as it requires a very different technical context.

Overall, when using these results we usually find ourselves within one of two situations :

» cither we exploit the raw, asymptotic equations linking IATM differentials and instanta-
neous coefficients

» or we exploit these equations within extrapolation schemes, usually providing the whole
smile : this usage usually involves a large proportion of ”engineering” skills.

Let us briefly detail these two approaches, before providing some examples.

2ONote that the notions of precision and sensitivities must be clearly defined. In particular one might choose
to focus either on absolute or on relative precision.
2In particular in the absence of economic rationale which could distinguish between time periods.)



1.5. ILLUSTRATIONS AND APPLICATIONS 99

1.5.1.2 Pure asymptotic applications : qualitative approaches

Let us first turn to asymptotic applications, starting with what we shall call qualitative model
design & analysis and which clearly refers to the direct problem.

Most practitioners rely on stochastic instantaneous volatility models for pricing and hedging.
It is therefore in their interest to better understand these models’ behaviour, in particular the
influence or cross-interferences of the various parameters (vol of vol, correlation, mean-reversion,
etc.) or of specific functional forms (local volatility, time-dependent parameters, etc.) on the
volatility surface, on the joint dynamics of the underlying with its instantaneous volatility, or
with the smile, etc.

Such a precise understanding enables the agent to deliver a better hedge, and the modeler to
customise an existing model or even design a new one ez nihilo in order to fulfill given trading
needs. However most SInsV models currently used?’depend on numerical engines to price,
whether it be Finite Differences or Monte-Carlo schemes, or even (Fast) Fourier Transform.
Hence the difficulty with judging the impact of modeling choices on the smile, both in static
and dynamic terms.

Alternatively, the approach that we advocate consists in focusing on the IATM region and use
a low-level differential approach, by manipulating the usual and meaningful smile descriptors
which are level, skew, curvature, slope, etc. Clearly the ¥-(2,0) group generated by Theorem
1.2 provides most of these. We will show in Chapter 2 that, providing simple and realistic
assumptions, all TATM differentials can be expressed. In particular Chapter 3 will give the most
important ones, such as the twist and flattening (refer to the introduction of that Chapter for
a typology of the smile). Very shortly, section 1.5.2 will be dedicated to an illustration of that
approach. It will focus on the use of skew functions within stochastic volatility models, and in
particular on the comparison of the Lognormal Displaced Diffusion and CEV instances.

Still in their pure asymptotic form, we can also use the formulas in an inverse manner. We
can either exploit the recovery formulas provided by the Recovery Theorem 1.1, or try and
invert the direct expressions of Theorem 1.2. The point is usually to re-parameterise, either
totally or partially, a stochastic instantaneous volatility model by using meaningful, market-
related quantities associated to the smile. As for model analysis, the rationale is the difficulty
to appreciate the magnitude or impact of parameters in typical SinsV models, such as mean-
reversion or vol of vol. Therefore that inverse method transforms the original model into an
”intuitive” version, which is parameterised wvia its most pertinent output, the smile. Section
1.5.3 will illustrate that method on several simple examples.

1.5.1.3 Whole smile extrapolations and the pertinence of polynomials

When considering the direct problem, the temptation is great to extrapolate the IATM differ-
entials that have been computed (in particular those given by Theorem 1.2) to the whole smile,
i.e. for all strikes and all maturities.

The instinctive method to exploit these results is to develop Taylor/MacLaurin series, both in
strike and in maturity. This is indeed the approach taken by [Dur06] to describe the absolute
surface X(t, Sy, K, T'), and we propose now to mimic that effort.

Within our framework, we denote i*(t,y, ) the polynomial approximation of the sliding im-
plied volatility i(t, y,0), matched at the IATM point (¢,0,0). Let us invoke the IATM Identity
(1.2.36) along with the static results of Theorem 1.2 : (1.4.51), (1.4.52) and (1.4.53).

We then write the MacLaurin series as

22With the noticeable exception of SABR.
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As for approximating the static absolute implied volatility surface, we can use Corollary 1.5,
namely (1.2.36), (1.4.57), (1.4.58) and (1.4.53) in order to obtain :
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Quite reassuringly, these results are totally compatible with [Dur06], as proven in Annex E. It
is important to note however, that this expression cannot be used confidently for trading the
vanillas. Not necessarily because it constitutes only a low-level approximation®?, but because it
cannot a priori be guaranteed as valid, even statically. Besides, this is only part of the story,
as the dynamic coefficients b, U and 7 also need to ensure the validity of the surface in the
future, as well as satisfy the ZDC everywhere. Finally, as approzimations of the dynamics, they
must tally the dynamics of the (static) approximations : in a nutshell, both groups have to be
consistent.

At this stage of the study, we choose not to dwell into the various flavours and difficulties of those
extrapolations. Some basic considerations will later be discussed in section 4.1 and a practical
application will be presented in section 4.5. For now, it suffices to say that Taylor/McLaurin
series on the implied volatility and w.r.t. strike are certainly not the only option, and unfortu-
nately not as straightforward as we might hope. Also, we can already anticipate that the two
hurdles that any approximation will have to tackle are on one hand the wvalidity of the associ-
ated price surface (both statically and dynamically), and on the other hand the precision of that
proxy w.r.t. the real model.

The fact that we are dealing with such approximations argues in itself against pure pricing ap-
plications : the risk of inconsistency and of arbitrage could indeed be significant. But on the
other hand, these extrapolations can provide good initial guesses that can be used in static or
dynamic calibration procedures : indeed, most global calibration procedures use an optimiser,
which itself invokes heavily the actual pricer.

More precisely, having selected a (large) collection of options [K,T] for which market/target
prices are available, then for a given set of model parameters the market error is defined as
a metric’? between the model option prices and the corresponding targets. The optimisation
engine is tasked with minimising the market error, as a function of the model parameters, which
are our (usually constrained) variables. Any such engine will therefore make numerous calls to
the pricer, which itself for complex models usually consists in another numerical engine : FFT,
PDE solver (finite differences or finite elements) or Monte-Carlo. That pricer will therefore be
much slower than an extrapolation formula based on our asymptotic results, coming in closed
form.

23Higher-orders differentials should be required when far from the money
24Typically weighted squared differences, but some exact bootstrap is often involved.
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However the speed, the stability and possibly the convergence of the method will depend on a
good starting point?®. Therefore, by running first the optimisation engine on the approximate
pricer we can attain a very good starting point, in a fraction of the time required by the nominal
procedure. Also, before handing over to the real optimiser, the approximation formulas can
provide good initial approximations of the Jacobian or of the Hessian. This feature becomes
indeed very useful when the optimiser/root-finder relies on Gauss-Newton or Quasi-Newton
algorithms (typically BFGS, Broyden, or Levenberg-Marquardt : see [NWO06]). The proxy
enables also to address the possible instability issue, i.e. the existence of local minima : its

speed enables it to be incorporated in dedicated methods, such as genetic algorithms.

In terms of fast calibration, note that the pure asymptotic results can also be used, as will
be discussed in section 1.5.3. Less precise but faster than whole smile extrapolations, those
asymptotic methods can therefore be employed to initialise the procedure described above, thus
solving for the optimal parameters ”in cascade”.

1.5.1.4 Sensitivities and hedge ratios : Delta, Gamma, Vega & co.

In both application fields mentioned above, i.e. pure asymptotics and extrapolations, the IATM
differential results in general, and the first layer in particular, grant access to more than just
the smile’s shape and dynamics. Indeed they also provide hedging and risk information in the
form of many hedge ratios, including Delta, Gamma, Vega, Volga and Vanna (see p. 30 for
definitions).

As will shortly be discussed, in a market completed with options it is ultimately the hedge
strategy that is the real determinant in terms of pricing and overall risk management. And in
the context of unobservable and/or non-tradeable state variables, in particular with SV models
(both instantaneous and implied), the very notion of hedge and its relationship to various price
differentials becomes ambiguous.

Hedging with parametric diffusions

With these features in mind, we start by comparing the SImpV class to the dominant type of
SInsV models, i.e. parametric diffusions. The ultimate purpose of this model class is to describe
the dynamics of the (single) underlying Sy and a priori of no other financial quantity, especially
not of options on S;. To express those dynamics, the model is equipped with a finite number
M of auxiliary state variables (typically some stochastic volatility) gathered under the notation
z. Restricting ourselves to It0 processes, this dynamic system is then driven by the following
Markovian parametric diffusion :

(1.5.77) as, = 7(t,st,Z;F)L 4B,

as7)  d% - F(es. X B)a + h (5. %: ) B

By convention, EZ is a standard Wiener process of finite dimension N < M + 1, with unit cor-
relation matrix (i.e. with independent components) and which aggregates both the endogenous
and exogenous drivers. The measure is chosen by convention as martingale for the underlying
and for all european options considered. The individual components X;;, on the other hand,
are not necessarily driftless and can typically be mean-reverting. Finally, by F we denote the
finite set of parameters specifying the functional coefficients f(-), g(-) and h(-) which define the
parametric diffusion.

25This is particularly the case for ”scratch” calibration, where the parameters are completely unknown, but

less so for re-calibration which usually starts from the previous parameter set.
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The way in which the underlying S; as well as its dynamics (1.5.77)-(1.5.78) are generated
categorises the type of model considered, which usually come in one of two flavours :

» In Factor Models, a finite set of processes (often the components of ?t itself) represent
abstract quantities, which with time ¢ represent the actual state variables of the dynamic
system. Consequently the underlying S; is initially absent from the defining SDE system,
which typically misses (1.5.78). The abstract factors are then mapped onto the underlying
via a function. To fall back into our framework, that mapping function must be paramet-
ric’®as with some Linear or Quadratic Gaussian models. We will not dwell into this class,
which is sometimes also referred to as Markov Functional.

» In Market Models, S; is a market instrument and its dynamics (1.5.77) are explicitly
included. Formally, if ?t is empty then we have a local volatility model (a la Dupire)

whereas in the case where X; = oy we may have a stochastic volatility model in the usual
sense, such as with Heston or SABR.

Having defined the underlying’s dynamics, we now turn to the price system of European options.
The latter being uniquely determined by no-arbitrage assumptions under the chosen measure,
European prices?’will therefore come as deterministic (but not necessarily explicit) functions of

» The Markovian state variables ¢, S; and ?t (e.g. [t, St 04]).

» The parameter set F specifying the diffusion (e.g. correlation, mean-reversion, vol of vol).

» The option parameters, usually strike K and expiry T'.

The role of the auxiliary state variables ?t is partly to bring additional drivers to the smile. This
is unlike pure local volatility (LV) models for instance, which are strictly contained within purely
endogenous (PE) models. The latter see all components of EZ affect d.S¢, which allow the shape
and dynamics of the smile to be functions of the X;; components. Since those processes are
a priori non-observable and therefore non-tradeable, PE models imply a priori an incomplete
market, as opposed to their LV subset.

The parametric diffusion family can of course be cast within our SInsV framework, as specified in
section 1.1.3.1 [p.23]. But although this class is noticeably simpler than the SImpV framework,
it already exhibits ambivalent definitions for greeks and hedges. Indeed, those can come either
as partial differentials of the price w.r.t. state variables and parameters, or as individual weights
in some replicating portfolio. Furthermore, although that portfolio value process is here unique,
as an [to0 integral it can be alternatively defined against the Brownian drivers, the state variables
or some vanilla options. In the last two cases the weights are generally not unique, which is the
downside of ”hedging the drivers” through proxies.

Within the most generic framework of stochastic implied volatility models now, the picture gets
even more complex as the notion of greek becomes significantly ill-defined. Indeed, the call price
and /or the implied volatility processes are not necessarily deterministic functions of certain state
processes (including ¢ and S;) : recall that in the general case we simply dispense with state
variables, apart from ¢ and S; (see section 1.1.3.2). Accordingly, it is not a priori possible to
identify a single such state variable that could be pass as a ”volatility” and be used to define
vega, volga and vanna. Also, differentiating price or volatility w.r.t. S; becomes non-sensical in
the general case : indeed we are now facing stochastic functionals of S, all driven by a multi-
dimensional Wiener process which we know to be a.s. nowhere differentiable.

In summary, the differential definitions of Delta, Gamma and Vanna disappear, while the concept
of Vega or Volga becomes obscure. As for the definition of those greeks as replication weights

26General Factor models strictly contain this limited setup, e.g. some use a non-parametric mapping.
27 And therefore the associated marginal distributions.
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against anything else than the drivers themselves, again there is no unicity. This is always the
case when opting for a finite set of options as hedging instruments, but made even more pregnant
as we are now dealing with a continuum of these. Whereas writing the process as a stochastic
integral against some state variables is now only possible for Sy, which defines an extended delta.
Let us develop this last point, since delta is by far the most important of the greeks. Recall then
that in the SImpV context, we have the dynamics of the Call as

dC(t, S, T, K) = [—vz(zx/é)—l + VO + ATSP 07 + 10 (V2 + || |?) 0 + ASiov V0 | dt

[1.2.22 p.30] + [ASio+vevE] aw + VVI#tdZ,

The endogenous coefficient within brackets can be seen as a form of Delta because, in principle,
it is hedgeable with S; only :

ASio+VuVe| aw, = 7o [AS o+ Ve VE| ds,

Extended Delta

However this extended delta involves Black’s Vega, which can be confusing. Also, it is a priori
not measurable w.r.t. the filtration generated by the underlying or even the endogenous driver,
but that was already the case with parametric diffusion models.

We conclude that w.r.t hedging and greeks issues, our safest option is to limit ourselves to
the parametric diffusion models (thankfully representing the overwhelming majority of practical
implementations) and to define greeks most simply as differentials w.r.t. the state variables t,

Sy and ?t (the hedges) and w.r.t. the parameters ?, K and T (the sensitivities). We still have
to link those greeks to our IATM asymptotic results written on the sliding implied volatility.
Although in principle we have access to the whole smile through extrapolations, we will focus on
exact TATM results. In consequence, it is intuitive to anticipate that the limitations in scope of
the first layer (or rather, the i—(Z,O) group : order 1 in maturity and 2 in strike) will necessarily
have consequences.

Greeks vs the sliding smile

The most liquid options are usually those defined with fixed strike K and fixed expiry T' (the
absolute coordinates) and their hedging will (one way or another) invoke their price sensitivities.
In our asymptotic context, some of the natural questions to address are therefore :

» whether and how the greeks (delta, gamma, vega, etc.) - defined here merely as price
differentials -are affected by the adoption of the sliding coordinates y and 6.

» which and how IATM absolute greeks can be obtained given the results of the first layer,
i.e. with a specific set of IATM differentials for the sliding implied volatility X.

Our roadmap is the following : the first step will be to relate absolute price differentials to their
sliding implied volatility counterparts. Then in a second phase we will identify which differentials
are affected in the general domain. Finally our third step will focus on the TATM option and
derive the main absolute greeks.

Remaining within the parametric diffusion framework (1.5.77)-(1.5.78) we have both the price
and the implied volatility as deterministic (but not necessarily explicit) functions C' and X of
the state variables, of the model parameters and of the option :

Q(t,st,?t;?;K,T> - B(St, K. VT—1 ;(t,st,?t;ﬁ;K,T) )

A look at Appendix C confirms that all relevant differentials of the call price w.r.t. its arguments
can be obtained (without singularity issues) by combining the differentials of Black’s formula



64CHAPTER 1. VOLATILITY DYNAMICS FOR A SINGLE UNDERLYING : FOUNDATIONS

and on those of ¥. We have hence answered the first question, and also we note that the same
approach could be used with a Normal Implied Volatility and Bachelier’s formula.

We now turn to the second question of how to extract the differentials of the absolute implied
volatility ¥ from those of its sliding version 2, defined and denoted with the following :

(15.79) S(O) 2 £(o) with (D)é<t,st,)?§;?;K,T) and (o)é<t,st;)7t;?;y,e)

As discussed in section 1.1.2.3 [p.18] the move to sliding coordinates has embedded the two state
variables ¢t and S} into 2, now a parametric process. Clearly (1.5.79) shows that the differentials
w.r.t. the auxiliary state variable X; and w.r.t. the model parameter ? are unaffected by that
slide. In particular within a classic SInsV model such as Heston, where the volatility process
o belongs to X;, the vega and volga as well as the sensitivity to correlation and vovol are
unchanged. We are therefore left with four variables which, from the Black formula and from
the definition of y and 6, can be grouped by symmetry in a time pair (time ¢ and maturity 7T')
and a space pair (underlying S; and strike K). We get the relevant greeks as

/

» the theta »(0) = %,(0) — Xy(0) (the T-differentials are similarly obtained)
, ! Y ay
» the delta Eg,(0) = Xg(o) + Z,(0) ¢
Sy

’ = SOy wl® &, 0%

» the gamma Xgq () = Xgg(0) + 2X,4(0) 95, + X, (0) 95, + Zy(o)a—stg

The K-differentials would lead to similar equations, which are valid in the whole (K,T") domain.
As announced, our third step is now to focus on the IATM point, hence denoting

(O)é(t,&e,z;ﬁ;&,t) and (*)é<t,5t;z;ﬁ;0,0)

We take the three differential expressions above at the IATM point and get respectively

/

IATM theta  3.(8) = S.(x) — Sy()

(L5.80) IATM delta S (#) = S (%) Si £ )
t
" 5 = 2 ~! 1 Y "
IATM gamma Xg,q, (#) = J5,52(%) — 5, 05,25, (%) + ) 5, (%) + Zyy(*)]
t

We can now conclude on the second question with the following remark :

Remark 1.11 _, , .
Given the three functionals Xy(x), E,(x) and X, (x) then we have any cross-differential of the
absolute (traded) price, provided one of the following exclusive conditions is verified

» The cumulative differential orders of the time (t,T) and space (S¢,K ) pairs are both null.
» The cumulative differential order is 1 for the time pair and null for the space pair.
» The cumulative differential order is 1 or 2 for the space pair and null for the time pair.

These greeks include the theta, delta, gamma and by consequence the vanna cross-differential
(since the volatility differentials are available).

Note that the time vs space discrepancy is naturally linked to It6’s Lemma, and is manifest at
all higher differential orders with the ladder effect (see Figure 2.1 p. 101). Finally, recall that
should we wish to go beyond the differential definition of the greeks and assess the hedge by
transferring the dynamics themselves, we can use (1.2.16) [p.29] and (1.2.22) [p.30].
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1.5.2 First illustration : qualitative analysis of a classic SV model class

Later on, we will dedicate a large part of Chapter 4 to practical applications of the direct
results to current real-life models, such as SABR. Thus showing how Theorem 1.2, along with
the higher-order extensions found in Chapter 3), can be used to produce model-specific IATM
differentials and whole-smile approximations.

In this section, our ambitions are more modest, and also they take a different angle. Indeed, we
show how the first layer (Theorem 1.2) alone can be invoked, not to approach a whole marginal
distribution, but to predict the rough qualitative features of a smile, when it is generated by a
given stochastic instantaneous volatility model. In other words, we emphasize the potential of
the asymptotic results as a rapid analysis toolbox for such SInsV models.

To that intent, we select a rich and very popular SV model class, the Extended Skew Market
Model, which incorporates a local volatility component. We then examine the basic statics and
dynamics of its implied volatility surface, focusing on the close relationship between the skew
and the local volatility function. We will see that we can extend the more academic results of
pure local volatility models, with little additional work.

We then specialise these asymptotic results, and show that they allow fast and easy comparison
of two very popular local volatility instances : the Lognormal Displaced Diffusion (LDD) and
the Constant Elasticity of Variance (CEV). We show that our asymptotic results can provide
fast answers to qualitative questions regarding the respective generated smiles, in particular
the TATM level, skew as well as their dynamics. Overall, we show also that the computations
involved are simple and repetitive, which suggests a possible automation.

1.5.2.1 Properties of local volatility ”skew” functions

So far we have mainly been considering generic formulae, with only a few errands in the local
volatility framework. We have seen for instance with Remark 1.10 (p. 56) that, when designing or
specifying the parameters of a stochastic instantaneous volatility model, the triplet [0, ag+, a2 ¢]
would be sufficient to control simultaneously the IATM level, the skew and the curvature.
Although it has proven efficient to build some useful intuition, that local volatility class is
nevertheless limited as a real-life hedging model. Indeed, in practice such pure local volatility
models allow to match any smooth and valid smile, but exhibit poor, if not downright dangerous,
dynamic properties (see [HKLWO02] for instance). Essentially for that reason, both academics and
practitioners have engineered a class extending the local volatility models, and which currently
dominates the modeling approach. These modern market models, such as SABR or FL-SV,
combine both local and stochastic volatility by using a multiplicative perturbation process : we
will call them ”Extended Skew Market Models” for reasons that will be made clear shortly. But
first of all, let us formalise the generic model class :

Definition 1.2 (Extended Skew Market Model)

(1581) %St = O f(t, St) th or dSt = O gp(t, St) th
t

(1.5.82) day = h(t,a)dt + eg(t,on) dBy with pdt = (dW;,dBy)

This class clearly represents a subset of the generic parametric diffusion model (1.5.77)-(1.5.78).
We chose not to treat the latter here simply because of its (potentially) higher Markovian di-
mension and of its more implicit correlation structure. Those generate formulae which are quite
complex and therefore tend to be counter-productive for our modest purpose of illustration.

The ESMM class includes, among others, Heston ([Hes93]), Lewis ([Lew00]), SABR ([HKLW02]),
FL-SV ([ABRO1]) and FL-TSS ([Pit05b]) : they all share its principle of a local volatility model
which is then multiplicatively perturbated by the a; process. Note however that in the literature
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the dynamics specified in lieu of (1.5.82) tend to be those of the "variance” a? rather than ay
proper.

As to why we chose to present both normal and lognormal conventions, it is simply because both
are equally often found in the literature : for instance lognormal with Heston, whereas normal
with SABR or FL-SV . The "skew model” terminology can now be justified : it comes from
the fact that some of these models only allow zero correlation between the underlying and its
perturbation process : this is the case of FL-SV, by opposition to SABR. When thus restricted
to independent perturbations, they need rely purely on their local volatility function to generate
some TATM skew, hence the name.

Conversely, note that this Extended Skew Model naturally incorporates the case of a determin-
istic perturbation «(t), hence falling back onto the pure local volatility models seen previously.
The desire to present results simultaneously for the normal and lognormal conventions of the
ESMM leads us to establish first a very low-level transition formula. This is also justified by the
fact that, throughout this study, we will frequently be juggling between lognormal and normal
conventions, wherever dynamics are concerned. For instance, our results so far have been ex-
pressed using the Black implied volatility (hence the lognormal ”baseline”) while many models
(including the ESMM class above) use normal conventions instead. In Chapter 4 for example,
high-order IATM differentials for SABR will require many such conversions. Another exam-
ple of conversion between the normal and lognormal models can be found in Chapter 2, where
baseline transfers are examined. For these reasons, establishing the following Lemma is clearly
economical at the scale of the study, if a bit of an overkill for the current section.

Lemma 1.3 (Infinite-order differentiation of the lognormal local volatility function)
Assume two O™, R — R functions f and ¢ with f(x) = 2~ ¢(x). Then for n >0,

n

() — gk e k) gy,
@) = 3 0 e )

Proof.
The result is clearly verified at the initial index n = 0.
Then by induction : we assume the property verified at index n, so that

n - n! _ . B .
FeR = 3T ey [ D R ) 4 o ) |
k=0 ’
- nl(k+1) _ e = n! _ n—
= Y (ct Oftfk)') 202 R () 3 (1) Tk (k1) (n=k+D) ()
k=0 k=0
n+1 nl k n

_ (e n! _ ntl)—
_ Z (_1)k m P (k+1) S0( (k 1))(56) + (_1)k . T (k+1) S0(( +1) k)(SC)

k=1

_ .%'_1 SO(n—l—l)(x) + (_1)n+1 (n+1)!w—(n+2) Lp(l‘)
Y (- [ n!k (?(n_f)l!)t Z)"(((::r;))'— k)! } o (D) () =) ()

k=1

The bracket on the right-hand side can then be rewritten as

n!k(n—k:)!+n!((n+1)—/<:)(n—/<:)!} _ [(k—k(n—i—l)—k:)n!(n—k)!} _ [ (n+1)!
(n+1) —k)!

(n+1)—k)l(n—k)! (n+1) = Ek)l(n—k)!

and we obtain the desired expression at index n + 1.

|
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In order to apply Theorem 1.2 the first step is generally to compute the native expressions for
the coefficients of the SInsV model, as formatted in our framework by (1.1.8)-(1.1.9)-(1.1.10).
Recall that those coefficients invoked in the first layer are only oy, a1, az¢, a3 and aga .

Lemma 1.4 (Instantaneous coefficients of the ESMM)

Let us place ourselves within the Extended Skew Market Model defined by (1.5.81)-(1.5.82). In
the following formulas, we assume the functions to be taken at the immediate point, i.e. at our
current set of Markov variables (t, Sy, ). Accordingly, we use the following notations :

(1583) f=f(t,S)  ¢=t,S)  g=glt,ar)  hEh(ta)  pEV1-p?

The instantaneous coefficients oy, as, az and ase come as

> Using the Lognormal convention for the ESMM :

(1.5.84) o = i f asy = O'tz S é + peoy g asy = peoy 9

/ gy Qi

/ 14 h ,

(1.5.85) ary = Ut% =+ %0’? St2 % + o a—t + peor g St fo
f/ f/ 2 f//

(1.5.86) ag: = O'? S 72 + S 72 + S % + 3peor g Sy fé + p? e oy aig;

t

> Using the Normal convention for the ESMM :

(1.5.87) 0y = atSt_lgo as;y = at2 Stﬁ — —I—,oea,gi asy = ,o'eati
® Qi &%
/ / 124 h , 3
aip = Utﬂ-f—ff? I—Stﬁ-f—%stz@ + o — + peopg @Q—Stlsﬁ
¥ ¥ 2 Qi
/ / 2 1
agy = 0} 2—3Stﬁ+5152 72 +Sz€2@
¥ ¥
(1.5.88) + 3pegoy {90/2 _5;1@]+p262a£g’20t
¢

Given the obvious filiation of the ESMM, it is natural, easy and reassuring to verify that these
results match those obtained for pure local volatility models : see Lemma 1.2 [p.50].

Proof. (Lemma 1.4)
Using the lognormal convention, the instantaneous volatility comes straight from the cast :

(1.5.89) or = a f(t,5)

Then, simply using It6 gives us its dynamics as

doy = |aufi + b fop (dS0) + fy (dSh do)| dt + aq fy dS; + f doy

= [atfi + %atfééa?Sfo + PEOZt!JStffé] dt

+ OétféOétStdet + fhdt + feg [det + 1/1_p2dZt]
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Besides, applying Lemma 1.3 for n = 1 and n = 2, we easily get the conversions
(15.90) fy = —S;7%¢ + 857 ey and  fn = S;leom - 25770, + 257
Therefore, the first three instantaneous coefficients come respectively as

ay = afy + alS2 Py + hf + peargSiffy

= ST e+ dad P ST e - 25720 + 2570 ¢

+hS7 e + peatgw[—st_zw + 515_1@,2}

azt = O[? St f(t’ St)fé(tast) + pe g(taat) f(t? St)

= af ot S0) [=S77 et S) + ST en(t. S| + pegltan) ST et )
and
azy = epgf = €pgS; e

We can then switch oy and f with oy using (1.5.89), which provides the desired expressions.
Note that we chose to conserve the arguments in the expression of the endogenous coeflicient
ast, as we now need its dynamics :

’ ’ ’2 "
daze = [ dt + 28 ffyanday + of [ffy+ S0 o + Si ] dS,

+pe g fday + g fydS |

’ ’r2 ” ’
= [O‘?[ff2+st f2 +Stff22] + pegfy | S fdWy
+ |28 o+ pegyf | pegdWi + [-]dt + [] dZ
where we isolate again the endogenous coefficient
/ ’2 " ’ /
agt = Q?Stf[ff2+5t f2 +Stff22} +3peargSi ffo+ €9y f

Using the switch of o vs oy and f on this expression provides again with the sought formula.
We can also use the conversion formulas to obtain, under the normal convention :

ams = alp {Stlso [57%ey — 57%) + S [S7he — 7% + e [Sten — 257%0) + 2577 ]
- 3peatgso[551s0; - SJQsD] + P ggy St
then developped into
amy = af [ — 5732 + S7%00y + S 4+ Sty — 287 %0py + S; o,
— 25 %00y + 25730 ] + 3peas g [—5{2s02 + St_lswé] + p% g go St

which after simplification and switch provides (1.5.88).
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When performing this type of calculations, we recommend to identify as many recurring, sym-
metric or meaningful quantities as possible, as early as possible. Similarly, it is also a good
idea to allocate ad hoc symbols to these quantities. It might not seem useful at the current
level of the first layer, but when computing deeper coefficients (as needed by higher-order IATM
differentials, see chapter 3) they will come in handy. For examples of that ”technique”, refer for
instance to the treatment of SABR in Chapter 4.

We can now move on to the IATM differentials, both static and dynamic.

Proposition 1.3 (IATM differentials of the ESMM)
Within the ESMM framework,

» The IATM skew is expressed as

=/

(1.5.91) ¥ (,0,0) = S 4(t,0,0) + % (£,0,0)
< 1 / 1 ’
where E%f(*) = 3 oy S f— = 3 ot [St % - 1] is the "local volatility” term
~ 1
and Yy px) = J Pe o% is the ”correlation” term

» The IATM curvature is expressed as

2

~ 1 fo 1 fs fo €2 1 g 5
¥, (t,0,0) = = S, 12—~ 62 |12 G52 222 - — - 1—=p%) L
oy (£,0,0) 3 Ot 0 2t[f +tf +3Ut patg+( 2/))0%
i/z//z/f igy,p
where, again, i;y,f 1s the "local volatility” term, and i;%p 1s the “correlation” term.
In normal representation, the "local volatility” term becomes
1 " / 2
<G ¥$22 2 | P2
>, ¢(t,0,0) = —o, | 28272 _ 52 |21 41
vy, f 6 t © t ©
» The IATM slope is expressed as
=/ = = ¢ /
Ee(tvov 0) = E@,f(tv 070) + Ee,p(tv 070) + Z peyg St f
f/ 3 f/ 1 f/ 2 f//
4 _ 9t 9t 2 2 | J2 2 J22
where Eg,f(t,0,0) = 5 7 + E St 7 - 5 St [7 + St 7
SY o} 9 Ot 2 1,2 92 9t 2 2.9 o h
d ¥y (t,0,0) = — = —e (143 =] - = = — —
n 000) = el p Tearyy L] - paly G0
are respectively the pure local volatility and pure correlation terms.
The local volatility term rewrite in normal convention :
! 3 i 2 1"
~ _ 0t ¥ 9y 2 | P2 222
Ee,f(*) = 5 ; —+ ﬂ 1 — St e + 2 St 7
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» As for the dynamic coefficients, we have the IATM wvolatility of volatility as

v(x) = UfStf—?—i—peati = af Stﬁ—l —|—pe(7ti
[ Qi 2 o7
— —
ﬁ(*) _ p € oy i v (%) Up(*)
a
while the endogenous volatility of the skew comes as
~! ~! ~! 1 /
v,(t,0,0) = 1, ,(¢0,0) + 7, ,(0,0) + 5P€Y St fo
: ~ L o fé 2 f2”2 L 99/2 2 90,2,2
with Vy,f(*) = Z 0y St 7 + St 7 = §Ut 1 — St ; + St 7
and v, (k) = 1;)2 e L gy — A
Y,p 2 oy oy

Instead of heading thereupon into the proof (which is very straightforward) let us first comment
and interpret these results ; we start with general considerations, before reviewing some of the
IATM differentials on an individual basis.

First of all, it seems rather intuitive that the formulae describing the ESMM shall prove more
complex when using the Normal convention . Indeed, recall that the generic dynamics for Sy,
which define oy and therefore ay, ag, ag and agg, are Lognormal ; likewise, the implied volatility
Y. that we consider is also Lognormal. In other words, we have on one hand a ”simple” (Log-
normal) model used to define that implied volatility - the baseline - and on the other hand,
a "complex” target model written along Normal lines : this dissimilarity is what complexifies
the results. In Chapter 2, we will see that this also impacts the precision and usefulness of the
asymptotic method. Nevertheless, we will also show that adapting the baseline to the target
model is often possible. In particular the Normal baseline is frequently a natural option, and
this would certainly be the case here.

Still on the presentation of those results, the main reason why we choose to position the differ-
entials of f as numerators is to underline the inherent scaling of the problem. In other words,
it stresses the fact that the IATM differentials correspond to shape factors of the local volatility
function, while only the level depends on its scale.

The relative complexity of the formulas, in conjunction with the scaling aspect, point naturally
to a change of variables. This is indeed no surprise, since the left-hand-sides of these equations
represent (differentials of) functions of log-moneyness n (K/S;), while the right-hand sides are
functions of S;. We will use that feature in the sequel, to rewrite some of the quantities in a
more intuitive manner.

Evidently, it is easy to see that by neutralising the perturbation we fall back onto the expressions
for pure local volatility models : refer to (1.4.66) for the level, (1.4.68) for the skew, (1.4.71) for
the curvature and (1.4.73) for the slope. Accordingly we find that, as was the case with pure
local volatility models, once the perturbation process «y is set then the differentials f, fé, f;Q
and f{ taken in (¢, S;) respectively control the IATM level, skew, curvature and slope.

But the fundamental feature to note, in all the IATM differentials expressions for the ESMM,
is their clean decomposition between local volatility and correlation terms. Indeed, cross-terms
only appear in the expressions for i;(*) and 17;(*). Moreover, these two terms are very similar
and can easily be interpreted further, as will be discussed shortly. That decomposition implies
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that we can interpret many features of the model by referring to, respectively, pure local volatil-
ity models (Dupire) or pure correlation models (such as Heston). These two classes extreme
instances of the ESMM : the local volatility model is obtained with oy = 1 or oy = f(¢t,S;),
while the pure correlation model correpsonds to f(¢,S;) =1 or oy = ay.

Let us now comment individually on the IATM differentials. First, with respect to the skew
E;(*) we remark that the correlation term E y.p 18 bydefinition unaffected by the presence, and
therefore choice, of the local volatility function f(-). Consequently, when considering skew vs
local volatility issues in this model framework, we will focus purely on 5> o f which is equivalent
to considering pure local volatility models.

That said, the correlation parameter does provide an additional degree of freedom which helps
control the IATM skew. The Heston model for instance, relies solely on that correlation to
create that descriptor, and can nevertheless be calibrated to fairly extreme market skews.

In fact, we observe it is actually the term p € g, i.e. the product of correlation with the lognormal
volatility of the perturbation *® which will provide that additional skew. In other words, the vol
of vol "activates” and ”compounds” the correlation, which is not to say that they cannot be
dissociated, as proven by the terms Eyy , and 2,97 p(*). Overall, this behaviour should come as
no surprise to any modeler or practitioner with experience of Heston or SABR, for instance.
Conversely, when that correlated perturbation oy is not available (as per FL-SV [ABRO1] or
FL-TSS [Pit05b], which both use an independent perturbation), the skew function f(-) might
have to be fairly extreme to match the market skews. It is possible to use a very steep f(:)
around a certain point S}, but not across a whole range of underlying’s values. This means that
the conditional smile will lose its skew, whereas there is no such constraint with il% p(x), which
can consistently create skew for all values of S;. Not surprisingly, there is a strong analogy with
the smile curvature issue (local vs stochastic volatility) as discussed in [HKLWO02].

In term of calibration capacity, this is a main advantage of the SABR class, for instance. Indeed,
that model can use correlation to control its skew, allowing to specify the LV function to achieve
other aims, such as controlling the backbone.

Turning now to the curvature i;y (%), we observe the same decomposition between the effects
of local volatility and correlation : this property is very convenient, both in terms of model
design and static calibration. The relative complexity of the Eyy f( ) term suggests to align the
variables on both sides : indeed, we have a differential w.r.t. log-moneyness y on the left-hand
side, and w.r.t. S; on the right-hand side. We elect to define a new local volatility function in
sliding coordinates via

l(tay) é f(tast)

Then the transition formulae of Appendix B allow us to rewrite

~ 1 [ . 1,1/ 1 11 1,
Eyy,f(*) = gat Stj( St) l2_§st [7( St) lz} Stjs—tg [124-[22] ]

1 / 2
! A
- 3% T T 9 [z]

which gains in coherence and compactness, but also lends itself to an easier interpretation. Note
in particular that the second term corresponds to the squared skew, and also that the scaling

property has been maintained. Indeed, the equation links the normalised curvature o, ! E;y (%)
to the shape of [, and not its scale.

Bear g(au), sometimes abusively called ”vol of vol”
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Looking at the expression for 5;, notwithstanding a single cross term we observe a similar
decomposition between local volatility and correlation terms. Focusing first on the local volatility
term, it appears that it corresponds to the endogenous volatility of the LV term of the skew.
In other words, the LV-p split extends consistently to the dynamics, just as if we were dealing

with a pure LV model :

LV

a0 B S, 60 = [dt + 5[ fo+ Sifn]dSi = [Jdt + Sou[Sufs+ SEn] aw

17;’ ;)

To reduce the complexity of that ﬂ; f(*) term, we can proceed in the same manner as before by
changing to sliding variables. The new expression reads

1\ I , 1
JOIEE

W, 1

l/ l//

l

1 l//
] = 30T

In other words, the convexity of the local volatility function creates positively correlated dy-
namics for the skew (and conversely if concave).

As for the correlation term 5;/7 p(*), we observe again that the split between LV and p is extended
to the dynamics, as if we were dealing with a pure correlation model such as Heston :

~, Pure p =7 1 9/2 g L o249 | g

) =" dx = [ SPE| T — = I ) ar |72 oy

d y(*) d y7p(*) [[] dt + 5P [Oét 04%] doy [] dt + ol € o [92 OéJ dW;
D;,p(*)

In the 5;/7 p(*) expression itself, we can interpret the bracket as representing the local ”over-
linearity” of the vol of vol function g. In practice that function g is chosen such that g(0) = 0
in order to maintain the non-negativity of the multiplicative perturbation «;. It is also often
taken as a power : typically g(z) = 2% with 8 < 1 to ensure sub-linear growth and therefore
existence of the solution for the SDE (1.5.82) (as per It6’s conditions). This is in particular
the case for Heston (8 = —1), SABR (8 = 1) and most FL-SV or FL-TSS implementations (if
(V') = V7 for the variance then § = 27 — 1). In that case we have the correlation term as
(1.5.92) Z;m(*) = %pQ ol B -1]1d <0

That formula tells us that whenever g is a sub-linear power, the contribution of the effective
correlation (i.e. the product p € g) on the skew’s endogenous volatility will be negative. In other
words, it will tend to make the skew and the asset negatively correlated.

It would certainly be tempting to assume that an upward movement of the underlying S; will
(on average) be associated to a downward move of the IATM skew f];/(*) Unfortunately at this
stage of the documentwe do not currently possess the required results to conclude so : contrary
to the underlying, the IATM skew does exhibit a drift coefficient E’y (%), and this finite variation
term has a priori no reason to be null. It would be an easy task to derive the expression for
Z;(*) in the simple Heston Framework for instance, but this falls outside of the scope of this
simple interpretative section. The generic formula, however, will be provided in Chapter 3 : see
(3.2.30) [p.163].

Finally, let us link and interpret the two cross-terms appearing in the expressions of ilg (%) and
17;(*). They are indeed almost identical, and can usefully be linked to the local volatility and
correlation terms of the IATM skew, by noticing that

peg(t,ay) S fé(t,St) = 4 ilyj(*) i];hp(*)

which explains why we did not deem useful to provide either cross-term with normal conventions.
Having completed this interpretative review, let us now move on to the proof.
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Proof. (Proposition 1.3)
Using the generic result (1.4.51) and the expressions for o, and as as per (1.5.84) the skew comes
as

~ 1 1 1 g 1 0.
Y o= Zg8 22 z 2 - = g, 2 _
y 5 Ot £ +2P€at 2Ut[tsp

For further use, we pre-compute

2

2
+p26%3[§} L 2pealgs g,

/ 2 f/
2 2 4¢2 |J2
az, = |0y St + peoy a_] = 0, 5 [_ .

f

Then using the generic curvature formula (1.4.52) along with the specific expressions for ag and
agy given respectively by (1.5.84) and (1.5.86), the ESMM curvature comes as

2

S 1 3 I f Fa ' 22 9
Eyy(*) = @ (o St ? + St ? + St 7 + 3 pPETEYg St f2 + p- € Ot a—t 9o
1 g 2 1 f’ 2 g 2
2y 2 2 4c2 |2 2 2 2 2 !
+@(1—ﬂ)6 ey |:Ol_t:| BT oy S 7 + p7 € o [OZ_J + 2peo; g5 fo

which, after simplification and grouping the terms, provides

2

t,0,0) = %O’t Sté — 15152 [f

félz et 1 2 g 9 9 92
§2 222 — = 1—— =
7 5 + 5 + P atgz + ( r°) =5

f g ¢ 2 (&%

"
yy(

where only the first term depends on the local volatility function. With the normal convention,
this term becomes

= 1 QD, B 1 SD, )
Pang (0.0 = goe | S [_2 . ] — 3% [_2 -5t o+ s

P22 _ 99172 | 9g-2
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1 ’ 1" /
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1 . 1 .
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Let us now tackle the slope : injecting (1.5.84), (1.5.85) and (1.5.86) into (1.4.53), we get

’

=/ g 1 ’ h /
20(*) = Ztldgst%—i-pEUto% +§ Ut%—F%O’?S?% + Uta—t+p60tgstf2]

1 / ’ 1" , ,

5 U?St %‘i‘st % +St% +3P€Ut95tf2+/72620t0%92
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After simplification and grouping the terms, we obtain

/ / /2 12
-, ot f o} fo 1 o | fo o Joo
Yo(x) = w7+ o | Se T - S SE | 2 | + SE S
2 f 12 f2 f f
+"_t2e£+262[1+12]i2—2262i’+ﬁ£ + Zpegs, f
1P T 12 2P 1, 6" “w? T o g PeIgm

(S

Let us convert the first term using the normal convention :

2 -
/ 3 / —1 ’ —1 " -1 ! —92
S gt ¥ 9t Py —S; ¥ 1 P — S 2 | P2 — 25 ¢y +25, "¢
> = -2 4+ L |2t gz “t 7 S
9,7(*) 2 o T 1o t - 3 [t + 5¢ -
! ; :
/ 3 / / / " /
1
= 2A LT g 2 g2 | P2 06,22 pq| 4 [§2P2 96,72 49
2 ¢ 12 P 2 2 2 B 2

which after simplification and grouping provides the desired result.
Turning at last to the dynamic coefficients, we inject (1.5.84) and (1.5.86) into (1.4.55) to obtain

2

~ 1 3 fé fé fé/2 ! 2 2 g
v,(x) = — |0/ S = 4+ 5 |= + Sy == + 3peot g S + € oy —
y() 20, t Ot G t 7 tf peatgSt fo p ttgz
1 1/2 92
4 @2 2 2 2 2 2 !
- — S = + = + 2 Sy f
2? o; S} poe at[ t] peo; gSt fo

Which, after simplification, provides

i 1 fl f” 1 g / g 1 /
v,(t,0,0) = 5%2 St72+st2% +§P2€2a—t |:92_a_t +§P695tf2
7, (%)
with
o 1 5 — St no — 257 o, + 2872 1 . .
Vyf(*) _ _O_t2 _5, 2 t P + St2 P22 t P2+ 25 "¢ _ _O_t2 1 — Stﬂ i SE@
’ 2 @ @ 2 @ @
1

1.5.2.2 Application : comparison of the LDD and CEV skew functions

We have established with Proposition 1.3 the Layer-1 results for the generic ”Extended Skew”
class : we apply them now to the two most popular forms of local volatility functions, the
Lognormal Displaced Diffusion (LDD) and the Constant Elasticity of Variance (CEV). These
two models are commonly and concurrently used in their pure local volatility version (see [SGO7]
for a comparison) i.e. with a; as a deterministic function of time. We can easily extend them
by adding a multiplicative perturbation as per (1.5.81)-(1.5.82) so that they fit into the ESMM
framework. Following the normal convention, the models are then specified with :

LDD :  pu(s,x) = Xa(s) (z + d(s)) and CEV : og(s,2) = Ag(s)z’®

Both forms of local volatilities are commonly used, either on a standalone basis or within two-
dimensional local /stochastic volatility models (such as SABR). Their role is essentially to simul-
taneously control the static IATM level and skew, exploiting the fact that each is specified by a
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pair of time functions : Agq(-) and d(-) vs Ag(-) and 5(-). However either local volatility function
inevitably generates some unwanted and rather distinct side-effects. So that in the literature,
as well as among practitioners, the argument for and against these two respective forms of skew
functions has been a recurring issue of the modeling process. Rather surprisingly, few papers are
available that provide a clean answer to these questions. For a prompt review of CEV properties
(which is more technical than the LDD) a good reference is [AA00], while a comparison of the
two models (based on a small-time expansion) is provided by [SGO07].

In this context, we will show that the asymptotic results of Theorem 1.2 are well suited to settle
(almost) effortlessly a large part of that old argument. Our objective is to justify rigorously
how to achieve the joint level and skew fit, and in particular how to match one model onto the
other. Naturally this will lead to expose the limits of such an approach for the smile, both in
static and dynamic terms. In order to ensure comparability, we assume the same multiplicative
perturbation process .

We show that once the static level/skew is achieved, the sliding TATM option will have the
same volatility (both endogenous and exogenous coordinates) in both cases, and therefore that
the fixed-strike IATM option will have the same delta. However, we will also see that other
important quantities will necessarily be different, and how to approximate these discrepancies.
Of particular interest for trading are the static smile IATM curvature, the volatility of the skew,
the drift of the sliding TATM option, and the Gamma of the fixed-strike IATM option.

As we have seen with Proposition 1.3, with regard to TATM level and skew the effects of correla-
tion (and thus of the perturbation ay) are dissociated from those of the local volatility. Therefore
it makes sense to recall the structural differences between the two models in their pure LV form.
It is well-known than when d and § are either constant or time functions, both pure local volatil-
ity models provide closed-form solutions for calls and puts, which makes a large part of their
appeal. However the solutions of their respective SDEsexhibit significantly distinct behaviours.
Of particular concern are the existence and unicity of the CEV solution® and the support of
the distribution for the LDD solution ([—d,+oco[). Also, the (right) tail characteristics can be
very different, affecting several quasi-vanilla products, such as CMS options.

The extension of the two models to a diffusive «; inherits and enhances most of these differences.
Furthermore, the ESMM decomposition between LV and perturbation effects ensures that few
novel features are introduced. For instance, the backbone is controlled mainly by the LV func-
tion®*’and will therefore produce distinct conditional smiles, although the presence of stochastic
volatility does ensure some delta stickiness. Although the joint local/stochastic volatility con-
text of the ESMM allows for further control of the smile properties, we will (artificially) consider
that the primary role of ¢(-,-) is to control the IATM level and skew.

Our first move is obviously to unify the two local functions under the Extended Displaced CEV
denomination, which is discussed for instance (in a time-homogeneous version) within [AA00].

Definition 1.3 (The Extended Displaced CEV model)
Consider the EDCEV model to be specified as follows :

Sy = oy ap(t,S) AW, with — ¢ap(s,z) = Ms) (2 + d)°
(1.5.93) doy = h(t,oq)dt + €g(t,ap) dBy with (dWy,dBy) = pdt

We can then apply directly Proposition 1.3 in order to obtain the relevant IATM differentials.
Again, due to the clear distinction between the correlation and local volatility effects, it is
sufficient to express only the latter.

For positive 8 : if 8 < 1 zero is an attainable boundary, for % < B8 < 1itis an absorbing boundary, and for

0<B< % there is no unicity of the solution unless a boundary condition is specified (absorption or reflection).
Obviously for 8 > 1 the sub-linear growth Itd condition ensuring existence is not satisfied.
OB(x) = e 57 p(Se)
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Corollary 1.12 (IATM level and skew of the EDCEV model)
We have the IATM level and skew as

=/

(15.94) S(x) = ar A(t) S (Sy 4 d)f and Y, = (%) [75(75)& _ 1]

1
2 Sy + d(t)
Which we can also express in strike units, using Corollary 1.5 :
/ 1 ¢ d
D) LDD) = —=- —
s (LDD) 28 Si+d
Consider a CEV and LDD models with matching IATM levels and skew.

Ignoring the IATM argument (x) = (t,0,0) for > and i;.f, we provide the transfer formulas :

! 1
Sy s (CEV) = —5% (1-8)

. 1 e« 1- 3 —28,%,
Ay = AgBSPY = —[22 +z} and  d = = S
¢ 8PS ap 77w 3 95 .+
Y, f
_ s 1 ~ 2515 S o,
_ Sg+d u, f — 13 — -1
As = A(Si+d)S, = 55, and B S 1425715

Note that by normalising the displacement with d(t) = ¢(t) S the equivalence between the two
skew parameters becomes even more obvious. Indeed, we then get the local volatility-induced
TATM skew as

(1.5.95) 5y, 4(£,0,0) = %i(*) [ﬁtiw - 1]

Formulae (1.5.94) and (1.5.95) show that the E-LDD and E-CEV models can a priori be matched
simultaneously in level and in (negative) skew. The latter is clearly bounded, even more so in
the pure LDD and CEV cases, where for positive () and ¢(-) the value of —1/2 ¥ (%) cannot
be exceeded (see [LWng| (p.5) for instance). However each model achieve these targets with
distinct consequences on the marginal distributions. For example, recall that a CEV with
B = 1/3 demands specification of the boundary conditions, while the equivalent LDD requires
a displacement of d = 2S5; to achieve the same skew : for most underlying this support be
considered unrealistic. By comparison, the EDCEV model allows to reach the same negative
skews in a healthier way, for instance by taking 5 = 1/2 and then using the displacement to
complete. Overall, these results expose the limitations of pure local volatility models vs their
(correlated) stochastic volatility extensions. Let us now move on to the proof.

Proof.

In this proof we will omit the arguments of 3 and i;ﬁ 2 which will be taken in (¢,0,0). Within
(1.5.94) the IATM level is given by the cast, while the IATM skew comes directly from (1.5.91).
Let us first consider an Extended LDD model with a given perturbation process ay, and assume
that it is matched to a given IATM level and skew. Then the skew match gives us

-, 1-T S S 2% 4% 25,5
Y, = 3X [ LA 1] hence ‘ = w7 thus d = #
' 2 |S;+d Si+d by QEy + X
while the level match provides
> AaS7L(S: + d) h A L o = [25, 4 ]
= o ence = — = —
tA\dP¢ t d ay St + d ay y, f

Let us now assume instead that this Extended LDD is matched to a given Extended CEV model.

Then the skew match followed by the level match give us sequentially
1 5} 1-3 5-1
= = d = —— th +d = B =
Sy +d S = 3 en Aa [St + d] AgS = A BAsS;




1.5. ILLUSTRATIONS AND APPLICATIONS 7

Conversely, let us then assume a CEV model, and suppose that it is matched to a given IATM
level and skew. Then matching the skew gives us

=/

1 5 <1
Eyaf = 52 [5 - 1] hence 5 = 1 + 22 1Ey7f

while the level match provides

= _ 1 = 2515
(1.5.96) Y o= a8 = Ny = =3x8

O
Suppose now that this Extended CEV is matched to a given Extended LDD model. Inverting
the skew result in (1.5.94) before matching the level provides sequentially

S, _ .
p = St —tF d then Ag = Aa(St+d)S; b= Aa(St +d)S, s
which concludes the proof.

We have already noted in section 1.3.2 that if two stochastic volatility models (whether SinsV or
SImpV) provide matching IATM level and skew, then their endogenous volatilities ag (or v(x))
are identical. In the general case, it is not true however that the total vol of vol [ ag ; a3 ] or even
its modulus /a3 + a will be the same. As shown by the expression for ag within (1.5.87), this
is however the case for the Extended Skew Market Model, and in particular for the Extended
LDD and CEV. This is important in terms of trading because these dynamics are those of the
sliding TATM implied volatility and will therefore impact the delta of the fized-strike ATM call.
Indeed, as discussed in section 1.5.1.4 and according in particular to (1.5.80) that delta will be
identical if both models are dynamically matched in level and in skew.

However the lack of additional control parameters means that the above quantities represent the
extent of any rigorous, TATM match between the two models. Indeed, differences will appear as
SOON aS gy Of fay is invoked. In terms of instantaneous coefficients, that concerns a; and ags,
while in terms of IATM differentials it regards

» the IATM curvature i;y(*)
» the slope ie(*)

» the endogenous volatility of the skew D;/ (%).

» the Gamma of the fixed-strike ATM option

Overall, these are TATM results and a natural question to ask is whether the match of the
EDCEV model is also possible for 8 > 0. The answer is that in general we can match ATM level
and skew at a given maturity, because we have two targets (level and skew) and also two control
parameters at our disposal. However, mathematically we cannot guarantee that this system of
equations admits a (unique) solution.

1.5.3 Second illustration : smile-specification of instantaneous SV models

In this section, we take the reverse approach from the previous illustration : starting form
a given smile, we show how to build a stochastic instantaneous volatility model that would
(approximatively) generate that surface. Taking that approach further, we make the case for
the re-parameterisation of such models into what we call their ”intuitive” versions. The latter
consist in replacing one, several or all instantaneous parameters by more ”trading-friendly”,
smile-related quantities. First we discuss some generalities relevant to that approach, before
exposing several examples.
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1.5.3.1 Intuitive models : principles

An intuitive modeling approach consists in an output-oriented re-parameterisation of an existing
SinsV model. The idea is to expose that original model to the practitioner (typically a trader)
by using parameters that relate to observable and meaningful quantities. The first qualifier lim-
its us to liquid instruments, whose characteristics are either quoted (e.g. prices, rates, implied
volatilities or correlations) or easily measurable (e.g. realised volatility, historical correlation).
The second qualifier pertains to those quantities which have an actual influence on the agent’s
portfolio : they impact the prices, the hedges and/or the risk. Therefore, in order to link to the
usual pricing, hedging and risk engines, we still need to express internally the native parameters
driving the original SDE system.

Simple illustrations of this approach can already be found in practice-oriented literature. A clas-
sic instance consists in re-expressing volatility mean-reversion, in Heston’s model for instance,
as "frequencies” or time periods in the one-dimensional dynamics of the volatility. Indeed, it is
difficult to gage the impact of selecting, say, x = 0.583. And especially so because of the inter-
action of that parameter with the vol of vol and the current level of volatility. It seems more
practical however, and particularly for traders, to consider the associated (i.e. model-implied)
half-life of an after-shock decay : because that quantity can readily be compared to historical
data, simply by looking at a realised chart of ATM implied volatility.

Going back to the general approach, what our asymptotic results allow us is to extend and
generalise that approach to a much larger scale, to very complex models, while keeping some
useful flexibility. The market quantity that we select will of course be the smile, which is indeed
an observable and measurable quantity, with primordial importance w.r.t. to prices, hedges,
sensitivities and risk. In essence, we will replace some or all of the SinsV model native parame-
ters, (such as vol of vol or correlation) by descriptors of the smile, (static and dynamic, such as
curvature or skew) that they generate.

In as sense, this approach can be seen as the ”poor man’s stochastic implied volatility model”.
But, as we observed previously, the correspondence between the two classes (SinsV and SimpV)
is very strong. So that adopting the above modeling strategy consists de facto in opting for a
tradeoff : what we lose in freedom and precision®'of the specification for the SimpV model, we
gain in wvalidity, as a SinsV model is intrinsically non-arbitrable.

An added benefit of the intuitive re-parameterisation is that it reduces the complexity of
”extended” vega computations. Those usually consist in computing the sensitivity of the
smile*?w.r.t. to the model parameters, and then inverting (when possible) that Jacobian matrix,
in order to evaluate the vega/smile risk contained by exotic products. With the new representa-
tion, the process is simplified because that high-dimensional matrix is reduced or even diagonal.
Indeed, the smile in question is now (a subset of) the parameter set.

Turning to practicalities, we start by characterizing the static shape of the target smile in terms
of several of its first IATM differentials : typically the ATM level, skew, curvature and slope for
short expiry options. Alternatively, we can express or approximate these quantities with simple
options, such as ATM straddles, strangles, call spreads, butterflies, maturity spreads, etc. In
order to compute the native parameters, we can either use the results of the Recovery Theorem
1.1 [p.40]or inverse the formulae of the First Layer Theorem 1.2 [p.45].

In its principle, the intuitive approach belongs firmly to the inverse problem family ; however
we will tend to bring the results via the direct formulas of Theorem 1.2. The reason is that we
demonstrate the method here by focusing on the static properties of the smile, which are the
easiest to measure and comprehend. Obviously the method can also incorporate the dynamic
coefficients : b, v, ﬂ; and n for the first layer, all taken in (¢,0,0). Also there is a mathematical

31The method is only asymptotic, after all.
32The surface is usually represented either by a selection of points, or by a collection of parameters.
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price to pay, a structural drawback to staying purely with static quantities. Indeed, we have seen
with Corollary 1.7 that a bijectivity existed between the i—(?,O) and o04-(2,0) groups. We have
also mentioned in section 1.4.2 that assuming bi-dimensionality and some regularity assump-
tions, a full bijection could be expected between, on one hand, some groups of instantaneous
coefficients (a;;), and on the other hand, collections of IATM differentials. The thing is that
those collections of differentials include both static and dynamic quantities. Granted, we have
seen that some of these are interchangeable , since within the first layer for instance, we have
the following equivalence pairs :v(*) vs ily(*), D;/ (%) vs i;y(*) and b(x) vs i; (%). But recall also
that the dynamic coefficients relate either to the drift or to the endogenous driver. Hence %)(*)
cannot be swapped, so that removing it from the list of ”intuitive” quantities will lose us some
information, which we will have to compensate by making supplementary assumptions.

1.5.3.2 Intuitive models : examples

First, let us note that we have recently encountered such (potential) intuitive models. Indeed,
Corrolary 1.12 (p. 76) presents, respectively for the LDD and CEV models, the two native
parameters as functions of the IATM level and skew. When limited to their pure local volatility
versions, these two quantities define those models entirely. While in their extended (EDCEV)
versions, only the perturbation (1.5.93) remains to be specified. In that case it is possible to use
a mixed representation, with both native and implied (intuitive) parameters.

We now provide two distinct examples : note that these are purely ”toy” models, or demonstra-
tive instruments. As such we are not looking for high precision in a real-life model : this will be
the object of chapter 4.

The following example does not make use of a "real” SinsV model, but instead uses the generic
formulation, the ”cast” presented in section 1.1.3.1. It demonstrates how easily we can generate
desired surfaces, using sparse, low-dimensional specifications. In this case we have chosen to
illustrate with an unusual, probably unheard of, concave smile shape. Indeed, result (1.4.53)
implies that the smile generated by a SInsV model can theoretically exhibit negative convexity,
at least in the vicinity of the origin (¢,0,0). In order to verify the validity of this prediction, we
use the following toy model, which does not make use of any exogenous driver.

Besides, we have also seen that when using the asymptotic methodology, the SDE system de-
scribing the model is only accounted for via the values at the initial point. As such, this example
underlines both the efficiency but also the limitations of the asymptotic approach.

Example 1.4 (Endogenous SV model generating of a concave smile)
Assume the following stochastic instantaneous volatility model.

ds,
?t = oy dW,  with  do; = ag,dW;  and  dagy = agy AW,
t
where we chose the following initial values and parameter :
SO = 100 gy = 0.2 a0 = 0 ap = -1

On a short-term basis, there is nothing drastically unrealistic with those dynamics. The level of
volatility oy is consistent with usual market conditions, the vol of vol as is null but very unstable
and negatively correlated with the underlying : all in all, these parameters could economically
correspond to a “tipping point” in the market. This configuration typically occurs just before an
anticipated and important announcement which could swing either way : a central bank meeting
or the release of a major economic indicator.

However the resulting theoretical short-term smile is very unusual. Indeed Theorem 1.2, in
particular (1.4.57) and (1.4.58), predicts no skew and an IATM negative curvature of

p 1 1
Y (0,8;,5,0) = 35;2 o2 agy = 5100*2 0272 = 8331074
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which, using a McLaurin expansion for a strike of 95, represents a drop of = 1% lognormal IV.
The actual smile is obtained by Monte-Carlo simulation, with a million paths, for a maturity of
a week (2.1072 year) and computed for strikes ranging 5 either side of the money : it is shown
in Figure 1.3. Besides the possible economic interpretations, it is clear that the model served its

purpose, as the Monte-Carlo simulation is in accordance with the theoretical prediction’

Mat=0.02, N=1000000 paths. Para : sigma,=0.2, a2,=0, a22=-1
0.206 —

[——— Monte—carlo]

0.204 (—

0.202 —

0.198

Implied Volatiity

0.196 [—

0.194 (—

0.192

0.188 I I I I I I | I I ]
95 96 97 98 929 100 101 102 103 104 105
Strike K

FIGURE 1.3: Implied Volatility : M-C simulation with Euler scheme and At = 1073

Note that with such a high number of paths the standard error is negligible and therefore was
not represented. For readers wishing to reproduce the test, note the issue of boundary conditions
and the following identity :

asy = ag Wi hence doy = a9 Wy dW, thus oy = %GQQ (Wf - t)

Of course, there exists an infinity of SinsV models that will provide the same cast and therefore
the same TATM differentials, at least within Layer 1. This is due to the asymptotic nature of
the method, which brings two restrictions :

» the processes/coefficients as ¢, asy, etc are only considered at current time ¢

» a given IATM differential will only depend on a finite number of those coefficients

The first restriction implies that, for instance, the method will be blind to a full time-dependency
such as {o(s)},, : it will only consider the values 8§Z)0(5)|3:t until a finite differentiation order.

The second restriction means for instance that if we were interested by i;y(t,o, 0), then that
curvature would be unaffected by an over-specification in depth of the dynamics of ase. That
specification, however, might lead to a significantly different model (in terms of dynamics, long-
term marginal distribution, etc).

As a first illustration of these restrictions, it is of course possible to make the model of Example
1.4 even more realistic, especially for longer-term dynamics. We can for instance make the
volatilities mean-reverting or lognormal, thus avoiding some of the boundary issues. But all
configurations providing the same instantaneous ”cast” will generate very similar smiles, at
least for such a short, one-week maturity. Accordingly, adding mean-reversion to volatility and
vol of vol as per

dO’t = Ii((g — O't) dt + azt th and dagﬂf = K2 ((92 - a27t) dt + a9 th

33Indeed the level, skew and curvature are conform : check the 95 strike.
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would not modify the IATM level, skew, and curvature. This is because, although this speci-
fication creates a (somewhat unusual) multi-scale SV model, it effectively provides an a; (and
as1) term, which in Layer 1 only affects the slope i;(t, 0,0).

Similarly and as a second illustration, since the toy model is purely endogenous we can obtain
the same instantaneous cast with a pure local volatility model. As before, in order to match the
current values of oy, as; and ag; quoted above, it suffices®® to specify a concave f as per

% = f(S)dW,  with  f(S) = 02  f(S) = 0  f(S) = —251073
t

Clearly these conditions constrain very little the global behaviour of f(-) as a function, which
implies through Dupire that alls sorts of smiles could be generated when far from the immediate
money. Assuming f is smooth and analytical, the only way through Dupire to extend our
control over the smile would be to impose further IATM differentials f(*)(S;). In our asymptotic
framework, this would correspond to obtaining more IATM differentials via deeper coefficients
a;; - this will be the object of Chapters 2 and 3.

Let us now illustrate the intuitive re-parameterisation with another toy model :

Example 1.5 (Lognormal model with normal, correlated stochastic volatility)
Let us consider the following bi-dimensional model :
ds,

(1597) S = Ot th with dO’t = EdBt and <th,dBt> = pdt
t

with € simply a non-negative constant. Then cast is easily deduced from the original model via

a = pe and a3 = 1-—p2e¢

which justifies that both az; and as; should be positive.

Let us now assume that the agent is interested purely in the level, skew and curvature of the
smile, and that he/she prefers expressing these differentials w.r.t. strike K, rather than log-
moneyness y>°. Also, the agent chooses to ignore the slope E,T altogether, which justifies the
lack of a drift (e.g. mean-reversion) in the volatility dynamics. The exposed model parameters
are now X, E,K and E%K (all taken IATM). Then applying Corollary 1.5, we get the IATM
differentials as :

’ a9 " 1 1 a9 1 a% a%
e - ¢ s - HA[E 554
K QStO't an KK St2 |: ¢ 2 + O’? |: 3 2

which we can invert, in order to express the instantaneous coefficients as and az; as

1
/ " / ;279
ay = 28%Y%%  and a3 = \/5[53232KK+5@32K+25322 o }2

Note that we need to check the existence of a solution (i.e. that the quantity under the square root
is positive) for the given set of IATM differentials. Remark also that we could equivalently use
the inverse results (1.3.44) and (1.3.50) (see pp 40 and 44 ), providing they were first converted
to K-differentials. Finally we can use the cast to re-express the native model parameters as
implied quantities with

€ = 1/d}+d} and p=—2
\/a%—i—ag

34The simple proof is left to the reader, refer to Lemma 1.4 p. 67.
35Recall that with static quantities the absolute/sliding distinction is moot.




82CHAPTER 1. VOLATILITY DYNAMICS FOR A SINGLE UNDERLYING : FOUNDATIONS

Although our toy model (1.5.97) can be compared to Heston’s [Hes93], the dynamics of its
volatility are normal (as opposed to C.I.LR.) and therefore no (semi-) closed form is a priori
available. Note however that, were such a closed-form available for the price or even for the
implied volatility, the intuitive approach would still be pertinent.

As mentioned above, the inversion technique is by no means always possible. In the current
case, having excluded the exogenous dynamic coefficient n () from the ”intuitive” quantities,
we knew that (in the general case) we only had access to the modulus of 737,5. Therefore we
had to rely on a bi-dimensional setup (Z; is here scalar) along with the given, native constraint
that az; was positive.

This illustrates the fact that, even with valid inputs (the IATM differentials), the existence
and /or unicity of a solution might have to be enforced by applying supplementary (and possibly
arbitrary) constraints. Formally, we first have to ensure that a bijection exists between the
collection of IATM differentials that we take as input, and a group of instantaneous coefficients
(ait). This where further assumptions or constraints might have to be applied, for instance
if only shape differentials come as input, in order to establish the bijection. Then we have
to ascertain that a bijective relationship exists also between that group of coefficients and the
collection of native parameters that we wish to replace.

In practice this process rarely represents an issue, if only because the number of parameters and
the order of differentiation are usually limited (typically within the first layer). This inversion
technique will be illustrated in detail within Chapter 4, for more complex models such as SABR
and FL-SV. We will see that it can also be a quick and powerful tool for the initial calibration,
as it provides a close initial guess.

Remark also that in this example it seems more appropriate to invert the ”direct” results of
Corollary 1.5 than to use the ”inverse” formulas of the Recovery Theorem 1.1.

In our view, the fact that the asymptotic formulas lose pertinence and precision when far from
the TATM point *°does not hamper the relevance of the ”intuitive modeling”. The practitioner
should not expect to parameterise the model by specifying ex ante and with precision any long-
term smile. What he/she controls is the very short-term smile, which is certainly more natural
than, for instance, gaging the magnitude of the vovol in Heston’s model.

Note also that, as with the EDCEV model, a mixed representation using both implicit and
native parameters is certainly conceivable. With model (1.5.97) we could alternatively specify

» cither the IATM skew E/K and the volatility of volatility e.

» or the IATM curvature EIII( x and the correlation p.

But as always, any such under-specification or excessive degree of freedom would be seen as an
asset for modeling, but as a liability for the calibration process.

1.5.3.3 Intuitive models : practical usage

So far we have mentioned the principles of the approach, and broached the subject by means
of a few simple examples. Beyond the theoretical aspects and all the choices that they offer, we
have not discussed how to fit the methodology to market realities, and in particular which smile
descriptors could or should in practice be taken as input. Nor have we offered a typical way of
resolving the possible inversion issues that might arise from that choice : these are the goals of
the current section. In order to remain as generic as possible, we do not specify an actual SInsV
model, but instead we stay at the cast level. Note however that few of our following assumptions

36See discussion within section 1.5.1.1 p. 57.
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can be seen as universal : those are just fairly common features of advanced markets, at the
time of writing. We also make choices that are officially subjective : the point is to walk the
reader through the thought process and provide general directions, nothing more definitive.

We wish to specify ez ante the most relevant features of the smile, both static and dynamic,
through a stochastic instantaneous volatility model. In a trading context, "relevant” is often
synonymous with ”liquid” and in most single-underlying markets, the most traded assets will
be the following, in order of frequency :

1. the underlying

2. the short-dated ATM volatility level (calls, puts, straddles)

3. the short-dated ATM skew (binaries, call spreads, risk reversals, collars)
4. the short-dated ATM curvature (butterflies, strangles).

5. the short-dated ATM slope, providing enough liquidity in calendar spreads.

All in all, these products need to be matched at any given time, which gives us five static targets.

Although our presentation and methodology is both probabilistic and asymptotic, it is not
incompatible with some statistical approaches. For practitioners, the modeling and calibration
phases are usually torn between the implied and realised arguments : statistical arbitrage and
hedging of exotics can seem at odds. Our results allow to bridge part of that gap and combine
both approaches, because they link structurally the statics and the dynamics.
Notwithstanding some dedicated, implied products such as volatility derivatives, statistics in
our context means inference of processes, which in turn requires good-quality time series. These
must be observable, financial quantities published at a sufficiently high frequency, which limits us
therefore to the five static quantities quoted above. Incorporating the numeraire and risk premia
defining the measure, it is possible to infer historically their dynamics i.e. the drifts, volatilities
and correlations. We already know, however, that in a SImpV context the drifts are redundant,
and we will as usual consider vectorial volatilities, which incorporate the correlations.

When it comes to inferring those volatilities, the endogenous driver W; should be extracted
from the the underlying’s time series, which is the most liquid. As for exogenous components,
the first hurdle is to decide on a dimension for the the exogenous driver Z;. Given the list of
static targets, the maximum useful dimension is 4 ; the actual dimension will usually be chosen
after a Principal Component Analysis of those time series. In most markets though, only the
short-dated level, and possibly the skew, present a liquidity comparable to the underlying’s, and
even then it comes at a lower frequency. Therefore all inference of exogenous volatilities will be
less precise than endogenous ones. In our view, this statistical feature is structural and justifies
not only to use a single-dimensional Z; (in this case), but also to favour endogenous volatility
components over exogenous ones.

In accordance with these observations, and in view of our established asymptotic results, we will
therefore limit ourselves to specifying

6. the (scalar) volatility of the underlying
7. the volatility (both endogenous and exogenous coordinates) of the short-dated ATM level

8. the endogenous volatility component of the short-dated ATM skew

In total, that brings us to nine targets in order to describe the SImpV-via-SInsV model. Obvi-
ously, the underlying is matched by construction, while oy and (%) are redundant. Furthermore,
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Recovery result (1.3.37) (p. 38) shows that when specifying the IV statics and dynamics, ar-
bitrage constraints preclude the dissociation of the IATM level ¥(x) and skew E;/(*) from the

IATM endogenous volatility (x). Similarly, result (1.3.38) establishes that 5;(*) is entirely

determined by i;(*), i;y(*) and %(*) Together, these equations take us down to only four
targets, but with also four instantaneous coefficients : a1, as¢, az: and ago ;.

As occurred previously with Example 1.5, the associated inverse problem can then be made
well-posed, with the proviso that asz; be taken scalar and constrained to a given sign®” it
suffices to invoke (1.3.50) (see Corollary 1.4 p. 44).

So in principle we can infer a cast for the SInsV model ; how this cast will determine the native
parameters is an ad hoc issue, dependent on the chosen SInsV class, and might require the
introduction of further constraints. More generally, the whole process depends on the collection
of TATM differentials that was chosen, along with the parameterisation of the SInsV model.
The problem can easily be ill-posed, for instance if we have more parameters than inputs. This
kind of situation, on the other hand, is an appropriate context to introduce a more advanced
usage of the inverse methodology, namely the dynamics-influenced calibration. Let us consider
for instance the pure (re-)calibration issue of a given SInsV model. On one hand, assuming
the underlying’s path has been observed, the native parameters themselves can also be inferred
(for instance using likelihood estimators). On the other hand, dependent on which static and
dynamic smile descriptors are available, the asymptotic methodology described above provides
at least some of the a;; coefficients, which determine or constrain the native parameters. We can
then combine (hedging) or confront (arbitrage) both methods within a multi-objective optimi-
sation process. How well the solution fits each objective is a measure of their compatibility, and
therefore provides valuable information to both the arbitrageur and the hedger. The interest
for statistical arbitrage is obvious. As for hedging, let us recall that a better dynamic stability
of the parameters should also narrow down the tracking error and its variability.

In essence the principle is not new, but simply extended and accelerated by the asymptotic
results. Extended because we can now throw in the dynamics of the smile, as opposed to only
its shape. Accelerated because even the static calibration process is made easier and generic. All
in all, we gather these variants of the calibration process under the denomination of dynamics
calibration, which is strongly linked with but mitigates the process of re-calibration.

1.6 Conclusion and overture

We consider that one of the main contributions of this study is to make explicit the high degree
of equivalence between the SInsV and SImpV classes. It is by now apparent that most practical
applications will starting from SInsV models. In these cases the SImpV class becomes a kind of
artefact, not destined to be used per se but simply to approximate the generated smile shape and
dynamics. However we would not discourage a stochastic implied volatility modeling approach.
As mentioned earlier, this model class is rich and potent, although not without implementation
difficulties. Overall we see it as one of the future solutions to deal with liquid option markets,
but none the less we will tend to focus on the direct problem thereafter.

It is also clear that the subject is rich and deserves to be extended in several directions, if at
all possible. A first interrogation relates to higher differentiation orders, and the possibility
of a generic and programmable approach. In particular can we compute some others of the
meaningful differentials that describe the smile shape (and dynamics)? Another question is the
impact of using a multi-dimensional framework, and the way it affects both the direct and inverse
problems. Also, as discussed in section 1.1.2.4 [p.21], is it possible to extend the framework to
term structures, and how does it affect the structure of the problem 7

3TUsually positive as in (1.5.97).
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FIGURE 1.4: Summary sketch of proofs within Chapter 1
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This chapter is dedicated to generalising the methodology and the results established previously,
in a number of directions that offer either some practical and/or some mathematical interest.

In Section 2.1 we extend the results of Chapter 1 concerning the direct problem to higher dif-
ferentiation orders. In fact, we prove that any pure or cross-differential of the smile shape and
dynamic maps, taken at the IATM point, can be computed from the dynamics of a generic
stochastic instantaneous volatility model. Describing the associated Asymptotic Chaos Expan-
sion methodology, we identify the ladder effect which specifies structurally the order of the
computations and organise the differentials into well-defined groups called layers. We present
the generic algorithm in a way that can clearly be automated, and restrict ourselves to the
bi-dimensional case for simplicity.

In Section 2.2 we continue extending the framework but in new directions. We start by de-
composing the overall methodology into independent building blocks, and review how each of
these can be generalised. Above all, we justify and examine the introduction of alternative base-
lines to replace the lognormal model. We illustrate this point by running through the complete
methodology for the normal model, which shows striking similarities with the previous results.
We characterise those baselines in terms of suitability and discuss several ways to make their
implementation easier. In particular we present a generic but numerical method that allows to
transfer the results from one existing baseline to the next.

In Section 2.3 we extend the results of Chapter 1 on the first layer to multi-dimensional underly-
ings, drivers and dynamic coefficients. We discuss the benefits but also the difficulties involved,
in particular with regard to solving the inverse problem, and propose several avenues for further
research.

In Section 2.4 we illustrate the previous multi-dimensional results in the context of baskets,
which is both mathematically rich and financially important. We treat the case of general
stochastic weights as well as of fixed weights, with scalar but also with tensorial individuals.
We show that the computational burden can be significantly reduced by adopting normalised
notations, which in turn create and exploit an inductive structure.

Although we manage to extend the methodology in several directions and to a significant depth,
it is clear that even in this single underlying context a number of questions remain unanswered.
We obviously see these as potential for future research, and therefore as a good thing, which
explains why some sections have been drafted in the shape of a discussion rather than of a
definitive argument.

In terms of scope, and excluding the term structure framework developed in Part II, the current
chapter represents the extent of the generalisations (conclusive or not) that we have officially
considered in this study for the ACE methodology. Indeed Chapters 3 and 4 will will be focused
on applications, with the former a direct instantiation of Section 2.1, and the latter an global
illustration with specific complex models.
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2.1 Higher-order expansions : methodology and automation

In this section, we focus on the direct problem in a bi-dimensional framework, i.e. when both
the endogenous and exogenous drivers Wy and Z; are (orthogonal) scalar Wiener processes. The
extension of the methodology concerns the order of the attainable IATM differentiation, which
is shown to be infinite in both the strike and maturity directions. We prove indeed that the
input of the SInsV model, i.e. of the instantaneous volatility dynamics expressed in a chaos
diffusion fashion, allows to compute the differentials of the SimpV model (the implied volatility
surface) :

» taken in the IATM point (¢,0,0).
» both for the shape functional 3 and for its dynamic coefficients g, v and n.

» for any cross-differential order w.r.t log-moneyness y and time-to-maturity 6.

It follows that, assuming benign convergence conditions, we can approximate the implied volatil-
ity surface at any required level of precision. Given our asymptotic approach, and without going
into the assumption set introduced in Chapter 1, this assertion corresponds to making explicit
the following link :

Definition 2.1 (Direct problem in the generic bi-dimensional case)
Recall that in the generic bi-dimensional case, the SInsV and SImpV models are as usual both
defined by the same underlying’s dynamics

ds
?tt = Ot th

but differ by the specification of their own volatility, where (o) L (t,y,0) :

doy = aygdt +agy dWy + azy dZ;

dS(t,y,0) = b(o)dt + (o) dW; + (o) dZ,
dayy = axtdt +as dWy + a3 dZ;

so that in such a context the direct problem writes

oo
Oy™ooP

X(t,0,0) V(n,p) € N?

[o¢, {ase) ] =
for X e {i b 7 ﬁ}

where {a,} must be understood as the current values of all chaos coefficients. Note that we are
effectively dealing with processes on both sides.

It is worth remembering that the proof established for the first layer in Chapter 1 does not
guarantee this generic property. In the literature, other expansion approaches are available but
they are either limited at n = 2, or must be significantly and ad hoc altered to reach any further.
This is typically the case of [Osa06] for instance : differentiating the call payoff twice leads to a
Dirac function, and therefore any further y-order would require to follow a somewhat different
route. By contrast, what we aim for is an ”induction” approach, in the fashion of [FLT97],
but for the completely generic setup presented so far. By contrast, [FLT97] specialises to a
single model class, a specific bi-dimensional Markovian model, but presents the advantage of an
integral rather than differential approach, which is more appropriate for time-inhomogeneous of
even time-discontinuous specifications.
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Another interest of exposing the generic methodology is that it tends to reveal the deeper
structure of the problem, especially its various symmetries. It does so in a fashion which is
complementary to the simpler, low-order and low-depth computations of Chapter 1. It is indeed
a common theme throughout this study that the generic and the specific investigations tend to
feed each other.

But beyond its theoretical and structural importance, another reason to describe such an induc-
tion method is more applicative in nature, as we aim at enabling automation of the procedure.
Indeed the complexity of the computations, along with the mechanical and repetitive aspect of
the process, create the perfect conditions for a computer program to take over. Of course the
latter does require a very simple formal calculus module, but this is not an issue.

The choice of a simple, bi-dimensional framework is justified by two concerns. As we will see
later in section 2.3, if the direct problem is not impaired by the dimensionality of the drivers,
the inverse (or recovery) problem is deeply affected. In a nutshell, the reason for this feature
is the poorer, scalar nature of the implied volatility vs the richer, vectorial structure of the
instantaneous volatility. In other words 3 tends to aggregate the information, which is then
difficult to disentangle back. As will be shown in section 2.3, there are clearly cases where the
vectorial information can be recovered, but of course they require to consume more information
in the form of higher-order differentials of the smile. In summary the question of if and how the
recovery is possible in a generic, multi-dimensional setup has been left for further research.
The second concern is that the multi-dimensionality does not bring much more to the direct
problem, in terms of structure for the output. It does however, render the formulae more com-
plex and tends to clutter the picture.

In our view, these two reasons justify that we should stick to a bi-dimensional framework.

2.1.1 Tools and roadmap

First, for the sake of completeness, let us define formally the functional space that covers the
sliding processes that we will be considering :

Definition 2.2
We consider adapted processes on (Q,]—" AFi o ,]P’) where as before the filtration consists in

the o-algebra generated by the bi-dimensional driver, and parameterised by y and 0 as per :

A

Proc = {Xy(y,0) : Qx[0,T"]xRxR* >R}

Clearly this broad class encompasses the individual processes i(t,y,@), g(t,y, 0), v(t,y,0) and
n(t,y,0). But it also naturally contains blocks or polynomial combinations of these, which as
sub-products of the ZDC differentiation are going to be our main objects.

Note that, in accordance with the bi-dimensionality condition, the target space is R and not
some R™. As for the origin space, in the perspective of asymptotics we have included 6 = 0,
which should be seen as a limit and therefore an abuse of proper notations.

Remark also that we haven’t imposed any regularity condition : this is because the sets of
necessary and/or sufficient conditions are quite different between the shape process ¥ and the
dynamic coefficients b, 7 and n. Indeed ¥ and its differentials are destined to see their dynamics
computed, which imposes specific constraint. This is not the case for the dynamics coefficients
which will only be differentiated.

Our rationale is therefore to keep a single process definition for Proc and introduce the various
regularity packs on demand throughout the various proofs.
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We can then introduce the classic differentiation operator

Proc — Proc
v (m.p)
omtp

VUK = o X

(t,y,0)

In abridged form, we will thus denote the image of a given process by X M)y (m:p) £ Xi(y,0).
As for specific vocabulary, when X (") (t,0,0) will be expressed as a function of a collection of
chaos coefficients {a,:} we will refer to that process as being input specified. Also, the useful
compounding properties of this operator come trivially as

v(mitmep)  _  yy(mip)yy(me.p) and v(mpitp2)  —  yimp)y(m.p2)

Concerning for the link between the four target maps, we underline the following basic feature :

Remark 2.1

Once %) (t,0,0) is input-specified then, assuming enough reqularity we can use Theorem 3.1.2
of [KUN9O] (p. 75) to formally swap the differentiation and diffusion operators, deriving the
following dynamics :

d |VOPS(,0,0)| = aury dt + awoy AWy + aus s dZ
= bP)(¢,0,0) dt + ™) (t,0,0) dW, +a™P)(t,0,0) dZ,

Starting with input expression we obtain through It6’s Lemma the dynamics on the left-hand
side. Therefore, by unicity of the decomposition we can identify the finite variation term, the
endogenous and exogenous coefficients which gives us b("’p)(t, 0,0), ﬁ("’p)(t, 0,0) and ﬁ(”’p)(t, 0,0)
as function of the inputs.

We are now ready to start solving the problem set by Definition 2.1. Besides proving that the
direct problem is well-posed, this section will also provide the methodology to be followed to
access these quantities, as well as the first steps towards a computing automation.

Combining these multiple objectives in a compact fashion comes at the price of a rather unortho-
dox presentation. Indeed we will prove various statements on the fly, as part of the methodology
whose logic and progression sets the overall structure. It is interesting to note however, that the
latter revolves around the particular structure of the Zero-Drift Equation.

In light of Remark 2.1, we will focus the algorithm on the shape function ¥ rather than on the
dynamics coefficients b, 7 and n. In that spirit, we will consider the differentiation ”matrix” of
5, ie. XMP)(£,0,0) with the m index for lines and p for columns : see Figure 2.1 [p. 101] for
a graphical representation. It must be made clear that the focus on the shape functional ¥ is
in no way an indication that we value static considerations above dynamic ones. As shown by
the IATM arbitrage constraints of the SImpV model, when taken in (¢,0,0) the links between
the various differentials of X, b, v and n are very strong and it is nonsensical to define a definite
hierarchy among them. But in the perspective of the direct problem the redundancy is maxi-

mum, which explains our choice.
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Accordingly, we divide the proof and therefore the methodology in two parts, in order to cover
the whole matrix :

» In the first part (section 2.1.2) we progress along the y axis on the first column. We use
pure y-differentiations of the Immediate Zero-Drift Condition to compute any subset of
that first column. In other words, we access

5.(k0) for 0<k<m (with m € N)

» In the second part (section 2.1.3) we use cross-differentiations of the main Zero-Drift
Condition to compute a subset of column p, based on the previous computation of a
specific set of associated subcolumns on the left (i.e. of lower #-order) :

&) with 0<k< m+2(p—1) and 0<I[<p-—1 — &P for  0<k<m

The peculiar composition of the leftward subcolumn set is known as the ladder effect and
will be discussed later.

2.1.2 Computing the first column of the differentiation matrix

In order to compute 5 (m:0) (¢,0,0) for all m, we must first gather the relevant smile differentials
in a coherent set, which will be the very object on which our inductive process operates.

Definition 2.3 ( Process subset for the (m,0)-IZDC )
Assume m > 0 and let STPC(m,0) be the following set of Proc-processes :

SED (¢ y,0)  0<k<m
S17DC(m 0) 2 750 (¢, 4. 0) 0<k<(m-1) iff m=>1
at0(ty,0)  0<k<(m-2) iff m>2

Then we have the following results w.r.t. the first column of the differentiation matrix (i.e. the
pure strike differentials)

Lemma 2.1 (Differentiation of the first column in a bi-dimensional model)
In a generic bi-dimensional framework (as per Definition 2.1) and assuming non-negative indexes

i) Applying Ito to the input-expressions for 3 (m=2,0) (¢,0,0) and 3 (m=1,0) (¢,0,0)
provides these expressions respectively for  v™m=29(¢,0,0) and 7" LO(t,0,0).

i) Applying the V(™9 operator to the Immediate ZDC' (1.2.28) while assuming the relevant
reqularity pack provides a non-linear (stochastic) ordinary differential equation

o linking ™9 to the set STZPC(m — 1,0)
e where all processes are taken in the immediate domain (t,y,0)

This equation constitutes further local arbitrage constraints of the implied volatility model.

i1i) Combining these two items in an recurrent manner provides the input-specification of

S0 (40,00 VYm >0
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Also, we prove the part of Remark 1.10 [p.57] pertaining to local volatility models :

Lemma 2.2 (Differentiation of the first column in a local volatility model)
In a local volatility model defined by (1.1.5) [p.19] the set of IATM pure-strike static differentials

5 () } . . . i . { (1) }
{Eyl (%) 0cicn is provided by the corresponding set of pure space f-differentials fS'g (t,St) ocicn’

Proof of Lemma 2.1 and Lemma 2.2
Recall that the IZDC (1.2.28) can be rewritten as

(2.1.1) (1ZDC) F(t,y,0) =0

where F(t,y,0) has been defined by (1.2.21). Applying the V(™9 operator provides the (m, 0)-
1ZDC in the form of

(2.1.2) FmO (44 0)=0 Vm>1, Vy

Our strategy is naturally to prove and develop result 7ii) by induction, establishing the simple
i) and more qualitative ii) as by-products. The local volatility result is run in parallel as it is
closely related.

Initial check : for m = 0.
The fundamental TATM identity (1.2.36) [p.35] and the first-layer result (1.4.54) [p.45] along
with (1.4.63) [p.50] and (1.4.66) [p.51] show that

» applying V(9 to the Immediate ZDC provides %(0:0) (¢,0,0) as a function of oy.
> 3(£,0,0) is determined by f(t,S;) only.

Induction check : for m > 1.
The assumption is taken at level m — 1 and states that

The whole ST#P%(m—1,0) set taken in (t,0,0) is input-specified.
® Each component process of ST4P¢(m—1,0) is expressed
as polynomial in the input coefficients {a.;} and rational in oy.

® {iz(;) (%) is provided by {f;? (t, St)}

}ogz‘gm—l 0<i<m—1
We then introduce the following regularity pack.

Assumption 2.1 ( Regularity assumption package for the (m,0)-layer )
The three parametric processes

SOt y,0) POy ) and  AMT20(ty,0)

admit a (finite) stochastic limit in the immediate domain (t,y,0).

Recalling Remark 2.1 [p.90], we can now proceed with 7) and derive (through a straightforward
application of Ito’s Lemma) the dynamics of the input expressions for both 3 (m—2,0) (¢,0,0) and
»(m=10)(¢,0,0), which by identification give us respectively

the input expressions for ﬁ(m72’0)(t,0,0) and ﬂ(mfl’o)(t,0,0)
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Note that the polynomial/rational property is inherited by the coefficients through Ito.
Recall now from its definition (1.2.21) [p.30] that

F(t,y,0) £ $3%e) = $0732%(e) = yor £(e) [ 7o) — o2 Zie) |
4 | [0 - aEe] + 17RO |

Introducing the following basic results for n > 1 and f : R — R n-derivable :

(213 Tl i@) = 000 e @)

and
871

(2.1.4) o

[$2 f@)] = lgpsgyn(n—1) FO (@) +2nz fO V(@) + 2% f)(x)
with convention

By = 0 if k<0

we can derive in the generic point the process F(m:0) (t,y,0) as
1 & (k,0) (m—k,0)
- ) = m—r,
VOBt 0) = y (@] +5 kS0 [52Y _g2)

k=0
®

m—1
(2.1.5) —m oy Z ck _1§(mfkf1,o) [;(k,o)_ Uti(knLl,O)}
k=0

m—2
. ~,7(k,0) 1 _ ~, 7 (m—k—2,0) (1O~ (171 e
—1{m22}%m(m - 1)205_2 Hl/ - atzy} [V - atzy] 1+ pk.0)5(m—k=2,0)
k=0

where, on the right-hand side of (2.1.5), the first term in brackets invokes in a quadratic
fashion all the processes in set ST4P%(m,0), and these processes only. As for the second term
it can be further decomposed in (t,y,6) as

icﬁz 2 (k,0) [EQ(mfk,O) B Ut2:|

k=0
— ﬁécﬁ ﬁicig@mgwﬁm] Sf}glkgumgwwmmm .
k=0 i=0 =0
— Em: ckcici [g(m)i(lﬂ—im] Hg(a‘,mg(m—k—mq —0?]
i,7,k=0
i<k,j<m—k

We can then combine the formal (m,0)-IZDC (2.1.2) with the expression for F™ (2.1.5) taken
in (¢,y,0), which produces the explicit V(0 17DC, is valid in the Immediate region.

Then an inventory of the processes involved in (2.1.5) shows that we are faced with a functional
of 2™ (£, 4,0) and of the STZPC (m —1,0) set taken at (¢,7,0), and only those processes. The
differential equation is obviously ordinary, since no f-differential appears, and also quadratic,
which finishes to prove result ).

Invoking the regularity assumption 2.1 we can take the same explicit V™9 IZDC now in y = 0.
We end up with an ordinary equation which is affine in the only remaining unknown 5 (m0)(£,0,0)
More precisely, according to (2.1.5)
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» the linear coefficient is a polynom of oy = (¢, 0,0)

» while the constant is polynomial in the {a, .} coefficients and rational in oy.

We conclude that Z(m0E0.0) ig obtained as the required functional of the inputs so that the
induction @ has been proven at the next level m, which proves iii).

In the case of local volatility, still looking at (2.1.5) we recall that all exogenous terms are null
while for 0 < i < m — 1 each 7" (%) is the endogenous coefficients of 3(1,0) (%). By applying
It6 to the induction assumption @; it comes that the same population of TATM endogenous
coefficients invokes the pure-space differentials fm(i) for 0 < i < m all taken in (t,S). Therefore

solving for 3,(m,0)(4,0,0) through the V(™9 _1ZDC proves @ 1, at the next index m and concludes
the proof.

2.1.3 Computing subsequent columns of the differentiation matrix

Here we are interested in i(m’p)(t, 0,0) for any m and for p > 1. But before coming to the main
body of this section, we choose to establish a preliminary result, relative to the #-expansion of
cross-differentials for the functional F'(¢,y,0) :

Lemma 2.3 (Small-time expansion for the differentials of the F(t,y, 6) term)
We have, for (m,p) € N?> and y € R,

1
P Fmet (¢ 4.0) + O(6)

ch iezél Fmp=i(t y.0) =

Proof.
Let us develop the left-hand side using Taylor #-expansions, invoking the 6-differentials of
F(t,y,0) up to order p+1 :

i+1 6

o) . P o)
EICZ D e = G g |3
0

p i+l (_1)'

== -9l

7 FOme=iti) (¢ 4. 0) + O(6"+?)

=L pmp=iH9)(1 4. 0) 4+ O(0)

We now introduce the new variables k =p—i¢+jand =7 —p+ k.
Denoting (e) = (¢,7,0), we isolate the terms in F("P*1) and use Fubini in order to re-write :

» .
A - p(m,p—i)
> Ci(-1) p o)

p 62—}—1
=0
S e e A ALl +Z o F ) 40
= ! .
S 0D+ i D)l =i+ 1!
p p i 1) p 1)i+1
e —1) _ FlmptD) D (p+ 1)
_ plgFP=LRmR) (o +O(9)
kzzo Z;}g k—i—z— p)! p+1 ;(p—i-l—z—i—l))(z—i—l)
D k p+1
_ 1pkp9kp1ka 11_ 9
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Injecting the (m,0) — IZDC we get F(™9 (e) = 0 which makes the first sum start from k = 1.
Finally using Cramer formulae, we obtain the desired result :

» »

i i Fmp Z)(O)
Zcp(_l) i! git1
i—0

2 ! K (m,p+1) (g} PFL
1Pk m F ° ;
= Z(_l)p k_'ek p—1pa( ,k)(.)zcli(_l)l _7()Zcp+l(_1) +0(6)
k=0 k! 1=0 D+ 1 i1
=0
1
::;:TFMMﬂ@)+o@

Let us now establish the main results and methodology involved in the computation of the
static [ATM differential i(m’p)(t, 0,0) for p > 1, in other words for any cell or column of the
differentiation matrix. As before, we start by a qualitative result, that requires to identify
formally a specific group of processes :

Definition 2.4 ( Process subset for the (m,p)-ZDC )
For m € N and p € N*, let SPC(m, p) be the following set of Proc-processes :

SEty,0) 0<k<m+2 0<I<p

SEPD (. 0) 0<k<m

bRD(ty,0) 0<k<m 0<I1<p
§#PC(m,p) = kD(hy,0) 0<k<m+1  0<I<p

pErt)(t gy 0) 0<k<(m—1) iff m>1

kD (t,y,0) 0<k<m 0<i<p—1 iffp>1

nFD(ty,0) 0<k<(m—2) p<I<p+1 iffm>2

Which leads us to the qualitative result as

Lemma 2.4 (IATM cross-differentials of the ZDC)
Applying the differentiation operator V"P) to the Zero-Drift Condition (1.2.18) and then taking
this stochastic PDE in the IATM point (t,0,0) provides an equation that

» involves all of and only the processes in the S#PC (m, p) subset (all taken in (t,0,0)).

» is polynomial in those processes

> is affine in P (£,0,0)

In order to keep the proof lighter, we introduce now a series of low-level definitions that it will
require locally.
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Definition 2.5 ( Process subsets for individual components of the (m, p)-ZDC )
Concerning the left-hand side of the (m,p)-ZDC we set

SkD(ty,0) 0<k<m 0<I<p
s77%m.p) = _
b (ty,0) 0<k<m 0<I<p

With regard to the right-hand side, we start with the D() component

SEt Y0 0<k<m+1 0<I<p—1 iffp>1
SZPC(m,p) 2 vED(ty,0) 0<k<m 0<I<p-1 iffp>1

akD(t,y,0) 0<k<m 0<i<p-1 iffp=>1

before dealing with the E() term

SEPC(m,p) £ Skt y.0) 0<k<m

and finally with the F() component

SED Ly, 0) 0<k<m 0<I<p+1
SEPC(m,p) = Dt y,0) 0<k<(m-1) 0<I<p+1 iffm>1

kDt y,0) 0<k<(m—-2) 0<I<p+1 iffm>2

Proof.
For the sake of clarity we proceed in two steps : let us first differentiate the modified ZDC
(1.2.18) m times w.r.t. y, keeping it in the generic point (o) L (t,y,60). We end up formally with

Z CTI;;,L 53 (W’L*k,o)’g(kp)(o) _ HD(mp) (O) + E(m,O)(O) + %F(m,o)(o)
k=0

Then we differentiate p times w.r.t. # and obtain

- P =a (m—k,p—I) ~
SOk 1D s (o) bR (o)
k=0 =0
LA o) 4
(21.6) = pD™P=V (o) +0D™MP) (o) + EI™P) (o) + 3 Ci(-1) ra Fmp=1)(g)
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Assuming all invoked processes admit a finite stochastic limit in the immediate region (¢,y,0),
we can now take the limit of (2.1.6) when € \, 0. Invoking the preliminary Lemma 2.3 [p.94]
(with regard to the last term B on the r.h.s.) we obtain that

The (m, p)-ZDC taken in the region (o) £ (£,y,0) reads as

m p
(2.17) 3D ChCy T E @) = pD D (e) + B Le) 4 FEe)
k=0 1=0

Let us now take (2.1.7) in the Immediate ATM point (¢,0,0) and list all the processes involved.

Its left-hand side is a polynomial functional of all processes in the S#PC(m,p) subset (see
Definition 2.5) since it is clear that for a generic process X € Proc

XU (4y,0)  will only invoke X9 (¢,y,0) with 0<i<I and 0<j<.J
Furthermore, the developed expression is a polynomial functional of order n of these processes.

On the right-hand side of (2.1.7) we now develop and analyse the three terms individually.
First, recall from its definition (1.2.19) [p.30] that

2
D(t,y,0) = 824[(11—@2) +ﬁ2]

hence its cross-differential in the generic point (¢,y,6) comes as

. 1 m <, (£,0) N N2 (m—k,0)
Dmr=N gy 9) = vO»r-1) gchn > |:(l/—0't2y> +n2}
k=0
1O A I 2 (m=fp=1-1)
_ gz_%;cmc > [<u—at2) —i—n}

so that D™P=1 (¢ 4, 6) is a polynomial functional of all processes in the SZPC(m, p) subset.
Concerning the E term, recall from its definition (1.2.20) that

E(t,y,0) £ ¥° [29 Eyy + O'tI/ éatﬁ]
leading to
m P
E(mp) (t,y,0 ZZC&% 533 (m—k,p=1) [i(k,Hl) _ %Ufi(kw,z) T o (R zatg(k,l)]
k=0 =0

so that E(™P)(t,y 6) is a polynomial functional of all processes in subset S£PC(m, p), and of

these processes only. Besides, note that the functional is affine in i(m’pﬂ)(t, y,0).



98CHAPTER 2. VOLATILITY DYNAMICS FOR A SINGLE UNDERLYING : ADVANCED METHODS

Turning to the F' term we can 6-differentiate (2.1.5) [p.93] to get, still in (¢,y,0) :

m p+1
Vet pt y,0) = y[] +3 Z Z ckct, sz (kD) [EQ (m—kp+1-1) U?]
k=0 1=0
m—1p+1
—lp>1ymoy Z ZC,’fl_chl)Hi(m—k—l,pH—l) [g(k,l)_ O_ti(k—f—l,l)]
k=0 1=0
m—2 p+1
_1{m22}WZ ZCS—ZCIIJH Hg _ Uti;] (k1) [g _ Utily} (m—k—2,p+1-1) L ) (k241D
k=0 1=0

We conclude that F(™P+1) (¢, y, ) is a polynomial functional of all processes in the SEPC(m, p)
subset, and that this expression is affine in X(™P+D (¢ 4, 6).

Gathering the results above, it comes that the (m,p)-ZDC (2.1.7), when taken in the IATM
point (¢,0,0), invokes all processes in the set

SZDC — SgDC U SIZ)DC U SgDC U SgDC

and only these processes. Furthermore, since only SgD ¢ contains i(m’pﬂ)(t, 0,0), that equation
is affine in the latter variable, which concludes the proof.

Definition 2.6 (Layers and ladder constraint) o

A layer is a specific set of processes, which are cross-differentials of X, b, U and n taken in
(t,0,0). This layer is defined by its order m > 0 so that we denote

A

Lo £ {560, S, Sy, Sh0) b s ), 7y(6) ) |

for the first layer and

i(m—ZH—Z,i) (*) 0<i< % +1
o )
X b(m=2i:9) () 0<i<2
L 2
~(—2i4-1 4 . 1
V(m 2i+1,7) (*) 0<i< %
7 (m=20:1) (x) 0<i<

for the subsequent layers.

Note that Ly is a larger set since it serves as a base for the other sets, and that it corresponds
in fact to the 3-(2,0) group of IATM differentials introduced in Definition 1.1 [p.41].

All processes in all layers share the same distinctive geometry, which is easier to illustrate by
focusing on the shape process L(k:7) (). Indeed as we progress by one order in the 6 direction,
we lose two orders in the y direction, until the y differentiation order reaches zero.

This is what we call the ladder constraint, the origin of which is of course 1t6’s Lemma, as will
be shown shortly in the proof of Proposition 2.1. The only difference between the four processes
is the height of that ladder : the y-order is highest for i, then v, then n and b together.
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Note that the aggregate of all layers from 0 to m forms a connex set within the differentiation
matrix, a fact that we will rely on as well.

Proposition 2.1 (#-progression and ladder constraint)
Sequential cross-differentiations of the Zero-Drift Condition (1.2.18) allow to compute (assuming
they are finite) the following processes

sEP)(t,0,0) b5P)(¢,0,0) kP (¢,0,0) n®P)(t,0,0) for all (k,p) € N2
as functions of the SInsV specification [o¢,{a.+}| which are

» polynomial w.r.t. the {a..} coefficients.

» rational w.r.t. the instantaneous volatility oy.

The methodology is layer-based, in the sense that the establishement of layer L,, requires all Ly
layers with 0 < k < m, and LkJLk covers the whole differentiation matriz. Furthermore, within a

given layer the higher 0-orders require the lower ones to be established first.

Proof.
We proceed naturally by induction on the order m of the layer.

Initial check : m =0

Theorem 1.2 [p.45] provides the input-expression of the first layer Ly and satisfies the polyno-
mial /rational property, which validates the result at the initial order.

Induction check : m > 1

We assume that the property is satisfied for all L; with 0 <j <m — 1.

Let us consider a single process in the layer Ly,. From the process hierarchy within the layer
and from Remark 2.1 [p.90] we see that it is sufficient to reason on L) (x). Indeed if that
static process has the correct polynomial/rational structure, then (by It6’s Lemma) so will the
dynamic processes b%9 (x), 75 (x) and 7 (x).

Combining this feature with the induction assumption, we conclude that the property is already
satisfied for the dynamic processes b*?)(t,0,0), 75)(t,0,0) and 7*¥2)(¢,0,0).

Also, we know from Lemma 2.1 [p.91] that the first column is computable in the correct form.
Let us therefore take that single process as

Sm=2429 (%) for some i such that 1 <i< T +1

Our objective is to describe the methodology to express that process as the correct function of
the inputs, and to identify the ladder constraint.

Our first observation is that in terms of geometry and with regard to the existing layers, we can
be in only one of two positions, depending on the indices m and i :

» ecither we aim at prolonging an existing column.

» or we wish to start a new column.

Accordingly the remainder of the proof is organised along these two configurations.
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Progressing from y-index m to m + 1 (prolonging an existing subcolumn)
Let us use (2.1.7) to produce the (m —2i+ 2,7 — 1)-ZDC in (¢,y,0), which we then take in the
IATM point (¢,0,0). Applying Lemma 2.4, we conclude that we have established a polynomial

equation which is affine in the sought process 35 (m=2i+24) and involves all processes within the
subset

SEDG) 0<k<m—-2i+4 0<I<i-1

SED(x) 0<k<m—2i+2

(%) 0<k<m-—2i+2 0<I<i—1
S§7PC(m—2i42,i-1) = PED(x) 0<k<m-2i+3 0<Ii<i-1

vEDG) 0<k < (m—2i+1) iff m >2i —1
kD) 0<k<m—2i+2 0<I1<i—2

nkD(x) 0< k< (m— 20) i—1<1<i iffm>2i

and only those processes (see Definition 2.4 [p.95]). Since we can solve for S(m=20+2:0) (¢ (. 0) iff
we have input-expressed all the other processes in that subset, and since from Remark 2.1 we
must reason on Y only, the necessary and sufficient prerequisite is therefore to have

S(ED (4) with 0<k<m-—2i+4 and 0<I1<i-1

specified from the inputs. Since we have all the previous layers already, this comes down to
requiring the single process L(m~2+%4i=1) which is one step on the left in the sought layer L,,.
By induction we can work our way back to the first column, which proves that the property is

satisfied.
Progressing from f#-index p to p+ 1 (starting a new column) :

Since we are within the layer L,, that configuration requires m to be even and the process that

we want to input-specified is »(0.%)  Let us denote p = F (clearly p > 1) and consider the

(0,p—1)-ZDC, taken in (t,0,0). Applying Lemma 2.4 [p.95] we establish a polynomial equation
which is affine in 2(0-P) (with a coefficient which is a polynom of oy)and involves all the processes

in subset
SEDx) 0<k<2 0<I<(p—1)
502 (%)
§7P%0,p—1) = 50D (x) 0<1<(p—1)

pRD(x) 0<k<1 0<I<(p—1)

700 (%) 0<1<(p—2)
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and only these processes. Focusing as before on i, we have that solving for 30p) is now
equivalent to expressing

(kD) (%) for 0<k<2 and 0<i<(p-1)

as functions of the inputs. Because the layers Ly for 0 < k& < m — 1 have been provided by the
induction, this means that we only need 2(2’1’*1)(15, 0,0). In turn this places us in the previous
situation of extending a sub-column. This proves that the property is satisfied at the next level
and therefore concludes the proof.

The ladder effect is best described with a graph such as Figure 2.1. It shows that the computation
of i(m’p)(t, 0,0) requires the prior specification of i(mw’p*l)(t, 0,0), which needs the expression
of X (m+4,p=2) (¢,0,0), and so on. In other words, one sub-column of the differentiation matrix
can only provide a subcolumn for the next #-order that is two cell shorter.

FIGURE 2.1: Ladder effect in the differentiation matrix

0 1 2 3
~ S T ; . e Opv
0| S 1 ) 1 gt 1 509G ;
U] S0 S | S | g
2 | S0 | St | Se2A | i
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Oyyem (%) = (£,0,0)
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2.2 Framework extensions and generalisation

Having established a generic method for higher orders, in this section we take a step back in
order and explore the other extension possibilities for the ACE methodology. We start in section
2.2.1 by decomposing the latter into several independent building blocks or ingredients. We thus
establish a general configuration, of which we have only explored one instance so far.

This breakdown naturally suggests several avenues for extensions, more or less along each block’s
function, and we discuss each of them briefly in sections 2.2.1.1, 2.2.1.2 and 2.2.1.3. However
among these prospects, in our opinion one stands out as quite promising, and we choose to
investigate it further. This extension (or rather replacement) is the selection of a better-suited
”simple” model, which is called the baseline, and which for now has been the geometric Brow-
nian motion. It allows to re-parameterise the price surface via an implied parameter, and the
suitability of that baseline must be understood w.r.t. a given target model.

As a significant example, in section 2.2.2 we run through the complete process again but within
the normal baseline this time, underlining the structural differences and more importantly the
striking similarities with the lognormal case.

Then in section 2.2.3 we describe a series of simple techniques that can be used in order to trans-
form the IATM differentials (both static and dynamic) from one baseline to another, without
having to go through the derivation of some Zero-Drift Condition and the subsequent process.
As a general concept, we have named this approach the baseline transfer but it comes in several
flavours, all with their specific pros and cons.

2.2.1 Building blocks and available extensions

Let us first list the ingredients required by the methodology in order to provide its results for
both the inverse and direct problems. So far we have required

1. Market-wise, an underlying Sy, a (possibly implicit) numeraire N; and a continuum of
options for the (K, T) field, whose payoff is paid at T for a value of

N (X K, T) £ Np ®(X; K, T)
where X is measurable w.r.t Gp with G, 2 o(Sy). Previously these were Call options :

O(Xr; K, T) = [Sr— K]*

2. A baseline, i.e. a (simple) instantaneous model whose dynamics involve a parameter .
Typically this model will belong to a local volatility family :
(2.2.8) (baseline model) dS; = f(t,S,v¢) dBy

Furthermore the baseline must satisfy the following two properties :

» A closed-form formula is available for the deflated price of these options
(previously the Black formula)

B(t,S;T,K;¢) = EN[@®(X1; K, T) | Fi ]

» the single parameter ¢ (previously the lognormal volatility) ensures a bijection with
the deflated price, enabling an implicit re-parameterisation of the price mapping :

C(t,S; K,T) < V(t,S;; K,T)

It follows that the baseline model can use several parameters (e.g. a lognormal
displaced diffusion), but that one of them must be selected for the role of .
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3. A (possibly complex) stochastic instantaneous volatility model M, which can be cast in
a chaos into the baseline by making the i parameter stochastic. When the baseline is a
local volatility model for instance then we would write

(2.2.9) dsy = f(t,St, ) dWy
(target model) diy = a1z dt+ age dWt + ?it d?t

with the subsequent Wiener expansion on the a;; coefficients.

4. A moneyness, i.e. a bijective function transforming the native option parameters K and
T into a pair of variables z and £, possibly parameterised by the observable state variables

t and Sy :
(2,6) = my5)(K,T)

So far we have been using the log-moneyness y = in(K/S;) and time-to-maturity 6 = T —t,
since those are supposed or expected to represent the main invariance modes of the smile.
We aim at choosing the coordinates ensuring maximum stability, and in practice we will
often take & = 6.

So what are the possible avenues for extending the methodology 7 Well, as announced we can
try and modify each of the main ingredients above. However providing new complex models
(typically as input for the direct problem) is a given, since it is the whole point of our generic
approach, which leaves us with three directions.

Modifying the moneyness is certainly a possibility, the principles of which have been discussed
in section 1.1.2.3. We provide however more insight in section 2.2.1.1 and recall that the choice
of moneyness must often be adapted to the baseline in order to simplify the main Zero Drift
Condition.

Alternatively we can use payoffs that are different from European calls, but again this choice
will be closely related to the choice of the baseline. Indeed there must be an available formula
(and it must be simple enough to derive a ZDC) and ¢ must define a bijection, so that there
aren’t so many choices. Note that, for extrapolation purposes for instance, we could settle for
an approximate formula. These points will be discussed in section 2.2.1.2.

We observe that the baseline issue seems to be at the center of these choices. Furthermore
we think that there is a significant potential for performance improvement in adapting that
ingredient to the complex model M at hand. This justifies the closer attention that we brought
to sections 2.2.1.3, 2.2.2 and 2.2.3 where we discuss respectively the topics of baseline choice,
normal baseline and baseline transfer.

2.2.1.1 Extending the moneyness

Recall that, as discussed in section 1.1.2.3 [p.18] we have made the arbitrary choice of re-
parameterising the price and implied volatility surfaces, from the natural K and T variables to
the log-moneyness y = In (K/S;) and the time-to-maturity § = 7' — ¢. Granted, such a change
of coordinates is mainly cosmetic, as it does not affect the nature of our asymptotic results.
However it does have two important consequences :

» It allows the modeler to enforce some stationarity in the surface dynamics, if he/she
thinks such a feature representative of historic/anticipated market moves. For instance by
choosing the log-moneyness he/she implicitely assumes that the smile is roughly sticky-
delta. Also, it provides some symmetry in a problem which is structurally one-sided since
S; must stay positive.
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» It modifies the sliding Zero Drift Condition, which is also dependent on the choice of base-
line. Here y and 6 happen to fit that specific lognormal model, since they are the natural
variables of the (normalised) Black Scholes formula. In turn this selection contributes to
making of the ZDC a reasonably simple and therefore manageable (stochastic) PDE.

A logical question is therefore whether a different choice of moneyness could improve the sta-
tionarity and/or the ZDC. As previously mentioned (in sections 1.1.2.3 and 2.2.1) the moneyness
must ensure a bijection with the original coordinates (K,7T') and can only use the observable
state variables t and S; as parameters in that transformation. Furthermore, on the latter point
note that only S; can be absorbed, since ¢ is needed to define a process.

Classically we tend to focus on the strike dimension (with variations such as the proportional
moneyness K/S; or the simpler moneyness K — S;) while the time-to-maturity (7 —¢) seems to
remain the usual way of transposing T'. There are exceptions to this trend though, in particu-
lar when deterministic volatilities are involved. This subject will be brushed in section 2.2.1.3
dedicated to baseline changes, and will stress the level of ZDC simplification that the choice of
good sliding variables can bring (see (2.2.10) vs (2.2.11) [p.107]).

We underline though that there is a priori no imperative either to absorb S; or to split the K
and T transforms. However, in order to ensure a bijection the only practical solution does seem
to be the mapping to another pair of variables, as opposed to a singleton or a triplet. In all
generality we can have either

(t,S4, K, T) <= (t,52,6) or (t,S¢, K,T) <= (t,z,€)

as long as these functions do establish bijections. The term moneyness then refers to the bijection
m() as a whole, not just the strike aspect of it. For instance the mappings

(t,S;, K,T) <+ <t, St,K3,x/T—t> or (t, 8, K, T) <+ (t,?«T—t,lMT—t))
t

would be valid choices, albeit probably not very effective ones. It is interesting to note that by
defining the moneyness we establish in particular the fundamentals of how the ATM implied
volatility evolves with S, the extreme case being a constant or deterministic sliding IV. In that
respect the introduction of a structural backbone in the transform can be done without difficulty,
since any well-behaved function of S; is appropriate and does not have to be bijective.

In conclusion, a good choice of moneyness is obviously dependent on the baseline model, but
also on the specific real-life dynamics of the vanilla market considered. A healthy starting
point would be to select a linear transformation of the (K,T) coordinates, running a PCA'-
type inference over the historical dynamics of the smile. Indeed that procedures minimises the
residual variance which is a reasonable measure of stationarity. In that vein, [CdF02] provides
a good idea of what statistical analysis of a liquid smile can entail.

2.2.1.2 Extending the payoff

With respect to the option field, we have so far limited ourselves to European calls, and therefore
we might want to vary the payoff and/or the exercise type.

Focusing on the payoff, it is clear that we could equivalently use puts or straddles, whose Black
prices are monotonic : they increase with volatility at a given a fixed strike. The implied
volatility map would be identical to the one associated with the calls, which can be seen either
through parity or by examining the ZDC.

'Principal Component Analysis
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For the Puts it is demonstrative to follow the latter alternative : we observe that the SDE for
Put dynamics is still (1.2.22) [p.30], but where the greeks are those of a Black put. However
it leads to the Zero-Drift Condition (1.2.23) [p.30] involving only the vega, gamma, volga and
vanna, which all happen to be identical to their call versions.

The same monotonicity argument obviously stands for a strangle, because its payoff involves a
position simultaneously long (or short) a call and a put (albeit of different strikes)?. Conversely,
the bijectivity criteria makes risk reversals, butterflies, call/put spreads or binaries difficult if not
impossible to use, at least with a lognormal baseline, because they combine both long and short
positions on calls and puts. It comes that a sufficient condition to ensure the bijection (of prices
w.r.t. the baseline parameter) is clearly to limit ourselves to cones, i.e. linear combinations of
calls and puts where all the weights share the same sign.

Another avenue is to modify the type of exercise for the option, since our only requirements
were for the random variable X to be measurable w.r.t. the paths of S, between current time
t and payment date T. In consequence it is theoretically possible to envisage american, barrier
or asian options®, depending on the baseline model. Clearly with most baselines, and certainly
for the lognormal one, in the best of cases we would have to rely on an approximation for the
price (as opposed to a true closed form). In the sequel we will discuss this proxy alternative
in more practical terms, so for now it suffices to say that it degrades the performance of the
methodology but not its principles.

The main attraction of this line of work is of course to expand the domain of (quasi-) vanilla
options whose dynamics can be approximated under the complexr model M. Because in so
doing, we increase our ability to hedge a specific exotic payoff. However, irrespective of the
mathematical implications, this prospect is currently limited simply by the narrow spectrum of
options which are traded with sufficient liquidity.

2.2.1.3 Extending the baseline

In this section we justify the interest of opening our methodology to new baseline models, and
cover the case of such candidates presenting a closed-form formula, either exact or approximate.
Among the models in the former situation, we stress the important role played by the normal
baseline, which will be treated in section 2.2.2. Conversely, we also introduce the notion of
baseline transfer, which is most appropriate when no simple enough closed-form is available,
and that will be covered in section 2.2.3.

In slight contrast with the payoff and moneyness ingredients, the choice of the baseline model
suggests significant improvements for the methodology. Indeed for most practitioners the main
use of our asymptotics lie in the direct problem. More specifically, the focus will be on whole-
smile static extrapolation as a module of the calibration process, and will therefore rely on the
speed and precision of the method.

The speed is unlikely to be an issue, at least compared to full-blown numerical schemes such
as FD or Monte-Carlo, although obviously the faster the better. As for the precision, defined
either with the absolute or with the relative convention, our opinion is that it should be based
on the price rather than on the implied volatility. In order to justify this claim, we point to the
strong link between the hedging and calibration processes involved in the trading of structured
products. When the agent uses vanilla options in the replicating or hedging portfolio, either
statically or dynamically, he/she must ensure that their initial value is accurately represented
in the model. Indeed the most pertinent dynamics to consider are ultimately those of assets,

2This would be a priori useful in FX markets for instance, where the smile level is quoted w.r.t. straddles,
and the curvatures in terms of strangles.

3Note that mid-curve options are already treatable within our framework, but nowhere near liquid enough :
see page 262.
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rather than re-parameterisations such as rates or wvolatilities, if only for reasons of martingale
representation. It is therefore the price of the vanillas that will impact the structured product’s
price process, the tracking error and ultimately the P&L. There is also a more numerical aspect
to this issue, which is the impact on the market error functional. Indeed, because of the vega vs
strike profiles provided by most realistic baseline models, using implied volatility will artificially
focus the calibration process on certain parts of the smile. And in doing so, it will distort any
discretionary weighting scheme put in place either for hedging or for risk management purposes.
It comes that the quality of the price approximation depends trivially on two related aspects :

» The sensitivity of the price P w.r.t. the implied parameter W.

» The quality of that implied parameter’s approximation.

Trivially, let us write the (absolute) pricing error as a function of the parameter error :

AP(t,S;,T,K) = 8 B(t,5,T,K,0(tS;,K,T)).AU(t, Sy, K,T)

Obviously we would like some criteria to help us choose between several possible baselines,
whenever such an opportunity presents itself. Our view is that it is a priori not obvious to
differentiate between two baselines on the basis of the above price sensitivity, and our reasoning
is again backed by the vega profiles.

Comparing the lognormal and normal cases for instance, it is clear from the respective sensitiv-
ities (C.0.1) [p.VII] and (C.0.4) [p.IX] that not only each model shows significant variation in
strike, but that these profiles are different between the two models. In consequence, the optimal
choice would have to be done on a strike-by-strike basis, which tends to negate the notion of
whole-smile extrapolation and global dynamics, raises the issue of intra-smile compatibility and
probably affects the speed significantly.

The second aspect, which is the implied parameter error, is in our view closely related to the
similarity between the baseline and the complex models. To illustrate this point, let us envisage
as a complex model the following instantaneous volatility specification :

dS; = o dW; where doy = opvdZ with (dWy,dZy) =0

It seems intuitive that, as vol of vol v increases from 0, this model and therefore its associated
option prices will further and further deviate from their pure normal counterparts. We could
indeed derive an expansion in the perturbation parameter v, based upon the heat equation,
similarly to the approaches of [Lew00] (chap.3) or [FPS00a].

In this toy case, it is equally clear that using a normal baseline will provide better results, at
a given order, than employing a lognormal baseline. Taking matters to the extreme, if v = 0
then the normal baseline will provide exact results at expansion order 0. Whereas the lognormal
baseline will require an infinite order to achieve the same result. Even more structurally, it seems
futile to use a lognormal reference in order to approximate a marginal distribution whose support
extends in the negative axis. It appears that there is benefit to be gained from expanding the
collection of available baseline models.

It is possible to significantly improve our baseline specification, while staying within the broad
lognormal framework and recycling some of our existing work. Indeed and as discussed before,
one of the target’s model features that can limit the method’s efficiency is a low level of time-
homogeneity or stationarity.

Although we argue that stationarity is a healthy feature in general, practical models do employ
time-dependent parameters and diffusion coefficients, if only to match the ATM level across
all expiries. The ACE methodology, as exposed so far, will asymptotically predict the future
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behaviour of any deterministic parameter, such as a volatility o(s). It will do so through its
time-differentials at current time ¢ (o (t),0” (t), etc.) which will be invoked by successive IATM
f-differentials. In consequence we will have to compute higher layers than with a constant
volatility, in order to reach the same precision on a smile extrapolation. For the same reason,
a non-continuous deterministic volatility in general and a piecewise constant specification in
particular, would significantly impair that pure lognormal baseline.

The natural solution to this issue is the deterministic volatility lognormal baseline :

ds,

5, o v(t) dW;

We allocate the implied parameter v to the scale factor o, while v(t) becomes a shape function.
Call options are priced under that baseline model with the same normalised Black functional
as usual, replacing the constant by the accumulated variance. Anticipating the next steps, we
propose two (trivially equivalent) ways to rewrite (1.1.3) [p.16] :

either  C(t,8,T,K) = N,CBS <St,K,E(t,St,K,T). {(t,T))

oo CtS,T,K) = N,CBS <St,K,E(t,St,K,T).T(t,T).\/T—t)

[l

T
with Y21, 7) %g(t,T) and  E(T) 2 /t v2(s) ds

Writing the Call dynamics through It6 will generate new terms, compared to (1.2.22) [p.30],
due to the combined presence of the accumulated variance in the BS formula and of v(¢) in the
underlying dynamics. However the apparent complexity of these dynamics will depend on which
maturity re-parameterisation we choose for the sliding IV representation.

For instance if we opt to stick to the time-to-maturity 6 then the call dynamics will read as

dO(t, S, T,K) = V(X0 — ——)dt + A Siow(t)dW, +V TV [b dt + v dW, + nLd7}

\/5

1 1
(2.2.10) +5T SZo202(t) dt + 57 Y20 [V + | 7|%] dt + A XVOSo(t)y dt

Alternatively, if we choose the sliding maturity variable as £ then the call dynamics become

dO(t, S, T, K) = —VE(RVE) L v2(t) dt + A S,ow(t) dW; +V /€ [b dt + v dW, +ﬁid7t]
1
(2.2.11) + = rst o2 v2(t) dt + 59¢ [+ 7|2 dt +AVES opu(t) vdt

In both cases, those of the new /replacement terms appearing in the drift will modify in turn the
ZDC, which is the starting point of the methodology. But in comparing respectively (2.2.10)
and (2.2.11) with (1.2.22), we observe that choosing ¢ instead of 6 will conserve much more of
the original ZDC structure. Indeed, apart from the first term, the new expression comes simply
by replacing 0 by £ and scaling the instantaneous volatility by v(t). This is indeed the technique
employed in [Osa06] and can be interpreted as a time change. Also, it is a good example of how
setting another kind of moneyness function can simplify the ZDC.

Continuing any further with the derivation would fall outside of the scope of this study, but there
is a priori no new structural difficulty involved. Furthermore, it is possible to check the asso-
ciated computations, by downgrading the framework to the constant volatility case. Naturally
the Immediate (and in particular the IATM) smile differentials will still invoke the derivatives of
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v(+) taken in ¢, so that the shape function must be differentiable at that point. This is however
a small price to ask and an intrinsic constraint of asymptotic methods.

Overall, this new baseline allows us to manage many more real-life, complex models. In partic-
ular the Extended Skew Market Model class (refer to Definition 1.2 [p.65]) usually employs a
skew function f(-) with separate variables, so that the overall dynamics rewrite

ds
?t = oy f1(t) fo(Sy) AW where f1(:) can be discontinuous
t

dat = h(t,at) dt + € g(t,at) dBt with P dt = <th, dBt>

By allocating the baseline’s shape function v(s) to the deterministic volatility fi(s) of the
complex model, we end up with the cast

o = oy fa(Sh)

and can therefore tackle the deterministic/discontinuous volatility specification. Obviously we
have made the baseline clearly specific to the complex model, but the whole process can be
made abstract with regard to the shape function v(-), hence the approach does correspond to
our objective of genericity. Finally, getting ahead of our narrative, we note a striking similarity
between, on one hand this constant vs deterministic comparison of the single underlying setup,
and on the other hand the term-structure vs term-by-term argument in the maturity-dependent
framework of Chapter 5 (see section 5.4.2.2 [p.297]).

Deviating further from the lognormal case, it is clear that we could work with the displaced
version of that model, i.e. the LDD local volatility model, which we have already mentioned
in section 1.5.2.2. On the other side of the LDD we also find the normal model, which clearly
deserves a particular attention.

Indeed many models used in practice, and in particular those within the stochastic instantaneous
volatility class, are parameterised along the normal convention rather than the log-normal one.
This is due in part to the very steep ATM market skews experienced over the last decade,
but also to a desired/observed behaviour for the ATM delta. In that spirit, the CEV-SABR
model for instance (see section 4.2) can see either its correlation p or its power [ calibrated
to historical time series data, while the other parameter is selected to match the ATM market
skew. In current markets, this approach can result in a 8 as low as 0.2, and sometimes lower. It
is clear that such a model is much closer, in its statics and in its dynamics, to a normal baseline
than to a lognormal one.

This observation justifies in itself to investigate the application of the methodology to the normal
baseline, which is the object of section 2.2.2. However we recognise further, more mathematical
reasons to investigate the normal case. In particular we consider that using that convention
tends to align the dynamics of the underlying S; with those of its instantaneous volatility oy
and of its subsequent dynamic coefficients a, ;. And establishing such a recurring scheme seems
a priori to be a good start if we are to detect inductive structures in the generic expressions for
the TATM differentials.

Let us go back to the general need for more baseline models, and the subject of feasibility in
particular. If we were to run through our full methodology for each of these simple models,
then we would be structurally limited to those associated to closed-form pricing. This is due to
the fact that we need to derive, differentiate and then take to the limits the main Zero Drift
Condition. This ZDC will be jointly determined by each baseline dynamics, by its closed form
pricing formula and by the choice of moneyness. Leaving the latter point aside, it comes that
the feasibility or difficulty to proceed will depend on the simplicity of both the baseline SDE
and closed form.
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In practice, imposing the existence of the closed form would seriously limit the number of usable
baseline models, even more so since the formula might not be simple enough for the ZDC. To
illustrate this point, we consider the most complex (sic) market model*available with closed-
form pricing. This is the Displaced Constant Elasticity of Variance (CEV) local volatility model,
which we have already encountered in Chapter 1 :

s, = o (d + S)° aw,

In terms of closed-form pricing, the displacement d brings no additional difficulty, hence without
loss of generality we will take d = 0 and downgrade to a pure CEV. The call formula comes then
as

(2212) 0<pB<1 Ct, S, K,T) = S [1-x*(a,b+2,¢)] — K x*(c,b,a)
with
K2(1-8) 1 g2(1=h)
a = b = — CcC = L
(1=5)%c*(T —1) 1-53 (1= B)?0*(T -t

where x2(x, 7, z) denotes the noncentral x? cumulative distribution at value x, for non-centrality
parameter y and z degrees of freedom. See [Bec80] or [Sch89] for a rigorous study, while this
parameterisation corresponds to [Hul03] p.457. Notwithstanding the various mathematical reg-
ularity issues presented by this model® we observe that although the model is quite poor, the
pricing formula involves the y? function, which itself involves the Gamma function and its lower
incomplete version (see [PTVEF92] Section 6.2 for details on the relevant implementation as-
pects). Therefore, although a priori feasible, establishing the ZDC might prove very involved
and thus not practical.

We are likely to face the situation where a given model might appear particularly well suited as a
baseline (mainly because of its proximity to the target model) without any closed form solution
at hand for the chosen option type. However if an approrimation formula were available instead
for that baseline, and if that formula were simple enough to establish the ZDC, then we would
be in a position to deploy the methodology. Of course the overall precision would suffer from the
proxy aspect, but this approach offers the prospect to combine Asymptotic Chaos Expansions
with other approximation techniques, such as singular perturbations ([HKLWO02]), Markovian
projection ([Pit07]), etc.

This line of thought offers new perspectives, in particular the possibility of using a stochastic
volatility model for the baseline. Assuming we have a reasonably simple proxy at our disposal
then this price function would be a deterministic function of (¢, Sy, K,T,v) but also of the ad-
ditional state variables (including the volatility). It is simple to accommodate these features
within the existing framework, by assimilating the new initial values to superfluous parame-
ters, which are then hidden in the pricing functional B(t,Sy; T, K;1). However this approach
also leads to new mathematical questions, such as the stability of the ZDC with respect to the
closed-form approximation.

It remains that either in exact or approximate form, extending the method to new baselines is
dependent on the availability of some closed-form for that specific model. We introduce there-
fore a default approach that does not rely on establishing each idiosyncratic ZDC. Instead its
principle is to carry over the results for one central baseline to the new ones, and that notion of
baseline transfer will be covered in section 2.2.3.

4We note for future work that there are several other available classes of baselines, in particular in the factor
model class. There is for instance substantial literature on various quadratic gaussian parameterisations, but
transferring our methodology this environment requires a brand new derivation.

5For instance the boundary conditions associated to solution unicity when 0 < g < %7 or the existence/
integrability constraints when 5 > 1.
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2.2.2 An important example : the normal baseline via its ZDC.

The object of this section is to illustrate the possibility of changing the baseline model and of
rebuilding accordingly our methodology from scratch, which serves two purposes. The first goal
is to gage the level of complexity of such an approach, in the sense that we should be able to
recycle a large part of the results of Chapter 1 established for the lognormal baseline. The second
aim is to compare the actual results obtained (the ZDC, the IZDC, the IATM differentials, etc.)
with those obtained for that lognormal case. In particular, we would like to distiguish the
systemic features of the method from the idiosyncracies of each specific baseline.

In several respects the Gaussian framework is naturally simpler than the lognormal one, and
one could argue that it would have been a better choice for the foundation Chapter 1. However
most of the literature related to local and stochastic volatility, along with the associated pricing
and approximation methods, has been written along the lognormal convention. In consequence
we would have lost a certain degree of comparability.

Without surprise we have the dynamics of the normal baseline as

dsy = odW;
And the call pricing solution comes from (C.0.3) as
C(t, S, K, T) = B" <K . a\/T——t)
where B" is the normalized Bachelier formula :

(2.2.13) B"(z,v) = v g(%) — [“N(Eﬂ

v

Let us now run through the full methodology, retracing our steps quickly through sections 1.1,
1.2, 1.3 and 1.4.

Framework (parallel of section 1.1 [p.15])
As before, we assume a continuum of call option prices, represented in absolute and sliding
coordinates respectively by C(t,S;, K,T) and C(t, z,0) where the new moneyness reads :

z = K-8 while 0 = T—t

Using Bachelier’s formula, we translate these two maps into normal implied volatility surfaces
S(t, Sy, K,T) and %(t,y,0). For good measure, we check easily from (C.0.4) that 68%” > 0 and
therefore the normal implied volatility indeed provides a bijection to the price.

On one hand, the stochastic instantaneous volatility model is defined by the SDE system

dSt = Ot th
(2.2.14) doy = aygdt+ag, dW, +dg, iZ,
daQ,t = a217t dt + a227t th + 75_3,t d?t

On the other hand, the stochastic sliding implied volatility model is described by

dSt = Ot th
(2.2.15)

dS(t,2,0) = b(t,20)dt +5(t=0) dW; + 7t 200 dZ,

where as usual W; and ?t are orthogonal drivers.
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Derivation of the Zero-Drift Conditions (parallel of section 1.2 [p.29])
Our first task is to derive the dynamics of the absolute volatility, which come as

Lemma 2.5 (Dynamics of the absolute IV surface with a Normal baseline)
In the framework defined by (2.2.15) the dynamics of the absolute IV surface are given by

dS(t, S, K, T) = b(t, Sy, K, T) dt + v(t, Sy, K, T) dW; + 7 (t, Sy, K, T)* dZ,
with
(2.2.16) b(t, S, K,T) = b(t,z,60) —p(t,2,0) + 1 02 . (t,2,0) — 0y V. (L, 2,0)

(2.2.17) v(t, S, K,T) = v(t,z0)—o, 2, (t 20)

A

(2.2.18) WS, K, T) = 7nl(tz0)

Proof.
Invoking It6-Kunita’s Theorem A.1 with oy = (K ;St) we get

dS(t, S, K, T) = b(t, 2 0)dt + 5(t, 2, 0)dW; + 71 (t, 2,0) d 7+ — S.(t, 2,0) dS,
135 (t, 2,0) dI + 1 27 (t,2,0) d(S,) — V(L 2,0) oydt
— B(t,2,0)dt + Tt 2, 0)dWs + T (t, 2, 0) d Z1 — (¢, 2,0) oy AW,
~Sy(t, 2,0) dt + 3 3_(t,2,0) oF dt — V.(t, z,0)0dt

And we conclude by grouping the finite and non-finite variation terms.

We are now capable of expressing the dynamics of the actual assets, hence the next step is the
main Zero Drift Condition itself.

Proposition 2.2 (Zero Drift Condition with a Normal baseline)
With a normal baseline the Zero Drift Condition imposed on the SImpV model (2.2.15) in the

general domain (o) £ (t,z,0) reads as

Comparing the normal ZDC (2.2.19) to its lognormal equivalent (1.2.18) [p.30] we can make a
first series of observations on this structural result.
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» There is no D(o) term, i.e. no term in #. This comes from the new expression for the
Volga and will affect some of the higher-order differentials w.r.t 6 such as the arch ige (%).
Indeed successive maturity-differentiations of the ZDC will involve term D with no 6 in
factor, so that it can remain at the IATM point (see (3.6.66) [p.196

» The E(o) term is almost identical to (1.2.20) [p.30], except for its last subterm which is
missing, and taking into account the change of sliding variable from y to z. This will
quickly impact the IATM differentials as term E is invoked as soon as we differentiate
w.r.t. 0, starting with E

» The F(o) term is identical (again, replacing y with z) which should lead to a replica of
the Immediate ZDC. In turn, this suggests that all the pure-strike differentials should be
identical to the lognormal case.

It is remarkable that the two terms which are almost unchanged are those which are guaranteed
to give a finite limit in § = 0, provided the regularity assumptions are valid. This leads to
the conclusion that the two implied volatility maps, corresponding each to a their own nor-
mal/lognormal SInsV model, should have the same Immediate smile but will then start to differ
as maturity increases. However we will need the actual expressions of the IATM differentials in
order to gage with more precision that divergence.

Proof of Proposition 2.2
We now must compute the dynamics of the absolute (rebased) calls. Denoting

() 2 (t, 8, K,T) and  (x)= (K— S ¥ (t, 8, K, T) \/T—t)

respectively the absolute and sliding arguments, we can apply It6’s Lemma to the Bachelier
formula and write

0B v -1 0B 0B

dC(x) = —=(x) X(x) ST dt + ——(x) (=1) dS¢ + ——(x) VT — t dX(c)
2 Rn 2 n 2 RN
+3£JK)G-T—Oéwmmﬁ+%%i()@ﬁﬁ+2%i (T~ 1) {ax)
oB" 8 0?B"
R OPICY QVﬁT:_. < }) VT =1 b(ex) dt + S——(x) (—VT —1) owl(e) dt
+§anw(xyﬁdﬁ+§a%w(T—t)pﬂ@g+wﬁW@g]ﬁ +C-)dW§+(-Jd7t

072 Ov?

The relevant differentials of the Bachelier formula can be found in section C. The zero-drift
condition therefore reads, omitting the argument :

¢ = o( ) [ i () (70

| <K &) “J<K—&VQ<K—&><T_wphwﬁm

+
2 SVT ST Py —t: \SVT -t
which after simplification gives
K-S o? (K — S;)?
1 t 1% 1 t 2 -2
0 = —30+WT -+ —m—ow+sv +3-—535 — [V +I7I]

. . . e = =
We replace the absolute coefficients b, v and 7 with their sliding counterparts b, r and n , taken



2.2. FRAMEWORK EXTENSIONS AND GENERALISATION 113

in (t, z,0) according to (2.2.16)-(2.2.17)-(2.2.18) :

$+1

~

0 = —

N[ —
M S,

Isolating the drift, we get

~ ~n o 1
b = [29—%032224-0',51/44-5[%

Finally scaling by $* and denoting (o) = (¢, z,6) we get (2.2.19) and conclude the proof.
|

As a corollary we can express the Immediate Zero Drift Condition. Having previously transposed
the regularity assumptions of the lognormal case, we end up with

F(t,2,0) =0
so that the Primary IZDC comes as, denoting (e) = (¢, z,0)
(22.20) (1ZDC) 0 = 15%) [EQ(.) faﬂ — 23(e) oy [a(.) s i;(.)}

2| (7o) = E) 17 P

D=

We note that (2.2.20) is naturally "identical” to its lognormal counterpart (1.2.28) [p.33] and
also that we get the usual lower bound for the convergence speed.

Finally taking z = 0 comes the same IATM identity as

(2.2.21) $(t,0,0) = o
Recovering the instantaneous volatility (parallel of section 1.3 [p.38])
Our first step is to establish the IATM arbitrage constraints of the SImpV model.

Proposition 2.3 (IATM constraints on the SImpV model with a Normal baseline)
With a normal baseline, the IATM arbitrage constraints of the SImpV model (2.2.15) become

(

(22.22)  D(x) = 20:3,(%)

(2.223) 7.6 = 5 () + o) -1 |7 (%)

(2224)  b(x) = 25p(x) +or 5 (k) + o2 (%) — 1

Note that the normal TATM drift 5(75,0,0) is different by a single term from its lognormal
counterpart (1.3.39) [p.38]. As will be seen in the proof, this is simply because of a different
expression for the functional E(t,vy,6).

-~ ~, o z . z -~ =\2 =
+0[b—29+%afzn—atuz]+§at[u—at24+%~— [(V—atﬁz) +HnH2]
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Proof.
To obtain (t,0,0) and 7. (t,0,0) we can differentiate the IZDC once and then twice w.r.t. z,
i.e. compute V'V F(t,2,0) and V>0 F(t,2,0). Alternatively we can exploit the similarity of
the normal IZDC with its lognormal equivalent, transposing (1.3.37) and (1.3.38) [p.38]. Either
way we end up with (2.2.22) and (2.2.23). Invoking the IZDC again, we get the IATM drift by
first using L’Hopital’s rule and re-writing the ZDC within a small-0 expansion :
(2.2.25) b(t,z,0) = E(t, z0)+ Fy(t,z0) +O(6)
We can then compute V%! F(t, z,0) or simply use again the similarityto obtain that

Fy(x) = £2Ey(x)
Taking (2.2.25) in (t,0,0), replacing Fe/ (%) by its expression, and simplifying by 533(*), we get

ber) = ST [BG) + o) | = Tpx) = P51 00) + o () + Tp()

= 255(x) = 50751 (%) + 0 ()

Finally replacing 7 () with (2.2.23) we have

= S 1 og S 2 3 S NG
b(*) = 22«9(*) — 50¢ Ezz(*) + ot Ez (*) + 2 Utzzz(*) -2 0.2
t

and after simplification comes (2.2.24) which concludes the proof.

We can now move on to the recovery itself, again invoking the parallel regularity assumptions.

Theorem 2.1 (Recovery with the normal baseline)
A sliding stochastic normal Implied Volatility model defined by (2.2.15) is associated to a stochas-
tic instantaneous normal volatility model (2.2.14) as per

doy = ayt dt + az ¢t dW; + 7§:td7t

with .
=l =~/ 2 ~ 1 n (% 2
a1 = 2%g(*) +or X, (x) +078,,(%) — > w
t

( )

( ) asy = 20153/2(*)

(2.2.28) T3 = )

(2.2.29) ame = 2 [SL0() +ou 7,(0)]

Comparing respectively (1.3.43) with (2.2.26), (1.3.44) with (2.2.27), (1.3.45) with (2.2.28), and
(1.3.46) with (2.2.29) we observe that the equivalence with the Recovery Theorem (1.3.42) [p.40]
is complete. In other words, the fact that we chose in each case the moneyness corresponding
precisely to the relevant closed form (i.e. y or z along 6) aligns the ZDC sufficiently for the first
layer to be identical. This should actually not come as a surprise, considering that the respective
pricing PDEs for the normal and lognormal models are equivalent, providing the exact same
change of variable.
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Proof.
Taking the dynamics on both sides of (2.2.21) we obtain

do, = dS(t,2=0,0=0) = b(t,0,0) di +5(t,0,0) dW; + 7 (¢,0,0)-d Z,
then by identification

» The exogenous coefficient (2.2.28) comes straight away.
» The endogenous coefficient (2.2.27) comes via (2.2.22).

» The drift coefficient (2.2.26) comes through (2.2.24).

Invoking (2.2.27) we get its dynamics by It6 as
dary = d[2050)] = [ dt +2 [0 ar + o 7] dWp + [ dz

so that injecting (2.2.22) again proves (2.2.29) and concludes the proof.
|

Generating the implied volatility (parallel of section 1.4 [p.45])
We can now move straight to the direct problem, which tends to make the comparison easier.

Theorem 2.2 (First layer IATM differentials in the normal baseline)
A normal SInsV model (2.2.14) is associated as follows to a sliding normal SImpV model
(2.2.15), at the IATM point (x) = (t,z = 0,0 = 0) and for the first layer :

We note that all expressions except the static IATM slope are the exact z-equivalents of those
in Theorem 1.2 [p.45] established for the lognormal baseline. We had antlclpated this feature
for the static pure-strike differentials ¥ (x) and 3. () but the fact that 7, behaves identically
should not come as a surprise. Indeed the primary IZDC is identical and it is that equation
which by further z-differentiation will provide all the pure-strike differentials, for static and
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~1

for dynamic coefficients. We should therefore expect 7., 7 », etc. to come with the same

zz2)
expressions as in the lognormal case.
In particular, we observe that o, is still present at the denominator of these expressions, so
that this feature has clearly nothing to do with the convention used for the asset dynamics. It
seems more related to the convention we have taken to write the dynamics of the instantaneous
volatility, rather than the instantaneous variance, and is yet another indicator that improvements
are certainly possible in our parameterisation.
Looking at the IATM slope expression (2.2.33) and comparing to the lognormal version (1.4.53)
[p.45] we note that the first term in o, has disappeared. Again this comes as no surprise, since
we remarked earlier on a missing component in the F term. It is indeed that difference which
has been carried on through the TATM drift b. It is interesting to remark as well that the sign
and magnitude of the difference between these two expressions is quite well understood. Indeed
we have

=/ LN = N 1 8 N 1 iLN2 =/ LN

Y9 (t,y=0,00 — %, (t,2=0,0) = 10t @ = 3 ¥, (t,y=0,0)

Hence (2.2.33) tells us that the difference in slope between the two environments will depend
on the sign of the IATM skew. We must keep in mind however that each coefficient (i.e. oy and
a.t) has a different significance in the two frameworks. In particular we are not looking at the
implied normal and lognormal smiles of the same SinsV model.

Proof of Theorem 2.2
The TATM Identity (2.2.21) proves (2.2.30), while taking its dynamics, then identifying the finite
and non-finite variation terms provides

(2.2.37) b(*) = a Ux) = as (x) = a3

which proves (2.2.34) and (2.2.36). Then combining the former with the IATM SimpV constraint
(2.2.22) leads to (2.2.31). Taking the dynamics of that IATM skew expression we obtain formally

=
n

d [;—;} = A (t20) = b.(t,20)dt +T.(t20) AW, + 1t 2 0) dZ,
Applying 1t6 on the Lh.s. and injecting the IATM constraint (2.2.23) on the r.h.s. we get by
identification of the endogenous term
1 a2 = <2 3 1|7 )2
TR A I AR AR
which proves (2.2.35). Injecting (2.2.31) and (2.2.36) in that expression we get the IATM
curvature (2.2.32). We can now move on to 3,(x) by replacing the TATM drift b(x) in (2.2.37)

using the SImpV TATM constraint (2.2.24) :
=

2
SV <2 o n (x
a = 25(x) + oy 5.0 (%) + 0280 (%) — %w

Isolating the slope and then injecting (2.2.31)-(2.2.32)-(2.2.36) we get

=
~/ 1 1 ~/ 1 7" 1 ||’I’L(*)H2
Yp(x) = i 20t 2 () B tzzzz(*H'ZT
B R N I ST 1) N .o
BT R R R R P ag” 3 2 4 o
1 11, 1 Ll Ll 11 )
= 2a1— 3 2_6a22—ot6” 37+ 4 Ut4‘|73”

which after simplification provides (2.2.33) and concludes the proof.
|
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2.2.3 The generic baseline transfer

As discussed previously in section 2.2.1.3 it is desirable to increase the number of available
baselines, since a high degree of similarity between that simple model and the complex target
M should improve extrapolation performance. Having now run the full ACE methodology
through both the normal and lognormal baselines, we can gage the level of technicality as well
as the limitations associated to this approach.

In particular, it is clear that few baseline models can be used in practice. And for those that
can, the most involved part of the method is to establish the specific Zero-Drift Condition.
Then, subject to adequate regularity assumptions as well as overall structure of this PDE, we
can proceed with the generic solution to the direct problem, as described in section 2.1. In
algorithmic terms, combining an ad hoc differentiation module for the ZDC with a simple It6
calculus formal engine allows to automate the computation of all-order IATM (n, p)-differentials
of the smile, both static and dynamic.

The obvious question is therefore whether we can avoid going through the specific ZDC of
each model, either because it is very complex or because it cannot be derived : typically there
might not be any closed-form solution, either exact or approximate. In the sequel we discuss
an alternative possibility, or rather a suite of possibilities, which be available depending on the
baseline choice. These options share the notion of a central baseline from which we can transfer
the final IATM information to other baselines, from one implied parameter map to the next. In
other words, this approach bypasses the need for the ZDC.

2.2.3.1 General considerations and methodology

Having selected an option type (e.g. calls) parameterised by (K, T), the first step is to select that
single, central baseline (arguably either normal or lognormal) providing either a closed form, a
semi-closed form or an approximation formula. We then focus on developing the required generic
differentials, once and for all, under this master model. By generic we understand expressions
such as those of Theorem 1.2 or of Chapter 3 invoking purely o; and the a,; coefficients, and
whose computation can be automated as per section 2.1. When confronted with a new complex
model, we cast its dynamics in the SInsV chaos framework (1.1.8)-(1.1.9) and populate the a, ;
coefficient collection : again, a formal calculus tool might be helpful. Let us now introduce a
different baseline, and the following abstract model notations :

My is the central baseline M is the target complex model My is the new baseline
For illustration purposes let us take the baselines in the local volatility model class :
(M;) dSy = fi(t, St, ¢i) dWy i€{1,2}
where 17 and 19 are the respective parameters ensuring a bijection with the option price.
Accordingly, let us denote the corresponding baseline pricing formulae with By and B :
Under M; P(K,T; t,Sy) = Bi(K,T;t5S; ¥;) ie€{1,2}

Note that we do not impose either formula to be exact as it does not affect the principle of the
approach. In the sequel and for simplicity’s sake, we will omit the initial conditions arguments,

starting with ¢ and S, for all models M7, Ms and M. Now we can formally re-parameterise the
option price under the complex model, using each baseline formula and implied parameter :

Under M Pu(K,T) = B;(K,T,V; m(K,T)) ie€{1,2}
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Hence the relationship that we are aiming to make explicit is

gmtp gmtp
aKma—Tp \I]LM(K:St,T:t) — W\I]ZM(K:St’T:t)

for a given set of (m, p)-differentials. Before we can tackle this subject it is worth recalling that

» we cannot transfer the IATM information analytically through the price.

» the implied parameter transition can be either functional or purely numerical.

The first restriction comes from the irregularity of the price function, in the whole Immediate
domain (7" = t) where the distribution is a Dirac, and at the TATM point in particular where
the function is not even C! w.r.t K. This is valid for any baseline and means that the chain-rule
on the price, which (for instance) at the first order in strike reads

aI( PM(KaT) = al Bl (K’Ta \I]Z,M(KaT)) + 63 Bl (K’Ta \I]Z,M(KaT)) aK \IIZ,M(KaT)

cannot be used by induction to match the respective differentials of ¥ and Wy. This boils down
again to the implied volatility having a regularisation effect on the price, which makes it a good
re-parameterisation tool.

The second comment refers to the two (non-exclusive) configurations of the baseline transfer.
The first situation occurs when a functional relationship exists between W;() and Wo(), while
the second corresponds to the general case and uses a numerical approach to provide differential
values as opposed to generic expressions.

First case : the parameter-to-parameter functional

Certain pairs of baselines (central and new) provide us with the best-case scenario where we
can represent the smile associated to the central baseline model within the new baseline using a
function Wo 1 (K, T,41). In other words, if a given value 9 specifies the central model then

Under M; P (K, T) = By (K, Va1(K,T,v1))

We can then write the price in the complex model M as

Under M Py(K,T) = B (K,T,9 1y m(K,T)) = By (K, V21(K, T,V m(K,T)))

and the bijective property now ensures that

(2238) \IIQ,M(K’ T) = \II2,1(K’\II1,M(K? T))

It is now possible to differentiate (2.2.38), to take that expression at the IATM point, and then
to inject the generic formulae for the IATM differentials of M’s central smile. Note that in
this ideal case the computational price is mainly concentrated in the initial expansion. Remark
also that W51 can be either exact or approximate, the latter case simply degrading the output
expressions.

One textbook example of the exact link is exists between two displaced versions of the same
model family. Starting for instance from a given local volatility class we can extend it as per

dSy = f(t, S, ) dWy - dSy = f(t, 8¢ +d, ) dW;
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Of course this simplistic technique can be applied to more complex classes, such as local-
stochastic volatility models. The fact is that by re-introducing the underlying in the argument
we can write

By, (St; K, T;v) = Bg, (St +do—di; K +dy —di,T;9)

hence Vo, (Se; K, T) = Vg (St +de—di; K +do —dy,T)

Although it is possible to extend further by applying an affine transform, and/or to apply the
same modifications to the time variable, the interest of this observation is somewhat limited.
Firstly because any space displacement modifies the support of the marginals, and secondly since
the closed-form is likely to be given for the whole displaced family at once. We will convene
that overall, an exact correspondence is quite rarely found for the whole smile, leading us not
to discuss this case any further.

Of more general interest is the case of the Immediate smile of local volatility models. Indeed we
have result (1.4.61) [p.49] from [BBF02] that gives us the lognormal implied volatility for any
member of that class. Therefore if the master baseline is normal or CEV for instance, we can
then move the all pure-strike differentials to the lognormal baseline.

Alternatively, in several classic cases where no exact link is known, a proxy analytical conver-
sion between the two baseline parameterisations is nevertheless available, usually obtained via
expansion techniques. Let us illustrate this interesting situation with the normal/lognormal as
well as the CEV /lognormal configurations :

» In the (very likely) case of a lognormal (B) model expressed in a normal (N) baseline we
have from [HKLWO02] through some expansions that

1 s 1 s
on(K) ~ opVE K L+ 5 log” (%) + 1o log” (%)
g
14’% [1_1_é0 log® (?t) op (T —t) + 57160 op (T —t)?

» In the situation of a CEV (C) model (with power coefficient ) expressed in a lognormal
baseline then [HW99] gives us similarly that

(2.2.39) op(K) ~ o¢ S5

1+(1—5)(2+ﬁ) |:St_K:|2+(1_5)2 2

T —t) 8262
24 S on ¢ (T —1) Sa

>

with  Sp = 3 (Si+K)

To summarise this first case, our opinion is that although the functional link is not always
available, when the opportunity presents itself it is worth investigating that route, even in the
approximate case. The rationale being that it does provide gemeric IATM differential expres-
sions, the usefulness of which does not stop at a given set of parameters or even at a specific
complex (input) model. By contrast, the method that we present now is by nature a proxy, but
presents the advantage of being systematically applicable.

Second case : the finite differences approach
This generic baseline transfer method establishes a relationship between the V- and Vy- IATM

differentials which is both approrimate and numerical. However such a summary description
deserves a number of comments :
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» The fact that it delivers only the differentials is not an issue : after all, this is the necessary
and sufficient information for the transfer to be achieved.

» The link being numerical, i.e. value to value as opposed to functional, we cannot obtain
generic formulae for the IATM differentials in the new baseline. Instead, we will have to
run through this module every time the complex model M changes, but also every time
its parameters are altered. On the other hand, the module is generic : it only needs to
know about M; and My (and not M) which can be input in an abstract manner.

» The accuracy of the computation is controlled by finite differences (FD) parameters, thus
the highest attainable precision will mainly be limited by platform® , language’ or imple-
mentation®specifics.

The method is based on a couple of features. The first one is the fact that, although the prices
cannot be used as a media in the Immediate region, a very small time-to-maturity is usually
sufficient to eliminate that issue (notwithstanding the numerical limitations mentioned above).
The second feature is the inherent structure of the layers, as described in section 2.1, which
means that to increase by one the §-order of any TATM cross-differential, we need either one or
two more layers (see Figure 2.1 [p.101]).

The simplest way to introduce this numerical baseline transfer is to work through an example.
Let us therefore take M7 and Ms respectively as the lognormal and the normal baselines, and
denote the associated implied volatilities with X(K,T) = ¥1(K,T) and I'(K,T) = ¥ (K, T).
For a given set of parameters of the complex model M, we assume that the first, second and
third layers have been computed for the central, lognormal implied volatility 3. Recall that the
involved (exact) static IATM differentials are

1" "

Sx) S Tt St S900 Srx) Skr() Sgep(x)  Srr()

whose generic expressions are provided in Chapter 3. For the benefit of the FD scheme, we then
start by sampling the (K,T) space locally, in the vicinity of the IATM point. For the sake of
argument we select the K and T variables, but this choice is asymptotically irrelevant. Similarly
we opt for a grid which is regular in each direction and controlled by a single scale parameter e,
i.e. 0g = €.Ax and 07 = e.Ap. The scheme itself is chosen classically as central in strike, and
of course forward in maturity. Using a Taylor expansion, we then compute the (K, T) values
associated to the non-immediate part of that grid, and plot their respective precision order.
With a slight abuse of notation we get

t |t+or|t+20p
St + 0k o(€?) | o(e?)
2K, T) St o(e?) | o(e?)
St — 0k o(€?) | o(e?)

We can then convert these volatilities into prices using the Black function, and then back into
normal implied volatilities I'y(K,T") using a Bachelier inverter. Since each pricing formula use
the square root of its own volatility, the precision orders on the normal ¥;(K,T") and lognormal
I'v(K,T) grids are identical.

The last phase consists in computing the IATM differentials of the I' map through the FD
scheme. For demonstrative purposes we artificially break down that phase in two steps and keep
using visual representations rather than writing the associated system of MacLaurin series.

5Typically the machine epsilon and more generally underflow issues.
"For instance float vs double.
8Selecting a good cumulative normal approximation is usually important.
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We first reconstruct the Immediate values for the normal implied volatility, using finite differ-
ences on the rest of the grid :

t |t+or|t+20r
o(€3 o(e o(€’
Ty (K,T) St ng 0262; 0262; 0262;
St — o [o(@) [ o(¥) | o)

But the actual precision attained can be significantly improved. Indeed we have the IATM level
I'(x) in generic form, so in particular we have its ezact value here.

This is true here for the normal baseline, but also for any regular local volatility model : com-
paring (2.2.8) and (2.2.9) it comes that, after cast, the arbitrage argument will lead invariably
to the IATM level expressed as W; pm(K =S¢, T =t) = 1)y.

Although we do not provide a formal proof here, it is reasonable to expect the same behaviour
with even more elaborate baselines, outside of the local volatility class. Assuming then that we
do have the IATM level of the implied parameter in the new baseline, it is natural to use that
information in order to apply a further correction to the raw FD method. Using the FD scheme
again we can now approximate the static IATM differentials of the first layer for the normal
implied volatility, with the following respective precisions :

I'(x) : Exact () : o(e?) (%) : o(e) (%) : ofe)

Irrespective of that level adjustment, and due to the dependency of the method on the ladder
structure, it is clear that the availability of further layers for the central baseline will increase
the overall precision. This is indeed a good thing since, being able to dedicate all our efforts
solely to the central baseline, we should be able to compute once and for all a high number of
these, in generic form.

Applications of the baseline transfer

The systematic capacity to execute a baseline transfer offers a wealth of opportunities. The
FD method in particular can be applied to any pseudo-baseline model whose pricing function
is either semi-closed (usually in integral form) or even fully numerical (Monte-carlo, but more
realistically FD or tree). Clearly we can also employ it with real baselines providing a closed-form
formula, either exact or approximate, in the case where that function is deemed too complex for
establishing a ZDC. Among all these prospects, in our view a few seem to be worthy of future
research, and therefore we describe them briefly now.

Within the baseline models providing closed-form exact pricing, the CEV is an interesting case.
Firstly because it is candidate to several of the baseline extension methods mentioned above :

» Through a proper ZDC (see (2.2.12))
» By a simpler approximate ZDC (through [HW99] or [HKLW02])
» Through an approximate baseline transfer (see (2.2.39) )

» By the FD approach

And secondly because it would a priori be a good baseline for the very popular CEV-SABR
model (see Chapter 4). Even more so since the CEV versions using displacement and/or time-
dependent parameters do fall into the same category.
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We continue our prospection with baselines providing semi-closed-form exact pricing, which
is usually done through an integral or transform expression, among which the Heston model
(1.1.6)-(1.1.7) [p.22] stands out as a prime candidate. For instance it could be considered as an
appropriate baseline for the following complex model class

dS; = /v f(t,S) dW;
dUt = K (6 —’Ut) dt + 6\/1)_,5 dBt with <th,dBt> = pdt

as an alternative to a pure local volatility baseline. In the same family as Heston, the 3/2 model
is defined in [Lew00] with

G o= VudW

dvy = w (Do, —o}) dt + e dB; with (Wi, dBy) = p(vy) dt

where a semi-closed form solution is provided in the shape of a generalised transform, which
certainly warrants further investigation.

But since we now have the FD alternative for the transfer, it may also be worth examining
baselines that provide pricing through different, fast numerical schemes. For instance, with a
CEV-SABR model whose perturbation oy is independent (p = 0), the call price is given by

1 T
Ct, S, K, T) = E CEV(t,St,K,T;U,ﬂ)]U:\/T—t/ a2 ds
—tJ

which is also computed in semi-closed form, by numerical integration’ of the CEV formula
(2.2.12) with deterministic volatility, against the density of the functional ftT a? ds. And since
the multiplicative perturbation ¢y is lognormal, very good approximations can be found for that
marginal. In summary, in the perspective of approximating the smile generated by a full CEV-
SABR (p # 0) this baseline should a priori give us better results than the pure CEV model,
but at a higher computational cost.

Going even further, it comes by transitivity that we can relate two complex models through the
smiles provided by their respective implied parameters, (provided they each offer such a bijec-
tion). Granted, the overall precision would suffer from the numerical schemes on both sides, but
this is nevertheless an interesting perspective, as it allows to compare both marginal surfaces in
static and dynamic terms.

Overall, an important point to consider when choosing first a baseline, and then an expansion
variable, is the specific support of the marginal distribution. For instance if the complex model
has positive support, then any expansion of the implied normal volatility will require that func-
tional to converge to 0 when the strike does. This point must be kept in mind when dealing
with local volatility coefficients, typically skew functions of stochastic volatility models, since
they will usually determine that support.

On another tack, remark that we have been focusing on transferring the static IATM differen-

tials, but that the dynamic coefficients V"P)77(x) and V™P) 71 (x) can also be investigated. In
particular, if we have the generic expression for 3(mp) in the new baseline then we can apply
It6 and obtain the desired coefficients.

Note finally that this baseline transfer discussion justifies in part the choice of Black’s model as
our initial baseline (see Remark 1.1 p. 28) as it shows that such a choice is not binding, and

that the results obtained can be transferred.

9Obviously single-dimensional, typically using a Gaussian quadrature.
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2.3 Multi-dimensional extensions, or the limitations of recovery

The aim of this section 1&) to extend the previous results to the mul‘ci—dimensionil> case where
both endogenous drivers W, and 715, along with the instantaneous volatilities oy, v (¢,y,6) and

n(t,y,0), are all vectorial processes. In particular we show that in that configuration the re-
covery of the SInsV dynamics, associated to a given SImpV model, quickly gains in complexity.
First let us comment on the modeling pertinence of this extension. As we have discussed before
(see section 1.1.3.3 [p.27]) with only a scalar underlying S; in our setup the sole modulus ||o7||
conveys all the relevant information, so that the multi-dimensional configuration seems futile.
However the situation is different when the underlying itself becomes multi-dimensional, which
can correspond to a number of financial applications, from cross-currency to basket options wvia
spread options.

First we will rapidly extend the expressions obtained in Chapter 1, namely the Zero drift Con-
ditions, the IATM constraints of the SImpV model, the Recovery theorem and the First Layer
theorem. We shall see that the structural differences are obvious, which is due to the fact that
the implied volatility is a scalar which therefore cannot not convey as easily all the information
contained in vectorial processes. These differences will mainly affect our ability to solve the
inverse problem, but we shall see that such issues are not necessarily unsurmountable.

Later we will apply these new results to a number of practical issues. We shall focus on the rich
case of baskets (see section 2.4) which we will also exploit in the interest rates environment of
Chapters 6 and 7.

The methodology employed and the results obtained being understandably similar to the scalar
case, it seems reasonable to take a shortcut and simply retrace our steps through Sections 1.1
(the framework), 1.2 (the ZDCs), 1.3 (the recovery) and 1.4 (the direct problem).

It is also justified to skip the proofs which are easily derived from the scalar case. We will how-
ever pay particular attention to stressing the changes in both the problem and in the results,
and propose some interpretations when possible.

Another reason for such a rapid coverage is that this section can be seen as simply a ”primer”
for Part II, where the multidimensional setup will again be extended to term structures, and
treated in a comprehensive way. In other words, the results hereafter can be attained quickly
by simply degrading those presented in Chapter 5.

2.3.1 Framework

Let us start by defining our new extended setup. The chaos dynamics of the generic SInsV
model, - down to depth two - come as

ds
(2.3.40) ?: — Frtaw,
(2341)  dTy = @igdt + oy dW, + a5, dZ,
(2342) dday = doredt + dony AWy + dosg dZy

while the SImpV dynamics are now set up as
ds —

-t = Glraw,

St

(2343) dS(ty.0) = b(ty,0)dt + B (t,y,0) dW, + 7 (t,y,0) dZ,

where both drivers are still orthogonal and each with a unit correlation matrix. As in the scalar
case we understate that the underlying is deflated by the numeraire and we have chosen the
corresponding measure to express those dynamics.
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2.3.2 Derivation of the Zero-Drift Conditions

Let us start with the main Zero-Drift Condition, analogous to (1.2.18).

Proposition 2.4 (Zero Drift Condition in the multidimensional case)
Let us consider the vectorial framework established by (2.3.40)-(2.3.41)-(2.3.42)-(2.3.43).
Then we have the following Zero Drift Condition, which is valid in the whole domain :

Proof.
Following closely the scalar case, our first step is to express the dynamics of the absolute implied
volatility X through Ito-Kunita. Indeed we have

1 1
dy = ——dS; + —

1 1
5 S (dS) = S IPiPdt — FEAW:  and  (dy) = |7 at
t

Therefore, taking all sliding quantities in the generic point (o) L (t,y,60), the dynamics of the
absolute X(t, Sy, K, T') surface come as

~ ﬁ ~ ~ ]_ >~n ﬁ/
a5 = bdt + TEAV, + TEZ + S, dy + 50 + 5 Sy, (dy) —FE dt

which simplifies into

-~ =~ ]_ =~ =1 ﬁ/
ds(t, S, K, T) — [b(t,y,&) ~ Sty 0) + 31T [S, + 5] 9.0) = FET00,0) | at
b(t,50.K.T)
= s L +
(2.3.45) + [Fw0) - Syt T dWe + T (ty,0) dZ,
N ~— - N’
V(t,54,K,T) T (t,54,K,T)

We can now compute the dynamics of C; /Ny where C} is the absolute call and N; the numeraire.

We apply It6 to the normalised Black formula C'5% (St, K, \/§Z>, focusing on the finite variation
terms :

1 1 1
dCPs = [v[—59—%2+9%b]+§rsf||7tll2+§9z\[ll7||2+||ﬁ||2]+199%st7,%7 dt

+ ﬁLdW}t + ﬁLdZ
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Invoking the martingale argument and injecting the Black greeks (see Appendix C) we get

1 1 1
0 = v [—%9—52 + 02 b] + 0V [y22_30_% - %zaé] 712 + 1712 ]

1 1 1 1
+ 51/5;2 2172 S22 + v St [5 +yn? 9—1] 02 S, 77V

Considering the strict positivity of V and of 8, we simplify that expression into

b= %9—12 + [éza - %y22_39_1] (1717 +1|7)%] - %2—19—1”7@”2 - B + y2_29_1] T

Invoking (2.3.45), we now replace the absolute functionals by their sliding counterparts :

!

-~ = ]_ = =" ﬁ/ ]_ 1= = ]. = — ﬁ =/ j
b= S5 -5 7P [zy n zyy} + TV, 50D {829—5?;22 39 1] [||u e A

o L [; ; yi—2e—1] 77 -5, 7

which after simplification and rescaling by %3 (t,y,0) proves (2.3.44) and concludes the proof.
|

Let us now leave the general field (¢,y, ) to focus on the immediate domain (¢,y,0). In order to
establish the following results, we need to ensure the existence of limits when 6 “\, 0 for several
processes. This is where a regularity package equivalent to Assumption 1.2 [p.33] needs to be
invoked. Since it consists in a simple translation to a vectorial framework for T/Je and ﬁ;a, we
shall dispense with making it explicit.

We can then move on to the Immediate Zero-Drift Condition, which sees the scalar result (1.2.28)
becoming

Corollary 2.1 (Immediate Zero drift Conditions in the multi-dimensional case)
As a consequence of the ZDC (2.3.44), the sliding SImpV model (2.3.40)-(2.3.43) is constrained
by these two equivalent 1ZDCs :

Proof.
Again we follow very closely the proof for the scalar case, since the dimensionality issue does
not affect its principles. The (multi-dimensional) Immediate Regularity Assumption 1.2 applied
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to the ZDC (2.3.44) implies in particular that

lim F(t,y,0) = 0
Lim (t,y,0)

which proves the Primary IZDC (2.3.46) and provides a lower bound for the convergence speed.
Using a small-6 expansion on that same term F' provides that

1 /

lim — F(t,y,0) = Fy(t,y,0

GZ\(T% 0 ( 'Y, ) 6( 'Y, )

Then injecting that result into the ZDC (2.3.44) and invoking Assumption 1.2 proves the Sec-
ondary 1ZDC (2.3.47) and concludes the proof.

We observe that all the coefficients corresponding to the non-finite variation are now vectorial,
so that any product involving a pair of these becomes a scalar product, while quadratic terms
now come up as squared moduli. But apart from these points, the structure remains very similar
to the single-dimensional case. Finally we can bring forward the IATM Identity, where (1.2.36)
becomes

Corollary 2.2 (IATM identity in the multi-dimensional case)
Taking y = 0 in (2.3.46) we obtain that

At the Immediate ATM point (t,0,0) we have a.s.

”?t” — i(tv 0, 0)

This result supports Remark 1.2 [p.28] regarding the modulus of o, and its positivity. It also
highlights the structural loss of information, with regard to the individual components of the
vectorial instantaneous stochastic volatility o4, that comes from using an aggregated, scalar
implied parameter such as a volatility, or even a price for that matter.

Let us illustrate this point in the simple context of a bi-dimensional volatility ;. To that end
we assume a pair of underlyings, each with its own scalar volatility, and which can associated
to generate a third scalar underlying :

ds ds
Sy = f(Sis, Saz) with S—” = Frtaw, and S—“ = Ftaw,
1t 2t

This kind of functional setup covers for instance the cross-currency framework of [DKO08]. It can
also be generalised in higher dimension in order to include baskets, which will be covered shortly.
Considering the new underlying S;, we assume an associated smile > and we are interested in its
volatility ;. The dimensionality imposes that, should we wish to recover the full information on
Ft), we will require two independent sources. Using in particular a polar representation instead
of a cartesian one, we can interpret the IATM Identity (2.3.48) as providing only the modulus
of the instantaneous volatility. In other words, we are still missing its angle, which represents
its allocation along each driver : intuitively, that information is conditioned by the instanta-
neous correlation between S; and Sy. At this stage, it also seems natural that the missing data
should come from a further product, and the respective smiles of S7 and S5 are prime candidates.
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2.3.3 Recovering the instantaneous volatility : the first layer

First, let us establish the equivalent of proposition 1.2.

Proposition 2.5 (IATM constraints on the SImpV model in the vectorial case)
A sliding SImpV model defined by (2.3.40)-(2.3.43) has its dynamic coefficients constrained to
satisfy the following, at the IATM point (t,0,0) :

=/

(2349)  TLT(x) = 232(%) 5,()

L Bsa s s s 1B+ IR
(23500 OFv,(x) = 5 2 (%) By () + 33(%) X" () BT
(2.3.51) b)) = 25500) — 32w S () — LPET ) + FETLW)

Proof.

Differentiating the new IZDC (2.3.46) once w.r.t. y, then taking it in (¢,0,0) and invoking the
IATM identity (2.3.48) leads to (2.3.49). Similarly, differentiating the new IZDC twice w.r.t. vy,
then taking it in (¢,0,0) and using the IATM identity leads to (2.3.50).

Applying a small-f-expansion to the ZDC (2.3.44) leads to the same symbolic equation as
(1.2.33), where now

Fylo) = 2E38h(0) — TP ESp(0) =y [..] — 397 -]

Taking that expression in (¢,0,0) and invoking the IATM identity (2.3.48) then yields (2.3.51).
|

Comparing Proposition 2.5 with its scalar counterpart which is Proposition 1.2 [p.38], it appears
that although the drift expressions (1.3.39) and (2.3.51) are very similar, by contrast in (2.3.49)
and in (2.3.50) no further simplification is possible. In other words we cannot isolate respectively
v (t,0,0) and 7; (%) any more, as was the case with (1.3.37) and (1.3.38). Indeed, we can rewrite
(2.3.49) for instance as

s [7(*)] = ot {2 i;(*) 7t]

but clearly that equation does not ensure that both the I.f.s. and r.h.s. brackets are a.s. equals.

In other words, due to the aggregation of in_f)ormation brought by the scalar implied volatility,
the only constraints applied to v (x) and 5;(*) concern their moduli and their angle w.r.t.
the instantaneous volatility . In the prospect of recovery however, it is possible to turn this

argument around and extract more information on 1, as illustrated in the following remark.

Remark 2.2

Let us assume that Wt s of dimension two, which means that overall our model is at least tri-
dimensional. We omit arguments t and (t,0,0) and use cartesian coordinates for as the following
notations :

7, 2 [01] T 2 H T & H A [u} ﬂ

Vg SO
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Then combining (2.3.49) with (2.3.50) provides the system :

i) = [n

where Iy and Iy are expressions provided purely by the IATM SImpV model :

L = 2Y*%,(%)
3 ~2~n ~ = 2 1~_1 ﬁQ ﬁg
L o= S50 + 3557w - 5 [ITIP + 1717] ()

=
Therefore, assuming M is not singular, in this simple case it is possible to entirely recover ey
Note that the IATM identity (2.3.48) must also be verified, amounting to

ol + 02 = 3%(%)

Note that this equation, combined exclusively with either (2.3.49) or (2.3.50) is a priori not
sufficient to reconstruct the vectorial volatility by solving for o1 and os.

As for higher endogenous dimensions, it seems rather natural to anticipate that each succes-
sie differentiation of the Primary IZDC' (2.3.46) should bring another equation of the type of
(2.3.49) and (2.3.50), to be added to the existing system. Indeed, V™) IZDC taken at the IATM
point should involve ?f?y"(") (%), which suggests that an n-dimensional instantaneous volatil-
ity 71 could be recovered. We leave for further research however, the corresponding formal study,
which should establish the generic shape of the differientated IZDC and of the equation system,
and if possible some partial or complete characterisation of the latter’s solvability.

Note finally that this remark is extended to a more powerful version when working in the interest
rates framework : see Remark 5.5 [p.286].

We will see that notwithstanding the technique presented above in Remark 2.2, the dimension-
ality feature does alter the recovery, into which we move now.

Theorem 2.3 (Recovery of the modulus dynamics in the multi-dimensional case)
A given sliding SImpV model, as defined by (2.3.40)-(2.3.43), is associated to a SInsV model,
defined by (2.3.40)-(2.3.41)-(2.3.42) and for which we have the following modulus dynamics :

TR+ IR

a7 = [2fé<*>+u?tll2 RACERACI RS A RO | “

(2.3.52) b DWW, + B ()2,

Proof.
Assuming sufficient regularity to do so, we first take the dynamics on both sides of (2.3.48).
Then replacing the last two terms of (2.3.51) respectively by (2.3.49) and (2.3.50) provides :

T+ IR )
2% (%)

~

~ ~ ~o~1 3~ >=n = o 2
b(x) = 25(x) — $3°58,,(x) — %5, (x) + 5222%(*) +35 %, (%)
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so that after simplification we get the drift as

=

-
(2.353)  B(t,0,0) = 25(x) + 225, (%) — 25 (%) + 3% 5, (%) — 17 (OI* +[[7 ()]

25 ()

which after factorisation gives (2.3.52) and concludes the proof.

However the actual dynamics that we seek are not those of the modulus ||7t|| but those describ-
ing the vectorial instantaneous volatility 7t, which are inherently richer. This explains why the
recovery is only partial, which we formalise with the following corollary.

Corollary 2.3 (Partial recovery of the first layer in the multi-dimensional case)
As a consequence of Theorem 2.3, the dynamics of the SInsV model defined by (2.3.40)-(2.3.41)-
(2.3.42) can be partially recovered from the sliding SImpV model as per :

Proof.
For ease of computation, let us first take the TATM identity (2.3.48) to the square, before
computing its dynamics. Developing the right-hand side we obtain

A52(x) = 25(x) [dS(x)] ST I d+ |7 ()2 dt

= [25(h0) + 17 )2 + ||ﬁ(*)||2] di +25(0) 7 (6 dW, + 250 7 (0)- dZ,

In the drift bracket above, replacing the term g(t, 0,0) by its expression (2.3.53) we get :
A5 (x) = [452;,(*) + 253(x) [i;y(*) —i;(*)] + 652 ’f;f(*)] dt
(2.3.58) +2ST ) A, + 28R (0t dZ,

In parallel, we can also compute the dynamics of ||7,g||2 directly from the SInsV specification.

Using (D.0.14) [XI1I] and (D.0.13) [XIII] we get
AT = 270Fdd, + (dd)

(2.3.59) = [27}71 + [dau? + ||33,t||2] dt + 2 0L GoydW, + 2T+ 330 d 2,

From the uniqueness of It6’s decomposition we can identify terms between (2.3.58) and (2.3.59).
We obtain respectively (2.3.54) and (2.3.55) for the non-finite variation terms, while from the
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drift term comes

~~y ~ ~ ~/ o 1 2
(2.3.60) 2L @1+ [aoell? + a5l = 455p(x) +25° [zyy - zy] (x) +652 5% ()

which after simplification provides (2.3.56).
We now compute the right product of (2.3.54) by & and inject (2.3.49) to obtain

~ = e~
(2.3.61) Tilas o = SHTHIT = 2388 (x)
Let us derive the dynamics on both sides of (2.3.61), focusing on the endogenous component.

» On the r.h.s. we get

a2 )] = 2 3R T + B T,w] W + [+ [ a2,

» On the l.h.s., using (D.0.17) we obtain

1
A [FFin] = Thinda dW, + FF KEY AW Ty + Gog doy dv_vzt}

A+ ]

so that, identifying both sides and using modified Einstein’s notations we get

1 ~o =1 = =a =/ 1
T |y + 3%] das + [anmygeoiogy = 2 [3 DX, V() + 2,

which after simplification and transposition gives (2.3.57) which concludes the proof.

In view of the previous Remark 2.2, one can wonder whether the same technique could be applied
in order to recover ?1}27,5 for instance. Without a convincing case to present though, we prefer to
leave this argument for further research. It is interesting to note, however, that in this recovery
issues the endogenous direction should be expected to appear first, as it is structurally privileged.

2.3.4 Generating the implied volatility : the first layer

Moving on to the direct problem, it becomes interesting to exploit the angle vs modulus argu-
ments developed above, and to introduce the following scaled coefficients.

Definition 2.7
The normalised instantaneous volatility is represented by

Uy where o 2 |7

2
alal

Similarly, we can scale the relevant tensorial coefficients invoked in the dynamics of o, which
s consistent since the convention used to write those has been chosen as normal :

? = = =
A 1,t = A at = A A3¢ => A A22¢

71t = 7= C2t = T=p C3t = T=p Cu2t = 7=
’ ol ’ ol ’ ol ’ ol
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Theorem 2.4 (Generation of the %-(2,0) group in the multi-dimensional case)
Under the stochastic instantaneous volatility model defined by (2.3.40)-(2.3.41)-(2.3.42), the fol-
lowing IATM differentials of the sliding SImpV model can be expressed :

Local differentials of the shape process :

Local differentials of the dynamics processes :

Before going into the proof, let us comment on these results. First, for the benefit of readers
interested in the tensorial aspects of the problem, in particular the numerical and genericity
concerns, we provide the following re-expressions of the terms invoked by Theorem 2.4 :

\

= =1 =
[7J' 027] Co 7 = [uiujuk Co ij Co kl] 7J' 627 = [uin C9 ij]

\

=21 [= =1 = =1
Co [Cz-i- CQ} U = [Ui(CQij+02ji) C2jk]' 7J'03 037 = [uiu_i CSikCSjk]

Besides, we have trivially that ||:C>*H2 = [ c*i?j ] and also we note the most complex term, that

we shall revisit shortly :

=>1= = = = =1
7J‘ [02 Co+ CoCo+ 0202} 7 = [uiuj (CQki Cakj T C2ik C2kj + C2ik Cij)]

The natural next move is to check that those expressions fallback onto the scalar ones when
the dimension collapses, which it does. We can then ponder on homogeneity aspects, where the
use of normalised quantities becomes useful. It shows that the three dynamic coefficients are
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adimensional, while the IATM skew and curvature show consistency and suggest the existence
of a pattern for pure-y differentials'’. On the other hand, the IATM slope ilg(*) exhibits two
distinct units : beyond the inherent cohabitation of drift terms and squared non-finite-variation
terms which is due to It0, we see this feature as another hint that a different parametrisation
might provide some structural information.

We now turn to symmetry issues, in which respect any distinct treatment of the endogenous
.= . =1 .. .
matrix ag; and of its transpose a,; seems surprising. This occurs for only one term, the most

involved expression mentionned above, but which can be symmetrised by using (D.0.16) :

=1 =1 =
Cy C c

=1 =1 =
2 t Co U

2 + ¢cq9 Co

1 i 1 1
ut ?2?2%-?2?2%—?2?2 U= Ut [5?2?2 + 5

In our view, these remarks confirm that within the ACE methodology, whether scalar or multi-
dimensional, symmetries and induction structures are very common. For the sake of interpre-
tation as well as to simplify the computations, these features should be identified and exploited
as soon as possible in the process, which would probably require the introduction of dedicated
notations.

Proof of Theorem 2.4
The first step is to take the TATM Identity (2.3.48) to the square and then to compute the
dynamics of both sides, as was done for the recovery :

» On one hand, the identification of the non-finite variation terms between (2.3.58) and
(2.3.59) combined with the normalised notations of Definition 2.7 provides immediately
the coefficients through (2.3.65) and (2.3.66).

» On the other hand, identifying the drifts provides (2.3.60) which will be used later to
obtain the IATM slope.

The second step is to invoke the Immediate ATM arbitrage constraints of the SImpV model.
First we combine (2.3.49) with (2.3.65) and then normalise all coefficients, which provides the
IATM skew through (2.3.62). Then we observe that (2.3.50) gives the TATM curvature E;(*)

%/ =
as an explicit function of ¥, (x) while (2.3.51) gives the slope as a an explicit function of %, (x).

. ~1!
In consequence we embark upon expressing v, (%).

To that end, the third step consists in computing the dynamics of the skew expression (2.3.62).
For simplicity we start with the original (scaled) coefficients :

d{2§3§j;}(*)] = d { ?tl 22715 ?t]
Using (D.0.17) [p.XIII] and omitting both the non-endogenous terms and the arguments we get
e~ ~a= 1L 1
2 [3222?;;; + 23’5?4] dW/t _ ?J_?{Q [d?] + ot |:[d?t>2] T o+ 7{2 [d?]] 4+

Developing that expression, we note that according to (D.0.9) [p.XII] we have

(0% % = [Endil + | 7 = [angy | d +

"More precisely that the unit of ifﬂ) () should be || @¢||*". Certainly in the bi-dimensional setting, as will

be proven in Chapter 3, this property is verified for iyyy(*) and i;;y (%).
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The uniqueness of It6’s decomposition allows to identify the endogenous terms and to obtain
2 [35°5,7 + D7, = @ [G) + @] G+ [oramge o)t
which after invoking (2.3.65) and (2.3.62) provides
BT, = SR [T 6T 4 L6 [ 6| T g [oreng o)
Eventually the normalisation leads us to
V= S [nR]| BT E [ G T L [weny )

3
= —5 [ui Czi_jUJ CQijui] +

[ui C22ijk Uj ]

DO =

[ eagi (o + cong ) w] +

NN

which after re-ordering proves (2.3.67). We can now rewrite (2.3.50) as

>=n 2 =~ =~ 2

S = 252 PET,0) - 257w 5,70 + 35700 [ITWIR + 1R @I

Injecting expressions (2.3.62)-(2.3.65)-(2.3.66)-(2.3.67) and omitting the arguments we obtain
=n 2 ~ 1 =1 = =1 1
Eyy(*) = 5 n2 7t(t)J- [ [7l 27} 7 + 5 Co |: co + Cq } a + 5 [ui C22ijk Uj ]

S 27] D K asroad

o~

Using (D.0.16) we develop that expression into

~ = 1 1 1
Ezyy(*) = [7L 27} + gﬁl[:gz :C>2 +:C>2:C>2}7+ g [UinUkCQQijk]

1 1 1 1
|:7L 27] + g 7L:C>2:C>2 7 + g 7L:C>3:C>3 7

DO | —

which after simplification proves (2.3.63). Finally, in order to get the slope we recall the drift
identity (2.3.60) which rewrites

’ 2

AT Ty(x) = 2051+ a2+ [as)? —28%8,(x) +25°8,(x) —632%2%," (x)
Injecting (2.3.62) and (2.3.63) we get
e, ~ L i
4229(*) = 7J‘ 1+Ha2H2+Ha3”2 +322 [7l 27} 22 7J‘ [:C>2 :C>2+:C>2:C>2+:C>2:C>2] 7
2 ~ 1
_5 22 7J'20>3 ?37 ——E [uin Uk 022ijk ] + 237l 27 - = 2 [7l 27}

which after simplification proves (2.3.64) and concludes the proof.
|
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2.4 Illustration of the vectorial framework : the basket case

Before introducing the notion of maturity-dependent underlying in Part II, we now extend the
previous results by focusing on the basket case'!, i.e. considering baskets of underlyings, which
naturally bring forward the multi-dimensional context.

After exposing several motivational arguments, we set a generic framework for all baskets. We
then list the various configurations that can be met in practice, and select the two types that
are most relevant for this study : the coefficient and asset baskets. Afterwards we can state
our objectives, which consist in computing the first layer’s i]—(Q,O) TATM differentials associated
to the smile of the asset basket. Given the results of the previous sections, we know that
obtaining those differentials only require deriving the 0-(2,0) dynamic coefficients of the same
asset basket. But since its volatility structure is multi-dimensional, this implies in turn to
compute the dynamics of the coefficient basket. We can then specialise the results to fixed-
weights asset baskets and propose interesting interpretations in both cases.

2.4.1 Motivation

We consider that the motivation for this intermediate step (i.e. before moving on to term
structures) can be broken down into four broad categories :

1. Basket products represent genuine and common features of the financial world, which
come in many forms : indexes, custom underlyings for exotic options, or even spreads.
Furthermore, European options written on those are also frequent and can be very liquid.

2. In the modeling world, the mixture approaches have recently regained in popularity. They
can be schematically split in two categories : either mixtures of prices or mixtures of
underlyings. We will see that the (most common) first case can be treated directly using
our scalar framework. The second case however, a.k.a "basket of models” is both more
interesting and more involved. If one considers a (single) underlying whose dynamics are
defined by a mixture of SDEs, then applying our asymptotic approach naively can prove
lengthy (the computing cost can be linear in the number of component models). Hence it
is useful to propose generic formulas and some qualitative interpretations for that case.

3. The basket provides a good illustration of the added complexity brought by the multi-
dimensionality, as described previously. Furthermore this is achieved without any maturity
dependency, and we shall see later that in practice it is the former factor that drives the
complexity of the computations (but not of the conceptual framework).

4. Lastly, the generic results obtained in this section will prove very useful to accelerate
several computations, in that coming part of the study dedicated to maturity-dependent
frameworks. Indeed, many term structure instruments, such as swap rates for instance, can
be either written or approximated as baskets (i.e. with either stochastic or fixed weights).

Let us quickly develop on the first point, i.e. the motivation for baskets as existing financial
instruments : the notion is fairly widespread in modern finance, although not always in an
explicit fashion. For instance, we can easily relate to baskets of stocks, whether they define
an equity index (SP500, CAC40, FTSE100, etc.) or the underlying for an equity derivative
product (e.g. "Moutain Range” options ; those are usually OTC custom baskets mainly used
for correlation trading). Note that in the former case, the weights tend to be fixed, but looking
at cross-currency and quanto products for instance shows that the weights themselves can be
stochastic. But baskets can be generalised and found in various asset classes. They appear with
inflation products, since the CPI'? is by definition a typical "household” consumption basket.

1'Pun intended.
12Consumer Price Index.



2.4. ILLUSTRATION OF THE VECTORIAL FRAMEWORK : THE BASKET CASE 135

They also show up in credit derivatives, which involve baskets of names. And as mentionned,
they intervene with interest rates derivatives such as CMS spreads or swap rates'. This list is
far from exhaustive, and simply illustrates the familiarity of the concept.

It is therefore no surprise that in the literature also, the topic of financial baskets has attracted
some attention. Generally the objective of the authors is to relate the individual dynamics, often
implied from the individual smiles, to those of the basket. The trend is to focus on fixed weights
and naturally to focus on the correlation structure. The methods employed can broadly be
categorised, as usual, between closed-form and numerical, the latter involving the full available
spectrum : Monte-Carlo, trees, PDE schemes, Fourier transforms, etc. Naturally, in the context
of our study we will focus mainly on analytical methods. Note that baskets are often seen as
spatial averages, while arithmetic asian options represent time averages ; for that reason, many
articles treat both subjects, with a definite popularity for blending them into asian baskets. Let
us mention only but a few of the contributions in this domain.

A popular topic consists in the establishment of upper and lower limits for prices of european
basket options. In [dGO06] several bounds are computed, in closed and semi-closed forms wvia
linear programming, but only for specific cases. By contrast, in [LW04] some lower and upper
bounds are computed in a very general case, where little information is available w.r.t. the
individual components, by using duality methods and replication arguments.

Another frequent subject is the use of moment matching techniques. In [BMRS02] the authors
use such methods in order to approximate the basket’s marginal distribution in the sense of
two specific distances, including Kullback-Leibler, and focus on simple dynamics of the shifted
lognormal family. Other moments-based methods, often based on specific classes of parametric
distribution functions, can be found in [PM98] for instance.

An interesting approach can be found in [MDJP02], an equity basket with fixed weights is
considered, where each individual stock admits local volatility dynamics and with constant cor-
relations. The aim is to provide pricing approximations for options on the basket, and the key
ingredient is to rely on the most likely configuration of the individual stock prices corresponding
to a given basket level. In turn the authors link the local volatility of the basket to the individual
local volatilities, before moving on to implied volatilities. One can find many more approaches
in the literature, include for instance expansion techniques, or even geodesics.

Finally let us mention [d’A03] (Chap 3), which in the context of an LMM framework investigates
the freezing approximation, used to proxy the volatility of a basket of lognormal underlyings.
Exploiting an asymptotic expansion approach, it proposes corrective terms to the frozen price
formula : we will discuss these subjects again in section 7.6 [p.358].

Let us now expand on the second point by discussing further the mixture modeling approach.
In mathematical finance, the term applies to several distinct pricing methodologies. The most
common of these fall into the broader category of mixture of prices, or mixture of marginals. In
a nutshell, it consists in considering a (usually finite) number of simple processes, weighting and
adding up their marginal distributions, and then considering those to belong to the underlying.
The second category is sometimes called mizture of assets and is more rarely found. It assumes
the underlying itself to be a mixture of simpler processes, whose dynamics can be correlated.
In terms of establishing the marginal distributions, this second method will evidently be more
complex, as it naturally invokes convolution properties. Let us present in more detail both
approaches and how our methodology can be applied to them.

Concerning the mixture of prices methodology, an easy introduction and insightful comparison
can be found in [Pit05a]. In particular it shows that a naive undertaking can easily bring incon-
sistency, in the form of arbitrage opportunities. We now discuss the most popular approaches

13Indeed, as we will recall in Chapter 7, a par swap rate can be written as a basket of Libor rates, but with
stochastic (albeit relatively stable) weights.
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found in the literature.

The first price mizing method that we present is fully consistent but uses the mixture indirectly,
as a tool to get fast European option prices. Developed in [BMR02] and in several other papers
from the same authors, its final target is actually a pure local volatility model. Its principle
is to fit a whole implied volatility surface'*as best as possible, with a finite collection of dis-
placed lognormal processes'® . It uses a fixed-weights, convex combination of the latter, so that
all European prices are obtained in closed form. Given that projection of the marginals onto
the individual displaced Black-Scholes models, a Dupire-like argument then provides the local
volatility model associated to the mixture.

In summary, this corresponds to a parametric local volatility approach, but exhibiting the ad-
ditional property of easily providing vanilla prices. This Dupire model is now calibrated to the
smile, and can be used dynamically to price and hedge exotic, path-dependent options. Note
that the methodology can easily be extended, and the model’s dynamic behaviour improved
(although at a higher numerical cost) by adding a single and independent stochastic volatility
perturbation, shared by all individual components and therefore by the underlying.

Which leads us to the price mixing second approach, whose principle can be tracked back to such
independent, stochastic volatility models (e.g. FL-SV). Let us consider for instance a lognormal
model with an orthogonal, multiplicative volatility perturbation. When pricing a European Call
in that model, we can simply condition the expectancy w.r.t. individual volatility paths, and
then integrate Black’s formula against the latter’s distribution. In that integration, the perti-
nent variable, or functional of the path, is simply the effective variance ((¢,T) = ftT o2ds, whose
distribution can usually be well approximated by a sparse, discrete measure {((;,pi)}i<;<n-
Which means that the call is priced by convex combination as o

N
Cy(E,T) = Y pi(t,T) Black(K,o® = (T — )7 ;(t,T))
i=1

7

Using this approximation for European options of a given expiry is valid. What is not consistent
however, as pointed in [Pit05a], is to generalise the above pricing approach indiscriminately.
Indeed, several authors propose to use a pricing methodology such as

N
(2.4.68) V(@) = > pi Vi(®)
=1

where ® represents the payoff to evaluate and V; is its price in each simple, individual model.
In [Gat03a] for instance, the author proposes to mix displaced lognormal instances of the Libor
Market Model, in order to capture skew and curvature. Each individual model is therein con-
sidered parameterised by its own term-structure of time-dependent volatilities and of constant
displacements. Since each model produces its own Caplet prices in closed form, it is then pro-
posed to proceed by convex combination of these models.

Unfortunately, that approach presents the drawback of not being consistent with a dynamic
model. Taking our previous perturbated lognormal example, it is clear that the discrete {(¢;, p;)}
distribution will a priori change with the Call’s expiry T, so that (2.4.68) would not be valid
to price another european, let alone an exotic option. Even if we could find a dynamic process
for the volatility that would make that distribution stationary, we would have to start with an
uncertain volatility. Furthermore, provided that solution exists, we have no reason to believe
that it is unique (actually, quite the contrary). This is problematic, since leaving the dynamic
process undetermined does not allow us to price path-dependent options. Finally, even if we
were to forgo any idea of a dynamic process for our underlying, [Pit05a] exhibits a simple ex-
ample of path-dependent payoff (a compound put, or bermudan option) for which the pricing

14 Actually, a series of smiles for benchmark expiries and therefore the associated marginal distributions
15 A1l sharing the same initial value as the underlying.
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methodology of (2.4.68) is not self-consistent.

All in all, if the weights are fixed and if we are only interested in the direct problem, i.e. extrap-
olating the smile shape and dynamics from the specification of the model’s dynamics, then our
asymptotic methodology applies seamlessly to all these mizture of prices approaches. Indeed,
it suffices to extrapolate the implied volatility for each individual sub-model, to deduce the cor-
responding Call prices for all strikes and therefore the marginal densities, and then to proceed
with the weighted sum. Clearly, this class of models does not warrant a specific treatment in
comparison with the single-underlying, scalar framework of Chapter 1.

On the other hand, the mizture of underlyings approach does require the multi-dimensional
results, and deserves more attention. This more complex framework builds on the notion of
mixtures of stochastic processes, which is a well-documented field both in the probabilistic and
statistical domains. Simply put, we equip ourselves with a finite collections of N individual
processes, each explicitely defined by its SDE, and then take their weighted sum to obtain our
scalar underlying. For instance we can set :

N

das; e

S':t = ngtLth for1<i:< N and then Sy = Z i St
i i=1

)

where the dynamics of the individual volatilities OT‘; and of the weights \;; will have to be
specified, and can involve an exogenous driver. In most practical cases the weights are taken as
constants, and the individual dynamics are such that close forms are available for the pricing
of vanilla options. Typically the S;; are taken as normals or lognormals, but one can throw in
some local and/or stochastic local volatility, or even jumps.

The bottom line is that S; is a legitimate underlying with rich dynamics, so that pricing and
hedging of vanilla and exotic (including path-dependent) options can (theoretically) be achieved
consistently. Note however that the Markovian dimension of the problem will usually stay high
(at N), so that numerical methods will become expensive. We now show how to apply our
asymptotic results in such a context of mizture of underlyings modeling.

2.4.2 Framework and objectives

It serves our purpose well to define a basket in all generality, as
N
A
M = ) N Xy
i=1

where, in all generality, M; along with all individual A;; and X, ; are tensorial continuous Ito
processes of compatible orders and dimensions. In other words, all A; ; X; ; products are sensical
and they share the same order and dimensions. In practice, the weights come overwhelmingly
as scalar, and this is the convention we will take in the sequel. As a consequence, the basket M,
and its individual constituents X, ; will share the same tensorial order and dimensions.

One might wonder why we could possibly be interested in other-than-scalar baskets M, since
the focus of this study is on liquid options surfaces C'(K,T') for single underlyings. The reason is
that when considering a basket of underlyings, its volatility can often also be written as a basket
of the individual volatilities. Because we will require the dynamics of this volatility in order to
apply our methodology, it makes sense to address these two related issues simultaneously.

Still on the structural level, and besides the dimensionality question for these processes, the
basket definition will require to select a further feature : whether the dynamics of the weights
Ait incorporate an exogenous driver d?t. In other words, whether the composition of the
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mixture can be influenced by a source independent of the individuals’ dynamics. In fact such a
framework is closely linked to stochastic volatility issues, as it suffices to consider a lognormal
model with independent stochastic volatility, which indeed can be seen as a mixture (this is
usually referred to as the mizing argument of Hull & White : see [HWS87]).

Having now defined the structure of the basket itself, then in order to apply our methodology
and to present our results we also need to specify the conventions, i.e. Normal or LogNormal
(LogN), used to describe the dynamics of the above processes and of their volatilities (diffusion
coefficients). Clearly when the quantities are tensorial, the only sensical representation is normal.
In the scalar case and in our generic framework, where no assumptions are made on the processes,
evidently all representations are equivalent in principle. But in practice, we mainly use as inputs
for X; ; some bi-dimensional instantaneous stochastic volatility (market) models (such as Heston,
SABR or FL-SV) which are written under specific but limited conventions : classically, they use
either the Normal or LogN, for both the component X; ; and the perturbation. To a lesser extent,
this tends to be also true for the weights A; ;. Furthermore, the expansions output concerns the
basket My, and for the dynamics of the latter to be readily interpretable, they should fall into
one of these two mainstream formats. All in all, selecting one of these conventions does not
affect structurally the results, but is motivated by convenience from the reader’s perspective.
Faced with so many cases and subcases, we need to make some choices and thus restrict our
framework. Therefore we select a pair of configurations, that we will name the ”asset basket”
and the ”coefficient basket”. Before describing and justifying these configurations, we present
Figure 2.2 which demonstrates the variety of the basket population, and which places our two
chosen configurations in context. Note that this table is in no way exhaustive, as for instance it
does not specify conventions for the volatility processes.

X, and M are scalar X, and M
X, ~ LogN | X, ~ Normal are
M ~ LogN M ~ Normal M ~ LogN tensorial

Fixed Weights

Endogenous | LogN ” Asset”
Stochastic dynamics Normal
weights Generic LogN ”Coefficient”
dynamics Normal

FIGURE 2.2: Main basket configurations

Let us now make precise the notions of ”asset” and ”coefficient” baskets, as well as justify their
choice. Note that together, these two configurations will cover most of our needs in Part II of
this study, which focuses on interest rates and term structures.

1. The asset basket

This configuration is geared towards the situation where the individuals X; and the basket
M are traded assets, represented as scalars, but of course it can be applied to other
purposes. We treat this all-scalar case simply because its practical importance is highest.
We cover it with stochastic weights (mainly in preparation for dealing with swap rates, as
mentioned above), and then specialise the result to the fixed-weights situation (due to its
preponderance as a market intstrument). Also, the dynamics of these weights are deemed
purely endogenous, in order to preserve the same property for the basket M. As for the
conventions, we elect to write the setup with

» The lognormal convention for the basket M and the individual constituents X;. This
is mainly to simplify comparisons and to be consistent with the single-underlying
framework treated previously in Chapter 1.

» The lognormal convention for the weights \;. This is first of all to improve the
applicability of our results, since such weights are often defined as ratios of assets
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(see Part II). Then there are psychological/conventional reasons, since weights tend
to remain positive in most financial baskets. Note that the convention itself does not
prevent the weights to change sign if necessary, as can be the case when they are
defined as spreads.

» The normal convention for all volatility processes. Again this is for consistency with
Chapter 1 but also to simplify computations. Finally recall that the LOGnormal
convention becomes useless with vectors and higher-order tensors.

2. The coefficient basket
This configuration is designed primarily for linear combinations of volatility vectors, but
treated with more generality it applies also to other Ito coefficients, of higher tensorial
order, in view of our necessary Wiener chaos expansion. Therefore we deal here with the
case where the basket M and the constituents X; are tensors, whereas the weights \;
remain scalar.

» The dynamics of M and X; are naturally represented under the Normal convention,
but they now incorporate the exogenous driver.

» The dynamics of \; are written in lognormal fashion, but they too involve 715.

Our objective is to express the first layer of TATM differentials for the smile of the asset basket.
In view of Theorem 2.4 [p.131], in order to obtain these differentials (both static and dynamic) it
suffices to express the dynamics of the basket M; within a generic SInsV model, using the usual
chaos expansion. More precisely, all we need is to compute four of the (tensorial) coefficients

invoked by those dynamics : 0_>t, 71,t, E}zm ?1}37,5 and ?22,“ in other words the 0-(2,0) group.

We chose however not to present all the i—(Z,O) differential expressions within the general case.
Indeed, those formulas are very involved and therefore not really subject to interpretation.
Nevertheless, we will provide some qualitative analysis for specific cases, namely for the static
(shape) descriptors in the case of fixed weights asset baskets.

2.4.3 The coefficient basket

This section is intended to deliver a purely technical result, and also to be used again in later
chapter, in particular those in Part II dedicated to interest rates modelling : we chose therefore
to present it as a Lemma.

Lemma 2.6 (Dynamics of the stochastic-weights coefficient basket)
Let Xy be a tensorial It6 process of unspecified order n, with the following dynamics :

dXt = Alvt dt + A2,t dl?/t + A3,t d7t

Note that Ay is of order n, Aoy and Az of order n+ 1, and that dimensions must agree.
Let wy be a scalar Ité process with the following dynamics (using a lognormal convention) :

dw 4
WO eyttt di 4 et dZ,
t

Then the dynamics of the product [wy X¢| come as :

d [ Wt Xt ] = Wt [A17t = Cl,tXt = A27t (Z?g = A37t (ﬁ] dt
=
(2469) + Wt [A2,t ‘|‘ Xt ® C?,t] th -|‘ Wi [A37t + Xt ® C?}] d?t
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where @ denotes the outer product'®.

Now let us consider a finite collection of such pairs, defining the tensorial basket :

N
I {(wie, Xi)heien and M, = Z wit Xt
i=1

We then have the basket dynamics as

Note the natural induction feature, in the sense that the coefficients C;;, Co; and Cgz; are
themselves written as tensorial baskets on the same collection of weights. Remark also that M,
and C;; are naturally of order n, while Cy; and Cg3; are of order n + 1.

Proof.
By a simple application of 1t6’s Lemma, coordinate by coordinate, we get that

d[wt Xt] = Xt dwt + wy dXt + (dwt, Xt>
= X;wy [Cl,t dt + C?;J' dV_V)t + C?,%J' d?t] + wy [Al,t dt + A2,t dW’t + A3,t d?t]

+ wy [Ag,t C?; + A3,t C?,;] dt

which, after grouping finite and non-finite variation terms and introducing the outer product,
proves (2.4.69). We can now move on to the tensorial basket :

N
dM, = Z d [wis X 4]
=1

N
— —
= E Wi (At + i1t Xit+AjorCiat+ Azt Cigyl dt
=1

N N
+ Z wig [Aior+ Xt ® ot dﬁ}t + Z wip [Aize + X ® ¢t d7t
P i—1

which proves (2.4.70).
|

'0\Whereas the tensorial inner product, such as Az cz_: , is left implicit.
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2.4.4 The asset basket in the general case

As mentioned above, this type covers a large proportion of the baskets that one meets in practice.
Let us start by formalising the setup and presenting our notations.

Definition 2.8
We consider the asset basket with stochastic weights, assuming its price stays non null a.s. :

N
(2.4.71) M, = Z it Sit and M, #0 Yu>t, a.s.
i=1

We assume the existence of a measure Q as M- martingale, and consider a Q-Brownian endoge-

nous driver Wy, along with an independent exogenous driver Z,. We then express the dynamics
of both weights and individuals using the lognormal convention :

dsS; dA;
Dt~ e dt + Fytdw, and o e dt + B
Sit it
We specify the chaos dynamics for the two groups of instantaneous volatilities as :
= — = = =
Aoy, = diggdt+ dios dW;+ dizy dit daior = []dt+ diany th + [] dit
= =
dyi; = digdt+ 3:‘,2,15 AWy + Zi,s,t dit d 3@2,1& = [] dt+ ;0,4 th + [] dit

Note that the individual components .S; ; and the weights \; ; are not assumed martingale under
the chosen measure, and that we have not specified any dynamics for their respective drifts p;
and 7; ;. In fact those coefficients are immaterial for our purposes, as will be shown later. Having
defined our setup, let us establish the expressions for the instantaneous coefficients constituting
the basket’s 0-(2,0) group.

Proposition 2.6 (Chaos diffusion of the asset basket up to the first layer)
Let us place ourselves within the framework of Definition 2.8 for the asset basket. We then
introduce the normalised weight processes, which sum to unity :

it Sit it Sit

N
(2.4.72) wiy = = —— and wig = 1
Z M; Shi1 Akt S ; Z

We can now re-express the basket dynamics with its own volatility :

N
d M, .
(2473) = = oiLdW, with = Y wis oo+ %l
¢ i=1
While the martingale condition reads
(2.4.74) 0 = > wiy [m,t + i + o—_iﬂ_i]
i=1

Continuing the Wiener chaos, the dynamics of the basket’s instantaneous volatility come as

— —
doj = di4dt +E>2,t dWy +33,t d7t dzzt = []at +ﬁ22,t dWy + ] d7t

where
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N
A = = =
(24.75) @1y = — dogop + Z Wi t [ [@ine+ Aing] + [az’,Z,t - ai,?,t} [7e; + il }
=i
= al = =
A
(2.4.76) a2 = — G Wi t [ [ai,2,t‘|‘ Oéi,2,t} + [0t +77}]2® }
=1

N

= =
E Wit |@53¢+ Q3¢
i=1

and ignoring time-dependency (for compactness)

= = < = = pug
a9y = —a2®? = wj (CLLQ—FO%’Q) ®(El>+%>)
i=1
al = =
(2.4.78) + Z wj [ (%22 + ai,22> + [(Ui +% — o) (ai2 + 0%32))'1} }

where we use modified Einstein notations (see Appendix D), an obvious extension of the external
product (2®), as well as the commutative outer product introduced in (D.0.6) [p. XI]

Let us comment on these assumptions and results, before going into the proof.

The fact that all individual components S; ; might not be martingale under Q, or might even
each possess their own private martingale measure, is not a mere matter of overstretched gen-
eralisation : it does happen in practice. This is indeed the case when considering a swap rate
as a basket of Libor rates.

As for the original weights A;;, there is no reason why they should be assets themselves, but
they are usually built from either assets or underlyings, typically as rational functions. We note
that their dynamics can be quite complex, and intervene in a similar fashion to those of the
true individual underlyings S;;. Indeed, M; is simply a sum of pair products, so that we can
anticipate a duality structure between the underlyings and their weigths. What concerns us
directly though, in terms of smile approximation, is the fact that the \;; family can contribute
significantly to the overall basket’s volatility.

For that reason, we have made the choice of not incorporating the exogenous driver 715 in the
weights’ dynamics. Note that this restriction is not binding, since the following proofs could
easily be adapted if necessary. For our purposes, however, it would bring unwarranted com-
plexity, and we try to abide by the notion that the endogenous driver W; concerns assets and
underlyings, while the exogenous driver 7t is allocated to volatilities and smiles. In fact, all we
ask is for those volatility-related processes to access driver components that are orthogonal to
the the underlyings’ and weights’ dynamics. That point being granted, it is always possible to
redistribute the components between W/t and Z; and to write the framework as we did.

With respect to the normalised weights now, remark that in the fairly common case where all
individual weights A; ; and components S;; remain positive, then so does the basket, and the
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normalised weights w;; live in the ]0, 1] range. Note that since the normalised weights are well-
defined at time t if and only if M; # 0. We have asked for this property to be maintained in
the future (M, #0 VYu >t) and a.s., but this is purely for consistency. Indeed, since we are
targeting small-time asymptotics, and that these normalised weights are only a tool to express
the IATM differentials, it would suffice to write that at current time M; # 0.

The practical selection of Q as the M;-martingale measure is not necessarily trivial, mainly
because the weights A; ; do possess dynamics of their own. The technicality of this point will be
discussed further in the course of the proof, but it is important to stress the more fundamental
implications now. First of all, it is safe to say that, in most cases, it proves relatively easy to
assert suitable martingale measures for each of the individual components S;;. Similarly, let
us assume that the original weights’ dynamics are provided driftless. Now, a common measure
Q can always be chosen, at the cost of defining unequivocally the drifts y;; and ;. Naively,
it seems reasonable that by ”spanning” the measure Q we should eventually find the one that
satisfies the martingale condition ... but this intuition is no formal guarantee of existence. The
martingale condition is therefore entirely relying on the initial assumption that there exists such
a martingale measure. In practice this point is no issue, as the basket is often delivered from
the start along with its own, dedicated measure : certainly this is the case with the swap rate.
Remark also that the selection of Q would normally be associated with a change of numeraire,
but we choose not to dwell into this aspect in the current section.

Turning to the expressions for the coefficients themselves, we postpone any real interpretation
to section 2.4.6 as we are still missing an important notion. It is already possible however,

by comparing the formulas for 32,15 and 222715, to note that the complexification associated to
the depth of the coefficient is magnified by the dimensional issue. This confirms the intuition
that in the case of baskets, obtaining high-order IATM differentials will be significantly more
expensive. Comparing the same two coefficients, we note however that an induction structure
starts to appear, which mitigates somewhat the previous argument.

We have used several tools from linear algebra in order to simplify our expressions, and also
to stress the symmetries and inductive structures. Some readers might ask why we have not
pushed this logic further in order to gain in compacity. Indeed, it is possible to introduce
tensorial quantities such as

St A1t o1,t
? A Sa.t — A Aot = A ot
t = . At = . é.t -
SNt AN o'N:iJ‘

which allow to define the basket effortlessly via M; = X#?t instead of the classic summation
(2.4.71). The issue is simply dynamics : indeed, if a single collection (e.g. {Si¢},;<n OF
{Wit},<;<n) has its evolution defined through a lognormal convention (which is the case of
both the coefficient and asset baskets), then the methodology becomes awkward. For instance,
writing the dynamics of the individuals involves the introduction of the unit (diagonal) matrix
=

I in
iS, = 18,6 dw,

Besides, the latter requires the introduction of supplementary notations and concepts linked to
1t6 calculus applied to tensorial quantities : although we would gain in compacity, it is unclear
whether clarity would benefit. Furthermore, using explicitly the summation make it easier to
grasp the discrete probability interpretation soon to be introduced (see section 2.4.6).
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Proof. of Proposition 2.6
We start by considering the measure Q as unspecified, and destined to be constrained later on.
The dynamics of a weighted individual are simply given by Ito as

d[XigSie] = NgdSip + SipdNig + (dNiy, dSiy)

— —
= NitSig [Mz‘,t dt + J_z}lth} + XitSi {ni,t dt + ﬁLth] + NS Tig iy dt

hence

d [Nt Sit]
it Sit

)

1=
= [Mi,t + it + ﬂlm] dt + [UT; + ’71_%] dwy

Which provides the lognormal dynamics for the whole basket as

)

it P, i
= [ |::U'i,t + it + ﬁlm} dt + [ﬂ + m] th }

Using the normalised weights, we re-express the basket dynamics with its own coefficients :

d M,
Mtt = MUt dt + a}ldﬁ}t
with
N
1 — — =
(2.4.79) p = Z Wit [Mat‘i‘ni,t‘i‘gat 'Yi,t} and oy = Z wit (o6t + it
i=1 i=1

The basket is a priori not martingale under the generic measure Q considered so far. In such
a (classic) situation we basically have two options : either we modify Q by computing through
Girsanov the drift that would exactly compensate for i, or we recall that Q was left unspecified
in the first place and select it ad hoc. In the latter case, we assume that we have initially chosen
the M;-martingale measure, and then report all subsequent changes to the specifications of ;
and 7; ;. These two alternatives are of course mathematically equivalent, and not surprisingly
we solve this moot argument by choosing the (easier) second option.

Whichever way, we assume now that u; =0 i.e.

th — |
M

which proves (2.4.73) and (2.4.74).

From their definition, we have the lognormal dynamics of the normalised weights as

d w; 1 —
w—l’t = [Mi,t+77@',t+07,tl77,t> - Mt} dt + [ﬁ%—ﬂ — Et)] {th - Et)]
it

)

1 1

= [ (et mo+aiad) =] - (@h+5h -5 ] @t + (@ +750) -7 aW,
We note that the basket’s volatility o7 is itself a basket of volatilities, which falls into the
framework of the ”coefficient basket” covered previously. We can therefore make use of Lemma

2.6, noting that here the weights’ dynamics present no exogenous component (¢;3; = 0, Vi, Vt).
Applying the Lemma first to o7, we have the dynamics :

%
A5, = @iedt + GogdWy + asedZy
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Making explicit the non-finite variation coefficients, the Lemma provides

N
= [ [= = — | = — | = —
ag; = E Wit [ai,2,t + ai,?,t] + ot +7id ®[(oir +7it) — ot ]
i=1 -
N -
= = — | —2® —28
= Wit |:ai,2,t + Oéi,z,t] + (o4t + Vi) ] — Ot
i=1 )
N _
= = =
and agy = E Wit |3+ 43¢
i=1 B

which proves (2.4.76) and (2.4.77). As for the drift coefficient, it comes as

= =
Z Wit { i1t + 31‘,1,15] + [ai,z,t + 04@',2,15} [(U_ﬂ + WT;) — oy
i=1

i
+[uu+m,t+a—i,ﬂﬁ—m — (73} + %p) — 1) *}WHW]]

Using the weights property (2.4.72) and the basket martingale condition (2.4.74), we remark
that the underbraced part of this expression vanishes due to the summation :

N N N
Z Wit [ <,ui,t + it + 07%%%) — ,Ut] = Z Wit <Mz‘,t + nigs + U_zilﬁ) — Mt Z Wit =
i=1 i=1 i=1
Hence we have the drift coefficient as
N
1
D = 131 T + Y wia | (@i + @il = [@d+ 50 7 2+ 7
i=1
= =
(2.4.80) G+ Go] (@7 - 3]

)

Invoking some elementary properties of the outer product (see (
can extract and re-formulate some of the right-hand side :

.0.4) and (D.0.5) p. XI) we

1 = =
|Ut||2 o; — Z Wj ¢ [ [ Oit +77;) Et)] [ﬁ +77ﬂ + [ai,z,t + 04@',2,15} Et)}
i=1
N
2 = = =
= Z Wit { z,t+'7—z,;) o+ {ai,2,t+ ai,2,t] Et)] = — agy ot
i=1
Replacing in (2.4.80) we get
= = =
71,1& = —agy o+ Z Wit { (?z‘,l,t + ﬁi,l,t) + (ai,2,t + 0@',2,1&) (07; +ﬁ)

i=1

which proves (2.4.75). In order now to obtain the expression for ?22,25, we need apply Lemma
2.6 again, but this time to the basket

. = =
Z wit Xt with Xit = |ai2:+ ai,?,t] + [Gas + 7l © [(@as + 7ih) — o

) ) )

~

The Lemma gives us then that

(2.4.81) Y Z wip [Ais+ Xiy ® (@0} +7i0) — 1]
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where A; 2, is the endogenous coefficient of X, ;, which we compute now. To that end, we get
very easily the dynamics of its first term :

d [3i,2,t+gi,2,t] = []dt + [2@',22,154-2@22,4 dﬁ}t + [ d?t

For the second term, Appendix result (D.0.10) gives us immediately

H
d (oi; +7i0)° = H(Ui,t + i)y, (ai2e + ai,2,t)jl} + (Tip +7i}) ® (3@',2,15 + Zm,t)} dWy +[]dt + [] iz,
and
d|[oit+7s®or] = Hatk (ai,27t+062‘72,t)jl} + (@if + 7ir) ®?2¢] AW, + [] dt + [] dZ.

So that, overall, the endogenous coefficient comes as

)

= = — — = = =
Aoy = [ai,22,t + 041‘722,15} + |:(0'i,t + it — 0t), (a2, + OCi,Q,t)jl} + (o3 + i) ® (az‘,Q,t + Qo — a2,t>

Gathering that expression in (2.4.81) and omitting the time argument for readibility, we obtain

E 4 Ed E4 = = =
az = Z w; [ {%,22 + 041‘,22] + [(Ui + v —op)y (a2 + Oéi,z)jl} + (@ +7)® <az‘,2 + o — a2)
i=1
= = 2
+ [Fatdn]el@+a) - @ + @+Ael@+3) - a* |
On the first line of this expression, we extract easily from the last term that
N
= =
wi (T, + )@ dy = Ti® as
i=1
Besides, on the second line of that expression we have
= = 2
[ai,zvt + Oéi,zvt] ® (@5 +7ie) — 7] + o0+ %l © (o0 +78) — 3™
[= =
= [ [Foaa+ ize] + Gd+FN0(@E+7D - 3l |el@d+5h) - )
[= =
= [ ai2¢+ ai,?,t] + [oi: + 77,;]2(8 — (Gt +7ip) ® Fz} @ (Fiy + 7it)
[ [= =
- [ai,2,t+ai,2,t] + [T+ 7 - (oT-,ZJrvT?t)@o_Z} ®0;
We recognise the underbraced term as the individual component of 32715, so that after summation
= al = =
a2 = Z wW; [ <ai,22 + Oéi,22) + [(Ui + % — U)k (aio+ ai,2)jl] }
i=1
N
= = = = = =
(20T +T0ds) + 3w | @ +7)® (diz+ diz) + (diz+ diz) @ @ + 7)) |

N
Y w @+ - @+Ded e @+T)

which proves (2.4.78) and concludes the proof.
|
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2.4.5 The asset basket specialised to fixed weights

We now restrict our asset basket framework, as presented in Definition 2.8, to fixed (constant)
weights \;. The basket could correspond to an index price process, for instance, or to a simple
mixture model. Whichever way, we assume the existence of an option price continuum written on
the basket, itself re-parameterised via lognormal implied volatility. Then we have the following
results for the small-time asymptotics of that smile :

Corollary 2.4 (Chaos dynamics of the fixed-weights asset basket)
Given the framework of Definition 2.8 where the weights \;+ are considered constant ¥(i,t), the
dynamic coefficients of the chaos expansion for the basket’s dynamics (a.k.a the o-(2,0) group)

come as

Therefore the IATM level and skew are simply given by

Note that since we are considering lognormal dynamics for the components and for the basket,
although the actual weights (the 0-(2,0) group) are constant, the normalised weights w;; them-
selves are still stochastic. Also, since the basket is essentially a finite sum of pair products, our
computations would clearly be easier if all dynamics were taken with the normal convention.
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This is a tempting approach, especially in light of the baseline transfer methods presented in
section 2.2.3 and which ensure seamless navigation between both the normal and lognormal
conventions. However, although feasible this method turns out to be eventually more complex,
at least at the order with which we are concerned here, i.e. the first layer.

Interpreting the IATM level (2.4.82) is very straightforward : indeed we now have the basket’s
instantaneous volatility simply as the (normalised)-weighted sum of the individual volatilities.
In other words, that volatility is itself a tensorial basket, but with stochastic weights. Note also
that the Markovian dimension is not a priori reduced : even with constant individual volatilities
OT';, the state variables would still include each single component S;; through the normalised
weights w; ;. Overall, the result seems fairly intuitive and makes expressing the IATM level for
the basket’s smile very easy, as per (2.4.87). Note finally that, had we a contrario considered
normal conventions for the individuals’ and basket’s dynamics'”, the weights would have been
identical between the static definition and the dynamic expressions, hence fixed.

The expression for the IATM skew (2.4.89) however is a bit more involved. It can naturally be
broken down in two weighted sums, again with the same normalised weights. The first of these
we identify as the "natural” component, since it involves the weighted average of the individual
endogenous coefficients zi,gi. The second sum can be interpreted as a dispersion term, which
incorporates both the de-correlation and the differences in modulus between the instantaneous
volatilities o;; of the individual underlyings S; . Note that in the simple but frequent (at least
in the literature) case of constant, deterministic or even independent individual volatilities, the
individual skews and the first term are null, while the basket’s smile itself still exhibits a skew.
In order to improve this first interpretation and to extend beyond this limited configuration, we
will shortly introduce new concepts, in section 2.4.6.

Proof.
The assumption of constant weights \; ; translates into
. = = =
Vi, t Nt =0 m =0 ﬁz‘,l,t =0 ;o =0 a;3:=0 Qoo =0

Injecting that information into (2.4.73), (2.4.75), (2.4.76), (2.4.77) and (2.4.78) respectively
proves the corresponding expressions (2.4.82), (2.4.83), (2.4.84), (2.4.85) and (2.4.86). Having
obtained the instantaneous coefficients, we can now move on to the IAM coefficients. We have
the IATM level from through (2.3.48), hence (2.4.87), and according to (2.3.62) [p.131] the IATM
skew comes as

S _ =
2,(t,0,0) = = a7 o tdso =

1
2

N |

N
57|~ ot [Z Wit [32}2715 +U_z>',t2®] _ 532(8] 5

i=1

which proves (2.4.89) and concludes the proof.
|

2.4.6 Interpretation and applications

We now come back to the general asset basket with stochastic weights, as developed in section
2.4.4. Our intention is to provide more intuitive interpretations for the instantaneous coefficients
of the basket, and therefore for the associated IATM differentials.

; — —
"By denoting dSi = ~iitdw, and dM; = ~F{+dW,
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2.4.6.1 A discrete measure associated to the basket structure

We first make a reasonably restrictive assumption about the structure of the basket, before
introducing a new, discrete probability measure.

Assumption 2.2
This hypothesis corresponds to the non-negativity of the normalised weights :

wi,t Z 0 \V/i, \V/t

Note that this situation can be enforced by ensuring the non-negativity of the weighted individ-
uals, since by assumption we have M; > 0 :

>‘i7t Si,t >0 = Wit >0 Vi, Vit

which is a natural occurrence in most financial baskets (typically indexes, long portfolios, etc.).
We can now introduce the main interpretative tool.

Definition 2.9 (Discrete measure associated to the asset basket)
Under Assumption 2.2 we have

N
wiy € [0,1] Vi and Zwivt = 1
i=1

therefore the collection of normalised weights {w;}, ;. defines a discrete probability measure
over any indezed collection of N variables, including any family of tensorial processes X. ;.

2.4.6.2 Interpretation in the general case

We can re-express the basket’s drift p; and volatility o, from (2.4.79) into expectancies, under
the discrete measure system :

pe = E¥ [M-,t+77-,t+0_->,tl7_-,¥] and or = EY[oi+7.}]

This goes to show, through Jensen’s inequality, that any convex functional of instantaneous
volatility will be lower when applied to the basket, as opposed to being averaged over the
individual components. This is satisfied in particular for the norm, which confirms the usual
and intuitive property that the basket’s IATM implied volatility is lower than the weighted
average of individual IATM smile levels : this is a trivial instance of diversification.

The same interpretation stands true for the first depth coefficients, so that we can adapt the
expressions (2.4.76) and (2.4.77) for the non-finite variation coefficients respectively into

= A = = 2 = A = =
a; = —5,%® 4 B [(a.72,t + a.72,t) + [E_?g + ’7_%] ®] and asz; = E* { a.3¢+ a.73,t]

It is then interesting to re-organise the the expression for the endogenous coefficient 327,5 into
= A = = 2

o | [t | - [B] et )1

ES

The second, underbraced term appears naturally as the usual covariance matrix of a random
. . . . .=
N-dimensional variable, which we denote V¢ [---]. Consequently we can write as; as

= = =
asy = EY [a.72,t+a.,27t] —l—Vﬁé,[E.ﬁ—i—ﬂ]

)
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As for the drift coefficient, omitting time-dependency for clarity, (2.4.75) becomes

@ L PR T E | [@a+ Tl - (@ + )] [F T+ a2+ 0] (@ +7) - 7] |

Turning to the expression for 222715, we observe that it is more involved and difficult to decipher.
It exhibits however some reassuring symmetry properties, in particular the appearance of double

products of the type
= =
(G200 + 0 @ dy

This is the point at which the dimensionality becomes an issue in terms of interpretation, and
we shall leave it at that for the time being.

2.4.6.3 Interpretation in the case of fixed weights

In order to extend this interpretation to the IATM differentials, we choose first to restrict our
framework to constant weights. Note however that, because of the basket’s zero drift condition
(2.4.74), the drift of the weights disappears from the first layer coefficients. Therefore the follow-
ing results could be obtained if the weights were deterministic functions of time \;(¢). Making
use of the discrete measure introduced above, we can re-express the first-depth coeflicients given
by Corollary 2.4 :

o = E“[5))] aizwﬁﬂ+%m]
ag; = EY F-,&t] Ty o= - [Ew [2-724 + Vg [ﬁ,t]] EY 57 +E¥[@.1¢ +E° F-&t U_d

So presented, they lend themselves to more interpretations, depending on our focus. For instance
in the expression for ?li we can extract the term

which can be seen as another type of covariance, albeit non-commutative. Moving on to the
TATM differentials, we have the IATM skew as

- 1
(2.4.89) 560,00 = S I@ et (B [d .00 + V2 |7

It seems difficult to draw any conclusion when the differential is presented in this form. Let
us assume for instance that all individual underlyings exhibit an identical IATM level for their
implied volatility surface. Then the same IATM level for the basket must be lower, due to the
dispersion in individual volatilities, in other words the diversification effect. If we now tried
to compare the basket’s skew with the individual skews, that scaling issue would significantly
complicate the picture. For that reason, our next natural move is to normalise (2.4.89) by using
the notations of Definition 2.7 [p.130]. We end up with

. . R
5,(00,0) = SEHT | WtE (G w4+ wtve [l |

1
2

The first term is the most natural, in the sense that it is similar to an individual IATM skew as
per (2.3.62) [p.131]. Note that a priori we cannot normalise inside the expectancy :

1GH B [G2e] # E*[C2e] = E°[I50I" .
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and that this first term is different from the weighted average of the individual skews :

1 — = 1 = ]
o R LN AR i P R A

As for the second, corrective term, it is associated to the covariance of the collection of instan-
taneous volatilities o.;. As such, it reflects the dispersion of that family, both in direction and
magnitude. Note that, since Vi [E_;] is a genuine covariance matrix, it will stay semi-definite
positive so that the corrective term as a whole will stay non-negative. The influence of disper-
sion, however, is more difficult to assess, as it will have opposite effects on the inverse modulus
o7 ~! and on the variance A% [77].

An easy way to bypass this issue is simply to change our variable to the squared implied volatility
(closer to variance) and therefore write that

2] (1,0,0) = @R (@@ + @ve i@
Yy

A specific instance of the fixed-weights basket occurs when all individual components are deemed
independent. This subcase is of particular interest, as it corresponds essentially to a mixture : as
mentionned in section 2.4.1, this configuration can be attained asymptotically (when N — +00)
via a stochastic volatility model using an independent perturbation, such as FL-SV.

We can even specialise this subcase further, and apply these formulae to an extreme, albeit very
common instance of basket. Let us consider the situation where all individual components S;
are indeed independent, but also iso-weighted and identically distributed'® (i.i.d.). In our case,
we will have to assume an identical initial value of Sy as well as identical dynamics (at least
asymptotically in ¢) using independent drivers. Assuming a very large N, as well as enough
regularity and integrability for the processes, we know then from the Central Limit Theorem
(CLT) that the basket’s marginal distribution will tend to a Gaussian. The question is whether
and how our asymptotic formulae reflect this behaviour.

To simplify, let us assume that each individual underlying is lognormal, with identical instan-
taneous volatility 0. Then we have \; = w;; = N ~1V(i,t) so that (using the canonical base for
R™)the instantaneous volatilities of the individuals and of the basket come respectively as

L
@ég[oo 10} and —;:%[11 1)t
(2

Therefore, according to our asymptotic results, the IATM [evel of the basket’s smile is

= g

On the other hand, each individual S;; process generates a lognormal marginal distribution at
time T > t, whose standard deviation is S; v/e?*T — 1. Therefore and according to the CLT,
the marginal distribution of the basket, for the same date T, converges in law (as N 7 +00)
towards a Gaussian random variable with mean S; and standard deviation S; Ve?’T —1 N -3
As a consequence we have the asymptotic price of the T-expiry ATM call written on the basket,
which we can also expand for short expiries, at the first order :

Pum(T) — S VeT —1 (2aN)"2 = S, 0VT (2rN)"2 + o(\/T)

N /+oo

18We specify this property in the weak sense, but dynamically : in other words all components follow the same
SDE but respond to independent drivers, generating the same, but orthogonal, marginal laws.
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However we can also express that price via the ATM Black implied volatility g4, (7"), and
proceed with the same expansion :

Pum(T) = S, [N(%Eatm(T)\/T> - N<—%Eatm(T)\/T> ] = S Sam(TIWT (27)"2 + o(VT)

By comparing both expression of P, for short expiries, and taking the limit in 7" = ¢, we
conclude that N o
3(t,0,0) — —

( T ) N—+o0 \/N

which does match our asymptotic results.

There is obviously room for some more interpretation in the basket framework. Even on the
pure computational front, tools such as the discrete probability measure help in identifying
symmetries, inductions schemes and simplifications.

In the context of this study, we will see the basket results used again in Part II, which deals with
term structures. Indeed, the archetypal example of a derivative product that can be seen as a
basket is the par swap rate. But the overall application field of basket concepts in the interest
rates world is in fact much, much wider.
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In this chapter we illustrate the capacity of the ACE! methodology to link, for a very large
number of popular stochastic volatility models, the instantaneous dynamics to the shape and
dynamics of their associated smile.

Indeed the large majority of these models used in practice are bi-dimensional, in the sense that
both their endogenous and exogenous drivers are scalar. This is the case of Heston, SABR,
FL-SV and many more. Even multi-scale models, which deliver their full potential with a higher
number of factors, are often used with two drivers only for numerical reasons (i.e. the speed of
PDE schemes). For most practitioners the direct problem, i.e. generating the smile from the
instantaneous dynamics, will appear more important than the inverse problem. This is of course
linked to the calibration process, which will usually involve the minimisation of a market error
functional, itself making a high number of calls to a (proxy) vanilla pricing function. We will
therefore focus on this direct problem” and produce some smile IATM differentials generated
by a generic bi-dimensional SInsV model. Note that in light of the baseline transfer principles
discussed in section 2.2.3, out of simplicity we will stick to the lognormal baseline.

We know formally from section 2.1 how to produce these IATM differentials up to any required
order, so that little theoretical ground is broken by such computations. By walking through
the inductive methodology though, we underline that the complexity of the analysis (hence the
effort it requires...) is roughly exponential. It becomes clear that the sensible alternative to
manual computation is the programming of a simple, dedicated formal calculus engine.

But the main interest of the exercise lies mainly in the selection of relevant IATM differentials
(static and dynamic), and in their financial interpretation. Indeed, we will see that the first
low-level differentials are easily associated to some specific spread products, to their sensitivity
w.r.t. maturity and to their dynamics. These differentials are also the best descriptors of the
smile, purely from a series expansion perspective. Also (as will be discussed in Chapter 4) using
an expensive, high-order expansion is often less efficient than combining a low-level one with
good assumptions for the wings (i.e. the smile behaviour at extreme strikes).

So, which differentials should we try to compute? From a practitioner’s point of view, the knowl-
edge of three IATM static differentials is usually considered sufficient for a decent description of
the liquid smile. They will be used for short expiries and strikes around the money, and when
viewed as finite differences they correspond each to existing liquid options :

» The IATM level i(t, 0,0) corresponds to straddles.

» The IATM skew i/y(t, 0,0) corresponds to risk-reversals.
» The IATM curvature i;y(t, 0,0) corresponds to butterflies.

Since our approach is also dynamic, we will also want to obtain the coefficients driving these
quantities. Given the bi-dimensional context, that means that we expect to get the following
nine TATM dynamic differentials :

However these approximations lose precision at longer maturities, which require the sensitivity
of these differentials and prices to # = T — t. This limitation justifies that we should look at

» The TATM slope 3(t,0,0)
» The IATM twist zgg(t,o, 0)

» The IATM flattening X, ,(¢,0,0)

! Asymptotic Chaos Expansion.
2We keep in mind, however, that in the bi-dimensional case we also have the capacity to solve the inverse
problem, which certainly holds a strong applicative potential.
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Together, these static differentials allow us to describe and approximate the most liquid part of
the smile with reasonable accuracy. Certain areas of that surface however, can also be actively
traded therefore warrant specific higher orders. These are respectively the Immediate region
(short expiries for all strikes, further ITM or OTM) and the At-The-Money line (for quite long
expiries). The corresponding need for increased accuracy justifies that we should examine

"

» The IATM hyperskew iyyy(

t,0,0)
» The IATM hypercurve igf)(t, 0,0)

» The TATM arch Yp,(t,0,0)

Note tha, beyond market considerations, there are more mathematical (actually numerical)
justifications for selecting the first, second and third layers. Indeed, as we have seen in section
2.2.3 [p.117] the finite differences baseline transfer does follow the ladder effect. Therefore, to
obtain the first layer at an appropriate precision in the new baseline, one must already have the
second and third layers in the central one.

Remark also that the IATM arch is often missing from the ad hoc singular perturbation results
available for some chosen stochastic volatility models. In [HKLWO02] for instance, the implied
volatility is provided as a linear function of time-to-maturity. As will be discussed in section 4.2,
Hagan&zal’s closed-form approximation does match the ACE results for the eight other static
differentials quoted above. However, obtaining the arch differential would require to push the
perturbation method to higher orders. B
Out of the nine static targets, we have already computed in section 1.4 the first three : ¥(x),
i;(*) and i;y(*) Similarly, we already have four of the nine dynamic differentials : b(%), v(x),
n(x) and 5?; (). Although the coefficients are important to us, for the sake of clarity we break
down the coming computations in five sections, each based on a static differential. However,
instead of progressing one layer after the other as mentioned in section 2.1, we work column by
by column. The chapter is therefore organised as per Figure 3.

FiGURE 3.1: Order of computation for Chapter 3

0 1 2
, - e

0 293(*) I

_Section 3.6_
1
2
3
4

Y (*) = (t? 07 O)

aym
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3.1 Some minor but useful results

3.1.1 Dynamics of a recurring ratio

As detailed formally in section 2.1, the procedure is inductive and therefore fairly repetitive. In
these circumstances it usually pays off to provide generic sub-results that will help along the
proof. In our case and because of our choice of parameterisation, we are constantly dealing with
the dynamics of some ratio, at the denominator of which will sit the instantaneous volatility.
The following lemma aims at providing these dynamics once and for all, in a generic manner.

Lemma 3.1 (Dynamics of a generic volatility-power scaling)
Let x4 be a scalar Ito process whose dynamics are formally described by :

dxy=cy dt +co dWy + c3 dZy

then we have, for n € N*

Xy 1 n n(n+1) g 9
d |:o‘_?] = [U—? — F (CL2CQ “+ ascs + $tCL1) + Wxt (CL2 + CL3) dt
C9 nrias C3 nrias
+ [O'_? U?+1:| thJr |:O'_? O_?_H] dZt
Proof.
It suffices to apply It6’s Lemma to the function f(x¢,0p) with f(x,y) = y% which gives
1 9 9 n 9 T T
amf:y—n ameZO amyf:—ynﬂ (9y2f:n(n+l)W ayf:—nW

|

3.1.2 Term-by-term differentiation of the ZDC
Other intermediate steps can be pre-computed, in particular we have seen in Section 2.1 that

» For the first column in Figure 3, all pure-strike IATM differentials (%) (t,0,0) are ob-
tained by successive y-differentiations of the Immediate ZDC (1.2.28), before taking the
resulting equation at the IATM point in (¢,0,0). In other words, we need only compute
VMmO E(t,0,0).

» For the other columns, we need to cross-differentiate the main ZDC, before taking it also
in (¢,0,0). The resulting IATM (m,p)-ZDC expression will involve V™P=DD(t,0,0),
VP B(t,0,0) and V2D E(,0,0) on its right-hand side. For more details refer to the
ZDC (1.2.18) [p.30] and to section 2.1.

In order to speed up the coming computations we propose therefore to provide the corresponding
differential expressions, pertaining to the E(t,y,0) and F(t,y,0) terms.

Note that the macro terms constituting the ZDC, i.e. D(t,y,0), E(t,y,0) and F(t,y,0) can lend
themselves to a mathematical interpretation. In particular F'(¢,y,0) gives us the Immediate ZDC
(2.2.20), and we could probably extract more information from the differentials of all these three
terms. However we see the internal computations involved in deriving these differentials (see
terms A, B and C later on) as essentially low-level, with no apparent interpretation potential.
Furthermore, they are naturally easier to carry out sequentially and at once, rather than on
demand throughout the various proofs. In our view, these reasons justify their outsourcing into
the current section.
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Lemma 3.2 (Relevant differentials of the F(t,y,0) term)
We have in (t,y,0) the pure strike differentials :

= =/ 3 o= =n = = =n
VOOP(ty,0) = 12557 (o) + 185255 (o) +2 [P+ 032(0)] = (o)
(3.1.1) +30,8,,0(0) —30:350,,(0) —6,(c) —67m,(0) +y[]
~r 4 ~ ~1 2 >=n ~o=1 =
VARt y,0) = 125, (o) +72E%, %, (o) +24 5?5 5, (o)
= = 2 = = =
+3 [6 52(0) — 03] S, (0) + [258 +3075(0)| £ (o)
(3.1.2) +8 0y, (0) +12 0, %, (o) — 4 011, %(0)

2 N 2 I
—12 7, (o) —12vp,,(c) =12 n, (o) —12nn,,(c) +yl]

The only relevant maturity differential reads as

(313)  FO(ty,0) = [65% —of| 5°(0) + [252 —0}| S5Ge(0) +y [}

Finally, in terms of cross-differentials we have

(314) VOUR(.0) = 6555, (0) + 25T g(0) — o [Sie) + S7(e)] +y [
VEDR(Ly,0) = 1255, 5, (o) +12 525,8)(0) + [65%() + 07| ST, (0
(3.15) + [253(0) + 075(0)| Sial0) — 201547, (0) — 2 0i574(0)

—20my(0) —27nglo) +yl]

Note that our ultimate concern is asymptotic, and in particular that we shall focus in y = 0.
This explains why, for simplicity’s sake, we have chosen not to present the blocks that are in
factor of y in all the expressions of Lemma 3.2.

Proof.
We decompose the F' term defined by (1.2.21) into three components as per

where
(3.1.7)  A(t,y,0) = 1¥%0c)—1s7%%(0)
(3.1.8) B(t,y,0) = 0,5(c) [a(o)—ati’y(o)] — 0,50(0) — 0?55, (o)
(3L9) O(tw.0) = [3e)~aZy)] +72e) = 72(0) +07 5, (o) — 2005 (o) + (o)

Our roadmap is to compute the relevant differentials for the three components A, B and C (in
that order) before aggregating them into F'.
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Relevant differentials of the A(t,y,0) component

Let us first concentrate on the pure-strike differentials, taking the expression in the generic point
(o) = (t,y,0). We start from the definition (3.1.7) and differentiate sequentially w.r.t. y. We
obtain first

(3.1.10) Ay(t,y,0) = 2595 (o) — 075, (o)

and then

~ ~~y

” ~ ’ 2 aon = 2
Ay (ty,0) = 2[352 57 (0) + 58y, (0)| — 0 [, (0) + 55, (0)]

>~ 2

~o ~/ 2 S S
(3.1.11) = 63257 (o) + 253 (o) — o7 [zy (o) + zzyy(o)}

At the third order :

~ ~,; 3 ~o~1 ~n ~o=1 =n =
AZ(/?;’O) (t,y.0) = 6 [22 %y, (o) + QEzzyzyy(o)] +2 [3222312%(0) + E?’Eyyy(o)}

"

s [QEyEyy(o) + 5050 (o) + zzyyy(o)}

(3.1.12) = 1255 % () + 185253 (o) + 255 (o) — o [3i’yi;y(o) + ii;;y(o)}
And at the fourth order (omitting the argument) :
AGO(y0) = 12|8, +38 5 8 | 4182887 F 4+ £2 8 0+ T E |
12 3928, 8 + S0SW] - o2 35, 4855, + 5,8 + S50
(3.1.13) = 125 1S S 11852 S " U S 4 osenl)

9 = 2 =1 =m SS(4)
—of [3%)," +45,5, + 551

As for the relevant maturity differential, we get first
AOD(ty,0) = 25°%(0) — 07EE (o)
so that

~ 1

A0y 0) = 652(0) 5 (o) + 2535 (0) — 02 5" (0) — 0255 (0)
S2 2] &2 S2 2] S
(3.1.14) = [62 —at] = (o) +[22 —at]zzge(o)

We can then turn to cross-differentials, starting with A(l’l)(t, y,0) which is obtained by differ-
entiating (3.1.10) once w.r.t. 6 :

(3.1.15) Ayg(t,y,0) = 6E25,% (o) + 2835 (o) — o7 [i;i’y(o) + iige(o)]

Similarly, A1) (o) is obtained from (3.1.11) as

7" ~ ~ 2 ~ ~ ~ 2 ~ ~
Ay (ty,0) = 652(0) T,” (0) + 25%(0)T, (0) — oF [ £, (0) + £(0) Sy, ()]
and therefore
ACD( 4 0) = 125(0)%y(o) i;jz (o) + 1222(o)i’y(o)§;9(o) + 622(o)ig(o)i;y(o) + 2%3(0)%9(0)

(3.1.16) — 07 [25,(0)Z5(0) + Th(0)Ty, (o) + B(0)Ty0(0)|
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Relevant differentials of the B(t,y,0) component
Again, we start with pure strike differentials, in a sequential fashion. Definition (3.1.8) gives us

~~y

’ ~7 _ ~_ ~7 2
(3.1.17) B (t,y,0) = o [Eyy(o) —i—El/y(o)] - [zy (o) +zzyy(o)]
therefore at the second order

By, (ty.0) = o [Sy,7(0) + 5,7 (0) + Sy, (0) + 57, (0)]

— 07 25,50, (0) + £, 55, () + 554, (<)

(3.1.18) = o [S,7(0) + 25,7, (0) + 57, (0)] - o [35,5),(0) + 55, (0)]
Differentiating once again we get :

BOO(y,0) = o0 [, 70) + 57,00) + 2 [£,70) + B, 0] + E7,(0) + 57, 0)
=n 2 = =m = =m ==(4
_ U? [3 [Eyy (o) + Eyzyyy(o)} + Eyzyyy(o) + 223(14)(0)}

= oy [Eyyyg(o) + 3%,y (0) + 35,1, (o) + Egyyy(o)]

~n 2 ~r =m ==
(3.1.19) e [3 S0 (o) + 4550 (o) + EE;i)(o)}

Turning now to maturity and cross-differentials, we obtain first B(%:1) (t,y,0) from differentiating
(3.1.8) with respect to 6 into

(3.1.20) BOV() = o [i;a(o) + iag(o)} p [i;i’y(o) + iigg(o)}
And then BV (o) comes from (3.1.17) as

By(t,y.0) = o [5(0)5(0) + £(0)7,(0)| — oF [, (0) + £(0)5, (0)]

hence
BUD(L,y,0) = o1 [She(0)i(0) + 5, (0)Fh(0) + Tg(e)7 (o) + S(0) ()]
(3.1.21) — o7 [25;(0)51;9(0) + X5(0)y, (o) + 5(0)52;9(0)]

Relevant differentials of the C(t,y,0) component
We have from the definition (3.1.9) :

(31.22)  C,(t,y,0) = 20w,(0) +202%,5 (o) — 20, [a;iy(o) +a§;y(o)] + 277, (o)

Differentiating (3.1.22) again w.r.t. y we get

O (ty.0) = 27, (o) + P0)7(9)] + 207 [55,° (6) + 5, (0)57,,,(4)]
(3.1.23) — 20, [agy(.)iy(.) + 27, (0)3 (o) + ;(.)i;/yy(.)} +2 [ﬁ/y? (o) + 7i(9)71,, (o)

Turning to cross-differentials, we get C'%1) (o) by differentiating (3.1.9) into

r=n

y=yb

!

(3.1.24) COV(Ly,0) = 20ip(0) + 2075, 59(0) — 204755, (0) — 20355, 4(0) + 2ty (o)
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Aggregation into the differentials of F(¢,y,0)
Let us first focus on the pure-strike differentials, establishing a generic result which we can then
instanciate as required. Recalling from (2.1.3) and (2.1.4) the following elementary results :

P
ox™

f@)] = af" V(@) +af ()

and
% [xzf(xﬂ = 1{n22}n(n — 1)f(”—2) (x) + anf("—l)(x) + fo(n) ()

with the order n > 1 and employing the usual convention f*)(z) = 0 if k < 0.
We can then differentiate F'(¢,y,6) once w.r.t. y to obtain
VOOR(ty,6) = ATO() — [mBT 1 (0) +yB™0) (o)
1
2

[1{m22}m(m —1)C™720) (o) + 2myC ™10 (o) + y20<m70>(o)]

After simplification we obtain the pure strike-differentials of F', in the generic point (¢,y,0) :

1
VO Rty 0) = [A<m70>(o) —mBM10) (o) — 5 Hmzzym(m - 1)c<m270>(o)}
1
(3125) —y [B(m,O) (O) + mC(m*LO) (O) _ §y20(m,0) (O)

It is that equation (3.1.25) that we now apply to the pair of relevant pure-strike differentials.
Starting with V30 (¢, y, 0) we gather (3.1.12)-(3.1.18)-(3.1.22) pertaining to A, B and C so that

VEOF(ty,0) = AB() 3 B () —3C00(0) +y]]

= =/ 3 ad; Sad Bad /i jadh Sl V) =/ =n o=mnm
= 1255, (o) +18TE,T,(0) +2T95y,,(0) —oF 35,5y, (0) + 55, ()|

=3 [o0 [S5,7(0) + 25,7, (0) + 57, (0)] - oF [35,5;,(0) + £55,,,(0)]]

e =1 =n = =" !
-3 [QVVy(O) + QU?EyEyy(o) — 20y [VyZy(o) + yEyy(o)} + any(o)] +y[]

which after simplification provides (3.1.1).
As for F(40) (¢, y,0) we apply (3.1.25) with m = 4 and gather (3.1.13)-(3.1.19)-(3.1.23) into

FAO(t 4, 0) = A40) —4 BBOG) —6 BED (o) +y[--]

=/

~r 4 ~ ~1 2 =n = 2 iad Sad el = ~4
= 12 5, (o) +728 5, %) (o) +18 325, " (o) +24 B2, (o) +2 5751 (0)

o 2 = =m ==(4
e [3 S0 0) +45 50 (o) + zzég(o)]

"

— 4 [ o0 [, 7(0) + 35,7, (0) + 35,7, (0) + 57, (0)]

= 2 >~ == ==(4
—o? [3 S (o) + 4SS (o) + 223(14)(0)} }

= = n

—6 [ 2 [;; ?(0) + ;ﬁ;y(o)] + 202 [zy/yz () + 3, yyy(o)}

= = = 2 e
— 20% [VyyZy(o) + 21,5, (0) + yEyyy(o)] +2 [ny (o) + nnyy(o)] ]

which after simplification provides (3.1.2).
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For the maturity differential, from the decomposed expression of F' (3.1.6) we get easily
(3.1.26) FO2(ty,0) = A0 (t,y,0) —y BO2(t,y,0) — Ly* CO(t,y,0)
and therefore injecting (3.1.14) into (3.1.26) we get (3.1.3).

Let us now turn to cross-differentials, starting with V(I’I)F(t,y, 0) where by applying (3.1.25)
with m = 1 we get

VOOF(@ty,6) = [A000) - B(o)] +yl[]
We can then 6-differentiate once to obtain

VDRt 6) = [AND(e) = BOYE)| +y[]

Injecting the earlier results (3.1.15) and (3.1.20) respectively for A and B we get
VODF(Ly,0) = 65255 (0) + 25°Ty(0) — oF | ThT,(0) + S4(0)]
— 01 |S(0) + SHy(e)] + oF [T (0) + Tpg(0)| +y [
and after simplification comes (3.1.4).
Now focusing on VY F(t,y,0) we apply (3.1.25) with m = 2 to get
VEOF(ty,0) = [4A®0() = 2B09() = C(o)| +yl

which we then 6-differentiate once to obtain

VEDR(ty.6) = [A®D(0) =280 (0) - OV (o) | +y ]

Grouping (3.1.16)-(3.1.21)-(3.1.24) we get

==nm

VeUFR(ty,0) = 1253, iy? (0) + 12528 35 (0) + 6E28, 5, (o) + 2838, (o)
p [2zyzy9(o) + 5,50 (o) + zzyye(o)}
~ 20 [E;Ga(o) + 5 7(0) + Sg7y (o) + i:agg(o)]
+ 207 [25)500(0) + 545, (0) + 50y )]

- [2579(0) + 20750 5(0) — 20155 (0) — 20175 0) +2ﬁ'ﬁ’9(o)] +yl

which after simplification gives (3.1.5) and concludes the proof.
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Let us now examine the E(t,y, ) term, whose relevant differentials come as

Lemma 3.3 (Relevant differentials of the E(t,y,0) term)
In the generic point (o) £ (t,y,0) we have the following expressions for the relevant pure strike-
differentials and the first maturity differential :

1"

B0t y,0) = 3525,(0) [Thlc) — 30?3y, (0) + o (o) — 3oi(o)]

Yy
(3.1.27) + 59(0) [Sh(0) = 3075, (0) + a1y, (0) = St (o)
ECO®¢ 4 0) = [65 % (o) + 3i2i;y(o)] [i;(o) ~ 1625 (o) — Loyi(o) + ata;(o)}
(3.1.28) + 6575 (o) [i;e(o) — 125" (o) — 3oy (o) + Jﬁ;y(o)]
+53(0) [S0(0) — 07500 (0) = Sy, (0) + 017y, (0)]

1 ="

EOD(t,y,0) = 3525(0) [Tho) — 3075y, (0) +ab (o) — souin(o)]

= 11 ~!

(3.1.29) + 53(0) [Sho0) — 307S(0) +ariplc) — dri(o)]

Proof.
From the definition (1.2.20) [p.30] of E(t,y,6) we get (3.1.27) by a first y-differentiation. Re-

peating the process gives us, still in the generic point (o) £ (t,y,0)

ECO(Ly,0) = [65(0) 5, (0) +352(0)5y, (o) | [Sh(0) — 3075y, (0) — (o) + v (o)

=/ =" 1 2~/// 1!

+352(0)5, (0) | yp(0) — 3075y, (0) — S0y (0) + iy (o)

=/ = 1 =/ ’

+352(0)%, (o) [zyg(o) — 125" (o) = Loui, (o) + Utﬂ;y(o)}

=/ 1

~ =(4 , /
+ 23(0) {Eyyg(o) — %03224)(0) — gat%y(o) + Utﬂ;yy(o)}

which after simplification provides (3.1.28). As for the maturity differential, a single derivation
of (1.2.20) w.r.t. € gives us (3.1.29).
1
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3.2 Computation of the hyperskew

Here we are eventually interested in the pure strike differential 3(3.0) (¢,0,0), so let us start with
the associated dynamic coefficients.

3.2.1 Expressing g;/(*) and ﬁ;/(*)

Since we have only expressed ﬁ; (%) within Theorem 1.2, which focused on the i—(Q,O) group, let
us derive the missing drift and exogenous coefficient. We have

Proposition 3.1 (Expressions of 5;/(*) and ?L;l(*) in the generic bi-dimensional case)
For a generic bi-dimensional model the IATM dynamics involve

~ 1|1 1 1 1 1 1715 1 9
(3.2.30) by(t, 0,0) = O'_t |:§a21:| S 0'_t2 [—§a1a2 = 5&2&22 = 5&3&23] aF 0'_? [50,2 aF 5&2&3]
! 1 |1 1 1
(3.2.31) ny(t, 0,0) = O'_t [5@3] + O'_t2 [—§aga3]

Note that we have now gathered the input-expressions of g;(t, 0,0), ﬁé(t, 0,0) and ﬁ;(t,0,0).
This means that, given as input a generic bi-dimensional stochastic instantaneous volatility
model, we can describe exactly the dynamics of the TATM skew i; Which means in turn that
we can reasonably approximate® the dynamics of several types of very common options whose
prices are essentially defined by the IATM skew, such as long/short strangles, call/put spreads
or call/put binaries.

Proof.
We have from (1.4.51) :
= a9
¥, (t,0,0) =1 =
y( ) Y ) 2 oy
Applying Lemma 3.1 with 2; = as; and n = 1 gives the dynamics of the IATM skew d i;(t, 0,0).
Using the unicity of 1t6’s decomposition we then identify term by term to get :

» for the finite variation term :

~ asy 1 2 2 2
b, (t,0,0) = |=2— = (agags + azags + asay) + —=as (a3 +a
y( ) 2|:O_t 03(222 3023 + aza1) 205)2(2 3)
hence
~ 1 (1 1 1 1 1 1115 1
by(t,0,0) = o'_t |:§a21:| + O'_tQ [—50,10,2 — 50,2&22 — 50,30,23:| + O'_? [§a2 + 5&2&3]
which proves (3.2.30).
» for the exogenous coefficient :
~ az3 G203
t,0,0) = — —
my(t,0,0) 20, 207

which proves (3.2.31).

3For short maturities, and assuming these options are struck on and/or either side of the money.
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3.2.2 Expressing E;y (%)s ;'Zy(*) and ﬁ;;y(*)

We can now initiate the induction proper, starting with the full v(20) dynamics :

~1"

V’y’y

Proposition 3.2 (Expressions of g;y (%), (%) and ﬁ;y(*) in the bi-dimensional case)

For a generic bi-dimensional model we have

for the drift and

for the endogenous and exogenous coefficients.

In more financial terms, having obtained these three expressions means that, given the same
stochastic volatility input model, we have now access to the exact dynamics of the IATM curva-
ture E;y(t, 0,0). Which in turns implies that we can approximate the dynamics of short-expiry

ATM butterfly options, whose payoff definition is a finite difference approximation for E;( K-

Proof.
From 1.4.52 we have

< 1[1 11, 1,
Eyy(t,0,0) = O'_t2 |:§CL22:| + O'_? |:—§CL2 + §CL3:|

Let us compute the dynamics of each term, applying Lemma 3.1 respectively

» with x; = a99 and n = 2 which leads to

as asy 2 6 2., 2
d [U_tz} [—Utg - a_? (agazae + azazos + araz) + Ean (a2 + a3) dt
a 2a0a a 2asa
(3.2.35) + [—222 - 2322] dW; + {—233 - 3322] z,
O Oy Oy Oy

» with z; = a3 and n = 3 where we start by computing

da3 = 2asdas+ (a3, +a3s) dt = [2a0a91 + a3y + a3s] dt + 2asa0 AW + 2aza03 dZy
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Then applying Lemma 3.1 we get

2 2 2
a 2a9a91 + a5, + a 3 12
d [—é] — [ 322 23 _ — laz (2a2a22) + a3 (2a2a23) + a%al] + —5a% (a% + ag)} dt
lop: lop o} 207
2(12(122 3a2a2 2(12(123 3&%(13
[ | dWy + | dZ;
t t t t
2 2 2 6
_ [ a2a21 + 322 +az — [2@%@22 + 2asa3as3 + alag] + —5a§ (a% + ag)] dt
0y 0y o
2a0a 3a3 2a0a 3a3a
(3.2.36) [ 22 72} AW, + [ 2B 22 3} dZ,
0y 0y 0y 0y
» with 7; = a} and n = 3 where we start by computing
d a% = 2asdas + (a§2 + a§3) dt = [2@3@31 + a§2 + a§3] dt + 2aszaszs AWy + 2asass dZ;
So that Lemma 3.1 gives us
2 2 2
a 2aza31 + ajy + a 3 12
p [—?,] _ [ LT B T8 2 (as (2a3a32) + a3 (2a3ass) + a1a3) + ——a3 (a3 +a§)} dt
o o oy 20}
2@3@32 30,20% 2@3@33 3@3@%
[ o dWy + o | dZ;
t t t t

2 2
_ 20/30/31 + a32 + a33 o i
3 O.Zl

6
5 [2&2&3&32 + 2&%&33 + alag] + ;a% ((I% + a%):| dt
t

t

2 3aza3 2 3a3
(3.2.37)  + [ st _ “26”3} AW, + [ qatss _ %3} dZ,
g

3 1
O O t O

Gathering (3.2.35),(3.2.36) and (3.2.37) we get :
d%,,(t,0,0)

2 2
a9221 2 a2 ; o 9 2a9a91 + a59 + ass
= |55 — 53 (a2a22 + azages + ara2) + — (a5 +a3) — 3
3oy 3o o} 207
3 3 2azas; + a3, + a3
+— [2@%@22 + 2asaszas3 + alag] — —a% (a% + ag) + 32 33
4 5 3
20 o 307}

1
- [2a2a3as2 + 2a3a33 + a1a3] + ;ag (a3 + a%)] dt
t t

2

a2922 2@2@22 a2a929 30,% 2a3a32 a2a3 AW
352 353 3 204 303 4 ¢
0y Oy Oy 0y Oy 0y

2 3
a92923 2(13(122 a2093 3(12(13 2&3&33 CL3 dZ
2 3 3 4 3 4 t

307} 307} lop} 207 30} 7

Hence the drift comes as

~1 1|1
byy(t,0,0) = O'_t2|:§a221:|

1 2 1
+— [_§ (aza202 + agases + arass) — 3 (2aa21 + a3y + a3s) + 3 (203031 + a3, + a§3)]

3
[agg (a% + a%) + 2 (2a%a22 + 2asa3a93 + ala%) — (2a2a3a32 + 2a§a33 + alag)}

[—3@% (a% + ag) + 2a§ (a% + ag)]
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which simplifies into

~1 1 ]1
byy(,0,0) = oz [gazm}
1 2 2 +2 2 1, 1, . 1, . 1,
— | —=aja99 — asas1 — —asa —a3a3] — —A30993 — —A5y — =@ —a —a
J? 331422 2021 — 5020222 7 SA3031 — SA30223 — Ay — A3+ A3y T 333
113 5 2 2 2 2
—i—; §a1a2 —aia3 +4aja92 + 3asaszazs — 2azasasz + azazn — 2azass3
t
1
+—= [—3(13‘ — a%a% + 2a§]
Oy

and proves (3.2.32). As for the endogenous coefficient, it can be decomposed into

5 4.0.0) 1 [1 RNE: 5 L1 [3.4 )

1% = —|=a — | zasass — —asa — | zas — asa

yy\tr Vs 0't2 3 222 O'? 3 332 3 2022 O';l 9 2 203
which proves (3.2.33). And finally the endogenous coefficient comes

a293 1|2 as 2 2
~ 5 =3 | 503 (as3 —as) —azass| + —7 |5a; — a3
30f o} oy

My (£,0,0) = ;

which proves (3.2.34) and concludes the proof.
1

3.2.3 Expressing the (3,0)-IZDC and the hyperskew ig;y(*)

We are now equipped for our main result, which is the third pure-strike static differential :

Proposition 3.3 (Expression of the hyperskew i;;y(*) in the bi-dimensional case)
For a generic bi-dimensional model we have in (x) = (t,0,0)

= 1 a9292 1 3 3 1 1 B 3 5 2
(3.2.38) Zyyy(*) = O'_g’ [T} S U_f [—§a2a22 aF Za3a23 = 5&3&32] aF O'_ts |:§a2 = §a2a3
which we can rewrite with normalised coefficients as
=m 1 €222 3 3 1 3 5}
yyy(*) = O'_tQ |:T — 502622 4F 103623 4F 563032 4F 503 — §CQC§:|

Proof.
Applying the pre-computed result (3.1.1) - established for F(t,y,6) - in (¢,0,0) we get the
(3,0)-1ZDC* taken at that same IATM point :

+1807 X% (%) +4o} B, (%) — 307 7y, (%)

0 = FB90,0) = 120, 3, s

Y

(3.2.39) — 6 00, (x) + 30y DD, (%) — 67, (x)

“Remark that (3,0)-IZDC is a formal notation : since the IZDC is expressed in (¢,y,0) it cannot accept any
differential w.r.t. 6. Its only interest is to ensure some consistency with the ZDC differentials. Also recall that
there is a scaling factor between F'(t,y,0) and the IZDC.
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which leads to

~m 3 ~/ 3 9 ~/ ~u 3 3 3 _~u 3
Eyyy(*) = —O_—t2 Ey (*) — 2—0t§]y2yy(*) + 4—0_tl/yy(*) —+ ﬁl/l/y(*) — Eljzyy(*) —+ ﬁnny(*)

Replacing the terms on the right-hand side by their input-expressions, we get
< 3 (as)\® 9 a 1 ra 1 [a2 a2
w0 = ()~ (2) Gz H-4)
oy \ 204 200 \ 20% oy L3 oy |3 2
3 ag99 1 2 5 a9 3 ) 3 a2 a%
+4at [303 * o} <3a3a32 3@2@22) - o} <2a2 o3 207 201 20?7

3 1 1a 1 [a3 a3 3 a asa
~ 3w <_2 2] 4+ [_3__2D+_3a (ﬂ_ 2 3)
4o} oy L3 oy |3 2 207} 201 20?7

30,% 3&2&22 9a2 a% CL% ago9 3 2 5 3&2 3 2 2
T T80 4ol 400 |3 2] 0P doi \3WM2Tgh0m )T (02T
3&2&22 3_&% asago 3& CL_% CL_% 3&3&23 3&2&%
4o 409 4o 409 \ 3 2 4o 409
Rearranging the terms by power of o;, we get
1 as29 1 3&2&22 3 5) 3&2&22 a20a99 3&3&23
Sp(6:0.0) = = |22+ = |- °(z -
o (1:0:0) el R [ TR <3a3“32 3a2“22> T 1 1

)

ool 8 4 [3 2 4 a2 \3 2) 4

and after simplification,
1 ago9 1 1 3 3 1 3 9 5 9
Eyyy(t 0,0) = 0_? [T] + O_—? [Cbs <§a32 + Za23> - §a2a22} + U—? [az (502 ~ 543

which proves (3.2.38) and concludes the proof.
|

It is reassuring to note that (3.2.38) is compatible with the results of [Dur06], as proven in
Appendix E : see (E.0.24) [p.XVIII].

L[ () e (3 () e
5

|
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3.3 Computation of the hypercurve

We are now interested in the next pure-strike differential 3 (40) (¢,0,0), and again we start by
computing the differentials of the coefficients.

3.3.1 Expressing };;;y(*), D;yy(*) and 'ﬁ;fyy(*)

’ ~1" rnr

Proposition 3.4 (Expressions of B;yy (%), Uy, () and n,,, (%) in the bi-dimensional case)

For a generic bi-dimensional model we have in (x) = (¢,0,0)

for the drift coefficient,

for the endogenous term, while the exogenous coefficient comes as
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Proof.
It suffices to compute the dynamics of the hyperskew i;;y (%), whose expression we recall from
our previous result (3.2.38) [p.166] :

>~ 1 ago9 1 1 3 3 1 3 2 5 2
Z:yyy(’j’ 0,0) = a_;? [ 1 ] + 0_21 [ag <§a32 + ZaQ?’ - §a2a22 + U—? as §a2 — §a3

Computing the dynamics of the first term d 0—13 [“%%]
t

Applying Lemma 3.1 with z; = %222 and n = 3 we get :

(222 1 [ a2201 3 12 2 2
d |—=| = - |—7 — — (ana + asa +a1a + —a a5 +a dt
[40?] 1 [ o3 af( 202222 + (302223 + A10222) 207 222( 5 3)
1 [a2999  3asagon 1 [a2993  3asago
3.3.43 — — dW — - A
( ) 4 [ o} of } Ty [ o} a} '

Computating the dynamics of the second term d (%4 [ag (%agg + %agg) — %agagg]
t
We split the bracket in three elementary dynamics :

d [azass] = a3z [azidt + azodWy + azzdZ;] + a3 [azg1dt + az00d Wy + aze3dZy] + [asaage + aszagas] dt
= [as2as1 + azasar + as2azon + assases) dt + (a3, + agasse| AW + [aspass + asases] dZ

d [azazs] = ag3laz1dt + azedWy + aszdZy] + as [agz1dt + agsedW; + a33dZ;] + [agzasse + azzagss] di
= [ag3asi + azas31 + aszaa232 + asza933] dt + [aszazs + azasse] dWy + [aszass + aszagss] dZ;

d [azaz] = ag |aa1dt + andW; + axsdZ;] + az [az1dt + azedW; + azsdZ;] + [ageagze + agzazss] di

= [agaar + azagor + aass + agsaes] dt + [a3, + asas] dW; + axass + asasss] dZ
so that together they provide
d las | Lasy + 3@ 3a a
3 ( 2032+ Ja23 532022
1 3
= |5 (as2asz1 + azazar + azzaze: + aszases) + 1 (a23az1 + agaszr + azzazszs + azzasss)
2

3
— = (ag2a21 + asage + azeans + a23a223)} dt

3 3
+ [% (a§2 + a3a322) + 1 (ag3a32 + agazsz) — B (a%z + a2a222)] AWy

3 3
+ [% (as2a33 + azaszs) + 1 (a23a33 + agasss) — 2 (a22a93 + a2a223)] dz;
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We can then move on to the ratio, by applying Lemma 3.1 with x; = [ag ( aso + a23) — §a2a22]
and n = 4, which gives

a2 (1003 3
— sa —ag3 | — —asa
0_21 3| 2U32 A 23 9 2022

1
1
= [ 1|2 (a32a31 + azazar + aszazze + azzazes) + — (a23az1 + azassr + azaasz + azza2sz)
t

1!
3
) (ag2a21 + asa221 + a22a222 + a23G223)

4 3
m 3 [02 [1 (a3 + azasze) + Z(

3 9
a3z + azagsz) — 3 (a3 + azazos)

L 3 3
+ a3 |5 (az2a33 + azazzz) + 1 (ag3ass + azassz) — B (ag2a23 + azazos)

3 3
(3.3.44) + a1 < ass + 4a23> - 5612@22”

-
[ az (% 2+ a23> - ga2a22:| (a3 + a3) } dt

1 3 3
+ [ Py [% (CL%z + a3a322) + 1 (az3az2 + azazsz) — > (a§2 + a2a222)]
t
4a2 1 3 3
T [as <§a32 + Za23> - 56@@2} } dWy
10, 3 3
sl = (az2a33 + azaszaz) + 1 (a23asz3 + azazsz) — B (ag2a23 + azagos)
t
4a3 1 3 3
T [as <§a32 + Za23> - 56@@2} } dZ

Computing the dynamics of the third term d 0—1? [a2 (%a% — gag)]

We have the elementary equations

d [a%] = 3a% [ag1dt + agedWy + as3dZy] + 3as [a%Q + a§3] dt
(3.3.45) = [3(13(121 + 3as (a3, + a§3)] dt + 3a3ag dW; + 3a3a23 dZ;
da3 = 2a3lazidt + azdWy + az3dZy) + a3, + a3s] dt

[20,30,31 + a§2 + a§3] dt + 2asgasgs AWy + 2asass dZ;
which we can then use to get

d [agag] = ag [agldt + agsedWy + aggdzt] + as [(2a3a31 + 0%2 + 0%3) dt 4+ 2azazs dW; 4 2a3a33 dZt]
+ [a222a3a32 + az32azass] dt
= [a%am + a2 (2&3&31 + CL%Q + agg) + 2azaooa3s + 2&3&23&33] dt

(3346) + [a§a22 + 2&2&3&32] dW; + [a%agg + 2(12(13&33] dZ;
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Pooling (3.3.45) and (3.3.46) , we have the dynamics of the bracket as
3 ) 3
d |:CL2 <§a§ — 5@%)} = [5 [3@%&21 + 3as (a%Q + agg)]

)
[agam + a9 (2&3&31 + a§2 + a§3) + 2asa92a39 + 2&3&23(133] dt

2
3 e 2 S o
+ 3 [3a2a22] 3 [a3a22 + 2(12(13@32] AWy
3, 9 D o
+15 [3azass| — 3 lazags + 2azazass] | dZ,

Applying Lemma 3.1 with z; = [a2 (%a% — %ag)] and n = 5 we get the ratio’s dynamics as

o [ (2 22)]] -

13 5
[ -5 [5 [303021 + 3as (a§2 + a%;;)] -3 [a§a21 + a9 (2a3a31 + a§2 + a§3) + 2asasass + 2&3&23(133]
t

5) 3 5)
_ [ a9 [— [3@%@22] 35 [a§a22 + 2a2a3a32]]

6
lop; 2

3 5)
+ az [5 [3615023] ) [a§a23 + 2a2a3a33]]

3 51
van o (30~ 58] |

+ ? |:a2 (5@2 — §a3>:| (a2 + a3) dt

113 ) 1 3 )
+ |:—5 |:§ [3&%&22] — 5 [(Z%CLQQ + 2(12(13(132]:| — U_?5a2 |:a2 <§a% — 5&%)” th

1|3 5 1 3 5
+ [— [5 [3a3a23] — 3 [a3ass + 2a2a3a33]} — U—?5a3 [ag <§a§ — 5@%)” dz,

Aggregation of the three terms

Combining (3.3.43)-(3.3.44)-(3.3.47), we can write the hyperskew’s dynamics as

1

(£,0,0) = by, (t,0,0) dt + i, (,0,0) dW; + 7y, (£,0,0) dZ,

~m
dx yyy

yyy

where the drift comes as
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>

b

1 ag901
yyy(t,oao) = O'_? 4

1 3
1
t1 3 (as2a31 + agaza1 + az2a322 + aszaszaz) + 2 (ag3as1 + azazsi + az2a932 + a33a233)
t

3 3
- 5 (a22a21 + a2a221 + a220222 + a23a223) - Z (a2a2222 + azag2s + a1a222)

+0155 261222 (ag + ag)

1
+; [ a2 [—2 (a3y + asasz) — 3 (azzasy + asagss) + 6 (a3 + azanas)]
t

+ a3 [—2 (aszas3 + azagzaz) — 3 (agsass + azassz) + 6 (axras + azago3)]

+ ay (a3 (—2a32 — 3az3) + 6asags] ]

1119 9 5 5)
—i—; 5@%@21 + 50,2 (G%Q + agg) — 5@%@21 — basazag, — 5@2 (a?;,Q + a?;,g) — bagagoazs — 5@3@23@33:|
t L
1 -5 2 2
—{—E 50,3 (2(132 + 3&23) — 15aqa99 (a2 + a3)
t L
i __§ 2 o 2 o o § 2 o 2 o o § 2 2
+0.6 2(12 [90,20,22 5a3a22 10@2@3@32] 2(13 [9@26123 5a3a23 100,20,30,33] 2@1@2 (3(12 5a3)
t
1 [15
+—= |5 (3a% — 5a§) (a% + ag)}
of | 2
and after simplification
>~ 1 1
byyy (£,0,0) = o [Zamzl}
+ 1 3 3 3 + 1 + 3 3 3 3
— | ——aja — —asa — —asa —asa, —asa — —asa — —a9292a — —a29a
O';l 4 14222 2 20221 4 202222 2 30321 4 30231 4 3U2223 2 22021 2 220222

3 3 1 1
+ Zazsa:n - 56123@223 + §a32a31 + Za32a232 + 56132@322 + Za33a233 + 56133@323}

1 9 15
2 2
+—J5 +6ajaza22 — 3arazags — 2a1azaszz + 52021 + 5 #20222 ~ dagagazy + 6azazages — 3azazazsz
t
5)

21 2 9 5 2 5 o 2 2
— 2asa3a329 + 7a2a22 + §a2a23 — 3aza23a32 — 2a2a39 — §a2a32 — §a2a33 — §a3a21

3
2 2 2
+ —azag2 — 3a3a233 — 2a3a323 + 6azaznasz — dasazzass — 8aza3azsz — 2a3a32as33

2

15 25 75
—5 ——alag’ + —a1a2a§ — —a%’agg - 15a%a3a23 + 30(13@3(132
oy 2 2 2

5

— §a2a§a22 + 25a2a§a33 + 20a§a23 + 5a§a32

— |1 Zd 15 _ 2
O-Z |: 2 a2 a2a3 2 a2a3

which proves (3.3.40). Also the endogenous coefficient reads as
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1 ag999
yyy(t 0 0) — 0_—? 4

3 1/ 2 3 3, 9
+— — 020222 + 5 (a3, + asasn) + 1 (azsass + azagsz) — BY (a32 + azasn)

9
+—5 —asas (2(132 + 3(123) + 6&%&22 + 5&%&22 — 5(1%&22 — 5&20,3(132:|

1T 3. 5
Ll s2 (242 - 22
o |50 (58 3%

which after simplification comes as

' (£,0,0) =

1 rag9920
Vyyy 3

4

+ —2a2a222 + Lazagzan + §a30232 — —a§2 + §61230032 + laéz
oy | 4 2 4 2 4 2

3

t

1
4

t

1 )

2 2
—|——5 —Tagasaszz — 3a2a3a23 + —axa22 — —A3a22

o} | 2 2

1
6

t

15 25
+- _—7a§+ a3 %]

which proves (3.3.41). Finally the endogenous coefficient is expressed with

3 4
O Oy

1

( [@223 3a3a222 }
Tyyy

1T, 3 3
t—71 2 (azzass + azaszoz) + 1 (ag3ass + azagsz) — 3 (a22a23 + azazo3)
t

4a3 1 + 3 3

—— |az | 5a —ag3 | — zaga
O_t5 3| 2432 4 23 9 2022
1

3 ) 1 3 )
+0_1‘? |:§ [3@%@23] - 5 [a§a23 + 2a2a3a33]:| — 0_?5(13 |:a2 <§a§ — 5@%)]

and again after simplification comes as

o (£,0,0) = +i 1Cb2223]
Tyyy Jg 4

1] 3 3 3 1 3 3 1

+U—? _—§a2a223 - Za?’aQQQ + Za3a233 + 5613@323 - 56122@23 + Za23a33 + 56132@33
1[ 9, 11, )

+O'_tS —|—§a2a23 + 6asazass — dasazass — 7&3&23 — 2&3&32
L[ 15, 25

+0'_? _—7012013 + ?a2a3]

which proves (3.3.42) and concludes the proof.
1

Note that the expressions for byyy( ) and nyyy( ) have been computed for the sake of complete-

ness and will be neither used nor interpreted.

|
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3.3.2 Expressing the (4,0)-IZDC and the hypercurve i;i/>(*)

We are now ready for our main static result.

Proposition 3.5 (Expression of the hypercurve f);i/)(*) in the bi-dimensional case)

For a generic bi-dimensional stochastic instantaneous volatility model we have

Using normalised coefficients, we rewrite therefore

Note that these static IATM differentials, as well as the dynamic IATM differentials of Propo-
sition 3.4, are homogeneous. Indeed, once expressed using normalised coefficients, they end up
as a single power of the instantaneous volatility oy.

Proof.
Applying the pre-computed result (3.1.2) in (¢,0,0) we get

VAOR(E0,0) = 12 £, (x) + 720 £, Sy (6) +1507 Sy, (+) + 240755 () +5 0750 (x)

Y YyTyyy
(3.3.49)
o= ~=n ’ 2 N/ 2 N
+8 S, (*) +1205,5, (%) — 4070, (x) —12 0, (%) — 1200, (x) —12 &, (x) — 12 7R, (%)

Besides, we have the (4,0)-IZDC, which taken in (¢,0,0) reads
VEOF(¢,0,0) =0
so that combined with (3.3.49) it gives (omitting argument (¢,0,0)) :

12 ~/ 4 12
507 Y 507
4 I 12 2 12 ! 12 2 12 o

+—Vv t =V, + VW, + —=n, +——=nn
50, Y Bgp Y 507 Y 5op Y 509 Y

~; 2 7 =n 3~//2
65, +uy]zyy—a—tzyy —[ S, 4 g

= 24 =/ 8 =
$(4) - s
y* 5o t Yy 50 t2 :|
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Replacing the quantities on the right-hand side by their input-specification, we get

£,0(£.0,0)

_ 2 (e 12 fa\ an 6 1(oz), L af a3
505’ 20 5at2 20 204 20,52 O’t2 3 O’? 3 2
ALy, L6 4 i
or o2 \ 3 o} \ 3 2

24 a9 i 8 1 (aggg) i 1 1 i 3 3 i 1 3 3 5 2
—|— == —a — |—= — | 5asa —a3a23 — —A20 — | =a5 — —asa
501 \ 20¢ 5Ut2 2 af’ 4 af D R af 972 "M

4 1 agooo 1 9 3 3 3
+—— [— ( ) + — | —7a20a222 + %613&322 + —asag32 — —a%z + Za23a32 + %Cb§2

5o¢ Lo? \ 4 ok \ 4 4 2

1 21 5 1 /=15 , 25
+ 0'_,‘? <—7a2a3a32 — 3asasasg + ?agam — §a§a22> + 0'_? <Ta2 + 7@%@%)}

2
12 a22 a% 12 9299 1 2 5 as 3 ) ,
+ 505’ <20t 20t2 + 505’ as 303 + Uf’ 3 aszass 3 aza22 | + 021 2 a; — as

12 (a9 agaz\® 12 Laps 1 (2 2 1 /3, ,
+5g§> <20t 207 +5J?a3 o2 3 +a§’ 303033 — 503022 — 2023 +J? 50303 — a3

which we develop into

B[ ()L L (o e, ) (i
or Lo \ 9 o \ 9 4 3 2 o2\ 3/0o}\ '3 2
1

2 +8 1(a222>+1 1 +3 3 +1 35 5

— | =2+ —=a2 | | = (—— — | 3a3a —a3a23 — =020 — | zay — zasa

5032 5032 3 \1 p 23032 T 703023 — 5022 -5 \2% 51203
4

+—— i(a2222)+i —Zasage + 3aza +§aa — a2 —i—§a ass + a2
5o, ! 720222 T 5030322 T 71 A30232 — 5A2p T 723032 T 5032

1 21 5 9 5 1 (=15 4, 25 45,
+ ; <—7a2a3a32 — 3asasasg + ?azagg — §a3a22> + O'_tG <Ta2 + 7a2a3

13/, a5 1_,
+—< | a3 + —5 — —2aja
255 < 22 Utz o 2

1121 agagee 1 (2 5 5 1 (3, 45 1 a3, 1 add?
+— — + — | sasazazx — saza +—\|zay—a3a3 |+ 55—+ —F——
[ag 3 a§<32332 37202 ) T\ T2y T pd Ty

1 —Qa2a3a23 1 a3a92923 1 2 2 3 2 9 4
o} 2 o? 3 o}

1
2 2
—a3a33 — —A3099 — A203G + — | =a5a5 — a
3433 3U22 2323) 4 243 3
3 3 oy \ 2
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so that, grouping the terms according to the power of oy, we get

»00(t,0,0)

_ 1 [612222]
ot L 5
1 203, a3 3 2
+af [ 5 3 5a2a222 + 561261222
+ —gaa —i—gaa +§aa - Za? +§a a +ga2
5120222 F 230322 + £ A3A32 — A2y T £ A23032 T £ A3
3 5 4 3 5 4
+ 36122 + ga2a222 + gagg + 3a3a223
1 2 2a2a22 3a2a22 2a2a22
N 3a2 — a2) — 3 90y _ 3 2
—1-0? { 5@22( a; — a3) < - = 3 a5a9:
9 28 12 42 9
_ (2a2a3a32 + 3asazasz — 6&26122) + —gagaggagg — €a2a3a23 + €a2a22 — 2&3&22
6 5 L 8 12 6 . 8 o 8 12
——aj5a —aoaszasgs — 4asa99 — —asasa —@a5a33 — —A53099 — — A9030
512022 T ¢ A203032 2022 — £ 203023 543033 — £ 03022 5 0203023
n 1 [—3a3 6a3a? 2a3a3 9aj n 3a; a3 n 3a; 9 9
— — — ——= 4+ =) - =2+ — —a5a
ol | 20 5 5 5 5 3 4 77

— (6a3 — 10a3a3) + (—6a3 + 10a3a3) + gag

18 12 3 18 12
+ <€a§ — gaga?;,) + 30,%@% + <ga%a§ — gagﬂ

and after simplification :

200(t,0,0)

_ 1 [@222}

of L 5

TRE I 2 3 3 + 202+ 2ady +

— |—za3, — 2a2a —asa —asa —ag3a —a —a —asa
o5 | 3% 20222 7 £A30322 + £A30232 + 23032 T L A3y T LA+ £A3023
1] 14 8

+E —Eagam + 1Oa§a22 — basasazs — 9asagasy + gagagg
t L
1[ 15, 41, ) 5

+O'_Z _—Eaz — 1—5a3 + 22a5a3

which proves (3.3.48) and concludes the proof.
|



3.4. COMPUTATION OF THE TWIST 177

3.4 Computation of the twist

Here the target quantity is our first cross-differential i;a (t,0,0), and as always we must start with
some differentials of the dynamic coefficients, only this time with respect to time-to-maturity 6.

3.4.1 Expressing ?5;, (%), Dy(x) and Ty(x)

In this section we derive the three coefficients for further refernce, but it is ﬁé(t, 0,0) that we
require in the short term, in order to compute the target static differential (the twist).

Proposition 3.6 (Expressions of g;,(*), ny(*) and 7y (x) in the bi-dimensional case)

For a generic bi-dimensional stochastic instantaneous volatility model we have

for the drift,

for the endogenous coefficient, and

for the exogenous coefficient.

Note that these expressions proxy the dynamics of those financial products which are mainly
dependent on the TATM slope of the implied volatility surface. The most common of these
products are calendar spreads, but short-expiry barrier options would also be concerned.

An interesting feature of this #-differentials is the loss of homogeneity. Indeed, so far with the
pure y-differentials we have observed a common normalisation factor : all static and dynamic
expressions were proportional to a single o; power. As discussed in Chapter 1, this is not the
case for the slope, and this property intuitively extends to its dynamic coefficients.
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Proof.
Recall that the static slope comes expressed via (1.4.53) :

< 1 1 la3 1 a3
2(t,0,0) = 20t%2 + %al 5922 + ga—j + E;:Z

We split the dynamics in four sub-terms, where the two simplest come as

1 1 1 1
d [%(h - 6(122] = [%an - 6@21] dt + [%au — 6a222:| dWy + [%am - 6@23} dZy
1 1 1, 1
d ZUtaQ = Z [a1a2 + oia91 + azags + agagg] dt + Z [CLQ + O’tagg] dW; + Z [agag + O'tagg] dZ;

while for the remaining ones we start with the elementary dynamics

d [a%] = [20,20,21 + a%g + 053] dt + 2aga99 AWy + 2a9a03 dZ;

d [ag] = [2&3&31 + CL%Q + a§3] dt + 2azaze dWy + 2azass dZ;

before applying Lemma 3.1 to obtain

1aj Lt 2 2 1 2 2 L 9/ 9 2
d [ga—t} = 3 [U_t (2@2@21 +ay + a23) — a_? (2a2a22 + 2aza3a23 + a1a2) + a_f’% (a2 + a3) dt
1 12aza; a_% aw, +1 202023 G%Z?’ iz,
8 ¢ (o 8 ¢ Oy
and
1 a3 Ll 2 2 1 2 2 L ooio, o
d [Ea_t] = 3 [J—t (2a3a31 +azy + a33) — J—? (2a2a3a32 + 2a3a33 + a1a3) + 0_?% (a2 + a3) dt
1 2@3@32 a2a§ 1 2@3@33 a%
— ——=| AW+ — - —| dZ
12 [ o o2 (AT ] B

The overall dynamics of the slope come therefore with the following coefficients

~ 1 1
be(t,0,0) = [%an - 6@21] +3 [a1ag + oras; + azasg + azags]

oo

111 1 1
+= L— (2a2a91 + a3, + a3s) — = (2a3a2: + 2asazass + ara3) + ;a% (a3 + ag)}
t t i

1 1 1
+—|— (2(13(131 + a§2 + a§3) - — (2a2a3a32 + 2a§a33 + alag) + —3a§ (a% + ag)
12 | oy of o

~ 1 1 1 2&2&22 a3 1 2&3&32 a2a2
Ve(taO,O) = |:%a12 - 6a222:| + Z [a% + O'ta22] + g |:Tt — 0—3 + E Tt — 0—23
t t
", 1 1 1 [2a9a93  a2as 1 [2asa33 a3
’I’Lg(t, 0,0) = |:%a13 — 6(1223:| —|— Z [(12(13 —|— O't(l23] —|— g |:T — % E pu — O'_g
t t t t

Reorganising the terms according to the power of oy, we get the desired results.
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3.4.2 Expressing the twist i;(,(t, 0,0)

We can now move on to our main static result :

Proposition 3.7 (Expression of the twist i;e(*) in the bi-dimensional case)
For a generic bi-dimensional stochastic instantaneous volatility model the twist is given by

i// (*) 1 n 1 1 n 1 n 1 1
= |=a — | =z =0 —ag — =a
Y0 G 22 o 24 2 G 12 E 21 3 222
1 1 1 1 1 1 7 3 1 9
(3.4.52) +0_—t2 |:—Za1a2 4F Zagagg — ﬂagagg — Ea3a32:| 4F 0_—? {—4—8% 4F ﬂagag

Reassuringly, this is coherent with the formulae of [Dur06] : refer to Appendix section E.

Proof.
Step 1 : differentiation of the ZDC
From (2.1.7) [p.97] we get the (1,0)-ZDC, taken at the IATM point (x) = (¢,0,0) :

S22 7 377 _ 1,0 1,1
(3.4.53) 3528 b(x) + 2%, (x) = ECNx) + FUD(x)

Step 2 : Developing the right-hand side
Taking the pre-computed results (3.1.4) and (3.1.27) in (¢,0,0) we obtain

EA0 )+ PG

3 3 it 2N >~n =~
= 3atz Sp(x) — 2ot S (% )+3at2 Y ( *) — §a§zyy(*)+af§zy9(*) —100% + o}

Yy—yy yyy( )

%Uf y( ) + 607 292 (%) + QUfzyo(*) - Utilaﬁ(*) - Ufﬁé(*)

=/ =/ 3 =/ ="
= _%U?Eyyy(*) + |:90t22y(*) - UtV( )] 29 + O't yy(*) — §Ut42y2yy(*)
" 3 o ~
+ [30152 (%) — %Uf] Vy — oy yV(x) — 020 (%) + 3J§’Ey9(*)

Step 3 : Input expression of the right-hand side

" 4~//

yy( )

We now replace the right-hand side by its input expressions, after pre-computing the brackets :

~ - 7
9O't22y(*) —ov(x) = 90,52 [2(172} — o = Oy |:§CL2:|
t
3 =/ 3 a 3
—gany(*) = 73 ot [2_0J = o} [—Zaz]

1 1 3 3 3 5
E(l’o)(*) + F(l’l)(*) = Jt2 |:—§a222:| + oy |:——a3a32 — —asag3 + Za2a22:| + |:——CL§ + Za2a§:|

4 8 4

+ 7 1 n 1 1 + 1|1 2+ e 1
ot 2a2 ot 4a2 2a1 6a22 o 8a2 o 30222
+ 2@ a 5a a + 3a3 aa’ + 3 3@ ! 1a + ! 1a2 1a2
o -z —ay — o; | —— — |z — |za3 — =
t 3 3U32 3 2022 2 2 203 t 4 2 2 3 22 0’? 3 3 9 2
1 3 1|1 1 1 as 1
# ot ) ot (o] | [ 5 (o] g [maed] | -5t (5 ) oo ot o

3
2
o[ 1 1 1, 1 e
+Jt |:—§(I12 + 6&222 — Za2:| + oy |:—Za2a22 — —a3a32:| |: CL2 + a2a3] + 3Ut Eye
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which we develop into

B0 + FOD(x)

9 1 1 3 3 3 5
= o0; ——a222 + oy —Za3a32—§a3a23+za2agz + 4a2+ a2a3

4
7 7 5 [1
—{—O’t —a2 + oy a1a2 12a2a22 + 16a2—|—2 a2a3 + o} 3a222
{2

asa aa —a5 — asa o |—=aga ——aga3 + —a
t | 303032 = 302022 502 203 t| 732022 10208 T g2

! 1 3 3 3 5 3| 1
_ZC’J?Q + o7 +4a2 tor | jazan| + _ZaQ + o} —1%| +oi |70

cot[-La gl ¢ o [ L]+ [Let s L] + 3015,
i 5 12+661222 4a2 + ot 4612@22 6a3a32 + 8a2+12a2a3 + 30}

After grouping the terms according to the power of o; and simplifying, the r.h.s. comes as

1 1 1 3
EWOG) 4+ FOD(G6) = 6f | —Zag| + 07 |23 — zaiz + ~ag
2 8 2 8
+ 7a a 5a a 3@ ag3 + 5 asa +
or |~ _ 2 _ 2 =2
b @102 = 0209 = 2a3093 + 15,0303

15

3
160,2 + 8a2a3} + 305’2

Step 4 : Input expression of the left-hand side
We replace the IATM differentials by their input expressions to get

352(x) 2, (%)b(%) + 23 (x)b, ()
= 307 <2> ai + o} [ L [lam} + x |:—la1612 - l612&22 - lCL:),CZQ:J,] + 1 Fag + 1a2a } ]
20} op |2 o | 2 2 2 o} |22 277
,[1 1 1 1, 1
= 0y [iam} + o [alag — §a2a22 — 5@3@3} + [5% + §a2a3]
Step 5 : Solving for i;e(t,0,0)
Putting left and right-hand sides together, we get after simplification

1 1 1 1 3
2 — 3| = 2|1 _ -2 - - 2
3Ut ( ) Oy |:2a22:| + o} [ 8a2+ 2a12+ 2@21 8a222

7 +1
—a aza’

3 3 1 3
+0¢ | ——a1a2 + —aga92 — sazaz3 — —-asasz| + T

4 4 8 12

and finally we have the ”twist”

i/(*) = [la}%—i[ 1a+1a +1a —la ]
y0 6 22 o 24 2 6 12 6 21 ] 222
1 1 1 1 7 5 1 9
+_0't2 |:—Za1a2 + ZCLQCLQQ — —24a3a23 — —12a3a32:| + _0'? [——48612 + —246120,3]

=

which proves (3.4.52) and concludes the proof.
|

The twist of the smile is sometimes referred to as the term structure of skew, in particular when
the smile does correspond to a term structure of underlyings. This is the case of the Caplet smile
for instance, which has motivated an extension of the FL-SV model (see section 4.4) capable of
controlling the twist (and applicable to a single underlying framework). As described in [Pit05b]
it does so via a time-dependent skew function and is referred to as the FL-TSS model class.
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3.5 Computation of the flattening
We are now focusing on the next cross-differential f];;le (¢,0,0).

~1

3.5.1 Expressing gge(*), 17;/9(*) and 7n,,(%)

~1

Proposition 3.8 (Expressions of BZG (%), V(%) and ﬁ;e(*) in the bi-dimensional case)
For a generic bi-dimensional SInsV model we have

for the drift coefficient, while
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expresses the endogenous coefficient, and finally

reads as the exogenous coefficient.

Proof.
Let us consider each of the four terms of the input expression (3.4.52) for the twist fl;e(*).

Dynamics of the first term
By definition we have

1 1 1 1
(3.5.57) d |:6a22:| = 6a221 dt + 6(1222 dW; + 6@223 dZ;

Dynamics of the second term
Recall that

d [ag] = [2(12(121 + G%Q + a%3] dt + 2asa99 AWy + 2a9a93 dZ;
so that
d |~ =ad + ~ais + ! ! LI + ! dt
24a2 M2 T g T e T p %2021 — 5 a 24a23 G121 T gazi — gazm

1 1 1 1
+ [—Eaﬂm + g 122 + ga212 — §a2222] AWy

+ ! + ! + ! ! dz,
——aga ~a ~a213 — =
19 #2028 T 0123 T L0213 — 2 A2223 t

Therefore, using Lemma 3.1 we get the ratio’s dynamics as :

d | = |~ a3+ zai+ cas — ¢
o Tog%2 T g2 T pa21 — g2

1 1 1 1 n 1 n 1 1
= — a —a3; +~a ~as11 — =@
o | 12 a2021 — 24 T gt T i T pa21 T g a2

1 1 n 1 n 1 1 n 1 n 1 n 1 1
— — |a2 | —=zaza —a ~a212 — =@ a3 | ——=aqa —a ~a213 — =
o2 2 1902022 7 0122 T (0212 = 242222 3 1942028 T G123 T £0213 — 2 A2223

1 1 1 1
(3.5.58) +ai ( 24a2 + 612 + 692 §a222>]

1 1 1 1 1
O'_? |:< 24a2+ 6a12+ 6a21 gaggg) (a%—l—a%)] :| dt

1 +1 +1 1 1 1 +1 +1 1 I
— =20 a a212 — <@ - — |a a a a1 — =@
1902022 T G122 T £0212 = 2 A2222 o2 2| Topfa T gtz T paan T ga22 t

1

52

t

1 1 1 1
[03 ( —a3 + ~a1g + ~ag — —a222>] ] dz;

1 1 1
—T-a2a23 + <0123 + < a213 — SG2223| —
o 24

12 6 6 8 6 6 8
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Dynamics of the third term
We provide the elementary dynamics

asail + ajag) + a12a22 + ajzags] dt + [agaiz + ajasg] dWi + [asais + ajags] dZ;

d [ayas] [

d [azaso] [ag2a21 + aza221 + azaan22 + agsages] dt + [a3y + azagss] AWy + [agass + asages] dZ;

d [azass] l[ag3a31 + azas3r + azpaszs + azzaszs] dt + [azzass + azasza] dWi + [aszazs + azagss] dZ;
d lazazs] = |aspasi + azasa1 + azpasee + assases) dt + [ady + agasen] dWi + [aspass + azasss] dZ;

Hence, by aggregating we obtain

d 1 +1 1 1
——a1a 20922 — = 030423 — ——= A3
102 T a2 — o7 A3as3 — 15a3032

1 1
[—— (aga11 + arag1 + aj2a22 + ajzass) + 1 (agea91 + agag21 + a22a222 + a23G223)

1
(as2a31 + asasgr + asaazzn + CL3361323)} dt

1
~ 9 (a23a31 + agasszy + az2a232 + azza2s3) — 1
1 1, 1 1,
+ 1 (aga12 + arag2) + 1 (a22 + a2a222) Y (agsazz + azazsz) — 1 (6132 + a3a322) awy
1 1 1 1
+177 (aga13 + arags) + 1 (a22a93 + agags) — 2 (a23a33 + agasss) — D (as2a33 + azaszs) | dZ;

Therefore, using Lemma 3.1 again we have the dynamics of the ratio as

d 1 1 n 1 1 1

— ala a9G99 — —A3093 — —a30

- a2+ 702092 = o7a3023 — 503037
a22G21 + A2a221 + A22a222 + A230223)

1 1
= [ — [—— (aza11 + arazr + a12a22 + a3azs) + — (
o} 4 4
1 1
~ 9 (a23a31 + agassr + azpasss + aszazss) — ID (as2a31 + agasze + azzazen + azzaszes)
= (azary + arazm) + (a3 + anaz) — o (ansaze + asaz) — 5 (@ + asaam)
af’ a2 1 asa12 T~ A1G22 1 Ag99 T A20A222 o4 a23a32 T A3A232 12 a3z9 T A3G4322
1 1 1 1
tas|—3 (aga13 + arags) + — 1 (ag2a23 + azazs) — 2 (a23a33 + agagss) — T2 (as2a33 + azasaz)
n 1 n 1 1 1
a1 | ——aia —a9a99 — — 3493 — —a3a
1 1002 + 7 a0 = 573023 — 0 a303)
3 1 1 1 1
0_—? |:<—Za1a2 + Zazazg — ﬂagazg — Ea3a32> (a% + a%):| ] dt
(3.5.59)

a3a32 + a3a232) — ID ((112),2 + a3a322)]

asa ala a asa

1 1 1 1 1
- — [2612 <——a1a2 + 02022 — 503023 — Easa:zz)] ] dWy

lop} 4
1 1 1 1
tl =] (aza13 + ajasg) + — 1 (a22a23 + azazoz) — 21 (ag3asz + azazsz) — B (az2a33 + azaszz)
t
1 1 1 1 1
3 [2613 <_Za1a2 + 02022 — 503023 — Ea?’a?’Q)] } dZ
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Dynamics of the fourth term
Recall the simple dynamics
[3a2a21 + 3agase + 3a2a§3] dt + 3a%a22 AW + 3aja93 dZy

d [ag =
d [a2a3] = [a3a21 + 2aza3a31 + a2a§2 + a2a§3 + 2azagzaz + 2a3a23a33] dt

]

+ [agagg + 20,20,3@32] dW; + [a%agg + 2@2@3@33] A

which for the bracket give right away

48
1 2
(3a2a23) + (a3a23 + 2a2a3a33) dZ;

7
48

7 1
d [——aQ + agag]
[ = (3a2a21 + 3a2a22 + 3a2a23) + (agam + 2azaza31 + azazy + aga33 + 2azazna3 + 2a3a23a33)} dt

1
+ [ T (3(12(122) + (a;%,am + 2612@3@32)} dWy + [

Therefore, using Lemma 3.1 we have the ratio’s dynamics as

o3| 48

B 1
= o

1

)

[ : [ : : H
a2 —|— agag
Ly
BT (3a2a21 + 3a2a22 + 3a2a23) + 1 (a3a21 + 2aza3a31 + a2a39 + aza33 + 2azaxna3z + 2a3a23a33)

7 1
[3612 (— 3 (3a3as) + 21 (a3ass + 2a2a3a32)>

7 1
+ 3as (— 3 (3a§a23) + 21 (a§a23 + 2a2a3a33)>

48
7 1
+ 3aq —EaQ + ﬂa2a3
+ L 6 —la% + —aga; (a% + ag) dt
oy 48 24
(3.5.60)
1 7 1 7 1
— | == (343 2 - — |3ag | ——=a3 3 dw,
+ [ >3 [ e (3aas2) + 5 (a3az2 + agagagg):| o [ as < T 24a2a3>} ] s
+ i — (3a a23) + (a2a23 + 2a2a3a33) — i 3as —lag + — ! —asa? dZ;
o} | 48 VT2 3 ok 482 124 B
5.57)-(3.5.58)-(3.5.59)-(3.5.60) to obtain those of

We can now aggregate the four dynamics (3

the twist formally as
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Sy (t,0,0) = byg(t,0,0) dt + 9(t,0,0) dW; + 7i,g(t, 0,0) dZ;

In that equation the drift comes as

byg(t70,0) -
1 RERE La Lo 1001 1
—a — | —===a2a21 — —a3 — —a -a —a21] — =0
g 221 o 1902021 = 5702 — op o3+ 2121 T 2 a211 — 2 a2221
n 1 1 5 1 1 n 1 n 1 1 1
— | —a5a99 — =asaioe — —asa —a9a — Q903093 — —A304193 — —A30Q
p 1302022 = 020122 — 20212 T SA202992 + 150203093 — £A30123 — 30213
+ 1 + 1 5 1 1 + 1 1 1 1
8a3a2223 24611&2 6a1a12 6a1a21 8Cb1a222 4a2a11 4a1a21 4a12a22
1 n 1 n 1 n 1 n 1 1 1
— —a13a —a92a —a9a —a92a —193G923 — — A9303] — — A30
713023 7022091 + 7 A20221 + 7 A220929 + 7230223 — o7 423031 — 57 (30231
1 1 1 1 1 1
Y 320232 21 330233 D a32a31 D a3a321 D 320322 D (330323
Iy 1 95 15 1, 1, 1, 1, 1,
+— | =5 ay — ——aja3 + —aza12 + —azaiz + <asaz1 + < azas — -a3a229 — <A304
0'{9’ 24 2 2 oU3 6 212 6 3U12 6 2U21 6 3421 3 2U222 3 30222
1, 1 1, 1, 1 1
+ 5612&12 + 5611&26&22 - §a2a22 - §a2a222 + Ea2023a32 + ﬁa2a3a232

1 1 1
2
+ ~aga39 + 6a2a3a322 + 5612(13(113 + 5611@3(123 — 5613@22(123 — 5612(13(1223

6
b + L Bagys + + L aZagy + La2a, - L +
—a3a93a —asa —a3a39a —asa —ajas — —a1a9a —aj1a3a
1232333 123233 633233 63323 212 21222 121323
—@1a3039 — —A509] — —A9A5y — — A0 —asa —ava3a
61332 16221 16222 16223 24321 122331
1 5 1 9 1 1
+ﬂa2a32 + ﬂaﬂlgg + ﬁa3a22a32 + Ea3a23a33

—|—1 3aaa2 3aaa2+3a3a +3a a’a 1a2aa 1a3a 1a2aa 1a3a

0’? 4122 4123 4222 42322 82323 8323 42332 4332
+213 1 5 15 +212 14 1 9 + 3 1 5
—a5a99 — —A2A50A99 — —A5030 —a5a3a93 — —Q5093 — —A20320, —a105 — —a1a90
16222 82322 42332 162323 8323 42333 1612 8123

1 T 5 T390 13, 1 4
+a_§ [—gaQ — §a2a3 + 10273 + 10203

Which we simplify into
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bye(t,0,0):
Lo i Lz Lo .
—a — | ——aga9] — — a5, — —a —a —as1] — —a
g 4221 o 192021 = 5022 = 5023 F (@121 T GA211 — 22221
171, 1 5 L1 L 1 1 1
— |=—aja5 — —ajays — —aja —aia —a5a92 — — Q2011 — —A20129 — — Q20
0?24126112 1911021 T 2010222 + 55025 — 7102011 — £020122 — £ 020212
n +1 +1 1 1 1 1
—asa —a9a — 903093 — —A30193 — —G30213 — — A3023] — — 30
1020221 + 2022222 7+ 750203023 — £A30123 — 030213 — 5 A30231 — 15030321
+1 1 1 +1 +1 +1 1
—asa — —a12a99 — — @130 —a92a —a92a —@a930923 — — G230,
g 13012223 — 7012022 — (13023 + 7 A22021 + 7A220222 F 74230223 — 57023031
1 1 1 1 1
12 432031 o 320232 12 4320322 o 330233 12 4330323
R RSP L1 L Loaa 2, 13 , 5
— |=aja —a1a3a —a1a3039 — — Q5 — — A5G, —a5a12 — —a5a91 — —a5a
05,212 191103023 T £ Q103032 — 570y — 5 A303 + 53012 — 7205021 — 2030222
+1 +1 1 +1 +1 15 9
—a9asa —a9a3a3] — —A2030 — 9030 —@a9a3a392 — — A9G
50203013 + 750203031 — 50203023 + 7502030232 T £A2030322 — 72207
— —a9a —a9a93a —asa —a9a —asa —a3a91] — —a5a
1612023 T 7502023032 T o7 A2y + 57 A2033 - 2A3012 T o7 A3a21 — 203022
EEP 1 1 L1 L1
—a3a —a3a393 — — 30920 —a3a920 —a3a93a, —a3a32a,
19 %30283 T £A30323 — 503022023 + 153022032 + £ A3a23033 + £ A3a32033
—1—1 7aa3 3aaa2 7aaa2+33a3a +19a2aa
0_21161241228123 16222 162323
1 1 1 1
- 5603613@32 + §a2a§a22 - Zazaga:ss - Zagazzs - Zaga:sz
1 75 3 2 4
+—=|—=a asas + —asa
a?[ 82 823 423
which proves (3.5.54).
As for the endogenous coefficient, it comes as
~//(t00) 1 +1 1 +1 +1 1
v = —qa — | ——a9a —a —a919 — —a
AR g 1222 o 1902022 T £ 0122 + £a212 — 202222
+1 +1 3 1 1 +1 1 1 +12+1
— |+=—a5 — —asais — —asa —a90999 — —A9G12 — —a1Q —a —a9a
UtQ 5102 T §d2M2 T ga2021 T 22020y — 702012 — 7 A1092 F 1Ay + 7020227
1 1 1, 1
—— 93032 — — 30939 — — Q40 — —A30
9023032 — 530232 — 75032 — 5030322
R PR P N T o Loze L1
— |+=a1a5 — =asa — 9030 —@9a3a39 — — a5 —asa —a9a3a
a;? 5102 = 5A3022 7 150203023 + £ A203032 — 703022 + 57 03022 + 150203032

so that, after simplification we get



3.5. COMPUTATION OF THE FLATTENING 187

_r 1 1 1 1
Vy(t,0,0) = gl Tt o [_EQQGQQ + gtz + ga212 — §a2222]
11 1, 5 1
+a_f [—Zang + 5192 T T2tz T £a2021 + g 220222
1 1 1, 1 1,
_ﬂa30232 - Ea3a322 + Zagg - ﬂaggagg — Ea32:|

AL e 15 1 L
—3 | 0109 — —a9Q —a20a3a —a2a3a — Q3
0_? 2 1089 16 2W22 12 203023 4 203032 24 3022

117 1
+— [—ag‘ — —a%ag}
Tt

which proves (3.5.55).
Finally the exogenous coefficient comes as

n 1 1
Nye(t,0,0) = 522 + o [—E@az:s + 5123 + §218 — g@2223
n 1 n 1 5 1 1 n 1 1 1
— |+=—a5a3 — —asa12 — =asa —asagee — — 2013 — —A1Q
p 971203 = £A3012 = Fa3a1 + 2@3a99) — 72013 — 7 A1023
n n 1 1 1 1 1
4a22a23 4a2a223 24 a23a33 5 4613@233 1261326133 12 azasa3

L, 1 LT T ot azan o L
— —a1a9a3 — —A2a3Q — A7 —QAqA32 — —A5Q — A2 —a9a3a,
2 14243 9 203422 12 30423 6 3032 16 2023 24 30423 12 203033

R 1,
— — 53 — —a9Q
TR

which we simplify into :

o 1 1 1 1 1
Nye(t,0,0) = 5223 + o [—Eazcws + 4123 + G213 — g02223
+1 1 +1 9 1 +1 1 1
— |—=aia —a3a3 — —asa — (G923 — —G3a12 — —A3a
" 101023 + 50308 — 02013 + 020293 — £A3012 — £A302]
+1 1 1 +1 1 1
—asa — —asa — —asa —a29a — —a93a — —Qa392a,
030222 — 5030233 — 75030323 + 7022023 — o 23033 — 75032033
L1 7, 1 L Ll 1
— |4+=aja0a3 — —a2as3 — —asaza —asaza —a3a —a2a
g 5010203 — 03023 — 50203022 + 750203033 + S 3023 + (03032
o1 [T T g%
¢

which proves (3.5.56) and concludes the proof.

Note that neither (3.5.54) nor (3.5.56) will be used in the sequel, and have been computed
here simply for the sake of completeness. Apart from being available for further expansions,
these expressions confirm the inductive nature of the computation, including for the b, v and n
coeflicients.
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"

3.5.2 Expressing the flattening iyy@ (%)

We now have the necessary information to derive the targeted static differential.

"
yyo
For a generic bi-dimensional model we have flattening as :

Proposition 3.9 (Expression of the flattening X" /(%) in the bi-dimensional case)

Proof.
Step 1 : Differentiation of the ZDC
We differentiate (3.4.53) [p.179] to obtain the (2,0)-ZDC, which we then take in (x) = (¢,0,0) :

== 2 o T o oo =T
65 X, b(x) + 3X23,, b(x) + 3578 b, (%) + 352X b, () + X, (x) = ECO(x) + FED(x)
hence after simplification
= o 2+ oS T S0 7 377 - 2,0 2,1
(3.5.62) 65 3, b(%) + 3%28, b(%) + 6575, b, (x) + b, (x) = E@D(x) + FED(x)
Step 2 : Developing the right-hand side
Applying the pre-computed expression (3.1.5) for F(3V(t,y,6) in the IATM point (t,0,0) gives
FCU(0,0) = 12045, i:;f (%) — 20,50, (%) + 12075, 55 (%) + T07 5,5, ()

=m

(3.5.63) —2077 (%) + 3035, (%) — 207(x) — 2Ty (x)

Similarly, we can apply (3.1.28) in (¢,0,0) to obtain

ECOG) = 60,5, Sy(x) — 307 5,750 (x) — 307 5,  B(x) + 602 5, T (x) + 30250, Sy ()
L3S ) S 3035 Sk 48035 B (x) + 60255 () — 30055 (x)
97t Ty 97ty tyyTy t Sy =yb t Ty Tyyy

(3.5.64)

>~ >~ __n >~ =(4’ N/ N
— 30757, (x) + 60057 (%) + 0Sg(x) — 2a?S (%) — Lofny, (%) + o,

(%)
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Then combining (3.5.63) with (3.5.64) we have the r.h.s. of (3.5.62) as
(2,0)(*) + F (2,1) (*)

~7 ~r 2 =n ~r 2 __ ~r 2 ~n == 3 ~n 2
= 6oy zy Sp(x) — 307 B, 8, (%) — 307 8, D(x) + 607 T, 7, (%) + 3075, Ty(x) — 503 Sy (%)

O'?E yV (%) +30t2yy1/y( ) +60t2 E o(*¥) — 3Ut2y2yyy( ) — 30t2 1/( ) +60§’Ey1/yy( )

4’ ~ =
+Ut2yy9( ) - _Utz( )( ) - %U?Vyy( ) +Ut yyy( ) +120t29 2 (*) _2Ut29yy(*)

+12O-2522y2y6(*) +7Ut 29 yy(*) 2Ut yg( ) +30—?Eyy9( ) —2I/V9(*) —2ﬁﬁg(*)

After simplification, and grouping the terms by order of complexity, we get
Rl R2 R3 R4

4/ ! ~7 =~ 2 ~n N
= 1o 4180755y =305, + 01T, + S 1801 B, + 10075 — 2047,
~! ~~] ~ ] =" 3 = =/ 3
5021 Vyy — 200 — an(i +X, —50212% — 30} Ey — §at U+ 3000 y}
Rs R
~r 2 __ ~r 2 ~
—307} ¥, v+ 607 B, v, — 305’2 + 607 Eyuyy —207%7, ye + 407} Zyye
————

R7 RS

where the last term is our target quantity.

Step 3 : Input expression of the right-hand side
Let us take each group of the right-hand term, starting with R = —% op 21(;11)(*).
This term converts into

Ry = oy {—%GQQQQ}
2, 1 3 3 1, 3, 2
+ [gam + agag2 — 530322 — 7030232 = 75023032 — £y — 75023 — £A30223
+— [—agam — Bajasy + 3azazasz + 2a2a3a23 - éagaszs
o |3 2 5)
+Uit2 [145 5+ i(l) a3 — 11a§a§}

/)

Then let us turn to Ry = 18 o2 i;(*)ig;e (%) where we have that

~, a
18025, (x) = 1807 2; = 0 [9as]
so that
1 1 1 1 1 1
Ry = |:6a22:| ot [9az] + o [—ﬁag + 6a12 + Eam - §a222] ot [9as]
1 1 1 1 1 7 3 1 9
p — @102 + 762022 — 5 a3a23 — 7503032 | O [9as] + P TR T 5% o [9az]
and eventually
Ry = §aa, +—§a3+§aa +§aa —gaa
2 = Ot 50202 g% T 502012 + 5a2021 — 2a2092

L9, 2 9 3 3 LAy 30,
— | ——a1a — o0 — —aoa3a — —asasaq — | ——=a — o0
o 4 19 4 2U22 ] 203023 42332 Ut2 2 2U3



190 CHAPTER 3. MEANINGFUL DIFFERENTIALS THROUGH FURTHER LAYERS

Now let us tackle R3 = —30?5;(*)53;,% (%) + Ufﬁgyy (%) where we have that
=/ a9 3
—30';123;(*) = —30'?2—% = O'? |:—§a2:|

Using (3.2.38) [p.166] and (3.3.41) [p.168] we can write

" 1 9 9] L[ 9, 15 500
= ——=asa — [|——a9a3a, — —a9o2a3a — o0 — | ——a — oA
3 ] 20222 o 4 203032 ] 203023 4 2W22 0'152 4 2 4 23

1 9 1 3 349 3 1 92
+ot Za2222 + —Zazamz + 5a3a322 + Za3a232 - 56122 + Za23a32 + 5039

1 21 5 1 [ 15 25
+o [—7612@3(132 — 3agazags + 7@%@22 - §a§a22] + e [—7“3 T 7“36‘%}

which, after regrouping and simplification, gives

1 3 1 39 3 1.2
R3 = o0y |~a202| + |——a2a202 + —a3az3s + 5430322 — ;a5 + —a23a32 + 5039
4 8 4 2 4
+1 +512 33 3 . 5 4 +1 i%94+6522
— — Q95 — ——aga3a — —Qa2a3a — (asas3a — —QAqa — | ——a — a5
-, o 02022 = ~o7@2a3a23 — 70203037 203032 — 5 A302) p g G2 T 2203

We now address Ry = i;(*) {18025 5;2 (%) + 100_t2§;y(*) — 2047,

y(*)] where the bracket reads

~

1807 3, % (x) + 10025, (%) — 20,77 (%)

2
az (11 171, 1, 11 171,
= 180y (2} 41002 | |2 — 22— zad|| - 200 |— | il
Ut(m) 100 [ag [3(122}—’_0? 3% g™ 7 1292 T | 2™

Tl L[l 10,
= |-a — |za3 + —a
372 T, 27T 3

therefore
1 1 1 1|1 1 7 11 10
Ry = |:0't [ZGQ:| + [§a1 - EGQQ] + o [ga% + EU@H Hgam} + o [505 + EUL%”

Developing that expression we get

Ry = 7aa + 7aa 7a2 —i—l 7a2a +7a2a
- g | — L _ il B -
4 t|7g %2022 ga1a22 — 72022 o |24 2022 T 503022

15 5 5 11 9 D 1 5 D o
+ §a2 + 6a2a3 + o Zalag + §a1a3 — Ea2a22 — §a3a22
t

1 1 4 0 2 2 1 2 2 0 4
T [16% T2 T gy T s

And after simplification comes eventually

- 7 7 g B e T
= O, —asa —a1a —a —a920q — —Q
4 t 12 2022 6 1422 ] 2 6 203 18 22

111 5 5 9 13 5 1 (1 4, 11 55 5 4
+a_t |:Za1a2 + §a1a3 + ﬂagam — %03022 + 2 —



3.5. COMPUTATION OF THE FLATTENING 191

Let us compute R5 = éaghgy( ) — 201y (%) — 2Ang(x)  which translates into
R5 = —50} |:3 + —? <§a3a32 — §a2a22> + O'_zl <§a2 —ag

NO[—=

1 1,] 171 1 11, 1
a2 — ~a222 + 1% + — | 7a2a2 + Zazasz| + — | —gay; — 750203
ot g

a2

~2ay o [
QQ[Ut 4 +[ 6 1 6 2|78
1 1 1

2 EERE + . i1 v Laas — ~a
—2a3 oy |—= sa13 — =a —asa — |~asa —aza — |—=a5a3 — —a
3 t 4 5 ¢13 6 223 4 203 o 4 2023 6 3833 O_tQ ] 243 3

Developing the expression, we get

o[ 1 1 5 3. 1
Rs = oy —g %222 + 0y —§a3a32+6a2a22 + —Za2+§a2a3

1 1 ] e, ] Tl 1, 14,
—0¢ | za2a — |aga12 — —asa —Q — — | =Q5Q —a9as3a, — —5 |——a9 — —<asa
t 2222 2012 32222 22 o 2222 32332 0',52 2 2lg

1 1 sl o1 L 1 1,, 1,
—0. —asa — |(asa — —asa —asa — — | Ta2a3a —Q.Q — —5 |——as09 — —<Q
t 9 3023 3013 3 30223 9 203 o 9 203023 3 3033 P 23 3

so that after simplification we end up with

" o[ 1 ol 1 1 L[5t Ll
= —=a —a2099 — —A30423 — —asza ——Q —aga — a20a12 — asa —asa
5 gy 6 222 Ot 3 2022 2 3023 3 3U32 4 2 3 20222 2012 3013 3 3U223
IR 1 1 1, . 1 + 5 Ll
— |—=asa — —aga3 — —asqa3a — —a3a (Z CL CL —=a
o 9 222 2 203023 3 203032 3 3033 4 2 23 6 3

=

Let us now turn to Rg = ¥, (

"

*) [ — %afiyy( x) — 307 E ( ) — 303U (%) —1—305’5;(*)] where
the bracket converts into

3 =" =~ 2 3
_§U?Eyy(*) - 30-? Ey (*) - §Ut ( ) + 30 ( )

3,11 11, 1 5 >3, S[1 1 1[ 1,
= 2ot |2 — |5d3 - — 30; - 307 | = | = — |-z
27t [a,? [3“22]+a§ {3‘13 2¢ H <20t> p7t2 T30t |90 T m | TR
o[ 1 1, 3 3 3 5 [3 3,
= O |50 + ot —2a3+4a2 + oy _1(12 + 0} D + o} 5022 + ot 5%

3 3 1
= o} [_5@] + o2 [age] + oy [—5(13 — 5(1%]

therefore

1|1 1 |1 1 3 3 1
o = {— {5@4%—3{3@3‘5“3” ot || ot 4o [ -5 5

2
0%
Lol 1] 1 1,
——aa a — | —=0a5a92 — —=Aa3Q
2022 322 o 2222 6322

3 1|1 1 1 1 3
+ [ 2a2a3 + 4@%’] + U_t [gagagg - §a%agg] + U_t2 [—ia%ag + Zaé‘ - —a% + —a%ag}

so that, after simplification,

1

2

1 17, 1,
5 1 agag + 3(122 + — | —a3as + Eagam + -2

1 3
R6 = 0 |:——a2a22:| + [—a%’
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Now let us compute R; = — 307 5;2 v(*) + [60? i;Q (%) — 305’5;} 17;(*) + 60?5;17;/(*)
which comes as
2 2
as as as 1|1 1 1
R, = —-302(-—= 6 —= ) —35= == — a2
o= () o [ (32) gz [ faee] e
+ 6oy 2_0'15 [0'_152 [gaggg] + 0'_5’ §a3a32 — §a2a22 + 0_—21 5612 — agaj

3, 1
= ——a2+0—t

4 4 2

3ou ] L[ 8,4, 3 L [3,

— o0 — | ——a g ——asa —a

2022 | + —5 | =702 t | 702022 1%

i _ 2 o g 4 2 2

+ [agaggg] + [2@2@3@32 50,20,22] + 5 Qs 3a2a3
¢ (o 2

and after simplification
15
[—ag — 3a%a§]

R k + ]+ L 20y, 42 +
= ——asa asa — |——a3a azasa —
7 Tt | —7%2022 20222) + = | = 02022 203032 2|1
As for the last term Rg = — 203 5;9(*) we use (3.5.55) [p.181] to write at once
R 2|1 o |4 ! Loz +
= of|—za o |+=aga90 — a122 — Sa —a
8 i | 5022 t|T502022 — 30122 — 30212 + 702222
n 1 1 5 n 5 n 1 3 n 1 n 1
5 @122 = 1502 T 202012 + 302091 — 7a20229 + 15030239 + £030322
1, 1 1,
—5(122 + Ea23a32 + Eagg
—i—i —aaQ—i—EaZa —laaa — Zasazazy — —a3a
o 103 F 23092 = (0203023 — 5 A203032 — T50302)
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Finally, we can aggregate R; to Rg to obtain the complete right-hand side of (3.5.62) :
ECN%) + FED (%)
o2t L,
= Op | T2~ 3022
+ ——a +3aa —i—la +7aa —i—laa —laa
Ot | =g %2222 T 502022 + 702222 + 15 A2092 + 30023 — 53023
1 1 3 n 1 1 1 n 1
——aza3y — —A2a29 — — a2 —aa99 — =122 — =@ —a
308032 — 502022 — 7a2092 F w2y — 3123 — 5A212 2222
+2a + asa —laa —iaa —iaa 1a 3 2—gaa —§a3+§aa
3022 2222 — £A30322 — 75030232 — 75023032 — Fd3y — 1023 530223 — 203 + 52012
3 9 21 3 3, 3 1 92 14
+ 502021 — 9020293 — —°(2022 + 7030232 + a3a322 522 + 7023032 + 5039 + 1022 + 3%2
5 o 2 54 1 1 3 3 2 2
+ 6@2@3 — 1—8(122 — Zaz + gagazgg — asa12 — aza1z + gagagzg + ZaQ — §a2a3 + gCLQQ + a2a999
1 1 3 1 1 1, 1 1,
+§ala22 D) a2 + 6a2a12 + 3a2a21 - Za2 222 + Ea3a232 + 6a3a322 2a22 + Ea23a32 + 6a32
+— _6112),022 - 5(1%(122 + 3agazazs + 2612613(123 - éa%ags - _ala% + ga%am - §(JL20L36123
or |3 2 5 4 4 8
51 33 3 5 4 1,
—G2a3a032 + 7 12022 — ~o- 020303 — 7 A20303) — Tazazazz — -azasy + —aia;
4 8 4 2 4
+5 + 5 13 , 15 1 1 15 9
aja? 21920 a3a a5a99 — —A2G3093 — —A2G3032 — —A5033 — G50
33 2022 — 5p 03022 — [A3092 — 50203023 — S A203032 — 53033 222
Lo 17 2y 2 15 1 1 1
—aja99 — —a5a a92a3a39 — Q105 + —a5090 — =A2A3023 — =G2A30 ala
g 23022 — 02022 203032 103 "7 @302 — £A203023 — 50203032 — 7503022
115 4 41, 22 2 S 894 655, 1oy 1L,
_ a1 Z s — = - -
+Ut2 1 2+3O 3 azaz — 16a2+8 aa3 =7 2+ 3+1602+2 ajag
5 5 3, 1 1, 15 7 1
LT a3 + 4a2+ —aja3 + 6a3+ 1%~ 4a§a§ gt ds 30%@‘5“3*‘1“3@
—|—40’3Em
t “yyb

After simplification, we find the input-expression of the right-hand side :

ECO) + FCD(x)

= 02 1a + o +éaa 1aa laa 1a 1a —|—2a
= t 2222 t 3222 2323 3332 3122 3212 52222
++5 53+1 2+4 +11 13
—aija9 — —=a —asga —asa —a902] — —Q2G — azaiz — —asa
3122 62 323 3212 6221 62222 3013 153223
+7 25 3 +8 +7
+-—asza asa a23G a
153232 153322 18 10 23 523 32 15 %32
+— —3aa2+§aa2+19a2a —gaaa —Eaaa —éaa 17aa
o 105 313 3222 32323 32332 9322 15333

27 7 74 ~m
+— [—§a4 + 50 a3 + 45a§ + 4a§Eyy9
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Input expression of the left-hand side
Using (3.2.30) and (3.2.32), we get

. ~ =~ 2~ S9! T S0 T 337
LHS. = 655, b(x) +35250 b(x) + 65255 (x) + S50, (%)

2
a L1 1 11, 1,
= 60t <2_0't> al + 3Ut |:0'_t2 |:§a22:| + 0’_? g@g — 5@2 al

yas [ 1 [1 171 1 1 11, 1
+60;i5— | — |5021| + 5 | —5ma2 — ja2a22 — ja3azs| + —3 |50 + 56203
o Ot o o 2

t oo, 2 21 2 2 2 312
PR
s ==
p 2 |3 221
A2 2 L2 2 Lo Lo 1o 1,
— | —=ajas — asas — —asa —a3a3] — —A30993 — =059 — =0 —a —a
p 31022 — G021 — 5a20922 T 3A3031 — 5030293 — 59 — A3+ a3y + 3033
3
1 [5611@% + dajazs + a3 (az2 — 2a33 — a1) + azas (3az — 2a32)}
t
1
+—= [—3@% — a%ag + 2a§] ]
0y
which we can develop into
113 1 3
LHS = — [—ala%} + [a1ag2] + — [alag — —ala%}
o 2 o 2
+ 3aa +1 §aaZ—§aZa —§aaa +i §CLA‘—i-§ct2a2 + o0 1a
52021 o g 1az = 5a2022 — 50203023 0322223 t|3%221
2 2 2 2 1, 1, 1, )
+ 31022 ~ 2021 — 5020227 + 333031 — 5030223 — 5033 — 533 + 352 + 3933
143 5 2 2 _ _ _
+ - 2a1a2+4a2a22+a3 (@22 — 2a33 — a1) + asaz (3az3 — 2as32)
t
1 4 2.9 4
+ [—3@2 —a2a3+2a3]
O}
and after simplification comes
1
L.HS. = oy [5@21]
1 1 2 2 2 , 1, 1, 1,
+ 501022 + 502021 — 502022 + 303031 — 3030223 — 5027 — 5033 + 3932 + 333

1 9 9 3 2 2

+ - +§a2a22 + 50203023 — 2agasa32 + azazn — 2a3a33
¢

1 34 1495 4

Sl (Y p

+ O't2 |: 2@2 + 2a2a3 + a3
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"

Solving for iyy@ (%)

Reuniting the left and right-hand sides, we get

=n

1 1 4 1 1 1 1 2

= 0152 {56222} + oy [gazm - §a2a22 + 5613@23 + §a36132 + 56122 + §a212 - 5@222}

1 2 2 2 , 1, 1, 1,
+ {gam&z + 502021 — 502022 + 303031 — 5030203 — 503 — 503 + 3932 + 3933
5 4 , 4 11 1
- §a1a22 + EGQ — §a2a3 — §a2a12 - Ea2a21 + €a2a222 + azais + 1—5a3a223
8 7 25

— —a3a937 — — 30322 + — a3 +ia2—§a a —laQ
E N T TR T A Tl S T

1155 3 B 2 5.9
—i—U + 502022 + 51203023 2aza3a32 + azas — 2a3a33
t
, 19 2 13

+3aa2—§aa — —a2a9y + —asasass + —asasa +éa2a +£a2a
10 = 5a103 — 573023 + 30203023 3 0203032 + (3022 + 1203033

1 34 1455 4 21 4 T 5 5 T4y
+U_t2 [—5% + §a2a3 + 2a3 + gag — 5@2@3 — Eag

which we simplify into

=n

4a,§”zyy9 (%)
1 1 1 1 1 1 2

4
= Utz {50222] + oy [—gazam + 5613&23 + §a3a32 + §a122 + §a212 + §a221 - EUQZQZ]

N TR 4 L3 N L2
——al1a =09 — —A209 — —A2Q — —asa —a2a asa —asa
3 16422 6 2 3 203 3 2012 3 2021 2 20222 3013 3 3031

3 8 7 +8 s 1, 3 2 5 +1 2
——-asae3 — ——A3aG232 — ——=A30 —Q39 — —G53 — —= 23032 — =0 -a
5 30223 15 3232 15 30322 9 22 5 23 15 23032 15 32 3 33

st Paar Ba 13 LT 13 13 ,
— aA109 — —A10q — —A5Q —a2as3a —a2a3a — Q. — —a37a
o 1&9 3 143 6 2 U22 6 203023 3 203032 9 3022 15 3033

+U_? |:+§a2 — 3a2a3 + 4—50,3

Finally multiplying both sides by i oy 3 provides the flattening (3.5.61) and concludes the proof.
1

The flattening of the smile is a permanent concern of modelers and practitioners because it
stigmatizes both vol of vol and mean-reversion. In section 3.7 we will present a typical example of
how that IATM differential provides information on the respective strengths of both parameters.
In fact the flattening wisually observed can be misleading, as it depends on the moneyness
employed, and in some markets it can actually be positive. In that vein, a classic argument is
the inappropriate forward volatility associated to a local volatility (LV) model that has been
calibrated to a flattening smile. Although the sheer concept of forward volatility in an LV model,
which is essentially a static concept, carries little weight. The flattening is also an intuitive
indication of the volatility diffusion through its marginals. Indeed, considering a lognormal
model with an independent volatility for instance, the curvature at a given expiry is controlled
through Jensen, one one hand by the price vs volatility profile at each strike, and on the other
hand by the volatility’s marginal distribution.
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3.6 Computation of the arch

We are now interested in the last static differential, the arch ige(t,0,0). We have already
computed all the necessary dynamic coefficients, therefore we can state the final result :

Proposition 3.10 (Expression of the arch f)ga (%) in the bi-dimensional case)
For a generic bi-dimensional model we have the arch as :

Proof.
Step 1 : Differentiation of the ZDC

Let us consider the (0,1)-ZDC, given by (2.1.7) and taken in (¢,0,0) :

(3.6.66) 3R25b(x) + S3by(x) = D(x) + EOD () + %F(W) (%)

Step 2 : Input-expression of the right-hand side

From the definition of term D (see (1.2.19) [p.30]) we get in (¢,0,0)

1 - ~ 2
(3.6.67) D(t,0,0) = 2o [(u(*) - atzy(*)) + n2(*)]
Taking (3.1.29) in (¢,0,0) gives us
EOD(1,0,0) = 3075y(x) [Shx) — 3075}, () + 018, (x) — borii(x)]
(3.6.68) 0} [Sho) — 5075,0(x) + ouFyp(x) — Soy(x)]

Taking (3.1.3) in (¢,0,0) we get

~y

FOI(,0,0) = 607 5 () +209Spe(x) — 07 £y () — o Sy (%)

(3.6.69) = 507 ) (%) + 03 5ge(%)
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Combining (3.6.67) with (3.6.68) and (3.6.69), the right-hand term of (3.6.66) rewrittes as

D) + EOD (%) + %F(w) (%)

1
2

~n "
szyy (%) + o,

(%) = 3o ()]

o 1 ~r 2 ~n
o (%) — %Ut’fe(*)] t3 (50152 g + U{?Eee>

3

503%(*) + 3040, (%) — ~oy

2

)

1 4 — = 2 ~9 23 >~
= sl [(F0 =iy () + R0 | + 307 () [ Zyx) -
3 [ 1 o2& N/
+ 0 |Sho(x) — 307 S0(x) + i
1 - = 2 = 11 ~
= g0t [P - aE0) "+ | +tEa |G -
Ry
1 5 Q" 1 4~ 3 3%
50 Yo%) +oiv(x) — 50t vp(x) + 50t Yoo (*)
P8 P

Ro

Let us express each of the terms Ry to R4 as a function of the inputs.

-, 2
We start with Ry = %af [(D(*) — atEy(*)> + 62(*)}

which becomes

L 4 az \* 2 4
R = 30t [(ag — O't2—0_t> +az| = oy
We can now turn to Ry = afig(*) [%i;(*) — 307

1 1
ﬁag + §a§

s

S0 (%) + 3037, () — gat;(*)}

Invoking (1.4.53), (1.4.52), (1.4.54) and (1.4.55), we express the term in brackets as

11~ 3 e ~, 3
- So(*) - 5a,?z:yy(*) + 3010, (%) — S o17(%)
11 +11 11 +1 112112+ 1 +13212
= O —Q —a1 — —a — | —=a —a —Qa — | —Qa9 — —Q
blg ™ 47T ™ T 1672 248 Dl B R B
3 1[ 3, 3
+ 5022_ +0'_t —50,2 + ot —§a2
1 ‘+ 11 N 1 N 1 1, 1,
= o0¢|—=a —a —a — |—==a —a
BT T AT T R™ e 1602 24
so that
M1 1 1 1 1 1
Ry = |:O'§ _Za2:| +Jt2 bal — 6&22:| + ot [gag + Ea%” ot [—ga%
+ |0} 1a + o} 1a — —ag| + 1a2—i-ia2 Ea —i—ia
Tt | g2 T O g T ga2| T O AT ads || T AT a2
1 1 1 1 1 1 1 1
+ [Gf [Zaz] +Jt2 [im — 6@22} + oy [gag + Eag” U_t [_E 3_ o g}
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which we develop into

Ry = o} 1a + 1aa—|—1aa + o2 as 1aa2+311aa+1aa
= 0, |—== o} o; | —=—a5 — — o; | —= —
2 f 372 b T 1192 T 5202 i 5 203 t |72 T g 2022

EYEE P 11 P R R PN ) PEEORPN
a a1a9n — —a1a a? aia asa ala ala
Y e D Vi DR Ut321296222 481148 T 1322
1 1 1 1 1
2 3 2 2 2 2
+o} [—6—4612 — %agag] + ot [—ﬁalaQ 48a1a3 + 96a2a22 + 144a3a22}
1y I 59 I 55 1y
* [‘@% T T02%2% T 192%™ T g™
and after simplification
1 5 1 11 5 1 1 1
4
Ry = o |:_§a2:| +Jt [+8a1a2+ﬂa2a22] +Jt2 [+§a% 12a1a22 32 3—4—860261% Ea%2:|
+ +5aa2+ aa? 1a2a —i—laa + 1a4 1a2a2 1a4
o e = - _
t| T e T 500s T g @it oy a0z 1282 96 273 288°°
Let us now examine R3 = — Eyye( )
Using (3.5.61) we get trivially
R 4 1 n +1 1 1 1 1 1 + 1
= 07 |——a o anQ99 — — B— B— E— B — —
3 i 1g %222 p 522022 ~ T¢ a3a23 21 a3a32 21 a122 21 a212 21 a221 50 2222
n +1 5 + 1 n 1 n 1 3 1
ala —asa? asa asa a2G929 — —A3013 — —A30,
Ut §022 — 48 70203 + 502012 T 202091 — JEd20yy — 203013 — 503031
1 LT Lo L, 1 L1 1,
40a3a223 15a3a232 120a3a322 9(122 4Oa23 5a23a32 60 24(133
+ 3aa2—|—5aa 23(12(1 13aaa 7aaa 13(12(1 +13aa
o | =2 = _
b Tgna2 2413 1R 12022 — 220303 — TR 23037 — oo (309 155 a3033
15,3 a2a2 2
+ [—6—4@2+ g 123 — =3
Finally we turn to Ry = 0215;9 (%) — %afﬂé (%)
Using (3.5.55) and (3.4.51), we get
" RE el NESRE 1
= o0} |=a oy | ——asa —a —a912 — =@
4 t|g%222 p [p%2022 + £0122 T 2212 — 202299
et L1 5 1 L3
——aia — a3 — —asais — —asa ana
o 70022 + 5705 = 15201 — Sa2091 + 20092
1 1 1, 1 1,
3 4 a232 — 12a3a322 + ZGQQ — ﬂa23a32 - Eagz
o a2 = Bz +1 L1 L [T L2
o | =aia ana3a anas3a —a2a —a, — —asa
t]50102 = 16 a2 203093 + 1020303y + 57 30 T6%2 ~ g®%

U N U IR U B Ll s 1 1 2
Oy S a22 Oy 4 a12 12 a222 ] Ay o S a2a22 12 a3a32 gy
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and after simplification

1 1 1 1
Ry, = a? |:——a22:| + Uf [——a% - Zam + ZGQQQ]

8 8
;[ 5 1 1 1 1
+oy [—ﬁ@am - ﬁa3a32 + 6%22 + 6a212 - §a2222]
o 1 5 3 1 5 O 1 3
+oi [_Zalaﬂ + 182 + 542203 — T3 ®2M2 — Fd2021 + g 420222
1 1 1, 1 1,
_ﬂa3@232 - Ea3a322 + ZGQQ — ﬂaggagg — Ea?’Q]

oz Ba 1 L1 Ll T [T 5
(oF —QA109 — — Q9@ —as0a3a —a2as3a — A — a9 — —A5Q
t 2 149 16 222 12 203023 4 2030632 2 322 16 2 ] 203

Finally gathering Ry to Ry, we express the r.h.s. of (3.6.66) as a function of modeling inputs :

D) + EOD () + %F(Oz) (%)

s[1 J 01, 1, 1, 1 1, 1 1
= 0y —§a22 +O’t +3—2a2+§a3—ﬁag—ﬁaggg—gag—zamﬁ-zaggg

+3+5 +1 +1 1 1 1 1
o —a1a2 + —aza ~Q2022 — — 03023 — = A3032 — =122 — = Q
t g1d2 T 5 (2022 T 2022 — .A3023 — 57 (3a32 — o (1122 — 574212

1 1 5 1 1 1 1
— @221 + 02222 — — (2022 — —~A3032 + ~ Q122 + 6a212 - §a2222

24 20 24 12 6

o[ 11, 5 1, 1 5, 1, 1 A
+o; [—l—gal — EalaQQ — 3—2a2 — 4—8a2a3 — 5%2 + 6a1(122 — 4—8a2 + ﬂag%
1 1 3 1 1 3 1
+ 6a2a12 + 6a2a21 - 1—6a2a222 - §a3a13 - Ea3a31 + Ea:sams + Ea3a232 + ma:sa:m
1, L 5 1 L 5 1 5 1 3 2
- §a22 + 4—0(123 + 1—5a23a32 + @‘132 - ﬂa?’?) — Zalagg + E% + ﬂa2a3
5 1 3 1 1 1, 1 1,
—Ea2a12 - 6a2a21 + §a2a222 — ﬂa3a232 - Easasm + Zazz — ﬂa23a32 — Eagz}

+ +5aa2+ 5aa2+ 1a2a + 1a2a 3aa2+ 5aa2—|—23a2a 13aaa
o — — — — - = — — - —
FIT 1 T2 T gt T yg e T g tez T gty T o TS T g atee T gt tias

13 13 1 15 5 1 1 1

7 2 2 2 2
—ﬂagagagg — Eagagg + magagg + §a1a2 — Eagagg + Eagagagg + Zagagagg + ﬂa?,agg

1 1 1 15, 3 2 9, 7 1 3 e
+ |~ a50d - 5080 - et - gyod+ g3l - b+ ot - gadd| + JoiEiute)

and after simplification comes
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D) + EOD () + %F(O’Q) (%)

= o} —la + o} —1a2+1a2—1a —i—ia
- Ut 822 t 82 83412 16222
i +5 1 1 L 1 . 1 1 3
aijaz — —agag3 — —asa =a = - = - —
3 102 16 a3az3 3 3032 3 122 3 as12 21 a221 10 2222
+2+11a2 1aa 1a+ asa? 1aa +3aa 1 1
o —aj — — — — —azai3 — —asa
1 3 50122 — 3712 623 792012 162222 8313 1593431
3 1 1 1 1 1 1 o2 1,
+—40a3a223+ —4Oa3a232 —40a3a322+ 8a22+ 4Oa23+ 0a23a32 1 Q39 — —24a33

+o 1 a2+iaa2—la2a —iaaa 1aaa 1a2a + aa
1612 1213 16222 162323 242332 8322 120333

25 23 23 3 acu
+ [4'@@34' %% ajaj — @aé + 505’299(*)

Step 3 : Input expression of the left-hand side

We have, using (1.4.53)(p. 45) and (3.4.50) (p. 177)
3025pb(%) 4 S3by(x)
1 1 1 1 1
= 30;?’(11 [Zag} + 30?@1 [56“ - 6@22:| + 3o0aq [gag + Eag]

+oif [am} + o + ~a1az + ~agan + ~

o o} - - —

t t all 6a221 4(11&2 4&2&22 4(13&23
o [1 1, 1, 1 1, 1,

+0; ZaQan + gagg + §a23 + Ea?,agl + Ea32 + Ea33

1 1 1,

1 1
2 2 2
—~ 9022 — Za2a3a23 - galaz - 6a2a3a32 - 6a3a33 - Ealag

+ot [—4

14 5 2 1 4
+[§a2+24a2a3+12

which we can develop and then simplify to express the left-hand side of (3.6.66) as

3E2(0) Ty (0bx) + 3 (x)0y (%)

(
a1 3 1 1 1 1
[ } + o} |a1a2 + 612&22 + a3a23 + a11 - 6a221

4
+ o2 §a2—1aa —i—laa —i—laa +1a + =a2, + —a2, + —a?
t21 2122 4221 6331 822 823 1232 1233
+ 0o 1aa2—|—1aa2 1a2a 1aaa 1 L2 + 14+5 2a2 +
—= - - = - = — —a2a3a32 — —a3a —a —a5a —
t412 613 4222 42323 62332 6333 82 2423
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Step 4 : Solving for ige(t,0,0)

Gathering both left and right-hand sides, we get

gaf’i'é@(*) = o} [éam] —i—Uf [T —i—% ag — 51; + iam - %a222:|
5 1 1 1 1 5
+ o |:ala2 + 702022 + 193023 + 5011~ 60221 - §a1a2
1 1 1 1 1 3
+1—6a3a23 + §a3a32 — §a122 - §a212 + ﬂazm + EGZQQQ}
,[3 5, 1 1 1 1 1 1 Lo
+ 0y [ial — 51022 + 142021 + 3931 + 8a22 + 8a23 + = 5 a3y + — 1533
11 1 1 B 1 9 1 3 1 1
- §a1 + a1a22 + == 9 a; — 16a2a3 + - 1 a2a12 — 1—6a20222 + 8a3a13 + Easasl
3 1 1 1, 1, 1 1 1,
40613@223 — Ea?’aQ?’Q + 4—0a3a322 8(122 — EGQ,?, - 4—0a23a32 + 15a32 + — 2 33}
1, 1 4, 1, 1 1 1,
+ o [101612 + 60103 — ;02022 — A203023 — 0203037 — LA3033
7 9 D 9 T 5 3 1 14 13
_1—6a1a2 — Ea1a3 + 16a2a22 + 6a2a3a23 + ﬂa2a3a32 + §a3a22 120 a3a33}

g2 T 50203 1503 — 19002 — e 303 onds

Lty Sy L 24 B B
82" 24

and after simplification comes

E = — —a5 — — - - - —
2 00 (* ) Oy [8a22] + oy 8a2 8a3+ 4a12+ 4a21 16a222
+33aa+1aa +5aa —i—laa —i—la 1a 1a 1a +3a
O’ pa— — —_— — pa— _ = _ = _ = —_—
t812 4222 16323 8332 211 8122 8212 8221 10 2222
+212+1 1 +1 +1 3 +1 +1
g a asa a —_ — a asa asa
t gt 35 ay — 1623 2012 2021 162222 8313 30431
3 1 +1 +1 1 +3 +12
——asa — —Q, —a —ao3a a a
10 30223 10 30232 10 30322 10 Qo3 — 10 23032 5032 T g%33
n 3 5 1 2—1-32 1 1 +12 11 5
——a1a5 — —a1a asa a9a3a93 — —A9a30a, —asa asa
ot 1612 413 16222 162323 82332 8322 40333

9 4, 1 21 »
+ [——az— 3—2a§a§+ 160 as

Finally, multiplying both sides by %a{ 3 provides (3.6.65) and concludes the proof.
1
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3.7 Illustration of the maturity effect

With the previous IATM differentials we have gained quite some insight into the higher-order
maturity differentials. However these results are complex and therefore difficult to interpret,
which suggests that our parameterisation of the problem might not ne optimal. Nevertheless, we
propose to illustrate these new results by applying them to some given, realistic (instantaneous)
local-stochastic volatility model.

To simplify the resulting formulae and thus make easier their interpretation, we forgo any skew
problematic. This implies that the local volatility part of the model must be lognormal, and
also that the correlation must be null (see section 1.5.2 for more details) resulting in a purely
exogenous volatility. We will therefore be interested mainly in the smile level and in its curvature,
with a particular concern for their dependency with respect to maturity 6. In other words, we
will look at

= =" =" ="

E(*) Eyy (*) il@ (*) Eyy& (*) 299 (*)

In order to provide more control over the effect of maturity, it is common practice to impose
some mean-reversion either on the instantaneous volatility or on the instantaneous variance (e.g.
Heston). Choosing the former option for simplicity’s sake, and selecting a normal vol of vol for
the same reason, we get the dynamics

ds
(3.7.70) —L = o, dW;
St

(3771) dO't = K [E—O’t] dt + EdZt with WtHZt

Proposition 3.11 (IATM static maturity-differentials of a mean-reverting SV model)
The SInsV model defined by (3.7.70)-(3.7.71) generates the following IATM static differentials :

(3.7.72) S(x) = oy
~ 1 1 1
. by = = — 2
(3.7.73) o(%) 5 k(T — o) + 5 o
(3.7.74) Spe(x) = —ia 62—1H2(E—U)+ii[ﬁ?2(5—0’)2—KZ62]
o v 12" 3 Y12 0 !
11 , T 1,
76/{0—?(07@)6 +%U—§e
i regard of the level, and
=n 1 62
— 1 1, 5 1 , 41,
(3.7.76) Yyo(x) = vk = T = (T—o) e + 5 o €

with respect to the curvature.

We now proceed with the quite straightforward proof, before commenting qualitatively on these
results. We will be interested in particular by the impact of each of the model parameters on
the level, curvature and their maturity evolution.
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Proof.
Casting this model into our generic (bi-dimensional) framework it comes that any coefficient
with a 2 in its tag will be null :

0 =a2 = a12 = az = ag2 = a3 = a3z = Q122 = G212 = G221 = 4222 = (223 = (232 = (322 = (2222
while at the first and second depth the relevant drift and/or exogenous coefficients come as

a; = k(@ —oy) asg = €
and

ayl = —/-@2(6—015) a3 = — K€ a1 = 0 asz3 = 0

Then applying directly (1.2.36) [p.35] and (1.4.52) [p.45] we get respectively
2

>~ >=n €

N(x) = oy and Yyx) = 357
¢

which proves (3.7.72) and (3.7.75). Turning to the slope, it is equally fast to apply (1.4.53)
[p.45] which gives

(3.7.77) Sy(x) =

and proves (3.7.73). As for the flattening, starting from (3.5.61) [p.188] we get formally, by
removing all null coefficients :

- —aza3 —-— — aja — —a
vyo 4 o} D o} B R ob

By replacing with the model input we get immediately

=’ 1 1 2 5 1 _ 2 4 1 4
(%) = —Zma—ge —EI{U—?(O’—O})E —i—EU—tSE

which proves (3.7.76). Finally addressing the arch, applying (3.6.65) [p.196] gives, again by
removing all null coefficients :

~u 1 5 1 111 45 1 11 9 T 1
Too) = gz ords Fyan + {E“l*ﬁ“g“lg] TE MG T %
Replacing by the model inputs, we get
~n 1 1 11 1 1 1
oo(x) = —EUtEQ—§HZ(E—Ut)—i—ﬁa—t[ﬁZ(E—at)Q—neQ] ——HU—?(E—Ut)EQ—l-%U—?e

which proves (3.7.74) and concludes the proof.
|

The curvature being simpler than the level ones, they lend themselves to an easier interpretation.
Therefore we will comment the former in the general case, before applying a classic simplification
that will allow us to gage both differential sets with some ease.

Using (3.7.75) and (3.7.76) we rescale the maturity-sensitivity of the curvature by itself to get :
=" = 4 1 2 1 5 _
(3.7.78) Ype(x) = (%) 5 o7 € — 3K <3 + o (@ — at)> }

In order to simplify matters, it is customary to assume that the initial volatility o is identical
to its long-term mean & :
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Assumption 3.1
Within model (3.7.70)-(3.7.71) we assume that

O't:E

Note that this assumption is quite unrealistic, and that used dynamically it runs contrary to
the desire for a stationary model. Even in a purely static and implicit approach, imposing that
restriction deprives the modeler of an additional degree of freedom, able to control the short-
term evolution of the smile. Nevertheless, in our case it is precisely to mask the latter effect
that we opt for that simplifying assumption.
The combination of (3.7.75) and (3.7.78) rewrites therefore

< 1 € " < 4 1 3
(3.7.79) X, = 307 and Ypo(x) = (%) 15 o7 e — 1h
In that form, the model is very demonstrative of the fairly intuitive influence of the two main
parameters, i.e. mean-reversion and vol of vol. Indeed x has no effect on the IATM curvature
but will decrease it as maturity progresses. In opposition, € alone will create a positive IATM
curvature which it will also tend to increase with maturity. Observe there that adopting As-
sumption 3.1 is not equivalent to downgrading the model to non-mean-reverting dynamics for
the volatility, i.e. taking x = 0. Indeed, this is yet another proof that although the method
is asymptotic and can apprehend any coefficient only at current time ¢, because its is using a
dynamic approach it will capture some deeper effects.
The overall impact, i.e. whether we will observe either a flattening or a deepening of the smile,
depends on the respective numerical values of x and € :

o 16 [e]?
Eyy@(*) > 0 < k < E |:O'_t:|

Note that the role played by the IATM level oy in this matters can be seen as scaling the various
quantities. Which is not to say that this influence is trivial to analyse, so that we will not dwell
here much further into this particular issue. It suffices to mention that the comparison of &
with a term proportional to [¢/o;]? is coherent with the homogeneity of the problem. Indeed the
mean-reversion is expressed in a log-normal fashion, while the volatility comes with a normal
convention. Therefore, in terms of diffusion coefficients, x should be compared to €/o;. But
then, in terms of dynamics and quadratic variation (which is all that matters eventually) in
such a diffusion the drift coefficient must come along the square of the volatility.

Still with Assumption 3.1 we can simplify the level formulae (3.7.72)-(3.7.73)-(3.7.74) to obtain

= 11 < 7 1 €
YX(x) = o Yox) = — — ¢ Yo%) = — —= ——o0p € — — Kk —

) ! o) 12 o o0(*) 80 o3 12" 12" o
We observe again a clear opposition between the vol of vol and the mean-reversion, with some
restrictions. Indeed e will clearly increase the IATM slope 2/0(*), while the mean-reversion has
no bearing on it. At the next 6-order, clearly x will tend to tame that slope as maturity increases.
The influence of € however, is more complex in that respect, as we have

~ 21 [e]?
> > 0 — 2 < ==
po(*) = Kk + o0y < 20 [UJ

which is difficult to interpret. At last removing the mean-reversion tells us a simpler story, in
that the arch is non-negative if and only if € > 1/20/21 o?.

Overall, it is interesting to note that a high enough vol of vol will create positive and #-increasing
curvature and slope, while the mean-reversion will counteract this evolution in maturity.
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In this Chapter we turn to even more practical considerations, by applying our results to some
very popular stochastic (instantaneous) volatility models, namely the SABR and FL-SV classes.

First in section 4.1 we review general considerations, focusing mainly on the direct problem
(due to its importance for practitioners). In particular we discuss the practicality and expected
performance of a Taylor expansion as a smile proxy, destined to be used for calibration and/or
within a numerical scheme', or even for hedging.

Then in section 4.2 we apply these principles to the generic SABR model, which is presented in
section 4.2.1 both in a trading and mathematical perspective. Then in section 4.2.2 we derive
the coefficients of the chaos diffusion which are required by all IATM differentials exposed in
Chapter 3. In section 4.2.3 we use some of these coefficients to establish bilateral relationships
between the model parameters and the IATM level, skew and curvature.

We then turn in section 4.3 to the more common CEV instance of the SABR class, beginning
naturally in section 4.3.2 by producing the relevant coefficients of the chaos diffusion. Then in
section 4.3.3 we link explicitely the model parameters to the IATM smile, and in section 4.3.4
we show that Hagan’s formula (see [HKLWO02]) does verify these IATM differentials.

In section 4.4 we address another rich stochastic instantaneous volatility model, the FL-SV
class. We present the model in section 4.4.1, along with its research background and financial
rationale. We introduce a more generic version of the class, which we surprisingly call Extended
FL-SV, and that will be the basis of our work. Then in section 4.4.2 we compute the chaos
coefficients for the first, second and third layers. We then exploit those coefficients in section
4.4.3 in order to compute the static IATM differentials of the first layer.

Finally in section 4.5 we illustrate these results with a few simulations. In section 4.5.1 we
discuss the various possibilities for the testing phase and justify our choices. We select a model
(CEV-SABR) as well as an expansion type, and adopt a testing protocol focused on assessing
both precision and validity, in absolute terms and compared to Hagan. Then in section 4.5.2 we
graphically present and analyse the results of this testing protocol. In section 4.5.3 we shortly
expose our conclusions as well as avenues for further research and experimentation.

Note that in the sequel we could have used the results of the Extended Skew Market Model
(ESMM) (see section 1.5.2) in order to generate some or all of the chaos coefficients for SABR
and FL-SV. We chose not to do so, essentially because the chaos coefficients computed for the
ESMM in Lemma 1.4 [p.67] were only those of the first layer. Therefore we were faced with
two choices : either continue with the ESMM chaos computation, or transfer only these first
coefficients to each model, and then compute their dynamics on an ad hoc basis.

The first solution is very costly, and the formulae generated by the ESMM for high-depth co-
efficients very involved. To be convinced of this fact, it suffices to have a look at the simpler
Extended FL-SV results exposed later on (see Lemma 4.5 [p.231]). That option is therefore not
adapted to the current applicative chapter, although we do not exclude to investigate the matter
in further research.

The second solution is feasible, and indeed we did apply it initially. However it turned out to
be actually slower than the direct approach. Besides, it made the induction technique (which is
obvious in our notations) more difficult to implement as it lacked the initialisation phase.

Finally, it is worth mentioning that the model classes being examined in this Chapter are fairly
generic, and can be customised by either a single (SABR) or five (FL-SV) functionals.

In order to improve Monte-Carlo speed or the exercise boundary definition.
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4.1 General considerations on practical applications

In many respects, the current Chapter can be seen as an extension of Section 1.5, which also
focused on the practical illustrations and applications of the theoretical results obtained for the
first layer. Indeed that latter section exploited the Extended Skew Market Model (see Definition
1.2 [p.65]) which as a very wide two-dimensional model class embraced both SABR and FL-SV.
However our scope is now both narrower and deeper than with Section 1.5, for several reasons :

» We have now at our disposition the generic method to compute the direct problem, i.e.
both static and dynamic TATM differentials, at any required order (Section 2.1). In partic-
ular we have expressed in Chapter 3 the second and third layers, which provide the most
useful descriptors of the smile. Our intention here is to provide all the information nec-
essary to exploit these higher-order IATM differentials, as opposed to section 1.5.2 [p.65]
which limited itself at the first layer.

» In order to remain manageable, the natural tradeoff to computing such involved formulae
is to decrease the complexity of the model itself. Ideally we would have liked to present
all TATM differentials, for the second and third layer, in the ESMM framework. This task
presents no technical difficulty but the resulting formulae are quite imposing, mitigating
or even negating the illustration purpose of the current Chapter. In consequence (and
regrettably) we will specialise our computations to the specific models at hand (SABR
and FL-SV) from the beginning,.

» Another difference with Section 1.5 is that the latter presented succinctly a quite large array
of possible applications (see section 1.5.1 [p.57]), from pure asymptotics (using both the
direct and inverse approaches) to helping with hedging issues, via full-smile extrapolations.
In contrast the current chapter will focus mainly on pure asymptotics, with an emphasis
on the direct problem, although we will spend some time on reversing the first layer IATM
differentials back into the model parameters. Note that the latter approach is not stricto
sensu equivalent to solving the inverse problem.

Although our focus in the current Chapter will be on pure asymptotics for a trio of models,
we also wish to discuss in more generality the potential and practical use of these formulae,
when applied to other classes of dynamics. These comments should be seen as complementing
or extending those of section 1.5.

One might wonder how our asymptotic and generic formulae actually compare in practice, com-
pared to ad hoc techniques developed for a given model class. There are numerous and rigorous
candidate methods in the latter category, usually approximate in nature and often following
asymptotic approaches’® (see [FPS00a],[Osa06] or [FLT97] for instance) but not always (for ex-
ample [BBF02] or [HLO5]). Our take is that these different approaches should not be seen as
exclusive but as complementary, if at all possible. In that spirit, what makes the asymptotic
chaos expansion method® remarkable is its level of compatibility with most other approaches.
Indeed it provides pure differentials which are raw results, as opposed to a functional approxi-
mation such as [HKLWO02]. In that respect its results can be easily used to compare, adjust or
replace all or part of a full-smile approximation for instance. A typical example would be to
correct Gatheral’s heuristic formula at the second order (which is itself rooted in a low-order
asymptotic expansion) with the correction for local volatility models found in section 1.4.2.3

[p.53].

2Often these methods will use singular perturbation and/or expansions on the vol of vol parameter, which
creates the deviation from the normal or lognormal model, which itself provides a manageable infinitesimal
generator or the closed-form formula. Pure chaos as in [Osa06] is less frequently found.

3 As described initially in [Dur06] and then in this study.




208 CHAPTER 4. PRACTICAL APPLICATIONS AND TESTING

An important feature to take into account is the actual stationarity of the (input) SInsV model.
Indeed the asymptotic chaos expansion, because it is differential and not integral in nature, relies
on the assumption that the current dynamics are representative of what they will be throughout
the life of the option. The pertinence of the IATM differentials, or rather the precision of any
functional full-smile extrapolation will depend on the degree of stationarity and time homo-
geneity of the process. Although an instantaneous volatility model with time-dependent (and
even discontinuous) volatility can be managed within our asymptotic methodology (see section
2.2.1.3) the same can not necessarily be said for correlation or vovol. Obviously the method will
cope well with the smooth, deterministic evolution of some parameter p(s). It will do so in the
same way (and probably even better) that it would if that parameter was actually stochastic.
But the asymptotic algorithm envisages the dynamics of p(s) only from what it "knows” at
initial time ¢. Therefore if s — p(s) is smooth, then successive orders of the expansion will
approximate this map better and better, by calling in higher and higher derivatives (taken at
the origin) i.e. ‘gnTij\ s—t. DBasically this corresponds to approximating the p(s) function with
polynoms of increasing order in the variable (s —t). This is fine for a smooth function, but obvi-
ously if 3(s) were to be piecewise constant for instance, then a priori the associated derivatives
and therefore the long-term smile approximations would necessary be of a lower quality.

This kind of limitation is not to be confused with some other classic configurations, where
the initial dynamics might be misleading and lead the modeler to undue pessimism about the
performance potential of the method. A typical example would be a lognormal process with
mean-reverting multiplicative instantaneous volatility (such as Heston) and where the initial
value of the latter is exactly the long-term mean. Clearly a1, a11, a111 and so on are all null, but

we know from section 3.7 [p.202] that deeper layers will take into account the mean-reversion®.

The choice of a good baseline model is important but usually not difficult, essentially because
there aren’t so many candidate models available. Obviously that baseline must be associated
to a closed-form solution® but within the few possible choices we should use one that closely
resembles the input SInsV dynamics, or that generates similar smiles. Indeed it is fairly intuitive
that if we start closer to the solution (in terms of statics and perhaps dynamics too) then a lower
number of differentials is needed in order to achieve the same precision. For a CEV-SABR with
low 3 (or very negative correlation) for instance, which generates large amounts of skew, it would
make sense to use the Gaussian model as a baseline, rather than the lognormal one. Conversely,
in a pseudo-lognormal setup (with high 8 and small effective correlation pr) the Black model
would seem more appropriate. This is all very well and intuitive, but what should we do then
with a Heston model, which depending on correlation (and therefore vovol) can exhibit either
a low or high skew? A first answer would be to choose whichever baseline produces the lowest
endogenous vovol ao for the input SInsV model, once cast. But this matter is still very much
an open subject and will clearly depend on the objective function of the modeler : which part
of the is he/she concentrating on, which static or dynamic properties is he/she looking for ?
For instance if one considers a SABR model and insists on the support of the distribution being
faithful, then a specific displaced diffusion baseline might be chosen, etc.

Selecting an appropriate moneyness or more conventionally a pair of variables in bijection with
strike K and maturity 7', can also be both important and difficult. As discussed in Chapters 1
and 2, the main purpose of of that change of variable is to enforce (or benefit from) a given type
of stationarity, in the smile this time. Other methodologies do employ this type of technique
: in [Osa06] for instance the time-to-maturity variable is taken as the accumulated variance
ftT 02 ds, which corresponds both to a sliding parameterisation and to a time change.

41f k was null then we would have a12 = 0, which is not the case.
"Refer to section 2.2 [p.102] for a more in-depth discussion of the various extensions and alternatives to the
mainstream methodology.
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But these variables (say y and 6 for instance) are those of the framework, not necessarily the
best ones to conduct a series expansion on, if one chooses to do so. As discussed in section 1.5.1.3
a straight MacLaurin (or Taylor) series expansion is not necessarily the best option. There are
other functional families on which to project the asymptotic information, one of which will be
discussed shortly. For those readers interested in extrapolation methods and their respective
efficiency in a more general context, we refer to [LIUOG]. Nevertheless, for the time being we
will stay with Taylor series as they are fairly demonstrative of the wings issue. Indeed it is the
behaviour of the extrapolation for very low and very high strikes that will be its main quality
criteria. We see two main and related issues for the extrapolated smile : the first is the validity
of the marginal density associated to it, and the second is its precision in regard of the true IV
generated by the input SInsV model.

The validity criteria is very difficult to gage visually for a given smile, as a positive C’}; 5 trans-
lates into a complex, non-linear PDE for the implied volatility. However negative densities tend
to appear on the wings first, and on the left in particular (this is certainly the case with the
lognormal formula of [HKLWO02]). There is indeed a symmetric bound on the implied volatility,
imposed by arbitrage constraints, imposing that i(t,y, ) should not grow faster than \/m at
a given expiry (see [Leec04b] for instance). It comes that if we can control the wings then we
should improve matters across the whole strike range.

The precision of the method is perfect at the IATM point, hence the question is the speed at
which it degrades as both |y| and 6 increase. Again, for many practical models we have good
knowledge of the wing behaviour : this is the case for local volatility models (see [BBF02] for
instance) but for wider classes as well including stochastic volatility (see [Lee04b], [BF09] and
[DY02] for instance). The problem is of course similar for high expiries, as exact or approximate
results can be found in the literature. For large € asymptotics in mean-reverting models for
instance refer to [FPS99] and [FPS00b]. And when theoretical results are not available, traders
will often express a view for the extreme strike and extreme maturity behaviour.

Since we wish to control the asymptotics in those two directions, the idea of a polynomial in y
and 6 is not very palatable. Let us present alternative methods : Since the problem is similar
but more demonstrative in K than in 71", we will focus on the strike dimension.

If we stay with Taylor series then higher orders bring more precision and the only degree of
freedom is the choice of the expansion variable. Note that we can apply a transform to either y
or X, whichever is more convenient (this is mathematically equivalent). Keeping in mind that we
are now touching heuristics, we propose a few solutions that have been successfully tested. The
first method is to adapt the expanded functional according to the chosen order. For instance
with a fourth-order expansion we can expand 8 on y and then re-scale down, ensuring that
the \/|y| barrier is not be breached. Another method consists in choosing an expansion variable
z(y) that will provide sub-square root growth when taken at any power : clearly z = In(1+ |y|)
is a good starting point. Again another choice for z(y) is a variable that itself exhibits a limit
when |y| — 400, forcing the Taylor to converge to a fixed value in the wings. Ideally that limit
on z(£00) should be controllable so that the IV limit itself can be set. In that respect, variations
on the theme of decreasing exponentials or of the cumulative normal can be tried, but the delta
should be avoided as it leads to some delicate fixed-point issues.

An important point to note is that we do not have to use the same expansion for positive and
negative y. Indeed, as long as the junction is smoothly established at-the-money there should
be no issue. In particular if the distribution support provides a lower bound (typically for an
a.s. positive underlying) then on the left-hand side we can expand simply on strike K.

An altogether more rigorous and generic approach is to employ Padé approximants, which use
rational functions where Taylor employs polynomials :

_ po+ iz paz? + o+ pra™
1+ qx+ q@r?+ ...+ ga”

flz) =~ R(x)
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Note that by construction this family contains the polynoms, and in the same manner as Taylor
the p; and ¢; coefficients are selected to ensure matching of the first differentials at the origin

FO0)=RD0) Y<i<m+n

Although the matching algorithm is more involved, additional control can be provided to ensure
given asymptotes when x — £o00, so that it seems an overall more attractive alternative. For a
detailed description of some numerical implementation aspects, refer to [] (Section 5.12).
However, whether with Padé or Taylor, the classic issues of series expansions do remain, in
particular w.r.t. their actual convergence radius. Consider for instance a Taylor expansion of
f(x) = 2™ around = 0 when n is high. Only one differential is non null, at order n, but this is
sufficient to reconstruct the whole function. The question is therefore whether the differentials
will have been computed to the required order. It is of course possible to project the IATM
information onto other functional families than rational and polynomial functions. But the
feasibility of the IATM match, as well as the performance in the high-|y| and/or high-6 regions,
is likely to be ad hoc rather than generic, while genericity is one of the main topics of this study.
Whereas with Padé or Taylor, we know that (within the convergence radius) a high enough
order will give us any required degree of precision, and we know that this order is attainable in
a generic fashion (as illustrated in section 2.1).

With regard to smile validity, it is tempting to re-parameterise the surface back into prices, since
the marginal is much easier to control from the call price surface. At a single expiry for instance
and with S the floor for S, we must simply enforce the following four criteria for C(K) :

c(s) = S cl(S) = —1 C(K) N\ 0 with K 7 +o00 Crex >0 VK

Imposing a valid surface is not much more difficult so that would seem to be the best way to
proceed. Unfortunately our method is asymptotic, and the Black function does not lend itself
well to strike differentiation at the IATM point. Recall indeed that this was one of the main
advantages of using implied volatility : as a regularisation function.

There is another avenue though, which is to work either on the implied cumulative or density,
but these techniques fall outside of the scope of this study. it is worth noting though that an
expansion on X can indeed be considered as a mixture of implied volatilities, but that this not
equivalent to a mixture of marginals, processes or underlyings.

Finally let us mention the dynamic coherenc aspect, as we have only reasoned in static terms
so far. We first note that the static validity conditions must to be enforced at current time,

but also dynamically. However in order to apply dynamics (5, v and %)) one can approximate
them statically as well. To simplify matters, we assume a SInsV model with state vector T =
(t,St, o) driven by two scalar drivers W; and Z;. We reason with an absolute rather than sliding
representation, and use a Taylor expansion on strike. We note then as follows the relevant static

approximations (b is redundant by arbitrage) at the first order :
S LN IAEDE  rar 2NE) ANEDE a2 XD FA(DK

The question is then to ensure consistency between on one hand v* and n* , and on the other
hands the dynamic coefficients of

dy* = d[xgu?i)} + Kd[Alz(?t)]

We know that this coherence is established at the IATM point, but we should enforce it through-
out the smile. However this level of concern falls outside the scope of the current study.
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4.2 The generic SABR class

The SABR model class was introduced in [HKLWO02], initially for the IR vanilla market, and
became quickly popular due to a combination of several factors. Its first interest was the capacity
to match the traded smile, showing significant skew and curvature, so that its CEV instance
has now become the market standard to mark European Swaptions (and Caplets to a lesser
extent). The second novelty was its capacity to provide adequate and clear dynamics for the
smile, combining both local and correlated stochastic volatility to ensure a good degree of delta
stickiness, along with a controllable backbone. The third feature (noticeably well exposed in
[HKLWO02]) was the simple one-on-one role played by each of the parameters and initial values,
on both the statics and dynamics of the smile. Indeed it is not rare today to hear practitioners
mention correlation when they actually mean skew, and so on. Finally, the model was delivered
with a closed-form approximation for vanilla options. The most commonly used is the lognormal
implied volatility approximation for CEV-SABR (see (4.3.68) [p.228]) but [HKLWO02] actually
contains three formulae (price, lognormal and normal IV) which are provided for any local
volatility function. Developed using a singular perturbation technique, they can (and will)
unfortunately generate negative implied densities on the left-hand side.

4.2.1 Presentation of the model

The SABR class is often deemed to belong to the ”local-stochastic volatility” family and describes
the dynamics of the single underlying under its associated martingale measure as

(421) dSt = atf(St) th
(SABR)

(4.2.2) doy = vapdBy with (dW;,dB;) = p

with f(-) a local volatility function satisfying the usual regularity conditions. Note that a4 pro-
vides a multiplicative perturbation that scales up and down the backbone®. The latter is almost
entirely determined by the product a;.S; Ly (St) whereas the smile exhibits a strong dependency
on correlation p and vovol v. Note that the dynamics of the perturbation a; are lognormal, and
this lack of mean-reversion for the instantaneous volatility /variance increase significantly the
terminal variance of Sp. Apart from being unrealistic and capable of causing explosions (see
[APO06]) or integrability issues, these dynamics also create difficulties for numerical schemes. To
mitigate this issue some time-dependent parameters can be used, and [HKLWO02] caters for those
under the label of dynamic SABR. But other authors have actually extended the model with a
volatility mean-reversion into the A-SABR class (see [HLO5]).

The SABR model has been the object of an active academic research. Several alternative ap-
proximations have therefore been published, ranging from customisation of the existing Hagan &
al’s formulae to radically different approaches : let us name but a few. In [BC07] Hagan’s price
formula is modified using a local time technique. Interestingly, although the resulting approxi-
mation presents issues of the same magnitude as Hagan’s Lognormal IV (LNIV) formula, these
are endemic to different areas of the smile. In consequence a combination of both approaches
can be envisaged. In the short paper [Obl08], the fundamental results of [BBF04] are exploited
to identify some inconsistent behaviour in Hagan’s LNIV formula for the CEV-SABR instance,
but the proposed corrections only mitigate the issue of negative density. In [Osa06] some Wiener
chaos is used but in an integral fashion, and although the method is not presented as generic in
order, it is very clearly laid out and could probably be used on other model classes. Also, the
same author has explored hybrid versions of SABR and the related expansions. Last but not
least, let us mention the hyperbolic geometry approach taken in [HLO5].

5The backbone is defined as the function S; — X(K = S, T) for a given expiry, but in the absence of T it will
refer to a very short expiration.
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4.2.2 Coefficients of the chaos dynamics

Let us pool all the available input expressions for the static IATM differentials, in other words
(M) in the first, second and third layers :

S (%) (1.2.36) 3y, (%) (1.4.51) S () (1.4.52) 53 (%) (1.4.53)

yy

=

S (%) (3.3.48)

3o (%) (3.2.38)

; Sy (%) (3.6.65)

A survey of the involved chaos dynamic coefficients gives us the following set :

Ot
al a2 as
a1l a2 a3 a1 Az  G23 aszyp asz2 as3
a122 azi2 a1 G222 G223 (232 a322
2222

We aim at expressing all of these 21 coefficients as functions of the model parameters, however
those involve, on top of the constants (8, p, ) and the initial values (S, ay) the local volatility
function f(-). Without going too much of ourselves, it is clear that with our lognormal baseline
the function of interest will soon become g(x) £ 21 f(z), or rather the successive derivatives
g™ (z) of that new expression. We could express those fully but the formulae are already
quite complex and this is a low-level computation. Besides, Lemma 1.3 [p.66] provides all the
necessary tools, hence we have opted for semi-compact notations that work by induction, and
that we introduce now.

Definition 4.1
With enough regularity for the local volatility f(-) we set the following functional notations :

g(z) = flz)a~! gi(@) = f(z)g(x) g(x) = fA2)g (z)
g() = fx)g(z) gi2(x) = f(z) gy () gu(x) = f(z) galw)
ga(z) 2 @) (@)  gm@) = f@an@)  guale) = @) g1 (@)
gi(@) = f@) o) gm(@) = f@)gnl)  gunlz) = f@) g(e)

In turn, these allow us to define the G}, processes of the SABR model :

2 o} i1(S)

2
Gy

= o} g12(Sy)

= a? gaa(St)

= af g211(St)

3
Gy
4
Gory
5
Glio4

5
Gl

a3 g2(S)
af g21(Sh)

a? g112(St)

of g1111(S)

3
Gl
4
Giiig

5
Gla14

where the simple logic of the tagging relies on the following rules :

galz) = f(2)g.(@)

gs2()

() g, ()

= o} g11(S)
= 04?9111(50

= o? g121(S)

GT, = o} g.(S)

We can now provide the semi-compact expressions of the relevant chaos coefficients as follows.
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Lemma 4.1 (Chaos dynamics up to 3"¢ layer for the generic SABR model)
In the Generic SABR model defined by (4.2.1)-(4.2.2) the chaos coefficients come as follows.
First-level coefficients :

(4.2.3) or = oy g(Si)

(4.2.4) ay = prGi+3iG3

(4.2.5) asy = pvop+ G%

(4.2.6) as; = prvoy

Second-level coefficients :

(4.2.7) aiy = pv® GI 420707 G + guz Gs + 2pv Gy + gpu Gy + % G5y

. 3
(4.2.8) arar = 2p%% G+ G+ 2PV Gs + %G%l

. 3.
(4.2.9) a3y = 20p1% G2 + ol G3

(4.2.10) a1y = pvap+v? GI 200 G3 + 1 G,

(4.2.11) ax: = pvag+2pv G3+ G

(4.2.12) a: = praz+2pv G

(4213) a317t = ﬁl/ al

(4214) a327t = ﬁl/ as

(4215) a337t = ﬁl/ as

Third-level coefficients :

[ [ 9 7 5

(42.16) aim; = 4p°V° G +5p°VGYy + prGiyy + 5 PV G+ 5 prGa + 5 Gy
(4.217) agioy = pvap + V2 [2pv G? + G:fl] + 2pv [3pv G3, + G%H] + % [4pv Gy + G“;’Ql]
(4218) a221,t = pPrazi + 2PV3 G% + V2 (3 + 4p2) G:fl + 3[)7/ Gzllll + pv G4112 + % G?12
(4.2.19) agma; = praxm +4p°v? G +5pv G + Gy
(4.2.20) ages; = prags + 4ppr* G+ 3pv GY,
(4.2.21) agzey = pvas +4ppv? Gi + 260G
(4.2.22) az22t = ﬁl/ a2

And finally the single fourth-level coefficient :

An immediately obvious feature is that the correlation parameter p, as well as its counterpart p
will never be found without the vol of vol v in factor. This feature is well-known by practioners,
has been been noted before in Chapter 1 and is due to the artificial decomposition imposed by
the model dynamics (4.2.1)-(4.2.2). Indeed, once rewritten with a pair of orthogonal drivers,
both pr and pv become the diffusion coefficients of alpha;, hence by induction they will stay in
such form throughout the chaos.

Instead of going straight into the proof, let us first establish a simple preliminary result :
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Lemma 4.2 (Dynamics of an elementary H* block for the generic SABR model)
Let us consider a C? function h(-) and a process S; driven by the SABR dynamics (4.2.1)-(4.2.2).
We use the following notations :

I

p 1— p2 h(z) = f(@)h'(2) ha(x) = f(x)h' ()

Il

Hy ai' h(S) HYy, = af hi(S) Hy, = of ha(S)

Note that with the above-defined use of superscripts we will forbid the use of powers.
Then we can express simply the dynamics of H}', with the obvious simplifications of notations :

dH — [%n(n —1)v® H + npv HYF + 4 H;ﬂ dt + [npy HI + Hﬁﬂ AW, + [npv HY dZ,

Note that out of the 6 terms above, 3 consist of a constant times the original expression H{".
The remaining ones respect the generic form o h*(S;) where h*(:) is a simple transform of h
using its first two differentials along with the local volatility function f. This stable structure
will enable us to speed up and simplify the computations by heavily using induction.

Proof.
By Ito, we get simply :

dlaf h(Sy)] = h(Sy) [n o tday + in(n — 1)@?_2<dat>]
+ap [1(S) dSe + 1 1"(S) (dS0)] + (daf , dh(Sy)

= [In(n = D)v2 o} h(Se) +npv of IR (S)F(S) + ol (S)12(S0)| at
+ [npy aPh(Sy) + a1 (S)) f(st)} dW; + [npv oPh(Sy)] dZ,

Replacing with the given notations, we obtain the desired result.

We are now equipped to prove the main Lemma.

Proof of Lemma 4.1
Using our new notations, the casting into lognormal dynamics gives us immediately

or = o g(Sy) = G!
which proves (4.2.3). Then using Lemma 4.2 we get the dynamics of oy as
do, = [pwGI+3G3] dt+ [pv G'+G3] dW, + [pv G'] dZ,
so that we have the first-level coefficients as

v G+ as = pvG!
= pro, +G? = pvoy

2 13
aiy = pv Gy +35 Gy as¢

)

which proves (4.2.4)-(4.2.5)-(4.2.6).
As for second-level coefficients, let us now compute da; ; using the same method. We get

dG? = [PG+20 G +1Gh] dt+ [200 G3+GY] aW, + [20v G dZ,
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and
dG5 = [BPG5+3py Gy + 5 G di+ [3pv G5 + Gy ] dW, +  [3pr G| dZ,
so that
aily = pv [VQ GI+2pv GI) + % G%Q] + % [3V2 G3 +3pv Ga, + % ng]
3 2 2.2 ~3 393 1 4 3 4 L s
= pv G1+2p v G11+§V G2+§pVG12+§pVG21+ZG22
3
aiar = pv [2p1/ G% + G‘;’l] + % [3p1/ G% + Ggl] = 2022 G% + pl/G:{’l + Pl G% + %G%l
. . . 3.
a3y = pv [2/)1/ Gﬂ + % [3;)1/ G;’} = 200 G? + Slid G3

which proves (4.2.7)-(4.2.8)-(4.2.9). Let us establish the dynamics of as; in the same way. All
terms are already computed, hence

asy = prap+ V2 G? + 200 G, + % Gy
az; = pras+ 2pv G% + Gi’l
agsy = praz+2pv G

which proves (4.2.10)-(4.2.11)-(4.2.12). Turning finally to the dynamics of a3, we get simply :

asiy = pvap asye = pvaz asse = pvas

which proves (4.2.13)-(4.2.14)-(4.2.15). Let us now tackle now the third-level coefficients, start-
ing with aj99. Still using Lemma 4.2 we have both elementary dynamics :

d G?l = [3V2 G?l + 3p1/ Gzllll + % G?l?,t] dt + [3pV G?l + G‘llll] th + [3pV G?l] dZt
therefore
3
a2 = 2027 [200 GT+ G +pv [3pr Gy + Gy ] + 5P [Bov G5 + Gy + 5 [4pv Goy + G3y4]

9 7
= 4% G + 59" GYy + prGiyy + B PP G+ 5 prGay + 5 Gy

which proves (4.2.16). We can now move on to asj2 where we start with similar dynamics

dGly = [6’/2 Gy + 4pv G?Ql,t +3 G?QZ,t] dt + [4pv Gy + G?Zl,t] AWy +  [4pv G4112] dZy
leading to
asy = pvai+ v’ [2pv GI+ G%l] +2pv [3pv G} + G%n] + 1 [4pv Gly+ G?zu]

which proves (4.2.17). Now let us derive the dynamics of ag; in order to obtain aga ¢, @222+
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and ago3 ;. Having already differentiated every single term, we can express straight away :
a221 = prazi =+ 2PV [V2 G% —+ 2[)7/ G?l —+ % Géll2j| —+ [3V2 G?l —+ 3PV Gzllll + % G?l?,t]
= prag +2p0° Gi + 07 (344p°) Gy +3pv Gy + pv Gy + 5 Gy

agy = prag +2pv [2pv G + GY,] + [3pv GY, + Gy ]
= pragy +4p*v? G3 + 5pv Gy + Gy

ags = pvags +2pv [2pv GI] + [3pw G} = prags +4ppr? GF + 3pv G,

which proves (4.2.18)-(4.2.19)-(4.2.20). We get ag32 in a similar fashion :
as32 = pvase + 2pv [pr G% + G‘z’l] = pvasy + dppr? G% + 2pyG§’1

which proves (4.2.21), and the same method applies to a3z :
agz2 = PV a

which proves (4.2.22). Finally let us compute the only fourth-level coefficient asg99; by differ-
entiating G, :

dGly = [-]dt+[4pr Gl + G ] dWy + [-]dZ,
hence we get

ass = pvags +4p** [2pv GT+ G3y] + 5pv [3pr GYy + Glyy] + [4pv Gy + Ghid |
= pvag +8p°V° G +19p°0° Gy +9pv Gy + Gy

which proves (4.2.23) and concludes the proof.
1

4.2.3 Mapping the model and the smile

As one would expect, it appears that the high-order terms are fairly involved, notwithstanding
a large number of similarities and symmetries. But our first layer or 0-(2,0) coefficients, namely
Ot, A1, A2¢, a3y and age ¢, seem reasonably simple. And since these quantities are necessary
and sufficient to describe the IATM level, skew and curvature (along with the slope), which
themselves represent the most important smile descriptors, we should focus on expressing the
latter as a function of all the parameters. We then note that when the local volatility function
f() is fixed (e.g fixed 5 in the CEV-SABR case) there are three main smile quantities that we
can infer or observe, while also three model parameters remains (ay, p and v).

As one would hope and as will be proven shortly, with reasonable assumptions that relationship
happens to be bijective. In other words, given the shape of the smile in the vicinity of the money,
hence a good proxy for the IATM level, skew and curvature, we can find the corresponding three
SABR parameters. This is of significant practical importance, since it provides good initial
guesses on which to base a calibration engine and therefore reduces the computing time while
improving stability. In practice, one would provide three prices (or implied volatilities) typically
and respectively struck at

K =5 —-dK K =5 and K = S +dK with dK < Sy

It suffices then to proxy the differentials by the finite difference to obtain, through these initial
guesses, a very good fit to the SABR smile. Let us now make more explicit this approach.



4.2. THE GENERIC SABR CLASS 217

4.2.3.1 Direct problem : from model to smile shape

We are here looking at generating the IATM level, skew and curvature from the model inputs.

Proposition 4.1 (Static first layer strike-differentials of the generic SABR model)
In the generic SABR model (4.2.1)-(4.2.2) the IATM level, skew and curvature can be expressed
as functions of

» the initial condition oy and two model parameters v and p.

» a collection of differential transforms of the local volatility f, all taken in S;.

They come as

- Sy)
4.2.25 S (60,00 = 1 1, 910
( ) y( ,0,0) 3PV + 5o 9(S))
0 1 1 1 1 g11(Sy) 1 g2(Sy)
4.2.2 >t T e 2 (= — -2
( 6) yy( 3070) Oétg(St) 3 v 2 pv + ay <3 g(St) 2 gQ(St)

Note that (4.2.26) implies that the sign of the IATM curvature, in other words whether a smile
is convex for options struck close to the money and with a short expiry, is indeed controlled by
both the correlation p and vol of vol v. The local volatility being fixed, their combined impact

on the curvature will be positive iff
2
lp| < \/; ~ 81.65%

Such a high correlation might be high in the interest rates vanilla world, where SABR has its
roots and a large number of its followers, but in all generality and in particular in other markets
it is possible to obtain a concave contribution.

Proof.
Combining (1.2.36) with (4.2.3) and (1.4.51) with (4.2.3)-(4.2.5) we obtain the IATM level and
skew respectively as

E(t’ 0’0) = o Q(St)
and
Oét2 91(51)
20,49(St)

=~ o a2 o 1
Ey(t, 0, 0) = Q—O't = 3 pv +

1 1
= 2t g

which proves (4.2.24) and (4.2.25). Similarly, combining (1.4.52) with (4.2.3)-(4.2.5)-(4.2.6)-
(4.2.5) we get the IATM curvature as

~u 1 (1 11, )
Eyy(t,0,0) = O__tg [g a22] + a_f [g a3z — % aQ}
1
= m [PV (proug(Sy) + Oz?m(&e)) + 2pyafgl(5t) + 04?911(515)]
t
1 1 . )
+ m [g p2y2 athQ(St) — % (pV ag(Sy) + 04% 91(St))
t
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which is developed into

1
by

yy(t,0,0) = 30242(5) [P°V2aig(Sh) + praigi(Si) + 2prai g (Se) + g (Sh)]

11
+ =5y {g (1= p")” afg*(S) — 3 (P*V2aig?(Sh) + ot gi (Si) + 20vaig(S) g1(Sh))
a; g (St)

1
3ang

91(St) +a?9;t§§)]
1 [1 2 D 99 gl(St)

+——< |V = =pV —pr o la
ag(S) (37 767 TP sy T 2™ (8

and after simplification becomes

) 1 1 1 1 gi1(Sy) 1 gi(Sy)
S _ 2 1 2.2 2 (2 _-J
yy( 50,0) atg(St) |:3V 2 p v + «

which proves (4.2.26) and concludes the proof.
|

We are aware that these results might not appeal to some readers in their current form. Since
the object of the current Chapter is to maximise the applicability potential, we provide the same
formulas using the strike K variable (as opposed to log-moneyness y) and the initial f function
(instead of its g-transforms).

Corollary 4.1 (Static first layer strike-differentials of the CEV-SABR model)
For the generic SABR model (4.2.1)-(4.2.2) the level, skew and curvature of the smile taken in

the point (o) £ (t, S, K =S¢, T =t) come as

(4.2.27) B(x) = a; 571 f(S))

(42.28) Tie(o) = Sov ST+ Far [S7U(S) - S ()]

" 1 1. 1 1 1 _
Yga(x) = a_tVQSt LS [g —502] —§PVSt2
2 -3 1 _9 1 11 ’2 1 1
(4.2.29) ta| 2857 f(S) =5 S (S) e ST F (S + 557 (5
Proof.
We have the functional relationships
g = ' f

/

R S e
R A e R I A L A A A
= £ = wa ] 4P [ 4

= fa ! [Qx_sz — 3z ff +f'2 +ff"]
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It comes that

g SOE et s £ was]) -5 [ e ]
_ %1‘72]"2 _I_,lff/ _’_% f/2 —l-%ff” _% f/2 —%x*2f2 —|—1’71ff,
L o 1Lo2 1
= v -5 f t3//

Therefore the IATM level and skew are re-expressed as

~

210,00 = aS7UA(S)  and  S0,0) = Spv+ bar [F(S) - ST |

while the IATM curvature comes as

< S, 1 1 2 / "
B,(00.0) = 2wt o in 4 S [ss) - 170 20180 ] |

which proves the level result (4.2.27). Note that all three results match those of Proposition 1.3

established for the TATM differentials of the Extended Skew Market Model. Besides, according

to (B.0.2) and (B.0.3) [p.VI] the transition formulae come as

822 1 ="
— <

1 ~/ —
SoSLKT) = —Sy(ty.6)  and (68, KT) = >, —zy) (t,y,0)

which gives (4.2.28) straight away, while the curvature comes as

S, 1 1 1 ' "
7 | s 57 —5 0| rge s - s w2 s

"

Ye() =

~yov —dau [£8) - 7)) |

I 1,01 Loy 155, —2
= a_tst f (St)[gV —5 PV —1pv S,

oSt | G SIUS) ~ g SIS+ SIS) ~HIS) +487S)

which after simplification provides (4.2.29) and concludes the proof.
|

As was noted with the Extended Skew Market Model, at that low level of differentiation the
dissociation between the effects ofthe stochastic volatility (correlation p and vol of vol v) and of
the local volatility (derivatives of f) is blatant. Recall that in order to remove the f(S;) terms
it suffices to invoke the IATM level as per (4.2.27).

4.2.3.2 Inverse problem and initial guesses

trying to revert the smile generation process is a natural endeavour for practitioners : after all,
this is the essence of calibration. However this is not stricto sensu solving the inverse problem,
and this for a couple of reasons.

The first way in which we deviate from the Recovery Theorem 1.1 [p.40] is that on one hand we
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start purely from static differentials’and on the other hand we end up not with SinsV formal
coefficients (such as a2, a3, etc.) but with model parameters (p, v) and initial values (o).

The second noticeable difference is that the possibility of reconstructing the model parameters
and initial values is quite specific to SABR, and might not be feasible with another stochastic
volatility model. Unlike the Recovery theorem, which guarantees a generic result. In fact the
class of practical models for which some or all of the static first layer IATM differentials can be
mapped is quite large, but clearly the parameterisation must be sparse.

Proposition 4.2 (Inverse parameterisation of the generic SABR model)

In the generic SABR model (4.2.1)-(4.2.2) we can infer the initial condition oy, along with the
two parameters p and v, from the TATM level, skew and curvature. The inversion formulae
come as

by
(4.2.30) o = =
g
1
" / 3 / gl 2 22 3 92 911 °
_ 2 1
(4.2.31) v = 3 (St EKK+St EK) + 5 <2StZK 9—2 E> + ? 5 9—2 — ?
1 /
(4232) p = — [2StEK - % Z} ifv#0 whereas p = 0 otherwise
v g

where all IATM differentials have been taken in (t,S;. K = Sy, T =t) and the g-functions in S.

Note that the strike differentials have been expressed w.r.t K and not w.r.t. log-moneyness y.

Proof.
By inverting the level equation (4.2.24) we get trivially oy as in (4.2.30).
Then from the skew equation (4.2.24) we extract the effective correlation product

(4.2.33) v = 2535, - L%
g

which proves (4.2.32). Besides we can rewrite the curvature equation (4.2.26) as

" / 1 1 22 1 911 1 92
E[SEEKK—}—StEK] = §V2—§p2y2+? <—————1
Injecting (4.2.33) in that equation and isolating v? we get
" 1.3 : 2 2 1 1 g}
(4.2.34) 1 = 3% [s,? Sher + S EK} +3 [25@( -9 z] -3 [— u_ 2 9—1}
Y Y
Taking the square root finally gives us (4.2.31) and concludes the proof.
1

Note that (4.2.34) guarantees the non-negative sign of the right-hand side, which is only natural
as that r.h.s. identifies the excess curvature which is not created by the local volatility.

" Although the IATM SImpV constraints ensure a large amount of redundancy between static and dynamics :
see Proposition 1.2 [p.38].
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4.3 The CEV-SABR model

This model and the associated Hagan & al’s formula, along with their various extensions and
customisations, is the workhorse of the interest rates vanilla world. It is obviously used with
other asset classes, such as exchange rates for instance, where it can be competing against
(displaced) Heston or more recent stochastic volatility classes. However this is by all means not
a term-structure model, as it requires a single martingale underlying, so that the issues raised
tend to be similar.

4.3.1 Presentation of the model

The local volatility function f(-) provides an important degree of freedom for the generic SABR
model, but a large proportion of practitioners prefer to use the simple CEV instance, which was
the illustration case of [HKLWO02]. The model comes as

(4335) dSt = O Stﬁ th
(CEV-SABR)
(4336) dOét = VO dBt with <th, dBt> = p

Although it might appear simplistic, there are several advantages to this version of SABR. The
first one is that it is based upon an existing, well-understood local volatility model (the Constant
Elasticity of Variance). Since the latter can provide significant skew while maintaining a positive
support for the distribution, it provides a good base for calibration. In that respect and in light
of section 1.5.2.2 [p.74] we recall that the CEV can obviously be displaced, which means that it
contains and supersedes the displaced lognormal diffusion.

Another attractive feature is its simplicity, since the local volatility function is controlled by
the single parameter 8. Furthermore, in the liquid strike region of interest the influence of 5
is simple (monotonous) on the most important smile descriptors, in particular the level, the
skew and the ATM delta. In a calibration perspective this might appear constraining, but for
hedging such sparsity enhances intuition and therefore efficiency. More globally and from a
trading perspective, the 8 power parameter influences the following features of the smile :

» it determines the support of the distribution, in particular its lower bound (which can be
non-zero). In turn this floor influences the smile : in the rate environment for instance, it
can be slightly negative for long maturities. This means that the Lognormal smile must
structurally go to infinity as K 0, while the Normal smile must converge to zero at the
distribution’s floor.

» it sets the fundamental static smile shape, the local volatility and sticky-strike part of it.
That basic profile will then be perturbed (skewed and curved) by the stochastic volatility.

» it is the almost unique determinant of the backbone, i.e. the ATM level as a function of
the underlying S;. In turn, the backbone provides the most important part of the smile
dynamics, and is therefore a vital information for hedging.

In consequence the S power parameter can be chosen to fulfill one of several roles. Some prac-
titioners set it close to zero to provide a near-normal ATM skew and delta, while others select
a high 8 to generate a high right-hand wing. Indeed, in the interest rates world for instance,
a thick right tail is usually necessary in order to provide the high market prices of Constant
Maturity Swaps.

In our view it is because of its practical importance, and of the simplicity of its local volatil-
ity specification, that the CEV-SABR deserves an almost distinct treatment from the generic
version.



222 CHAPTER 4. PRACTICAL APPLICATIONS AND TESTING

4.3.2 Coefficients of the chaos dynamics

The specific CEV-SABR case can be treated either as an instance of the more generic SABR
case exposed above, or from scratch by deriving the chaos dynamics ad hoc. It happens that
the relative simplicity of the CEV local volatility function - which is an important part of the
model’s appeal - makes the second option easier than the first. Let us therefore derive the
relevant coefficients for that model.

Lemma 4.3 (Chaos dynamics up to 3" layer for the CEV-SABR model)
In the CEV-SABR model (4.3.35)-(4.3.36) the coefficients of the chaos dynamics come as follows

- First-level coefficients :

(4337) g — Oy Sfil

(4.3.38) ay = (B=1)0f [pv+ 3(8 - 2)o¢]
(4.3.39) azy = olpr+ (B —1)oy]

(4.3.40) asy = op\/1—p%v

- Second-level coefficients :

(4.341) any = [(B—1pv] [201a1 + a3 +a3] + [g(ﬁ —-2)(B — 1)} [o7a1 + oy (a3 + a3)]
(4.342) a1py = [2(8—1)pv] oras + E(ﬁ -6 - 2)] ofas
(4.343) aips — (28— 1)pv] oras + E(ﬁ _ 18- 2)] o2
(4.3.44) a1y [pv +2(B — V)oy] a1 + (B — 1) (a3 + a3)
(4.3.45) agp: = [pr+2(8—1)oas

(4.3.46) a3t = [pl/ + 2(5 — I)O't] as

(4.347) asiy = V1-—pPray

(4.348) as; = V1-—pPray

(4.349) ass; = 1—pPras

- Third-level coefficients :

3625 1)] o2z + 308 — 2)(6 — 1)alor

(4.3.50) a1 = |:2
+[2(8 — Dpv] agsor + [2(8 — 1)pv] a3

(4.3.51) a2i2: = 2(B—1Dajag + [pr +2(8 — 1)oy] aia +2(8 — 1)az aze + 2(8 — 1)as asz
(4.3.52) a1+ = 2(B—1)(araz + asage + azazs) + [pv + 2(8 — 1)o] a

(4.3.53) agee: = 2(8—1)a3 + [pv +2(8 — 1)o¢] ag

(4.3.54) agsr = 2(8—1)agas + [pv + 2(8 — 1)o¢] ass

(4.3.55) agze: = 2(B—1)agaz + (pr +2(8 — 1)oy) asz

(4.3.56) asgoer = 1—p’ras

And finally :

(4.3.57) 2222+ = 6(5 — 1)&2@22 + [pl/ + 2(5 — I)O't] a992
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Proof.
First, let us rewrite the perturbation specification (4.3.36) as

dOét = pVOog th + AV 1— p2 UV O dZt Wlth Wt H Zt

leading to

ds,

= O'tth with Oy = Oy Stﬁil
St

which proves (4.3.37). Then let us turn to the dynamics of o; which come as

doy = S 'dag + (8 — 1)aS) 2dS; + 18— 1)(8 — 2)arS, 2 (dSs) + (8 — 1)S) " (dav, dSy)

= Sf_1 {p vy dWi+ /1= p2 vy dZt} + (B — 1)04,555_2%55 dW,
+5(8 — 1)(8 — 2anS] 20} di + (8~ 1)) pravansS; dt
therefore
ane = (B—=1)07 [pr + 3(8 - 2)o1] aze = otlpr+ (8 —1)o¢] aze = op\/1—piv
which proves (4.3.38), (4.3.39) and (4.3.39). For later use, let us recall that

do} = [20va1 + aj + aiz’,] dt + [201a2] dW; + [201a3] dZ,

We focus now on the dynamics of a; . Using (4.3.38) we get
day = (8-1)[pv+3(8 - 2] dof + 3(8 = 2)(8 = 1o} doy + 3(8 — 2)(8 — 1)(doy, doy)
= (B-1)[pr+3(B—2)0t] [ [201a1 + a3+ a3] dt + [20va2) dW; + [201a3) dZ; |

+3(B-2)(8 - 10} [ardt + azdW; + a3dZ;)
+%(ﬁ -2)(p-1) [QUta% + 20ta§] dt

so that
a1 = [(B—1)pv] [200a1 + a3 + 3] + E(ﬁ -2)(8 - 1)} [o7a1 + oy (a3 + a3)]
o = (25~ D] oiaa + | 35— 0 - 2)] ot
an = 25~ D] ovaa + |35 - D - 2)] ofas

which proves (4.3.41)-(4.3.42)-(4.3.43). In similar fashion (4.3.39) gives the dynamics of as; :

dag = [pv+ (B —1)oy)doy + (B — 1)ordoy + (8 — 1)(doy)
= [pr+2(8 -1y |ardt + aedW; + azdZ;] + (B — 1) [a3 + a3] dt

giving us

as1 = [pV + 2(,8 — 1)0’,5] al + (B — 1) (a% + a%)
azz = [pv+2(8 —1)o¢]az
azg = [pv+2(8 —1)o¢]as



224 CHAPTER 4. PRACTICAL APPLICATIONS AND TESTING

From (4.3.40) we obtain the simpler dynamics of a3, as

aziy = V1—-p’rva azzy = V1—p2vay agzy = V1—-pivag

which proves (4.3.47), (4.3.48) and (4.3.49). Let us now turn to third-level coefficients, starting
with (4.3.42) for which we write the dynamics of aj2; as

3

dayy = 5(5 —2)(6—1) [az do? + o? dag] + 2(8 — 1)pv [ag doy + o4 dag] + [...] dt
= g(ﬁ —2)(8 — 1) [as (201a2) + 07as] Wi +2(8 — 1)pv [a3 + orase] AWy +[...] dt +[...] dZ,

= [ (B—2)(B—1)a30; + = (6 2)(B—1)ago? + 2(6—1)pras + 2(f—1)praggos | dW; + || dt + [] dZ;

therefore
3

e = |35 =208 - 1)] ot +3(5 - 205 ~ Vo + 26 — D] aaon + 205 - D
proving (4.3.50). Looking now at as; as expressed in (4.3.44), its dynamics come as
day = 2(8—1)aydor+ [pr+2(8 — 1)oy] day +2(8 — 1)ag dag + 2(8 — 1)as das + [...] dt

= 2(,8 — 1)&1(12th + [pl/ + 2(,8 — 1)0’t] a1adWy + 2(,8 — 1)&2 agodW; + 2(,8 — 1)&3 azodW;

+[] dt+[] dZ,

therefore

azizg = 2(8—1)araz + [pr +2(8 — 1)oy] a1z +2(8 — 1)ag aze + 2(8 — 1)az aszz

which validates (4.3.51). Similarly, using (4.3.45) we express the dynamics of ago; as
dasay = 2(B8 —1)asdoy + [pr + 2(8 — 1)oy] dag + 2(8 — 1)(azaze + agass)dt
therefore
amiy = 2(8 —1)(aras + aza + azags) + [pv + 2(8 — 1)o] an
agos = 2(B—1)a3+ [pv +2(8 — 1)oy] ax
azs: = 2(8—1)agas + [pr + 2(8 — 1)o¢] ass
which proves (4.3.52), (4.3.53) and (4.3.54). Turning to ags; and using (4.3.46), we get
dazzy = 2(B8 — 1)asdos + [pv + 2(8 — 1)oy] daz + 2(8 — 1)(azasze + aszass)dt
therefore
ager = 2(8—1)agag + [pr + 2(8 — 1)o¢] aszz

which proves (4.3.55). In a simpler way, we can get the dynamics of ass; and obtain :

agp; = 1—p?rag

giving us (4.3.56). Eventually, we turn to the dynamics of asao 4, i.e.
dagoes = 2(B—1)[2a2das] + 2(8 — 1)agedoy + [pv + 2(8 — 1)oy] dagz + (.)dt
= [4(8 — 1)agage + 2(8 — 1)agage + [pv + 2(8 — 1)oy] agee | AWy + ()dt + (.)dZ,
which allows us to express
aze: = 6(8 —1)agag + [pr + 2(8 — 1)o¢] agee

which validates (4.3.57) and concludes the proof.
|
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4.3.3 Mapping the model and the smile shape

We are now equipped to express any IATM differential of the first, second or third layer as a
function of the model parameters (p and v) and initial values (o and Sy).

4.3.3.1 Direct problem : from model to smile shape

We present first a simple result which is usually sufficient to calibrate moderate maturities.

Proposition 4.3 (First layer static IATM differentials of the CEV-SABR model)

In the CEV-SABR model (4.3.35)-(4.3.36) we have the following expressions for the static IATM
differentials of the smile as functions of the model inputs. We provide these results both in sliding
(x) = (t,y = 0,0 = 0) and absolute () = (t, Sy, K = S;,T =t) coordinates.

The IATM level :
(4.3.58) D) = S(x) = a5t

The IATM skew :

(4.359)% (x) = % [pu + (8- 1)atsf*1} (o) = QLST [pu + (8- 1)atsf*1}

The IATM curvature :

= 1|1 1l 1 1
(4.3.60) 2,,(%) = a5 {E(ﬂ— 1)2} +a;lst P [(5 - 5;)2) y2]
) 1 [/1 1 1 1.5 1 1 ;-
The TATM slope :
Sr(e) = %)
511 9|1 _ 1 1
(4.3.62) = a}§¥r? [ﬁ(ﬁ - 1)2] + 252 [Zpuﬂ} + o8P [(ﬁ — §p2> uz]

These formulae provide us with a clear understanding of each parameter’s influence on the short-
expiry smile, which is one of the positive features of SABR. If we fix 3, then in term of control
we can allocate a; to the level of the smile, p to the skew and v to the curvature.

Usually f is chosen to generate a given backbone (IATM level as a function of the underlying
Sy) and/or to control the smile shape at a characteristic expiry. What Proposition 4.3 shows us
though, is how a certain degree of control could be applied to the IATM slope 219(*) as well.

Proof.
The IATM level (4.3.58) comes directly from (4.3.37) and (1.2.36). The IATM skew is expressed
by combining (1.4.51) with (4.3.37) and (4.3.39) :

az

2, (,0,0) = o~ 2%@ v+ (B—1)oy] = %[pu—i—(ﬁ—l)atSf_l]

Invoking (B.0.2) we obtain o which finishes to prove (4.3.59). Turning to the curvature, we
invoke (4.3.39) and (4.3.40) to write
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@ = oplw+ (8- 1)30t]2 = of [0*7* + (B = 1)’ +2pv(8 — 1oy
= o, (B=1)7"+0;200(B—1)+ 07 pv
and a3 = oi(1—p*)?
1 1 1 1 )
therefore “a2—Zdd = of |- (B-1?% 40 v (B-1)] 402 |=(1-2p* )12
3 2 2 3 2
Besides, the second-depth coefficient comes as
an = lpv+28-Vola = o lpy +2(8-allov +(B-1)
= of [28-1°] +07 BB-Vpv] +o [p* 7]
Therefore the IATM curvature formula (1.4.52) becomes
= 1 1 1 2 1 2
Ygy(*) = @@2 + o3 [gas - 5%]
2 11 1 11 )
_ 25 _1)2 )4 12,2 _2(g_1)2 _ 1 2 (1-2,2),2
7 B 1P = 1)+ 3 |5 (317 + (8- ]+ g (1= 56 v

— o [30-12 - 3G 4 - D - - D1+ gt (1-32) 7

~ afge-v]+ 2 3 (1-32)

" o [—}71 1 2- 1 17[—} 1 3 2 2
Eyy(t,O, 0) == OétSt [6(5 - 1) ] + a—tst |:§ <1 - 5[) v

Hence

which proves (4.3.60). Then recalling from (B.0.3) that

=

1 1 =/
Ski =77 | S — %]

we get
" 1 1|1 I 1 1 1 _
Yk = 2 [Oétsf ! [6(5—1)2} +a;'S) B<§—§P2> v? 3 {PV+(ﬁ—1)atStﬁ IH
1 LT\ o g5 1 1 B—1
=z |(5-7) e g g G- D G- as

which proves (4.3.61). Finally turning to the IATM slope we start also by a basic simplification

1 1 1 1
g tat = Lot (8- 1R 4200 - D] + ok (1 )02

= o} E(ﬁ — 1)2} +o} Epvw - 1)] + o7 [% (1 + %p2> ”2}

before expressing the TATM differential from (1.4.53) as

ilg(*) = oy Eag] + Bal — éa22:| +0it Ea% + %ag}
= oy Eat [ov + (B — 1)0,5]] + %(5 — 1)%2 [pu + %(ﬁ — 2)0’t]
— 2 [0 205~ 1) + 07 38~ Vvl + 0 [7?)]

rat [§6-17] v ot |- ] o |5 (14 502)
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Gathering the terms according to the power of o, we get

B = ot [JB- 1+ 36 -26 -1 - 0 -1P+ 561

vaf |30+ 55— 1) = 58 Do+ 3v(5 - )

Loo 1 Lo\ o
— - 1 _
+0’t[ 6PY +12< +2p>l/
and after simplification the IATM slope comes as
~ 1 1 1 3
¥y(t,0,0) = o} [ﬂ(ﬁ - 1)2} + o} [Zpuﬁ} + oy [ﬁ <1 - §p2> 1/2}
which we can re-express as

~ _ 1 o |1 111 3
Sy(t,0,0) = a}S¥? [ﬂ(ﬂ - 1)2} +a?§? [Zpuﬁ] oS! [ﬁ (1 - 5[)2) yz]

which proves (4.3.62) and concludes the proof.
|

4.3.3.2 Inverse problem and initial guesses

Since CEV-SABR is by far the most popular instance of the SABR class, the capacity to invert
the IATM smile back into the model parameters and initial value is all the more useful. Again,
these formulae benefit from the simplicity of the local volatility function.

Lemma 4.4 (Inverse parameterisation of the CEV-SABR model)

In the CEV-SABR model (4.3.35)-(4.3.36) the parameters of the model p and v, along with
the initial value oy, are deducted from IATM level, skew and curvature as follows. All IATM
differentials are expressed either in sliding (x) = (t,y = 0,0 = 0) or absolute () = (t, Sy, K =
Sy, T =t) coordinates.

(43.63) o = %(x)S; 7 = £ 57"

(4364) »* = 65, (1) + (8- 12T2x) + 500 [35,(x) +6(1-5) T,(x)]

(4.3.65) = (B-1)22 4682k (00)” +(9—68) SiEZ () + 3 S2EE s (c0)
(43.66) pv = [25, +(1-A)F| = [285k(e) + (1~ ) (e0)]
Proof.

We have from 4.3.58 that

which proves (4.3.63). The IATM skew formula 4.3.59 gives us that

pv = 2%; +(1—B)ays
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and (B.0.2) finishes to prove (4.3.66). Besides, from the curvature expression 4.3.60 we have
that

1"

3 1 |= 1 _
(4.3.67) 2= 2(p)? +3a,50! [Eyy—a(ﬁ—l)ZatSf 1}

\V)

We solve this system by substituting (4.3.66) into (4.3.67), which gives us

3 ~, _ 2 1 = 1 — 2
Vo= 2 [221; +(1- B)OétStB 1} * 30@55 ' Yy ~ 5(5 -1’ [atstﬁ 1]

= 2 = = =" =
= 63, + (8122245 35, 461 - BT

and proves (4.3.64). Now replacing the sliding skew and curvature by their absolute counterparts
through (B.0.2) and (B.0.3) we obtain

Vo= 6528+ (B 122 4% [3 (8P + S8 ) +6(1 - B)K S

7 2 ’ "
= (B—1)*22 4657 Y +(9-68)S,XX + 358k ke

which proves (4.3.65) and concludes the proof.

4.3.4 Compatibility with Hagan & al.

Since CEV-SABR and the corresponding Hagan & al’s formula are still respectively the most
used by practitioners and the best-known approximation available, it is worth checking whether
the latter provides the correct IATM differentials, at least for the first layer.

Corollary 4.2 (Compatibility of ACE with Hagan’s formula for CEV-SABR)
The singular perturbation formula provided in [HKLWO02] for CEV-SABR, e.g.

(4.3.68) S (t,y,0) =

oy (1-8)? o2 pBroy 2-3p% ,
18 (1-8)° 5, (1-p) ( -3 ozt V|
(kS)7 |1+ Uiy 4+ Gyt 166 24 (K Sy) 1(KS)

with z =

_ _ 2 _
(KS)'Z y  and  £(z) = zog< L =2pzt 2"tz p)

v
« 1—p

provides the same results as our asymptotic chaos expansion methods for the static differentials
of the first layer, i.e. the IATM level ¥(%), skew E/y(*), curvature E;y(*) and slope Xy ().

Proof.
The first and second order pure-strike differentials are actually provided by the authors through
the following expansion :

- o 1 1

SH(t,y,0) = Slfﬁ L=5(=B=pNy + o [(1=0+2=3)N] y* | +oy)
t

with A = —S'7

Qi
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so that
(4.3.69)  SH(£,0,0) = 577"
= H 1 B—1 1 B—1 B—1
(4370) £,7 (10,0) = —ZaS) T (1-B-pN) = 3 [pmtst + (8 — 1S, ]
1 _
(4.3.71) = 3 bn/+(5—1y%5fl}
S L 61 2 2112
Y, (£0,0) = 6%& [(1=8)*+ (2= 3p")N°]
1 1 1
(4.3.72) = %fl[%ﬂ—Uﬂ+—ﬂfﬁL@—%5f}
6 Qi 6

Comparing (4.3.69), (4.3.71) and (4.3.72) respectively to (4.3.58), (4.3.59) and (4.3.60), we
= H
conclude for a match. In order to compute Hagan’s ATM slope ¥, (t,0,0) we have to work

on the original formula. Note that l% z = 0 which make the second bracket in (4.3.68)
y

undetermined. Therefore we must start with some small-z expansions :
2 1 2
V1—=2pz+422 = 1+§(—2,0)z+0(z )

1—2pz+224+2—p

T, 142+ 0(2?)
log <W+Z—p> = 2+0(2%)
which enable us to write the limit of the second bracket simply as

and therefore the IATM slope come as

=~ H (073
S, (£,0,0) =
[% ( ) Sg_ﬁ [

(1-8)% a2 pBray n 2-3p? 2
2—24 1-3 24
245" 48]

3|1 9|1 1] 1 3
- ﬁﬁﬁﬂﬂﬂ%nﬂ+ﬁﬁﬁzhw4+%£lhiof?ﬁ”ﬂ

which matches (4.3.62).
|
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4.4 The FL-SV class

The FL-SV acronym stands for Forward Libor - Stochastic Volatility which evokes that (like
SABR) this model was initially developed for the interest rates environment. More precisely, it
was targeted at the term structure of caplets and from then on, via several necessary approxi-
mations, to the swaption grid. It was initially introduced in [ABRO1] and later complemented
by [AA02], presented as an improvement to the local volatility extensions of the Libor Market
Model. Those have been formalised in [AA00], and allow to control both the term-structure
level and the skew of the smile, by clearly allocating the former to a deterministic volatility and
the latter to a (local volatility) skew function.

The FL-SV extension consists in adding an exogenous, multiplicative perturbation to the volatil-
ity, responsible for producing a convexity in the smile that will stay delta sticky. It is then clear
that one of the main strengths of this model lies in its clear one-on-one parameter vs smile
allocation. But any model must also be calibrated, hence [ABRO1] provides two closed-form
approximations of the static smile. These are based on a fairly complex small-time expansion
of a lognormal volatility proxy, using log-moneyness as the variable. The authors observe that
the growth rate of the wings is very high and therefore introduce a heuristic dampening of the
wings. In fact, without that adjustment the usual arbitrage conditions (the growth rate of /y)
are typically breached.

4.4.1 Presentation of the model

The bi-dimensional SDE system reads as

dSy = @(S)VViy(t) dW; Vo =1
(4.4.73) FL-SV with

Vi = 5 (V=V) dt+ep(Vi) dZ Wi 11 Z
Note that in order to normalise the problem, we can also write p(z) = o ¢*(z) with ¢*(S;) = 1.

The same convention can evidently be applied to 7(-) and #(+). This technique dissociates clearly
scale from shape and simplifies the interpretation. However it does so in an artificial way, as the
parameterisation is not stationary, hence we will maintain the original formulation.

The model has been quite successful with practioners, inasmuch as that when SV-LMM frame-
works are implemented, it tends to be along these lines. But this class has also been well
received by academics, since it is quite intuitive, and has been both extended and modified. In
[Pit05b] a time-dependency is introduced in (¢, .S;) which allows to generate a term-structure
of skew, hence the FL-TSS denomination. The calibration method focuses on projecting the
model onto a time-homeogeneous Markovian process, a method which is generalised in [Pit07].
In [And05] a low-dimensional, separable volatility HJM model (a stochastic volatility extension
of the Cheyette class) is parameterised to approximate the dynamics of the FL-SV, and again
several ad hoc calibration approaches are discussed.

In order for us to analyse this model via the ACE methodology, we first proceed with a simpli-
fication step. In fact the latter consists in extending the model by considering

dS; = () b(Ve) »(St) dWs Vo=1
(4.4.74) Extended FL-SV
dVi = kc(Vp) dt + ey (V) dZ; Wy 1 Zy

We will assume any required degree of regularity for the five functions involved in the model, so
that all differentials invoked are sensical. Note that it would not take much to transform this
framework into an extended FL-TSS model, but the added complexity is undesirable here. We
now proceed to the derivation of the chaos dynamics for this Extended FL-SV class.
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4.4.2 Computation of the chaos coefficients

Let us first introduce a few notations that will help in creating a recurring scheme.

Definition 4.2
In the context of the Extended FL-SV framework (4.4.74) we replace o(-) by

(4.4.75) g(z) £ p(z) 2~
and define several functions derived from ~(-), b(-) and g(-) by induction :
bua(2) 2 ¥, (2) 9(a) () £ @)
bua(z) = by (@) ¥¥(2) Yma(x) = Am(x) A(z)
boal@) £ b(z) ba) Yos() 2 () 72(2) For (m.n.p) € N
bua(w) = bu(a) V() gp(@) = g,(x) p(x)
bus(x) = by(@) c(z) g() = g,(2) ¢*(2)

We can now make explicit the chaos dynamics in a reasonably compact fashion.

Lemma 4.5 ([Chaos dynamics up to 3"¢ layer for the FL-SV model)

JLet us consider the Generic FL-SV framework defined by (4.4.74), then the chaos coefficients
invoked in layers one, two and three come as follows. For the sake of compacity we have omitted
the functions arguments, understating that they are taken in the current position, i.e.

gm denotes gy (t) b, denotes b, (V) gp denotes gp(St)

First-level coefficients :

(4.4.76) op = by
€2 1

(4.4.77) aiy = 7[552+Hb5]g +711byg +§73b492
(4478) a2t = 72 b3 g1
(4.4.79) agt = €vbiyg
Second-level coefficients :

et K€ 9 9
(4.4.80) a1g = Y Z boo + 7 (b25 +b52) + K bss | g+ M [6 by + 2K b5] g

62 K
+ 73 T ((bog + bao) + 3 (bas +bsa)| g2+ M1 bg
1 1
t3 (713 +31) baga + 178 bas go2
1, 1

(4.4.81) a2t = Y2 | € baz + Kbs3 | g1 + Y2391 + 3 782 baz go1

1, 1
(4.4.82) aze = 7 | 3¢ bor + Kkebsy | g + enbig + + 267 ba1 g2

1 1
(4.4.83) a2t = Y2 [5 € bgy + Kbss| g1 + Y1 b3 gr + 3 728 b34 g12
(4.4.84) as: = 722 b33 gnn
(4.4.85) azy = €720b31 01

1 1
(4.4.86) ath = 7 [5 63 b12 —+ ke 515] g + € Y1 bl g + 5 €73 514 go
(4.4.87) agzt = €72b13 ¢
(4.4.88) azgsy = €7ybug



232 CHAPTER 4. PRACTICAL APPLICATIONS AND TESTING

Third-level coefficients :

1 1

(4.4.89) a12: = 722 5626233 + kbszz | 911 + 7122 b33 g11 + 5 V322 bazz g211
1, 1

(4.4.90) a212;¢ = 722 [5 € b3az + kKb3s3] g1 + Y212 b33 911 + 3 7282 b343 g121
1, 1

(4.4.91) asl: = 72| 5¢€ bssa + K bsss | 911 + 7221 b33 911 + 5 7223 b334 g112

(4.4.92) a2 = 7222 b333 9111

(4.4.93) a3 = €722 b331 g11

(4.4.94) az32; = €722 b313 g11

(4.4.95) asset = €722 b133 g11

And finally :

(4.4.96) @222t = 72222 b3333 g1111

Before going into the proof, we first we prove a preliminary result :

Lemma 4.6 (Dynamics of the elementary akh block for the FL-SV model)
Let  a(-), k(-) and h(-) be respectively C*, C? and C? functions.
Let us introduce the following notations for some of their derived functions :

ki(z) = K (2) () a(z) = o (2)

ko(z) = K (2) ¥*(x) ax(r) = a(z)y(z)
ks(z) = k(z)b(z) as(z) = a(x)+*(x)
ka(z) = k(z) b (2) h(z) = B (z)p(x)
ks(z) = K (2) clx) ho(w) = 1'(2) ()

Then we have, for the processes Sy and Vy of the Extended FL-SV model (4.4.74)
d [a(t) k(Vi) h(St) ]
1 1
= | a1(t) k(Vy) h(Sy) + at) [k ks + 3 e ko] (Vi) h(S;) + 3 as(t) kg (Vi) ho (Sy) | dt

+oao(t) ks (Vi) e (S)) dWy + ea(t) ki (Vi) h(S:) dZ,

Omitting the arguments for clarity, and applying this relation to the functions defining the
generic FL-SV setup, we have in particular that

1 1
d[rymbngp] = Vm[ﬁbn5+§€2bn2] gp‘i"lebngp +§7m3bn4gp2 dt

(4.4.97) + Ym2 bnz gp1 AWy + € Y bna1 gp dZ;

Clearly the above result shows - as is the case for SABR in Section 4.2 - a recurring structure
that will enable us to work efficiently with induction. Also, without surprise it appears that
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the drift terms are significantly more involved that the coefficients of the non-finite variation
terms. Fortunately, these drift terms are the least invoked by the generic formulae developed in
Chapters 1 and 3 for the TATM differentials.

Proof of Lemma 4.6
Exploiting the independence condition, we get by Ito :

d [a(t) k(V) h(S)] = o (t) k(Vi) h(Sy) dt + a(t) k' (Vi) h(St) dVe + o(t) k(V,) I (Sh) dS,

5 alt) K (V) h(S) (V) + 5 alt) K(V) H(S0) (asi)

= [ @RV AS) + K alt) K (Vi) e(Vi) h(S)
L alt) K (V)W (Vi) h(S)) + 5 alt)y?(0) KVOY (V) 1 (S)6%(S5) | di

+
+ a(t)y(t) k(Vi)b (Vi) b (S)e(Se) dWy + e alt) K (Viu(Ve) h(St) dZ,

Replacing with the chosen notations, we obtain the desired result.
|

We can now move on to proving the main result.

Proof of Lemma 4.5.
Using (1.2.36) and (4.4.75), we have the instantaneous volatility as

or = () b(Ve) g(St)

which proves (4.4.76). Then applying Lemma 4.6 come the dynamics
1 1
doy = | n(t) b(Vi) g(St) + () [kbs + 3 € ba] (Vi) g(S1) + 2 Y3(t) ba (Vi) g2 (Sp) | dt

+ 72(t) b3 (Vi) g1 (St) dWe + e(t) by (Vi) 9(St) dZy

Omitting the arguments ¢, V;, Sy as advertised, we therefore have

a1 = y[3€by +kbs] g +mbg + v3bsgo
az = 7big
az = €evybhiyg

which proves (4.4.77)-(4.4.78)-(4.4.79). Let us first compute d a; : using (4.4.97) we get the four
elementary dynamics

I 1 1

d[vbrg] = |mbrg + v [Kbys + 5621722] g + 573b2492}dt+7252391th + evyby gdZ,
i 1 1

d[vbsg] = |mbsg + v [Kbss + 5621752] g + §’Y3b5492}dt+7255391th + evbs1 gdZ;
r 1 1

dimbg]l = |Mmbg +n[rbs + 56252] g + 57135492]dt+7125391th + ey b1 gdZ
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and
1, 1
d[vbiga] = |ibige + y3[kbis + 5¢€ bas) g2 + 5 33 baa goo | dt
+ 732 baz go1 AWy + € y3 bay g2 dZ;
Therefore the drift of aq is
1, 1, 1
an = € Mbag + v[Kbas + 5 € bl g + 5’)’352492

1 1
+K[W1b59 + v [k bss + 562552] g + 57355492]

1 1
+ [’mbg + m[kbs + 56252] g + 57135492}

1

1 1
+ 2 [731 bigs + v3[Kbss + 2 e bi] g0 + 3 33 baa 922}

which after simplification provides

1 1 1
ap; = v [Z et b22+§/<€2 bas + 51‘662 bso + K b55] g+ n[b+25bs] g

1 1 1 1 1 1
+73 [Z € by + 1 e by + 3" bas + 2" 554] g2+71109 + 3 (M3 + 731) baga + 1788 baa go2

and proves (4.4.80). Similarly, we have the two coefficients for the non-finite variation terms :

1 1

a2 = Yo [56%23 + nb53] g1 + m2b3 g1 + 5 V82 baz 921
1, 1

a3 = 7 | 5€ b1 + kebs1 | g + embig + "‘5673[)4192

which proves (4.4.81) and (4.4.82). To compute d az we invoke again Lemma 4.6 which leads to

1 1
d[yb3g] = [7215391 +72[Fvb35+§€2532] g1 +§723b34912 dt
+ o2 b33 g11 AWy + €2 b31 g1 dZ;
so that we get all 3 coefficients at once :
asi = 72 [3¥bse + Kbss] g1+ Y1 b3 g + 3723 baa g1
az = 722 b33 g11
asy = €72b31 01

which proves (4.4.83)-(4.4.84)-(4.4.85). As for d a3, we have by similarity :

1 1
divbig] = |mbyg +7[§€2512 +rbislg +§73bl492 dt +v2 b1z g1 AWy + €~ b g dZ,
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hence the three coefficients

az] = 7[%631)124— kebislg + evibiyg +%€73b1492
azz = €ybizq

_ 2
azgz = € vbiiyg

which proves (4.4.86)-(4.4.87)-(4.4.88) so that we can now move on to the third-level coefficients.
The expressions (4.4.81) for aja; and (4.4.83) for ag; 4, used in conjunction with Lemma 4.6,
give us straight away the next two coefficients :

1, 1

a2 = Y2 | € bass + Kbszz | gi1 + V122 b33 911 + 3 822 bs33 g211
1, 1

a2 = Y22 [5 €“ bz + Kb3s3] 911 + Y212 b33 g1 + 5 232 b343 g121

which proves (4.4.89) and (4.4.90). Then to compute d age we apply Lemma 4.6 to (4.4.84) :

1 1
d[v2bsgi1] = [Wz [ 3 ¢? b3za + Kb3zs| gi1 + Yoo1 b3z g1 + 5 V223 b3za g112 | dt

+ 7222 b333 g111 AW + € y22 b331 g11 A2y

so that
azgl = o2 3 € bssa + Kbszs] gun + Y21 bss g1+ 3 Y203 b3za gi12
azz = 7222 b3zz g1n
azs = €722 b33 g1

which proves (4.4.91)-(4.4.92)-(4.4.93). Again using Lemma 4.6 but with (4.4.85) and (4.4.87)
we get respectively

a2 = €722 b313 g1 and azz2 = €722 b133 g11

which proves (4.4.94) and (4.4.95). Finally, we get from the expression (4.4.92) for asg; that

a2 = 72222 D3333 g1111
which proves (4.4.92) and concludes the proof.
1

Note that although our notations have been chosen to exploit the natural induction features of
the problem, they can certainly be improved.
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4.4.3 From model to smile shape

We now have all the information to produce the static IATM differentials of the first layer.

Proposition 4.4 (First layer static IATM differentials of the Extended FL-SV model)
In the Extended FL-SV model class (4.4.74) we have the following smile shape differentials :

’

Note the recurrence of the term gg ((;)) = 8% In (g(x)) which is due to the lognormal baseline.

Proof.
The IATM level comes simply from combining (1.2.36) with (4.4.76), which proves (4.4.98). We

have the IATM skew from (1.4.51) and (4.4.76)-(4.4.78) as

o as Y2 b3 g1 1 g (Sh) 1 /

¥,(t0,0) = — = = — () b(V; Si) = () b(Vy) St g (S
which proves (4.4.99). Then rewriting (1.4.52) with (4.4.76)-(4.4.78)-(4.4.79)-(4.4.84) gives
Eyy(t70a0) = 5 O__tg + O'_? |:§ az — 5 Ay = 5 72 b2 92 ’)’3b3g3 g ey blg - 5 72b3gl

_ o1 b 1 722 b33 911 _17%1)39%
3’7b3g 3 72b2g2 2’)’3b3g3

which after replacement provides (4.4.100). We turn to the slope, combining (1.4.53) with
(4.4.76)-(4.4.77)-(4.4.78)-(4.4.79)-(4.4.84) :

~ 1 1 1 1 1 1
Sy(t,0,0) = - Zap — = —|za2 + = a2
0(t,0,0) Ut[4a2]+[2a1 6a22]+at[8a2+12a3]
1 1 €2 1 1
= bg | —vbsgi | + |5 |7 [5b2+kbs] g + Mbg + - 3biga| — = bz
4 2 2 2 6
1

1 2 1 2
+ b [8 [v2b391]” + 1 [evb1 9] ]

1 2 [1 1 1
= 1 V2bbsgg +e [vagg] +r [57659] tomnby

1 1 1A3b3gf | 5 [1 b7
Z e b _Z b - 127391 — o~ L
+473 4 g2 6722 33 J11 +8 ~bg + € 1271)9

and which after simplification and replacement provides (4.4.101).
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4.5 Numerical Implementation

In this section we illustrate part of the considerations and techniques, discussed in section 4.1,
pertaining to whole-smile extrapolations based on ACE results. To do so, we also exploit some
of the results derived in the later sections 4.2, 4.3 and 4.4 dedicated to specific models.

4.5.1 Testing environment and rationale
4.5.1.1 Selecting a model

In order to test our extrapolation techniques, a single model has first to be selected. Indeed,
given the focus and constraints of this study, it seems more appropriate to explore various
configurations and parameter sets for a well-chosen class, rather than cover superficially a number
of different models. Among the three classes covered in this chapter, CEV-SABR appears to
be the best choice, and for several reasons :

» The SABR class presents marginal distributions with much more variance that FL-SV, due
to the lack of mean-reversion. Since our extrapolations should be tested w.r.t. the tails
that they generate, and therefore the associated high-order moments, SABR represents a
more demonstrative environment.

» SABR offers the benefit of a closed-form approximation formula, which has been obtained
by a singular perturbation technique. Although the latter can be categorised in the same
broad asymptotic family as ACE, the associated extrapolation presents less similarities
with our method than the approach of [ABRO1] for FL-SV. Thus it brings even more
contrast, which is a desirable feature in our testing context.

» Within the SABR class, and as mentionned before, the CEV instance is by far the most
popular. As such a standard market model, it presents more interest both for practitioners
and academics. This means that the market-calibrated parameter sets are already available
for testing and comparison, and also that several other published approximation methods
can be used instead of Hagan’s formula, if desired.

4.5.1.2 Defining the objectives

For reasons of financial interest as well as practicality, we are interested in the direct problem,
more specifically the static shape of the smile (rather than its dynamic properties). Since we
know the IATM differentials to be ezxact, we aim at testing the quality of various extrapolation
techniques, following the general principles mentioned in section 4.1.

Our applicative concern is naturally the calibration process, hence our focus will be on significant
expiries but in the liquid range, which is usually one or two standard deviations either side
of the ATM point. In that respect, far-from-the-money regions and especially the left-hand
side should be examined essentially along walidity criteria. In other words, in these areas we
should evaluate the implied distribution rather than the volatility. But when we do gage the
IV extrapolation, our measure of quality should be the real CEV-SABR model proxied via a
very precise numerical scheme. Therefore our protocol requires a numerical method providing
a clear error control, while there is no significant constraint for speed. In such a specific testing
& academic environment, as opposed to a pricing and hedging framework, Monte-Carlo seems
more appropriate than a PDE scheme (typically finite differences).

4.5.1.3 Specifying the scheme and the constants

Given the style and space constraints of the current document, our testing strategy is to select a
realistic, given set of model parameters as reference, which will be the central configuration. We
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examine how the model and the approximations behave in these conditions, then observe and
analyse the influence on these features of each relevant parameter. The central configuration is
chosen to satisfy several criteria, but common sense dictates that it should be roughly midway
through each parameter range, as well as representative of the model specificities and of the
benchmark’s artifacts. Furthermore, we elected a configuration which is compatible with recent
and sustainable IR market conditions, in particular the level, skew and curvature of the smile.
Since the CEV model is scalable, we have fixed the underlying’s initial value at Sy = 100.
Obviously this choice does not fit the interest rates environment, but it is the usual academic
convention as it allows easy comparison.

The central power has been set at 8 = 0.5 as a compromise between a normal and a lognormal
local volatility /backbone. The initial value ay has been chosen in function of Sy and 5 so as to
produce an ATM Lognormal Implied Volatility (LNIV) of approximately 20%. Correlation has
been chosen negative, in accordance with most historical time series analyses. It has been set
at p = —50% again as an arbitrary midway point, but also in order to generate realistic ATM
skews given the chosen 8 power. The last model parameter, the volatility of volatility, has been
set at v = 30% simply to create a smile curvature that is compatible with current markets, at
the chosen expiry.

The latter Time-To-Maturity has been fixed at T'—t = 10Y, which indeed falls well outside of
the common range for short-expiry asymptotics and therefore should exacerbate the limitations
of our extrapolation. Note however that, for lack of an alternative methodology, it is common
for practitioners to rely on this approximation class for their vanilla products. To provide some
perspective on the subject, note that in the interest rates environment for instance, those liquid
products (essentially swaptions, but implicitely caplets also) can be found at up to 30 or 40
years’ expiry.

As for the benchmark Monte-Carlo scheme, we will be using the following :

» a Marsaglia’s Ziggurat generator for the Brownian increments, with a period of 262 which
is more than sufficient for our needs.

» a common time step At of 1072 (slightly less than four days in calendar terms).
» a log-Euler scheme for both Sy and a4, justified by a S of 0.5.

» a common threshold of 1073 for both S; and «;, with a one-step only absorption rule.

Unless specified otherwise, we will simulate 10° paths and plot the confidence interval at 3
standard deviations. We do not use antithetic variates, but due to the large variance and specific
left-hand-side behaviour of the marginal, we employ St itself as a control variate. This single
and simple variance reduction technique improves significantly the implied volatility precision
for low strikes, as demonstrated by Figure 4.1.

Combining the model and the scheme parameters, the central configuration is summarised
with the following table

15} Q P v T-—t NbPath
0.5 2 —50% 30% 10Y 1 000 000

and we will use the same presentation throughout, for each graph. Let us now describe in more
detail the type of ACE approximation used, the sequence of configurations to be tested, as well
as the types of output to be plotted and analysed.
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4.5.1.4 Selecting an expansion type

Our first task is to select an order (keeping in mind the ladder constraint) and a variable for
the expansion, among the several possibilities discussed in section 4.1. Our primary concern is
to employ a variable that at least does not guarantee a breach of validity/arbitrage in either of
the tails. Recalling that it is possible to treat separately (to split) the left and right-hand side
of the expansion, the above concern leaves us therefore with the following choices :

» On the left and/or on the right, an expansion of order N < 4 on the log-moneyness
y = In(K/S;) but for the functional 2V, which we then rescale down in order not to
exceed the ,/y growth rule.

» On the left and/or on the right, an expansion of order N < 4 on a variable z that grows
as the logarithm of y :
—in(l—y) for y<0
z =
In(l+y) for y>0

Indeed and as discussed in section 4.1, this variable satisfies the growth condition at any
order. Note that as a function of the strike or of the underlying, which are the native
space variables, z(K) or z(S;) is very close to an iterated logarithm.

» On the left only, an expansion on strike K (with any of the above choices on the right).

The first, rescaling alternative provides good results on the left-hand side, albeit quite similar to
the z option. It also creates some unfortunate artefact on the right, in the form of really obvious
inflexion points. As for a left-K /right-z solution, figures 4.3 and 4.4 allow a comparison with
the pure-z approximation. They show that the Monte-Carlo (as well as Hagan’s approximation)
exhibits a specific shape for the LNIV, namely a surge due to a strictly positive asymptote for
the density, which only the z expansion can match. As for the implied density, although the z
and K expansions feature the same qualitative behaviour (a surge as K \,0) it is significantly
less pronounced for the former.

In consequence we opt for the z variable, the order of which remains to be set. Indeed the
question of whether we should be using the maximum available number of differentials, those
included in layers 1, 2 and 3, is not trivial. It is a well-known feature of polynomial interpolations
and extrapolations, that when limited by a finite order, the performance can be counter-intuitive.
The optimal expansion order will effectively depend on the function considered, on the chosen
range for the variable, and obviously on the specific measure of precision employed.

In the current context, our quality criteria are complex (they concern volatility and density) but
the strike range is well-defined (see below). Hence we compare the results obtained with three
distinct sets of differentials : those involved in layer 1 alone, then those in the union of layers
1 and 2, and finally the whole group (layers 1 to 3). This comparison is plotted in figure 4.2 in
terms of LNIV error w.r.t. the benchmark Monte-Carlo, and fortunately shows that in terms of
precision the highest layer is indeed the most appropriate. Note that in a typical fashion, the
first and second alternatives could not clearly be ranked in that respect. Furhermore and as
a sanity check, Figure 4.7 shows that the density associated to this maximum order expansion
cannot a priori be rejected.

4.5.1.5 Testing plan and rationale

Starting from this realistic central configuration, in all generality we would like to assess the
influence of each available input, i.e. the initial values of the state variable (S; and ay), the
model parameters (3, p and v) and the option specifyiers (K and 7"). This is how we chose to
proceed :
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» We will plot the relevant information (see below) for the selected strike range of [0, 2 % Sy],
which makes our focus proportional to the initial value S;. Besides, the CEV local volatil-
ity function ensures that a scaling of S; by A is translated into a scaling of oy by A8~1.
This redundancy implies that there is no point in modifying the initial value S;.

» The impact of modifying the 8 power will be examined by switching to a lognormal setup
(8 = 1). The change in backbone (ATM LNIV as a function of S;) is simple and well
understood (see [HKLWO02]) therefore we will not represent it. However the modification
of the smile is significant, especially the increase of the ATM level and the moderation of
the skew. Therefore in order to maintain approximately the same at-the-money implied
volatility, which enhances comparability, we will decrease a; to 0.2.

» The influence of the initial perturbation oz will be measured by increasing its value from
2.0 to ay = 3.0, bringing the ATM Lognormal Implied Volatility roughly from 20% to
30%. This is still a realistic configuration, and although both Hagan and ACE provide
formulae which are proportional to oz, it shows how asymptotics on the implied volatility
cope with a fattening of the tails for the marginal distribution.

» The effect of correlation p will be observed by setting p = 0. In this uncorrelated case the
joint dynamics are simpler, the skew and overall smile asymmetry less pronounced, so that
the relative importance of the local volatility and of the vol of vol v is enhanced.

» The impact of the vol of vol v will be examined similarly, by imposing v = 0, which
provides the best insight on the sole influence of the 5 parameter.

» Finally the influence of Time-To-Maturity 1" —t will be measured by adopting T' = 5Y for
a first benign case, and then 7' = 20Y for a more demanding example.

We still need to select the relevant outputs. Since our concern is first the precision and then the
validity of the expansion, we will observe and plot all or some of the following graphs :

» The LogNormal implied volatility, by comparison with the two benchmarks which are the
numerical scheme and Hagan’s formula. To that end we will plot the smiles in parallel
and, when pertinent, the difference between the analytic expressions (ACE and Hagan)
and the numerical scheme.

» The density, when deemed relevant, since a visual check usually provides a good assessment
of the approximation’s validity. Again, we will graph simultaneously ACE, Hagan and the
Monte-Carlo scheme.

To avoid confusion, we summarise in a table the parameter configuration corresponding to each
figure, with the parameters deviating from the central configuration in bold. Also, whenever
possible we maintain the same scales and graph conventions in order to facilitate comparison.

Note that this protocol aims at providing only a rough idea of the performance of the approxi-
mation methods. In the context of the current study we cannot afford to spend much more time
on the subject. A contrario the same comparison in a production perspective would be more
thorough, and in particular it would involve plotting the sensitivities of the smile to each of the
parameters, in various configurations. A typical requirement would be to graph the correlation
and vol of vol :

0% 0x
8_[) and K — %

The overall shape of these functionals for the model are simple and well-documented (see
[HKLWO02] for instance) so that we will not plot them.

K —
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4.5.2 Tests results

4.5.2.1 Justifying the choice of expansion variable, order and benchmark

B o p v T—t NbPath
Figure 4.1 0.5 2 —50% | 30% 10Y 5 000
Figure 4.2 0.5 2 —50% 30% 10Y 10 000
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FIGURE 4.1: Lognormal IV by Monte-Carlo : pure (dotted blue) vs controlled (plain black)
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FIGURE 4.2: Influence of the expansion order on the Lognormal IV error.
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The two following graphs illustrate and justify the choice of expansion variable on the left-hand
side. They compare a pure-z approximation with a left-K /right-z alternative (whose splitting
point is At-The-Money).

15} a7 ) v T-—t NbPath
Figure 4.3 0.5 2 —-50% 30% 10Y 1 000 000
Figure 4.4 0.5 2 —-50% 30% 10Y 1 000 000
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F1GURE 4.3: Influence of the expansion variable on the LN IV : pure z vs mixed K&z.
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FIGURE 4.4: Influence of the expansion variable on the density : pure z vs mixed K&z.
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4.5.2.2 Reference configuration

This group illustrates the performance of the extrapolation for the central parameters.
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15} a7 ) v T-—t NbPath
Figure 4.5 0.5 2 —50% 30% 10Y 1 000 000
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FI1GURE 4.5: LNIV of the central configuration :
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FIGURE 4.6: LNIV Error of the central configuration : layer-3 expansion on z vs Hagan
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B o p v T-—t NbPath
Figure 4.7 0.5 2 —50% 30% 10Y 1 000 000
Figure 4.8 0.5 2 —50% 30% 10Y 1 000 000
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FIGURE 4.7: Density of the central configuration : layer-3 expansion on z vs Hagan
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FIGURE 4.8: Cumulative of the central configuration : layer-3 expansion on z vs Hagan
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These four graphs establish succinctly the qualities and shortfalls of the approximation for the
chosen central configuration. Its performance can be assessed by itself, in comparison to the
benchmark Monte-Carlo and to Hagan’s formula.

Figures 4.5 and 4.6 show that within the liquid range and for a significant expiry of 10 years,
Hagan presents a smile shape which is stable and consistent with the model. However it over-
estimates the LogNormal IV across the whole strike range, and increasingly so as K nears zero.
In our view, this is mainly due to a combination of two factors in formula (4.3.68) :

» The geometric average (K S;) 2 in the denominator of the first multiplicative term.

» The specific expression for the third and last multiplicative term [1 +[---] 6 ].

A quick examination of the proof in [HKLWO02] shows that alternatives can be used for the
average (typically the arithmetic one) while maintaining the singular perturbation at the same
order of precision. They can mitigate the the left-hand side behaviour, but they also tend to
develop their own specific issues, so that we are not aware of any choice ensuring a systematic
improvement on Hagan®. As for the third, maturity-correction term, its linearity in @ tends to
overestimate the ATM implied volatility. Indeed most SABR configurations exhibit an ATM
vs maturity profile which is concave, a feature that requires the ige(*) IATM differential to
be captured. The fact that Hagan’s formula is linear in term-to-maturity is inherent to the
expansion order at which it has been computed, so that to achieve a better long-maturity fit we
would need to extend the proof in [HKLWO02] significantly. Alternatively, we could choose a new
expression for the # variable that would ensure concavity, such as C'(1 — e_A(T_t)) for instance.
Note that this offers the added benefit of capping the volatility in the long term, a feature that
we have so far overlooked. This choice does not have to be a heuristic either, since results on
the long-term implied volatility of some stochastic volatility models are available (see [FPS00D]
and [FPS99] for instance).

In comparison, the layer-3 z expansion exhibits the same bias, but in a much milder fashion,
while exhibiting an unwelcome inversion for very low strikes.

The implied density graph (Figure 4.7) is also interesting, since it shows that, as K \ 0 :

» The real Monte-carlo density admits a non-null asymptote.
» The z expansion exhibits and infinite asymptote.
» Hagan approximation corresponds to a negative density.

It is important to recall that, although the infinite asymptote of the z expansion seems quite
unusual, it does not a priori breach arbitrage conditions and the validity of the marginal distri-
bution. To be convinced of that point, it suffices to examine Figure 4.11 [p.247] which proves
that the empirical Monte-Carlo density can exhibit a surge as well. Alternatively, one can ex-
amine Figure 4.8 which plots the cumulative for both Hagan and the z expansion, again for
the central parameter configuration. It comes that the z-density is indeed integrable, since the
cumulative starts from zero.

By comparison, Hagan’s approximation is clearly invalid and arbitrable below K = 12, as shown
by the density and by the cumulative (which exhibits a strictly positive initial value) and is cer-
tainly problematic as early as K = 40. Placing ourselves for instance in an interest rates context
with S; = 5%, this would mean that any binary spread below 50bp would be negative, and this
is actually a (non liquid) traded range”. In fact, and as will be observed later, the z approxima-
tion can produce negative densities on the left, just as Hagan does. Indeed we have chosen the
z variable to prevent a single and specific arbitrage condition, i.e. the convergence of the call
price in K = 0 and K = +o00. Therefore it satisfies no more than a necessary validity criteria,
and does not guarantee a priori the positivity of the density.

8Which is not to say that it has not been published or that this avenue should be abandoned.
90n EUR markets for instance, quotes for zero-strike floors on nominal rates can be obtained from the brokers.
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4.5.2.3 Influence of the power 3 : the lognormal case

B o p v T—t NbPath
Figure 4.9 1.0 0.2 —-50% 30% 10Y 1 000 000
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FIGURE 4.9: LNIV with a lognormal beta : layer-3 expansion on z vs Hagan

ImpVol : Mat=10, N=1000000 paths. SABR : beta=1, alpha0=0.2, nu=0.3, rho= -0.5

0.15r i
1
1
1
1
:
> |
E o01r :
4 i . DiffVolHagan
E ' — DiffVolz4
= 1
o i
> 1
[a] 1
w 3 i
I 0.05F - ]
o . 1
= i
z :
= 1
o 1
) i
24 e s
o ok
w 1
1
1
1
1
:
1
-0.05 1 1 1 1 i 1 1 1
0 20 40 60 80 100 120 140 160 180
STRIKE
F1GURrE 4.10: LNIV error with a lognormal beta : expansion on z vs Hagan




4.5. NUMERICAL IMPLEMENTATION 247

X 10—3 ImpVol : Mat=10, N=1000000 paths. SABR : beta=1, alpha0=0.2, nu=0.3, rho=-0.5
10

>
= =—— MCcontrol
2 1 Hagan
o) ——z order 4
O -
-5 | | | | | | | | |
0 20 40 60 80 100 120 140 160 180

STRIKE

FIGURE 4.11: Density with a lognormal beta : expansion on z vs Hagan

The role of § has been described in some detail in section 4.3.1 [p.221]. With regard to the inter-
pretation of the current graphs, it is worth recalling that this parameter affects the support of
the distribution and determines the basic smile shape. Also, it sets the backbone and therefore
has a very strong influence on the smile dynamics. It is also worth mentioning that a £ close to
1 (typically 0.9) is not uncommon with practitioners wishing to set a very thick right-hand tail.

By comparing Figures 4.6 and 4.10 we observe that the precision of Hagan’s formula improves
slightly in the lognormal case. As for the z expansion, it is even more accurate now, at least in
the liquid range : the difference with the benchmark is immaterial between 60% and 140% of
the money. This can be attributed to the fact that the target model (SABR) is now very close
to our chosen lognormal baseline. However the undershooting happens sooner on the left, which
corresponds also to a qualitative modification of the density’s behaviour.

Indeed Figure 4.11 shows that the benchmark’s density is now surging just before Sy = 0, albeit
with an apparent finite limit. This behaviour is well reproduced by Hagan, but not so by the
z-expansion, which after providing a secondary mode decreases down to zero, as would a log-
normal distribution.

In the light of these results, it seems fair to say that the lognormal environment is quite favorable
to both approximations.
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4.5.2.4 Influence of a higher volatility oy

B o p v T—t NbPath
Figure 4.12 0.5 3 —50% 30% 10Y 1 000 000
Figure 4.13 0.5 3 —50% 30% 10Y 1 000 000
Figure 4.14 0.5 3 —50% 30% 10Y 1 000 000
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FIGURE 4.12: LNIV with a higher ATM volatility : layer-3 expansion on z vs Hagan
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FIGURE 4.13: LNIV error with a higher volatility : expansion on z vs Hagan
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FIGURE 4.14: Density with a higher volatility : expansion on z vs Hagan

There are several factors to consider w.r.t. the modification of the smile an density shape, for
the benchmark as well as for the approximations. First and contrary to intuition, at such a
high expiry the Lognormal implied volatility is not proportional to a;. Note that this property
would also be observed with a normal implied smile. This is due primarily to the effect of the
stochastic volatility dynamics, since we clearly would not have that issue in a pure CEV (local
volatility) setting.

This is a typical situation where our asymptotic results can help with a qualitative analysis. In-
deed by considering the first layer’s IATM static differentials (4.3.58)-(4.3.59)-(4.3.60)-(4.3.62)
we observe that a; is invoked with several different powers. Killing the stochastic volatility with
p = v = 0 does render the Immediate smile proportional to ay (at least up to second order) but
the slope i;(*) still exhibits a cubic dependency. The consequence is an increased LNIV error
for both Hagan and the z-expansion (see Figure 4.13) but with the same hierarchy a before.

The picture is even more complex for the density, as it is directly linked to the price, which itself
is far from linear w.r.t. the implied volatility. From Figure 4.14 we see that the density is now
fatter (note that the mode is much lower, but that the asymptote in zero is similar) but also
(and quite depressingly) that now both approximations plunge in negative territory, with only a
marginal advantage to the z-expansion.

Overall, it becomes clear that this high volatility environment does not suit well either approx-
imation. However, since we know that in a high-volatility but pure lognormal setting their
precision would be perfect, we can safely conclude that the volatility only ezxacerbates their
existing shortfalls. This is clear in terms of LNIV precision, but we also start to realise that
the left-hand side density behaviour for Hagan, an even more so for the z-expansion, is quite
extreme and unpredictable.
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4.5.2.5 Influence of p : the non-correlated case

I3 o p v T-—t NbPath
Figure 4.15 0.5 2 0% 30% 10Y 1 000 000
Figure 4.16 0.5 2 0% 30% 10Y 1 000 000
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FIGURE 4.15: LNIV with no correlation :
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FIGURE 4.17: Density with no correlation : layer-3 z vs Hagan

We observe that the lack of correlation has clearly affected the skew (Figure 4.15) but does
not seem to change much the performance of Hagan’s approximation, either in terms of LNIV
precision (Figure 4.16) or with regard to its density (see Figure 4.17).

By contrast the z-expansion seems to suffer from the uncorrelated environment, as its precision is
now decreased, although its bias is now systematically positive (the inversion has disappeared).
Also, and more importantly, both approximations now have a plunging density, although the z
expansion seems slightly more benign.

This qualitative change in behaviour for the z approximation cannot intuitively be attributed to
the asymptotic results themselves : the model is simpler, closer to the baseline and therefore the
same layers should brings a higher degree of IATM precision. The most probable explanation
is that we are facing an idiosyncracy of the z variable and/or of the lognormal baseline, which
seem to favour a certain asymmetry. Irrespective of the real causes, it is now apparent that the
very-far left-hand side of that z-expansion is difficult to predict.

Having neutralised the correlation and therefore made the volatility purely exogenous, we now
consider an extreme (and in a way inverse) case where the stochastic perturbation is neutralised.
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4.5.2.6 Influence of the vol of vol v :

CHAPTER 4. PRACTICAL APPLICATIONS AND TESTING

the pure local volatility case

I3 o p v T-—t NbPath
Figure 4.18 0.5 2 —50% 0% 10Y 1 000 000
Figure 4.19 0.5 2 —50% 0% 10Y 1 000 000
Figure 4.20 0.5 2 —50% 0% 10Y 1 000 000

ImpVol : Mat=10, N=1000000 paths. SABR :
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F1GURE 4.18: LNIV with no stochastic volatility : layer-3 expansion on z vs Hagan
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FIGURE 4.19: LNIV error with no stochastic volatility : layer-3 expansion on z vs Hagan
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FIGURE 4.20: Density with no stochastic volatility : layer-3 expansion on z vs Hagan

Recall that the lack of volatility of volatility renders inefficient the correlation, which explains
why this case corresponds indeed to a pure local volatility setting.

We note that both approximations are now very accurate, with a slight advantage to Hagan
below K = 20. This superior accuracy can be observed in the LNIV error graph (Figure 4.19)
but is even more pronounced on the density plot (Figure 4.20). It is not surprising however, con-
sidering that Hagan’s formula is an extension of the pure-CEV results derived earlier in [HW99].
Note also that we could have used the closed-form solution for the price as per (2.2.12) [p.109]
but with the low variance of a pure local volatility model, the use of the forward as control
variate and the high number of paths, this Monte-Carlo scheme is sufficiently precise.

The point to take is that in such a pure local volatility setting, the generic ACE methodology
produces results which are comparable to those of an ad hoc and quite involved method. In
fact, the precision attained is sufficiently high that it would be interesting to compare these
approximations to a finite differences PDE scheme. It is common knowledge that for pricing
in a bi-dimensional model, the PDE alternative outperforms the Monte-Carlo one. But this is
essentially for speed reasons, not for precision. Granted, in a Monte-Carlo framework speed
and precision go hand in hand, but the error produced by a PDE scheme can be difficult to
measure (seesaw effect in particular). Also, the PDE scheme relies on a smart implementation
of boundary conditions which, for instance in a CEV with a low [, are not necessarily trivial
to implement. Finally, results on the marginal density associated to a PDE scheme are rarely
provided, and we are not aware of a comprehensive study for the case of local volatility models.

Coming back to our testing concern, we can summarise by stating that the z-expansion clearly
fares better with a lower vol of vol.
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4.5.2.7 Influence of the expiry T

Low expiry : first we modify the central configuration by taking a more benign T'— ¢ = 5Y".

15} Q P v T-—t NbPath
Figure 4.21 0.5 2 —-50% | 30% 5Y 1 000 000
Figure 4.22 0.5 2 —50% 30% 5Y 1 000 000
Figure 4.23 0.5 2 —50% 30% 5Y 1 000 000
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0.5 i
0.45 \
' —— MCcontrol
0.4F ; —— MCcontrolplusERR
: = MCcontrolminusERR
E 0.351 E o Hagan
E 0L E =z order 4
S :
@ 0.251 E
g 020 :
Z 1
Soash :
0.1+ E
0.05r E
00 2‘0 4‘0 6‘0 8‘0 160 1‘20 14‘10 1f‘50 léO
STRIKE
FIGURE 4.21: LNIV with low expiry T'= 5Y : layer-3 expansion on z vs Hagan
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F1GURE 4.22: LNIV Error with low expiry T' = 5Y : layer-3 z vs Hagan




4.5. NUMERICAL IMPLEMENTATION 255

X 10—3 ImpVol : Mat=5, N=1000000 paths. SABR : beta=0.5, alpha0=2, nu=0.3, rho= -0.5

=—— MCcontrol
o Hagan

1 ——z order 4
5H 1
1
1
> :
| — 1
(£ i
w 1
=) 1
1
1
1

OF === m o i P g ey S S S —
1
1
1
1
1
1
1
1
:
1
-5 | | | | 1 | | | |
0 20 40 60 80 100 120 140 160 180
STRIKE

FIGURE 4.23: Density with low expiry 7" = 5Y : expansion on z vs Hagan

High expiry : then we examine the adopt a more extreme case with 7' —t = 20Y".

15} o p v T-t NbPath
Figure 4.24 | 0.5 2 —-50% | 30% 20Y 1 000 000
Figure 4.25 | 0.5 2 —-50% | 30% 20Y 1 000 000
Figure 4.26 | 0.5 2 —50% | 30% 20Y 1 000 000
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FIGURE 4.24: LNIV with high expiry T'= 20Y : layer-3 z vs Hagan
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FIGURE 4.25: LNIV Errorwith high expiry T' = 20Y : layer-3 z vs Hagan
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FIGURE 4.26: Density with high expiry T' = 20Y : layer-3 z vs Hagan

The lower expiry seems to have the same qualitative effect as the pure local volatility : a signif-
icant increase in performance, for both approximations, with regard to LNIV (Figure 4.22) as
well as to density (Figure 4.23). Note that in the latter case we can observe, for the same param-
eter configuration, the three most common and a prior: valid near-zero behaviours. Indeed the
Monte-Carlo exhibits a non-zero asymptote, while hagan converges to zero in lognormal fashion,
and finally the z-expansion surges.
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Conversely, by increasing maturity we seem to make things worse for the approximations, as
shown by the degradation of the precision (Figure 4.25) and by the fact that they both generate
some negative density (see Figure 4.26). In the case of the z expansion this is just an excursion,
whereas Hagan goes and stays negative as early as 35% of S;. In fact Hagan’s density is im-
paired across the whole strike range, since the binary spread prices that it gives are significantly
inaccurate immediately to the left of the forward.

On both counts (density and smile) when expiry varies the advantage remains to the z expan-
sion. This is especially obvious in terms of precision, hence for the calibration process. However,
in order to be used for full-smile pricing the excursions in negative territory would need to be
prevented.

4.5.3 Conclusions

Around the chosen central configuration, the z-expansion seems to be systematically more pre-
cise in the liquid range, but its bias can be quite unpredictable for very low strikes. In terms
of validity, the behaviour of the density close to zero also seems volatile, as it can switch easily
between the various asymptotic modes (apparently —oo, 0 and +o0). Although the negative
density areas seem to be more limited than with Hagan, they can still occur within reasonable
parameter sets.

By comparison, although the performance of Hagan is overall lower, it seems to be reasonably
robust and to behave in a more consistent manner across the parameter space. This feature
could be attributed to the singular perturbation approach, where the asymptotic focus is on a
PDE (hence global) rather than on a single point on the smile. This is not to say that both ap-
proaches cannot be made equivalent in certain cases, but that would be on the pure asymptotic
results. In fact Hagan’s formula is in itself an extrapolation, since it comes by taking ¢ = 1.

We observe that both approximations behave better in a low-volatility, low vol of vol environ-
ment. Indeed, distributions with fat tails (and especially a non-zero asymptote on the left) seem
difficult to handle when the implied volatility and the baseline are lognormal.

We believe that the better behaviour of ACE in the liquid domain is essentially due to the use
of the arch differential f)ge(*) (see Figure 4.2). This belief suggests a new way of using the
ACE results to produce whole-smile extrapolations, by combining them with global results in a
mized approach. In other words, we could use our pure asymptotic results in order to correct
(as opposed to replace) existing methods, such as Hagan.

There are many options in that line of work, but we would start with correcting Hagan’s level
by introducing the arch, probably with a new, bounded variable 6. Also, since ACE behaves
better when the models considered are stationary, it is clear that piecewise-constant param-
eterisations will degrade its performance of this method. We have shown in Chapter 2 that
time-dependent volatilities could be handled, but a time-dependent correlation or local volatil-
ity would be more problematic. Therefore we could pre-process the model with the Markovian
projection method of [Pit07], hence averaging the parameters into ”efficient” constants, before
launching our asymptotic algorithm.
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As we have seen in the fundamental Chapter 1 (see section 1.1.2.4 [p.21]) the modeling of a
term structure framework in general, and Interest Rate derivatives environment in particular,
cannot fall into the simple context developed in Part I for a single asset. Therefore the tools
we have been developing so far would equally prove insufficient. Evidently, one could consider
each underlying individually (e.g. each forward swap or forward Libor rate) and would then be
facing a term-by-term or ”point-by-point” calibration approach, forfeiting thereby most of the
inter-maturities dependency. Alternatively, what we envisage now is a way to model the shape
and joint dynamics'of the whole caplet or swaption surface”.

To illustrate this point, let us say that although Part I allows us to approximate separately and
under two different measures, the shape and dynamics of two different swaption implied volatil-
ity profiles (say the IVs for the 2Y x 5Y and 5Y x 5Y swaptions, for all strikes), we do not know
however how these profiles move together... And it is clear that in order to price and hedge an
exotic product linked to both these forward swap rates and their volatilities, the determination
of these joint dynamics is indeed a major issue.

In order to circumvene this problem, we start by considering in this chapter a generalised
framework, encompassing the Caplet and Swaptions but potentially applicable to other prod-
ucts. This is made possible simply because these products and the martingale methods used to
price them bear striking similarities. Indeed, all that is needed is to find the correct numeraire
and therefore the correct pricing measure : the payoff definition itself will bring us back to a
similar setup.

The difference with the single asset setting is that we are now dealing with a collection of
underlyings (the forward Libor or forward swap rates), each being martingale under its own
numeraire, and each defining a distinct vanilla option. So that we end up with associated col-
lection of numeraires, measures and options. All these families are parameterized by their
own list of maturities, which we will naturally extend to a common continuum?®. We end up
naturally with a term structure (TS) framework, and in solving the direct and indirect problems
we will point to the structural differences with the former single-asset environment.

The architecture of this Chapter has been designed to follow as much as possible the struc-
ture of Chapter 1. This choice enables us to immediately detect the differences between the two
frameworks, in particular the new terms. We have also paid particular attention to describing
and interpreting these new terms, providing an intuitive insight whenever practical.

In Section 5.1, we build the framework by defining the three collections, the implied and instan-
taneous stochastic volatility models, and set the objectives.

In Section 5.2, we express the Main Zero-Drift Condition (ZDC), define our regularity assump-
tions and develop the Immediate ZDC.

In Section 5.3, we establish the Recovery Theorem, which deals with solving the inverse problem.
In Section 5.4, we provide one of the most useful result of this Chapter, from a practical point
of view. Indeed we solve for the direct problem, which is intensively invoked for calibration
purposes. Technically, we express the first layer of Immediate At-The-Money differentials for
the smile.

Finally in Section 5.5 we propose further research and conclude on the applicability of the
method.

!The choice of measure will be discussed later on.

2By swaption surface we usually understate the swaption cube for all strikes and expiries, but for a given fixed
tenor. Whether it be in the caplet or swaption case, the accrual - say 3M, or 6M Libor - also has to be fixed.

3With regard to the association between different maturities, we start by considering a fairly general case,
before restricting ourselves to the practical situation presented by Caplet and Swaptions
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5.1 Framework and objectives

In this section we set the context and the objectives for the term structure study. Although our
aims are similar, the introduction of the maturity dimension requires some more attention as its
implications reach deep into the proofs.

5.1.1 Numeraires, Underlyings and Options

We start by considering the three distinct families of processes defining our term structure
framework : underlyings, numeraires and European call options. We assume that each collection
is indexed (or parameterized) by a shared maturity T' € |0, Tyqe,] with respect to which it
provides a bijective continuum. Schematically, we denote these families with

FIGURE 5.1: Shared Maturity Indexation

T
Xe(T) N(T) Cy(T)
Underlyings Numeraires Call Options

Without surprise, the underlyings will define the reference for the options, and the numeraire
assets will define the discounting and appropriate measure through the usual valuation argument.
Besides the maturity indexation, we now associate functionally all three collections as follows

» Underlying dynamics
For each asset there exists a numeraire, and therefore a corresponding measure, under
which it becomes a martingale. Formally, and using a lognormal convention :

((5.1.1) dX,(T) = X,(T) G (T)*aw N ®
with

(5.1.2) awN® LA gW, — XN ar
and

%
where W is a Wiener process under Q, the risk-neutral measure. Note that specifying the
numeraire and therefore its volatility structure X (T) is entirely equivalent to defining
the term structure of martingale measures through the (same) associated risk premia.

» Option specification
For each underlying there exists a strike-continuum? of European call options, whose cash
payoff sequence is either defined by or equivalent by abritrage to the following

A

(5.14) b (Xp(T), Nypy(T), K) £ Ny (T) [Xp(T) = K]t paid at time n(T)

Note that the fizing date for the payoff, i.e. the date at which the underlying’s value
is observed, has been chosen as the index 7. The payment date n(7") however, must
correspond to the argument of the numeraire process as invoked in the payoff definition.

4The continuous nature of any European option family is understood as the permanent availability of a common
bid/ask tradeable price, for every maturity and for every strike.
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With regard to the payoff, a good example of an equivalent cashflow sequence comes with the
case of a plain vanilla physical swaption. Indeed we can take the dates of observation and of
payment (resp. T and n(7)) identical to the same swaption expiry and swap start date (7p).
We would then have to discount the N individual (Fr,-measurable) net coupons down to Tj
using the annuity in factor, which falls back exactly onto the payoff definition (5.1.4).

This leads us to comment further on the date and maturity implications of these definitions.
The maturity T is used primarily to parameterise and therefore link our three collections : it can
be seen as a way to index the whole framework at once. As such, the bijective property allows
us to use that indexation very formally if required. We can for instance shift T" by a constant
in order to map one of our three families onto a real-life object, whose indexation style might
be more conventional. Typically, in the case of a Caplet smile and for a given accrual §, we use
T — T +6. In principle we could envisage more complex indexation schemes, such as affine or
functional mappings. Although feasible, they would however complexify the equations without
a priori much of a practical interest.

The fact that the payoff observation date comes specifically as T is simply a matter of convention,
a way to anchor the configuration by allocating the reference maturity 7" to some physical reality.
This explains the possibly confusing situation where the same symbol T appears both as the
time argument and as a parameter of a process. We could very well define some function o(7")
as the fixing date instead.

Which leads us to the payment date n(7T), effectively made redundant by the presence of the
numeraire in the payoff definition. Indeed the coming proofs will simply use the usual valuation
argument, discounting by the same numeraire value. Furthermore, the underlying volatility life
to be considered in order to value an european option is schematically from valuation to fixing,
not to payment. In consequence the 7(-) function does not actually provide an additional degree
of freedom, but conversely we could consider mid-curve options within the same framework.
Accordingly we will try and get rid of the 7(-) mapping whenever possible, which is made easier
by the given possibility of selecting an alternative, equivalent payoff sequence.

Remark also that since we have imposed the maturity 71" to be deterministic, our setup excludes
a priori the introduction of a stopping time for instance, as would be necessary for a Bermudean
or an American option.

Finally, note that we do not impose the underlyings X(7") to be tradeable assets, as opposed
to the numeraires N;(T"). The reason is that - as we will see shortly - the various proofs require
only that the individual vanilla option written on each underlying be tradeable (and therefore
martingale), not the underlying itself. This distinction is important in particular for Interest
Rates (IR) underlyings, such as the Forward Libor rate and the Forward Swap rate. It is
noticeable that in the IR world, one cannot (delta-) hedge itself with the underlying per se,
but instead must do so with the contract that it represents (e.g. the FRA or the swap). Their
numeraire however, respectively the forward zero-coupon and the forward annuity, are proper
tradeable assets. If there is some tradeability issue here, it is actually more a modeling constraint
than anything else : the continuum assumption ignores that liquidity generally gets thinner as
both maturity and tenor increase.

5.1.2 Absolute and Sliding Implied Volatilities

Having selected a volatility risk premium and therefore a martingale measure, these options
admit a non-arbitrage price. The ”dollar” price of these options is denoted V;(X3(T'), K, T'), and
this price surface is then mapped or re-parameterised into an implied volatility surface, using :

(5.1.5) Vi(X,(T), T, K) = Ny(T) . CBS <Xt(T), K, $y(X(T), T, K). T—t)
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with CBS(f, k,v,b) the deflated price, written with the time-normalized Black-Scholes functional
(which for our purposes is identical to the normalized Black taken with a unit zero-coupon)
defined by

(5.1.6) OBS (fik,v) = fN(dy)—kN(da)
with dyjo(fkyv) = _Ty + Ly
and y(f,k) = In(k/f)

Which is to say that using the classic no-arbitrage and change-of-numeraire arguments (see
[KGRI5] for instance) we have

CBS < Xo(T), K, S4(Xo(T), T, K).VT — t )

FOV) [(XT(T) - K)*"
Nr(T)

7]

We now associate to these ”absolute” quantities their "sliding” counterparts, by defining :

(5.17) 0 2 T+t X(0) & X.(T) (5.1.8) y = ln(K/)?t(H))
‘Z(y’a) é W(Xt(T)’K’T) it (yae) é Et(Xt(T)’K’T)
Remark 5.1

Note that a significant difference with the single asset case (see Section 1.1), is that now the asset
also is made sliding in time. Note in particular that the log-moneyness y, still defined with respect
to the asset X , 15 also sliding with time. However, although the numeraire is necessarily sliding
as well, as soon as we use the Black formula this feature is only perceived implicitely through the
deflation. Indeed, as will be recalled p. 272, it is the quantity Vi(X(T),T, K) | Ny(T') which is
martingale under QN ([KGRI5]). In other words, the numeraire aspect is effectively "hidden”
by only considering the Black functional re-parameterisation.

5.1.3 The two stochastic volatility models

In a similar fashion to the single underlying setup, we now present independently the stochastic
instantaneous volatility and the stochastic implied volatility, before establishing their connection.
This is again the first step before we can prove that the former specification is indeed included
in the latter. Both models share the same underlying dynamics already defined with the SDE
system (5.1.3)-(5.1.1)-(5.1.2), and differ by definition in the type of volatility dynamics that they
describe.

5.1.3.1 The (term structure) stochastic instantaneous volatility model

Since we are now dealing with a term structure of instantaneous volatility ?t(T), we might
want to specify the dynamics of that field on its own, irrespective of the collection of underly-
ings it is associated to, and therefore using a different measure. This is the case in particular if
the modeler wishes to incorporate information from other sources than just the observed static
vanilla prices. Examples include historical dynamics of these prices, or when available prices of
volatility derivatives products. Such rich market data can clearly be extended to a continuum
and formalised as a term structure, with specific dynamics and maturity-dependent risk premia.

With that important motivation in mind, we elect to use a specific endogenous driver for the
instantaneous volatility, driver whose drift must obviously be maturity- dependent and a priori
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distinct from the one used for the underlying dynamics (5.1.1). In the sequel, we will refer to
that feature as endogenous driver (ED) disalignment.

Therefore, using a chaos expansion specification, similar to the one used in Part I, we adopt the
following notations for our framework :

(5.1.9)  dTHT) = T1o(T)dt + aos(T) dWS") +33,(T) dZ,

with
(T)

[l

AW’ dW, — X¢(T)dt

Similarly, we write the dynamics of the ”endogenous” coefficient matrix 32,t(T) as

=
(5.1.10) dGoy(T) = Gorg(T) dt+ dony(T) dW]D + Gos(T) dZ

We assume (in the most general case) that all diffusion tensorial coefficients® to be themselves
fully stochastic and maturity-dependent. Note in particular that 7{2 and E}g, the ”volatility”
coeflicients of ?t(T), take their values respectively in R™»*"» and R™»*™=, This implies that, at
each step of the stochastic ”chaos” expansion that awaits us (and bears strong similarities with
the single underlying case) we will increase the coefficient tensorial order by one. Fortunately,
exploring the "first layer” will not require going deeper than depth 2 in the chaos expansion®.
It turns out that, in practice and compared to the single-asset case, this dimensionality issue

can prove more difficult to manage that a reasonably specified term-dependency.

Remark 5.2
Note that we could also define the sliding instantaneous volatility with
(5.1.11) T0) = Fult+0)

and that its dynamics come then as
(5.1.12) day(0) = | P (t,t40) + T t(t+0) | dt + o, t(t+0)-dW D + Gy t(t46) d Z,

This wvolatility would naturally be associated to the sliding underlying, however this new mo-
tion would not bring anything to our current focus, and besides we opted for a fully absolute
description of the underlying dynamics, as will be justified later in Section 5.1.3.3.

5.1.3.2 The (term structure) stochastic implied volatility model

All the arguments cited above, establishing the necessity to specify freely the dynamics of the
term structure of instantaneous volatility, under whichever measure we see fit, also apply to
the implied volatility surface. Ultimately, this approach all boils down to considering that
underlyings, volatilities and marginal distributions consist in associated but distinct dynamic
entities. Eventually, the choice of the measure used to describe the dynamics of any of these
should rest with the modeler.

As was the case in the single spot setup, we specify the dynamics of the implied volatility as :

~ ~ — S
(5.1.13) d¥¢(y,0) = Dbi(y,0)dt+ gt(%@)ldwtz(g) + gt(T)Ldﬁt
with

. —_
awr? L aw, — AT(0) at

where 0 and y are respectively defined by (5.1.7) and (5.1.8).

"Meaning @ 1,:(T), ig,t(TL ig,t(TL izz,t(T) and all subsequent offspring.

SWith the tensorial family ?Qg’t T)
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We note that there is little difference with the single-asset case. The term-dependency was
already present then, although its was brought solely by the option definition, and not the
underlying. As for the dimensionality of the drivers, the same remarks as in Section 5.1.3.1
apply when it comes to increasing the expansion order and the associated difficulties.

For further use we also introduce the trivial absolute notations :

—_
NHT) L AT -t and awr D A gW, — XE(T) dt

5.1.3.3 Comments and Comparison of the two models

It is noteworthy that the volatility dynamics under consideration are respectively absolute for
the instantaneous volatility, and sliding for the implied volatility. This feature is in fact non-
binding, and the reason for this choice of presentation is to simplify the task of end-users in
general, and modelers/practitioners in particular. Indeed, practical models (as seen through the
dynamics of the underlying assets) are usually specified in absolute terms, as is the case for the
Libor and Swap Market Models. Whereas implied volatility surfaces are usually observed and
modeled as ”sticky”, meaning that their shape "moves along” with the underlying and with
time. Consequently these surfaces are usually better represented in sliding terms.

Conversely, one could argue that, on one hand, the quality of re-calibration is better assessed
by observing the stationarity of the parametrization (i.e. in sliding terms for the underlying),
in particular the term-structure of volatility. And that, on the other hand, hedging instruments
are usually available only in absolute terms : the liquid strikes are fixed !

All these different focuses are actually honored throughout this study, since the transitions
between sliding and absolute dynamics are explicitly expressed in the course of the proofs.

Arguably, the level of abstraction and generalisation adopted in this setup is high and subjective,
especially the allowance for endogenous driver disalignment. in consequence it appears desirable
to justify these choices by expressing the rationale that underpins them.

As for selecting a distinct endogenous driver for the volatilities in (5.1.9) and (5.1.13), it is
obviously equivalent to keeping a QY (T)_Wiener process and altering the drifts. For instance,
we could trivially re-express (5.1.9) as

TN

dT(T) = |@14(T)+ a2(T) ()‘t (T) - X

7(1))] dt+Ga(T) dawN D 4G, ,(T) dZ,
But modifying the drift coefficient in such a fashion might prove counter-productive in the long
term. Indeed, the nature of the chaos expansion we use implies that, as the expansion order
increases, eventually we will have to compute the dynamics of the finite variation term above.
And unfortunately, we know from Part I that the complexity of the coefficients tend to increase
exponentially with each level.

This remark applies in particular to LMM models, where it might be tempting to express all
dynamics under a single, non-maturity-dependent measure, such as the terminal measure. The
repercussions on the drifts of the remaining FL rates are well-known (see [BMO6] for instance)
so that the resulting diffusions are quite involved and difficult to simulate precisely. Although
there is some sense in describing the FL rates dynamics under the measure associated to one of
them, the rationale of using that same measure on the volatility dynamics is far less convincing.
Besides, computing the dynamics of the consequent drifts would prove very tedious indeed, and
increase the compuation risk.

The bottom line is that complexifying either the drift or the measure is - as usual - a matter of
choice. Again, our approach is to allow maximum flexibility to the end users of our study, and
to enable them to match their model to our notations with minimum work on their part (and
therefore a reduced risk of error).
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Beyond such concern for end-user usefulness and practicality, let us remind ourselves that one
objective of the method is to provide (an approximation of) the joint dynamics of all points
on the implied volatility surface. Considering for instance the Caplet smile, the choice of the
(T'+6)-forward neutral measure is a must in order to obtain term-by-term martingale dynamics,
but it is dictated by the very definition of the underlying, the Forward Libor rate. When it comes
to representing the dynamics of the volatilities (either instantaneous or implied), there is no such
unique and obvious choice for a pertinent measure.

This flexibility we allow, however, can not go without consequences. Any endogenous driver
disalignment will a priori generate additional terms in most results thereafter, as will be observed
and discussed in Section 5.3.

Playing the devil’s advocate, the next logical question is therefore : ”could we have gone further,
and chosen another new measure for the endogenous driver of further coefficients, such as E}QJ(T)
for instance ?” In principle, the answer is yes, and the added complexity would have been
manageable at this stage (Layer 1). But the interest of doing so would have been moot at best.
Firstly because in practice there is no market (yet !) for the term structure of ”volatility of
volatility”, the dynamics of the skew or the dynamics of the curvature, which are the main
quantities affected by 32,t(T).

Also because one of the aims of this Chapter is to demonstrate the mechanisms of the method in
the maturity-dependent framework, and to underline the differences with the single underlying
framework of Part I. In that perspective, the effects of endogenous driver disalignment will seem
very clear at this level of generality.

Last but not least, it happens that current published interest rates models are relatively limited
and unambitious when it comes to volatility specification’.

In order to match as closely as possible the configuration of the most popular IR models, in
particular the various local/stochastic volatility versions of the LMM, as well as for the reader’s
convenience, we will provide whenever useful a simplified, ”aligned” version of our results by

takin

XO(T)= XN(T)= AT (t+6)

5.1.3.4 Several technical assumptions

Before proceeding with the proof, we introduce technical, positivity assumptions that will facil-
itate our computations. Respectively,

Assumption 5.1

Almost surely, X (T) > 0 V(t,T) € R+?
Assumption 5.2

Almost surely, || o(T)|| > 0, V(t,T)e R*>
Assumption 5.3

Almost surely,  X(t,y,0) > 0 VY(t,y,0) e RT xR x RT"

Note that the same comments as in Remark 1.2 p. 28 still hold, underlining the non-binding
character of these assumptions. They mainly consist in realistic limitations aimed at simplifying
the coming calculus.

"Which is coherent with the illiquidity of the IR volatility market. At the time of writing, ”vol bonds”, ”vol
swaps” or ”"vol caps” are certainly not vanilla products and even less advertised as such.
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5.1.4 The objectives

Drawing a parallel with the single underlying case, we aim at relating the value and dynamics
of two distinct volatility processes : on one hand, the (vectorial) instantaneous volatility 7 (T)
of the underlying family, and on the other hand the sliding implied volatility surface ¥;(y, ) of
the vanilla options. The parallel with Part I stops here though, for two reasons. Firstly because
7t(T) is not of scalar nature any more, but a mapping of R™ into R™. And second because the
signification of it(y, 0) - albeit not its dimensionality - has changed : to every maturity is now
associated a different underlying.

Modestly, we do not seek exact relationships valid on the whole field (y, ). Instead we will be
content with approximations, provided the error can be controlled and asymptotically vanish.
We will see that we attain our goal by linking, on one hand the chaos decomposition of 7y
with its T-differentials (all taken in 7" = t) and on the other hand X; with its cross y- and
O-differentials (all taken in (y = 0,0 = 0)).

As for vocabulary, the process of extracting information about the (term structure of) instanta-
neous volatility from the input of the implied volatility will still be called the ”inverse” problem
(the theoretical calibration issue). And reciprocally, infering some information about the implied
volatility given the instantaneous volatility will again be called the ”direct” problem.

But in contrast to the single asset case, we will see that the inverse problem is under-determined
in the general case. Therefore the usual calibration method, which consists of a series of direct

(model to smile) procedures® seems now to be not another, but the (only) sensible alternative.

5.2 Derivation of the zero-drift conditions

We embark now onto establishing the fundamental element of the method, namely the PDE
linking the shape and dynamics of the implied volatility mapping with the term structure of
instantaneous volatility, across the whole space (y,#). From this Zero-drift Condition we then
also derive an Immediate version valid in small time (i.e. when 6 N\, 0).

The mehodology we employ is straightforward and follows in the steps of Section 1.2, with the
exception of the benign Lemma 5.1 that we cover shortly afterwards and which expresses the
dynamics of the sliding underlying.

5.2.1 The main Zero-Drift Condition

For ease of presentation, we will thereafter allocate specific notations to the two relevant argu-
ment sets, used respectively for the implied volatility surface and the Black function :

(1) £ (X/(T),T,K) and (1) 2 (XT), K S(X(T), T, K) VT —1)

Let us first establish some intermediate results, starting with the above-mentioned dynamics of
the sliding asset and of the absolute implied volatility. For convenience, we elect to express these
SDEs using the risk-neutral driver W/t but this technical detail is irrelevant for the sequel. Our
further aim is indeed to provide an expression (the deflated call dynamics) which happens to
structurally combine several distinct drivers. It makes practical sense, then, to cast all dynamics
beforehand under a single measure, if only to clarify the computations. We arbitrarily chose
this common measure as Q, but again this is completely insignificant in the wider picture.

8Determined via a trial-and-error method or a more complex optimisation routine. These optimisation proce-
dures are typically non-trivial because the "market error” value function is a priori non-convex w.r.t. the model
parameters.
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Lemma 5.1 (Dynamics of the absolute implied volatility surface in the TS framework)
Using the risk-neutral driver, the dynamics of the sliding underlying come simply as :

while the dynamics of the absolute implied volatility are expressed as :

We remark straight away that our simple change of coordinates, from absolute to sliding, has
already generated several new and interesting terms. Comparing (5.2.15) above with its coun-
terpart (1.2.16) [p.29] in the single-underlying case, we note that concerning the drift

» In (5.2.17) all terms are the natural equivalents of the scalar case, with the exception of

which accounts for the change in implied volatility due to a switch in the actual underlying,
itself caused by a move along the 6 axis. This quantity is called the slope compensation
term and will be discusses in more detail p. 271.

» In (5.2.18) all the terms are new, since the numeraire and measure aspect is now not only
explicit but maturity-dependent. Also, should we align the endogenous measures for the
underlying and the implied volatility, we would then have
[t?

b(f) = V(o) ~Sy(0) Fult+0)] XF(+0) = T XN+0)

2S_oN
AP =

and therefore the dynamics of the absolute implied volatility would simply be written as

St = b dt + PO+ 7z,



5.2. DERIVATION OF THE ZERO-DRIFT CONDITIONS 269

Proof.
Let us start with dynamics of the sliding underlying )Z't(H). Having defined the dynamics of the
absolute underlying as

AX(T) = X,(T) F(T)* [dWe = X(T) dt]
those of the sliding version come as

dX,(0) = dX,(t+0)

— [%(t +0) — Xy (t+0) Tyt + 9)l?iv(t + 9)} dt + X;(t +6) 7 4(t + ‘9)lth

Therefore re-expressing with the sliding underlying yields :

dX,;(0) = [aa_j@g (6) — Xo(0) Tult + 0 XNt +6)| dt + X,(0) Fult + 0)-dW,

which proves (5.2.14). We can now move on to the dynamics of the absolute implied volatility.
Starting with the dynamics of the sliding implied volatility function >, we can use the It6-Kunita
formula (Theorem A.1) by selecting

a>t — [Eé(g’ 9)]

We obtain, denoting again (o) £ (¢,y,6) :

45 (X,(T), T,K) = d> <t,ln <K / )?t(e)) ,9)

— B(o)dt+ 7 (o)t [dﬁ}t ~ 30 dt] + 7 () dZ, - fzy—(;) dX,(0) + Sp(0)db
SR - [Z4(0) + By, ()] d(Xi(0)) - LT ot Xi(0)F 1t +0)] at
2)2}2(9) y vy X0 Y

— Bo)dt — B () AL(0) dt + B (o) dW, + T (o) dZ,

= =
dt —X,(0) Tu(t+0)-dW,

() [@(9) ~X(0) Fult + 0O XN

CXu(0) | 9

~Sp(o)dt + 3 [i’y(o) + i;y(o)] 1G4t +0)[2dt — T (o)~ 3 4(t + 0)dt

Finally regrouping the finite and non-finite variation terms provides (5.2.15)-(5.2.16)-(5.2.19)-
(5.2.20) and concludes the proof.

Having expressed the dynamics of the absolute implied volatility ¥; (X;(T"), T, K') now allows us
to develop our main result, the Main Zero-Drift Condition.
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Proposition 5.1 (Zero Drift Condition in the generic Term Structure framework)
The shape and dynamics functionals specifying the sliding implied volatility model (5.1.3)-(5.1.1)-
(5.1.2)-(5.1.13) are constrained by arbitrage. Specifically, in the generic point (o) = (t,y,0) €
Rt x R x RT™ the drift must satisfy the following Main Zero-Drift Condition, :

Remark that this term-structure, mulli-dimensional expression matches the single-underlying
formulae, whether scalar (1.2.18) [p.30] or multi-dimensional (2.3.44) [p.124], except for terms
I(o) and K(o) appearing in expression (5.2.22) for E(o). Note also that the self-consistency of
term I(o) is ensured by using the sliding ratio XéX —1(t,0), which is simply equal to the absolute
quantity X}X‘l(t, T).

The first natural step is clearly to compare this new ZDC (5.2.21) established in the term
structure framework, to its equivalents (1.2.18) and (2.3.44) in the single underlying environment.

Similitudes with the single-underlying case

First of all, is this new result consistent with the previous, simpler formulas? Indeed, the
single asset case can easily be seen as a subset of the current framework : it suffices to ignore
all dimensionality (only for the scalar case) and maturity-dependence (in both cases) in the
underlying and in its instantaneous volatility, and then to align all endogenous drivers. Applying
these reductions produces, thankfully, precisely the single-underlying ZDCs.

Drawing a parallel with Part I, we can identify and interpret easily some quantities of interest.
We draw first the now familiar term?(o) — i;(o)7t(t+0) which is present in D and F', and
nothing else than 7, the endogenous coefficient of the absolute smile . Again, it is easy to see
that its second part is compensating the change in log-moneyness induced by the underlying’s
movement. . ., -

It comes immediately that the term || 7 (o) — Ey(o)7t(t+0)|]2 + || 7 (0)]|? which constitutes most
of the D(t,y,0) expression, and is also present in F(t,y,0), represents exactly the quadratic
variation of the absolute implied volatility 3 : again this property is transferred seamlessly from
the single underlying case.
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Analysis of the new terms

It seems therefore that the real novelty about this equation resides in the underlined terms
I(o) and K (o) in (5.2.22), which account respectively for the term structure of the underlying
collection, and for the specification of measures used in the dynamics of the different volatility
maps.

Starting with term K (o), we realize that it could have been already present in the single-asset
case, albeit without the maturity dependence. This is where we observe the impact of the
simplification choices we made in Part I, in order then to match closely the specification of
popular single-asset stochastic volatility models. Specifically, the fact that we elected to express
the dynamics of the volatility with the same endogenous driver as the asset were effectively
“hiding” the possible misalignment. Again, mathematically the expressions are just as valid and
general, since the volatility drift a;; can be made to contain that information. But in terms of
modeling, in particular when it comes to specifying the volatility risk premiums, the spirit is
noticeably different.

Let us now turn to the more structural term I(¢,y,#), which was introduced into the implied
volatility dynamics by the change from absolute to sliding coordinates, as described by (5.2.15)
and in particular (5.2.17) [p.268]. This brand new quantity within the parametric process E(o)
can in fact be re-expressed in several ways, each leading to a distinct interpretation :

» As a first attempt, we can change all quantities to their absolute counterparts by using
(B.0.1) and hence obtain
X, dr X, (T)

I(t,y,0) = ily(t,y,ﬁ)%(t,ﬁ) = = XUT) Ox% (XU(T), T K) S

= —Ox% (Xy(T),T,K) 0rX(T)

Then, noticing that the slope i;(o) also appears in the same term F/(o), we can legitimately
group them together and argue that their sum i;(o) +I(o) represents the total variation in
implied volatility due to an infinitesimal step in time-to-maturity 6 (or maturity 7', which
are both parameters), but compensated for the associated ”"slide” of the underlying. In
other words, it represents the slope as if the underlying were static as opposed to maturity-
dependent.

The fact that we are in fact changing asset will at the first order generate a change in
the level of the implied volatility, in proportion to the local ”delta” EIX of the implied
volatility surface. This situation is somewhat similar to what we have already observed
above for the coefficient 7 and in the single underlying environment : the movements
in the absolute implied volatility X, for a given strike/expiry, were a combination of the
dynamics of i], the sliding implied volatility, and of the movements of both time and the
underlying S;. Simply because a movement of the underlying automatically reposition a
given strike somewhere else on the y axis.

In other words, this corrective or compensation term can be interpreted as the deterministic
change in the sliding implied volatility, generated by the asset "riding down” the maturity
curve. Besides, we happen to know that the local ”delta” of the implied volatility EIX
is strongly linked to its local skew E/K. This is easily spotted, in particular for at-the-
money options within pure local volatility models, as discussed for instance in [HKLW02].
Therefore, in the case of a Caplet smile for instance, the combination of a skewed implied
volatility surface with a non-flat forward rate curve will meachanically generate by itself
some deterministic dynamics in the smile.
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» On a different tack, we can also re-express term I(t,y, 6), for any positive constant A, as :

(5.2.24) I (t,y,0) = i;(t,y,e)%(t,e) = S.(t,y,0) Oy zn[u?(t,e)}
= 3,(ty,0)drIn[AX (t,T)]

Therefore, if by any chance X (t,T") were to represent By(T,T + ¢), denoting as usual the
t-value of the forward zero-coupon for the priod [T, T + 4], then with A = 1 we would have

_ _, T+6
I(t,y,0) = —=X,(ty,0) or (T —1t) Ly(T,T+0)] = —%,(ty,0) Or [/

T
= —S(t,y,0) [[i(T+6)— fu(T)]

where Li(T,T + ¢) denotes the linear (Libor) forward rate, and f;(7T") the instantaneous
forward rate. Recall that in this configuration ) represents the (hypothetical) §-period
ZC option (sliding) smile, which we can effectively link to Bond options with the same
frequency. In summary, we can consider that we have roughly expressed term Iy as a
product of the Bond options skew and the slope of the yield curve.

o]

In light of the two interpretations above, we shall call Iy the ”slope compensation” term.

Proof. of Proposition 5.1
We know that

Vt(Xt(T)’ Tv K)
N(T)

(5.2.25) CBS <Xt(T), K, Su(X(T), T, K) T — t)

is martingale under QN) | since both numerator and denominator are traded assets. We can
therefore apply It6’s Lemma to the functional on the right-hand side in order to obtain :

d |:V;€(Xt(T)7T’ K)

N, (T) } = CPY(1) dXu(T) + SCEF (D00 (1)) + SCFF (1)(dX(T))

(1)
2V

(5.2.26) +OE (1) | Vaasi(h) - 50 | + B VBx(D). amh)

Using the Black function differentials specified in Appendix C, this result becomes :

)

= N(d) [-X(T) Fu(T)" XN(T) dt+ X(T) Fu(T) " V]

1 ,( K
SO <Xt<T>

HVIX(DEON @) | ) -3 e e v iR

N'(dy)

2
+%W X(T)? (|7 o(T)|| dt
+X(T)N (d1) {\/5 <b(T) dt+ T dW, + 7" d?t) - ?L\/%) dt]
+N (dy) [E(;)Q ; In (XfT)> + %} VO X, (T)T (T 7 (1) dt

with

1 X (T) -y
dy = 0 ln< = ) + VoSt = + Vo)
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Note that this expression is well-defined since we are considering ¢ > 0 and also making
Assumption 5.3. We can re-write after It6 decomposition :

d [M] — A() dt + B(G)-dW, + C(1)*dZ,

Ne(T)
with
A = —A)XAT) FT) )+ 3 @0 T |5 = 5 IR + 17 )
n MDITUDIE 1)s(h)
) SOREOIL 4 B ) - A () =
PN @NVIXT) | S ] FU T

B() = N(d)X/(T)F(T) + N (d)VOX,(T) T (+)

(1) = N (@)X (T)7 ()

which becomes, after changing the reference measure to QV(7)

(5.2.27) d [z‘\?ETT))} b dt+ B +aw WwNO XN at] + CH)*dZ,
The martingale property (5.2.25) is therefore expressed as :
) + § J__>N
which we develop into :
LVYN 1a/ 3 y? 1 2 -2
0 = =N X(T) F(r) XY+ N s XS | - 3] (7P + 17 P )
X DITUDIP o /o Xe(T)X()
N smve T (d)VOXATB(1) = N (d) ===
+ N (d)VOX,(T) <E+(Jr)9 + %) 7T (1) +N(d1)Xt(T)?t(T)lX>iV(T)

N (d)VOX(T)T ()X XN (T)

Observing that (trivially) A (d;) > 0, using Assumption 5.1 and remembering that we are
only considering strictly positive 8, we can divide both sides by V8 X(T) N (d;) > 0 and thus
simplify into :

2

2
0 = om0 [ - 3] e + ) + L2

S+ (5 +1) 2 T+ TN

+ (1)
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We can now replace absolute quantities with their sliding counterparts according to (5.2.16),
(5.2.19) and (5.2.20). Omitting the argument (¢,y,0) for clarity, we get

2 2 -~
_ 1pe Y _1 T)_fv/ 9 ﬁz H?t(t—i—ﬁ)H ~_~’_T>L~E
0 = 36% [5492 4} [Hy S, Tt +0)|* + 7] ] +—2§9 +b—Xyg— v Ay (0)
=/ % X’ =" =/ ﬁl J— i
+3, 7t(t+9)L)\iV(t+9)—§9(t,9) +1 [zyy+zy} 15t +0))> - 7, ?t(tw)_ﬁ

+< y +%> P40 <§>_§;7t(t+ﬁ))+<§>—§;}?t(t+0)>l?§(t+9)

532

which after simplification leads to :

)

<[ 0= < - I7:t+0)> ~ =~ <X
— Il X A NT SR+ 0+ ||+ PR s s 2
0 = 38 [ L= 3| 7 - S e o 17 2L G5, -5, 200)
=~n fad] ﬁ/J- i i) - ﬁf"
HEL+E) 1T+ 0 = T, T o) - 35+ T XN+ - XF0)

= o~
- < ~y2 - %) it +0)* (y — %, (t+ 9))
DR’
Finally, arranging the terms according to the power of 6, we get, still in (o) = (¢,y,0) :
~ 1
bo) = 0D°(0)+E*(0) + 5F"(0)

with

D) = =ZI7(0) - S0 Fut+0)|* + |7 (o)?]

!

ad B = Se)+ ()L 06) - § [£5,0) + 5] IO + Te) Fulero)
— L (t+0)* (7(0) - i;(o)?t(tw)) e F?w) XN+ 6)
= 50(0) — 155, TP — T () Fu(t+0) + (o) Fult+)

~ )ZJ - =S —
+Ey79(t,9)+ vt [AE(@) — AiV(H—H)}

B EACIN
2%
2

L I70) = S, Fut+0)] + 7 (<) ]

- 2 X(o)

N[

i [zi()] T (t+0)" [7(0) — 5 (o) T 4(t+6)

which, after rescaling by 53@, y,0), concludes the proof.
|
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5.2.2 The Immediate Zero Drift Condition

Let us now focus on the immediate smile. An important point to observe is that in doing so, we
are effectively considering a single asset, the immediate underlying X (0). If 0 represented the
maturity of a forward quantity, for instance if X (0) were a forward rate of a given period/tenor,
then )Z'(O) would simply be the spot rate for that same period/tenor.

As previously done in Part I, we now introduce some sufficient regularity assumptions :

Assumption 5.4 (Immediate regularity)
The following processes

o =/ =/ = 7 :> :>/
i) SIS ISV A
i) X X,
-y s
i) T AN A

admit a finite (stochastic) limit when 0\, 0, respectively in (t,y,0) for group i), (t,0) for pair ii)
and (t,t + 0) for group iii). Moreover, we denote these limits by using the extended arguments,
respectively (t,y,0), (t,0) and (t,t).

Note that for simplicity reasons these assumptions have been chosen strong, sufficient but not
_ 2
all necessary. For instance the existence of individual limits for X~ and A * is not needed : in

% ~ ~
practice the proof only requires their difference X~ — A ¥ to admit a limit in § = 0. We can
now move on to the result, the Immediate Zero-Drift Condition :

Corollary 5.1 (Immediate Zero Drift Conditions in the Term Structure framework)
In the generic immediate domain (e) £ (t,y,0), we can link the local shape and dynamics of the
mplied volatility to the immediate instantaneous volatility with the two following and equivalent
Immediate Zero Drift Conditions (IZDCs) :

» The Primary I1ZDC' :
F(o) =0 = £2(o) [[7u0I2 - 52e) | + 2y 5(e) Tut) [T(o) - 5, (0)Fu(0)]

=
v

(5.2.28) + 2 [170) = ST + 17 ()]

» The Secondary 1ZDC' :

(5.2.29) S (t,y,0) b(t,5,0) = E(t,y,0) + Fy(t,y,0)

Remark 5.3

Note that, similarly to what was observed in the single-asset case with remark 1.3 p. 275, it is
the Secondary I1ZDC which corresponds to the ZDC taken into the immediate domain (t,y,0),
and which represents its true asymptotics. From that angle, the Primary IZDC consists rather
in a useful and compact consequence of the structural result.
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Proof.

As done in Part I, let us denote the immediate argument (o) = (¢,4,0). The Assumption set 5.4
implies that the processes D, E, and F' all admit, pointwise in y and a.s. in w, individual finite
limits in (e). In light of the general zero-drift condition (5.1), this means that term $F(t,y,0)
converges to a finite limit. In turn, this implies that necessarily

lim F(t.y.6) =
Lim (t,y,0) =0

and imposes a lower bound on the convergence speed (”faster than §”). Then invoking (5.2.23)
which defines term F'(¢,y,0), we get

(5230) 0 = L[FU0P ) — 3 THe) + yE(e) Fut)* [T (o) - Tyt

b5 17 = 5@ +17 @) ]

which provides immediately the Primary IZDC (5.2.28). In turn, using a simple Taylor expansion
we obtain

(52.31) F(t,y,0) = F(t,y,0) + 0 Fy(t,y,0) + O(6°) = 6 Fy(t,y,0) + O(6%)

alternatively, using L’Hopital’s rule :

1 /
.2.32 li —F(t,y,0) = Fy(t
(5 3 ) 01\71% 0 ( ' Y, ) 6( ayao)

The main ZDC (5.1) can therefore be rewritten in the general domain as
Po)bo) = 0 D(ty.0) + E(t.y,0) + Fylt,y,0) + 0(0)

It suffices then to invoke the regularity conditions of Assumption 5.4 to take the limit of that
expression in # = 0 : we obtain the Secondary IZDC (5.2.29) which concludes the proof.

Again, our first natural move is to check the consistency of this equation with its counterpart
in the single underlying case.

Remark 5.4

This time round the comparison with the non-TS framework is straightforward. By removing
only the maturity dependency in the volatility structure we get the multifactor version (2.3.46)
p. 125, and by further ignoring the dimensionality we fall back onto our original IZDC' (1.2.28)
p. 33. Note however that the instantaneous wvolatility being invoked is also 7immediate”, as
its maturity argument is t. Similarly, the log-moneyness y incorporates the immediate sliding
underlying X;(t).

But this time around, we do not have to contend with the slope compensation term Iy or any
driver dis-alignment issue such as term Kgy. This is due to the fact that the IZDC only calls on
term F, and not on process E. In particular, the immediate numeraire Ny(t), associated to the
dynamics of the immediate sliding underlying )?t(O), does not appear in the new IZDC.

In conclusion, looking at small-time quantities and dynamics tends to neutralize significantly the
term-structure aspect, at least without further differentiation. As we will see later, this property
will disappear at higher orders of precision (i.e.when further 0-differentiating the ZDC' in order
to generate immediate ATM differentials of the smile).
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Still on the matter of interpreting and building our intuition, we present here a subjective
re-writing of the Primary Immediate Zero Drift Condition. The purpose of this syntax is to
underline the strong links between

. = . =
» on one hand : the skew, the endogenous coefficient v and the exogenous coefficient n

» and on the other hand the polynomial decomposition of the Immediate smile shape.

Let us reformulate the immediate (or small-time) zero-drift condition (5.2.28). First let us
recall that the endogenous coefficient of the absolute implied volatility appears in two instances,
according to (5.2.19) (268). We then modify the convention used to describe the dynamics of the
latter, and adopt a log-normal convention. We can then introduce the two log-normal absolute
coefficients :

v = — and n =

N v I~ E
)

The IZDC (5.2.28) can then be re-written as

0 = 22(0) [T ~20) ] + 20 F2(0) Fu) v ™ (1, X(0), K)

9P 52 0) [ ™ (0), K + ™ (X(0), 1, )P

Simplifying and reorganizing the expression we get eventually

S2e) = | Tut) +y v LXK 2+ [y (Xut) 6 K) |2

Reduced in such a way, the IZDC lends itself easily to interpretation. The static shape of the
immediate smile, hence a function of log-moneyness y (or equivalently of strike K), is the combi-
nation of two dynamic and orthogonal components, respectively purely endogen_ogs and E}n‘ely

exogenous. Furthermore, we observe that the log-normal dynamic coefficients '™ and n!" are
accounted for via their lognormal torque’; i.e. with a leverage of y = In (K/X(t)). Besides, it
appears that on the right-hand side the y coordinate is only taken into account in conjunction
with the dynamics. In other words, both the endogenous and exogenous coeflicient maps act as
relative volatilities compared to the TATM dynamics.

Besides the decomposition, it is interesting to note that the implied volatility appears through
its squared modulus. This is of course another way to present the aggregation of the directional
information into a scalar quantity. But this triviality underlines that, in a generic point (¢,y, )
and when it comes to marginal distributions, the term of interest is usually more the total vari-
ance 52(25, y,0) (T —t) than the ”baseline model” implied parameter 3. However, having placed
ourselves in the immediate domain, we can ignore the time-to-maturity altogether.

Finally, although this re-expression is focused on the immediate smile, there is every reason to
believe that its principle extend to the rest of the (y,#) field.

9a.k.a. "moment” or ”couple”.
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5.2.3 The IATM Identity

Having been through the same progression in both the scalar and multi-dimensional single-
underlying cases, we can state the result without further ado.

Corollary 5.2 (The IATM Identity in a Term Structure Framework)

Let us consider the sliding implied volatility model defined by (5.1.1)-(5.1.2)-(5.1.3) and (5.1.13).
Then the static modulus of the (absolute) zero-expiry instantaneous stochastic volatility, defined
by (5.1.1)-(5.1.2)-(5.1.3) and (5.1.9), can be recovered from the implied volatility surface :

)

At the Immediate ATM (IATM) point (x) = (¢,0,0) we have a.s.

(5.2.33) | Z:(t) || = 2 (¢0,0)

Proof.

Selecting y = 0 in the IZDC (5.2.30), we indeed recover from the Immediate ATM implied
volatility smile the modulus of the instantaneous volatility of the immediate asset X;(¢), which
proves the fundamental identity (5.2.33).

It is clear that the "static” result (5.2.33) concerning the recovery of the instantaneous volatility
is entirely consistent with its single underlying counterpart (1.2.36) p. 35 and even more so
with its multi-dimensional version (2.3.48) p. 126. We underline two slight differences, however,
which arise from the very structure of the instantaneous volatility 7t(T) :

» the multi-dimensionality implies that we can not recover the full information (meaning

each individual coordinate) on the volatility of the immediate underlying ?t(t), from the
Immediate ATM implied volatility i(t,y,O). Indeed, the implied volatility is obviously
scalar, which in a sense "aggregates” the directional information contained in the multi-
dimensional 7t(t). Hence the implied volatility appear to be blind to any sort of correlation
structure within our current underlying family or between the latter (or more precisely,
the immediate underlying) and any other process (even partially) driven by W, and 725.
However this statement has to be mitigated by the knowledge of scalar products (5.3.34)
and (5.3.35), as will be discussed shortly.

the dependence of the instantaneous volatility 7t(t + 6) on the time-to-maturity 6 means
that the information recovered only concerns the "initial value” or ”level” of the map
0 — & (t +6). In other terms, we are looking purely at the volatilities of the immedi-
ate underlying. How much this information tells us about the rest of the instantaneous
volatility structure is a matter of modeling. It remains that the objective of recovering
the whole map T" — 7t(T) is not attainable using only Theorem 5.1. As will be discussed
later on, it is possible to access all T-differentials of 7t(T) taken in T' = ¢, using inductive
f-differentiation of the main ZDC (5.2.21). But in order for that information to provide
the whole of 7t(T), we obviously need the later to be an analytic function of maturity
T, which excludes piecewise affine specifications. In conclusion, the limitations we had
w.r.t. the stationarity of smooth time-dependency of the model extend to the maturity
dependency.
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5.3 Recovering the instantaneous volatility

Our aim in this section is to tackle the inverse problem, which is to infer or recover information
about the stochastic instantaneous volatilities (seen as model parametric inputs) from the shape

Y(t,y,0) and from the dynamics ?(t,y,G) and %)(t,y, 0) of the implied volatility surface. By
?volatilities” we refer obviously to the underlyings’ ?t(T), but also possibly to the term structure
of volatility for the numeraire collection X{¥(T), as well as other risk premia used to define the
relevant measures.

In the end, it is only a matter of defining which elements of the model are given as inputs, and
which ones need to be solved for. We will see that, depending on the configuration, the problem
might be (partially) solvable or downright ill-defined.

Let us start by stating the main result, before commenting it and then presenting the proof.

5.3.1 Establishing the main result

Following the outline of Sections 1.3 and 2.3.3, let us first focus on the information inherent
to the Stochastic Implied Volatility model, without any connection yet to the Instantaneous
framework.

Proposition 5.2 (IATM arbitrage constraints of the SImpV model : first layer)

Let us consider a given stochastic sliding implied volatility model, as defined by (5.1.1)-(5.1.2)-
(5.1.3) and (5.1.13). Then its dynamic coefficients are locally constrained to satisfy, at the IATM
point (t,0,0) :

(53.34) T = 2525 (%)
17 I+ 7 )2

2 D()

= 3 ~o =~ ~ 2

(5.3.35)  7,(x)0(t) = 522 S, +35(x) 2,7 (%) —

="

(5.3.36) b(x) = 2Tp(x) — 128 (x) —
+Iy +Jo + Ky

WEFu) + T Felt)

new TS terms

where the new terms, specific to the Term-Structure framework, come as

Tt )

17 (@)l

Note that, similarly to the remark made in Proposition 5.1, the sliding ratio )}éf(_l(t,()) 18
equal to the absolute quantity X’TXfl(t,t). Remark also that two of the new terms have been
introduced earlier through (5.2.22) [p.270] : Iy = I(*) and Ko = K (x).
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Proof. N
Step 1/3 : computation of the first product » (x)13,(t)

Let us differentiate the Primary IZDC (5.2.28) once w.r.t. y ; we obtain

0 = 2[FuIP ST, (0) — 453, (0) + 25(e) Fult) [7(6) - 5, (0)Fu(0)]

(5:337) + 2y 5y (0) Fu(t) [7(0) = 5,0 Fu(0)] + 25 5(e) Tt [T (0) = 5y, ()7 (1)
+ 2y [ 17(0) = S @I + 7 ()]
+ 242 [ [7(.) _i’y(.)a(t)}L [7;(.) -0 | + ﬁ(.)iﬁ/y(.)}

where the first (overbraced) term simplifies into

2T (PSS (o) — 45, (0) +25(0)Fu0): [T (o) = Sy (0)Fu(0)] = 25(e) Fu) T (0) — 452 T (o)

Taking (5.3.37) in y = 0 yields, in view of the IATM identity (5.2.33) :
=~ - ~a

0 = 2% Tu(t)" 7 (x) — 4333, (%)

which proves (5.3.34).
=, L
Step 2/3 : computation of the second product v (x) (1)
We differentiate the IZDC (5.2.30) twice w.r.t. y and obtain :
~ - ~ — ~o ~1 2 ~a=~
0 = 25(e) Tu(t) T (e) + 25(e) Ty(t)- 7y(e) — 4 [322 =, +z3zyy} (o)

Y

+ 217 () =S @F P + 1T @ | +y [

+ 2 i;(') ?t(t)L [?(') -3 (o)?t(t)} + 2 i(o) ?t(t)L [7;(0) — i;y(.)?t(t)}

Taking this equation in y = 0, using (5.2.33) and (5.3.34) yields :

=~ =/ 2 =~ ﬁ/ =~ = 2 > Sl /)
0 = 4573, (%) + 25 Tut) 7,(x) — 1255, () — 45°%, (%)
=~ =/ = = =~ %/ =~ =n
+ A2 ) = 2 257 (x) + 25(x) Falt) LT (%) — 2 53(x) S ()
= =0 =1 2 =0 =1 2 -
+2[ITIP + 22570 45257 () + |7 IP |
which after simplification gives

0 = —12525,% () +4500) Tl T, 00 655,00 +2[ 1T WP + 1F0I? ]

which proves (5.3.35).

Step 3/3 : computation of the IATM drift 5(¢,0,0)

Recall the Secondary IZDC (5.2.29) p. 275 :

S3(t,y,0) b(t,y,0) = E(t,y,0) + Fy(t,y,0)
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In the above expression, the very definition of F' (5.2.23) leads to

Ft.0) = 450 - 2 [”igi(*f)” I
which is @ priori non null and where we express
9 [\|?t~(t+9)\|2 _ 0 | Tt T u(t46)
00 ¥ (o) 00 3 (o)
_ i?l(o) [27,(t46)" T (1, 146) S(0) — |7 4(++0)]* Ty(o)]
so that
Eibn) = 350~ 5Tt 0)! T+ W;g—+£;‘Pze< )+l
- ”7;—??)” S0) ~ g PO T 0yl

Taking this expression in (¢,0,0), then in view of fundamental identity (5.2.33) we get

Fut)E T p (41
@)l

o 1202 | S
ol = [”H?Uu?}z“) Fy O T = X0 -

Therefore, taking the Secondary IZDC (5.2.29) in the immediate ATM point (¢, 0,0), we obtain
b(£,0,0) = S7(x) [E(*) + Fy() |

= Sy - I IR = AT )T ) + T Fult)

!

X = 25 - - T T (1)
+ 3 (%) =22 (t,0) + *L[AEO—)\Nt}—i—E*— o
which finally, after simplifying and invoking (5.2.33), provides (5.3.36) and concludes the proof.

Theorem 5.1 (Recovery of the modulus dynamics in a Term Structure framework)
We denote with (x) = (t,0,0) the immediate ATM sliding argument and consider the sliding
implied volatility model defined by (5.1.1)-(5.1.2)-(5.1.3) and (5.1.13). Then the dynamics of the
(absolute) zero-expiry instantaneous stochastic volatility, defined by (5.1.1)-(5.1.2)-(5.1.3) and
(5.1.9), can be partially recovered. They can be expressed as a function of the IATM shape, of the

= = . .
IATM driving coefficients (v and n ) and of the Immediate term structure for the underlying
and for its instantaneous volatility.

= =
e st sl 51 s ags? o NPT 69
d)| T | e |25+ 3 [zyy zy}( ) +35 5% () T dt
(5.3.38) +[ o + o + Ky | dt + T WY L RwLdZ,

where Ky = Dot [Yg(t)—YgV(t)}
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Proof.
The IATM identity (5.2.33) remaining true a.s. for any time ¢, we can take the dynamics of
both its sides to write

(5.3.39) d||dt) | =d T (t0,0)
which implies, according to our stochastic implied volatility framework (5.1.13) :
T | = 5w dt+ BT 4 707,
~ =
= b(%) dt + a(*)L [d Wt( ) X9 dt — AS(0) dt] +%>(*)Ld7t
- —>J(t

(5.3.40) - [5(*) Tt [A 7(f) — ??(O)H dt+ 7 () d W ()*dZ,

In the drift term, we invoke the expression forES*) given by the S_I)mpV constraint (5.3.36), where
we replace || 7¢(t)|| along with the products ¥ ()~ (t) and 17;/(*)L?t(t) by their respective
expressions (5.2.33), (5.3.34) and (5.3.35) to obtain :

B(1.0.0) = 250 — 155,00 - S50 + 285,00 4385, (0
IR = . ,
v +1|ln _ ~
B (A TSI S A0 S B [?%m)—Y
2% (%) X E(x)
After simplification the Immediate ATM drift comes as
. . e TGP IR P]
b(1,0,0) = 25500 + 52(4) [ 5,00 = 5, (0)] +3500) £, (4) - o
(5.3.41) + Iy + Jo +7(*)l F?(o) —Yiv(t)]

Note that this equation is simply a direct consequence of the arbitrage constraints of the SImpV
model, as per Proposition 5.2. Injecting that expression into (5.3.40) and invoking the unique-
ness of Ito’s decomposition (in order to identify finite and non-finite variation terms) we prove
(5.3.38) and conclude the proof.

Obviously, the ideal recovery would have meant obtaining the full map of the instantaneous
volatility, i.e. T — ?t(T). Clearly the asymptotic nature of the method seems to impose that
our information be restricted to the Immediate point 7' = ¢. However we can reasonably expect
(by analogy with the single-asset case, especially the ladder effect) that successive differenti-
ations of the ZDC should involve the T-derivatives of the map, still taken in the Immediate
point. If that approach gave us ?,T (t, T =t), then ?;T (t,T =t), etc. then provided that the
map itself is analytic we could theoretically extrapolate : in other words, we would recover an
approximation of the full map, up to any desired degree of precision.
The issue however, is that the dynamics that we recover through Theorem 5.1 pertain to the
modulus || ||, when those that we ideally seek describe the vectorial instantaneous volatility
¢+, and are inherently richer. Consequently the recovery is only partial, which we shall formalise
with the following Corollary.
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Corollary 5.3 (Partial recovery of the first layer in the Term-Structure case)
As a consequence of Theorem 5.1, the dynamics of the SInsV model defined by (5.1.1)-(5.1.9)-
(5.1.10) can be partially recovered from the sliding SImpV model as per :

Proof.
Let us take the IATM Identity (5.2) to the square and take its dynamics on both sides.
The r.h.s. develops into

(0)

452 = [250b0) + [T @I + 7 0IF] de+ 25007 (0 W, + 25007 (0 dZ,

We replace b(t,0,0), in the drift bracket above, with its expression (5.3.41) which is induced
purely by the arbitrage constraints on the SImpV model :

A2 () = [4’2329( X) + 253 [z -5 ] (6) + 652 5% (%) +25(x) [Io + Jo + Ko ] dt
(5.3.46) LS B d T 4250 T () d 7

Independently, on the Lh.s. we can compute the dynamics of || o (t)||? directly from the SInsV
specification. According to (D.0.13) and (D.0.14) (see Appendix D p.X ) we have

AT = 27Ft)"dTu(t) + (d7 (1))
(5.3.47) - [zm)lan,t(t) @20 + [ae(0)]? ] dt
b2 () Gant) ALY 4 2T ) da(t) A2,

From the uniqueness of 1t6’s decomposition we can identify terms between (5.3.46) and (5.3.47).
First we recall that

a7 aiw, — Xewar = aw 0)dt — N7 (¢)dt

Then for the non-finite variation terms, we obtain respectively (5.3.42) w.r.t. the endogenous
component, and (5.3.43) w.r.t. the exogenous driver. As for the drift term, it comes that

(5:348) 271 T1+ [Tl +[Fall + 2 Fu()" Fault) F?(@—Yz(w] _

adad) = =" ad] ~o ~1 2 ~
4SS (%) + 253 [Zyy - zy} (1) + 652 5% (x) +25(0) [Ty + Jo + Ko
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which after simplification provides (5.3.44).
We now compute the scalar product of (5.3.42) by &(t) and inject again (2.3.49) -which comes
from the SImPV intrinsic constraints - to obtain

~ = o o~
(5.3.49) Tit) aa ()T e(t) = Ex) VT = 232 (x)
Let us derive the dynamics on both sides of (2.3.61), focusing on the endogenous component.

» On the r.h.s. we get
S o~ = <3 = ]+ =50
255 0] = 2 B, T + B T,m] W, D e+ 7,

» On the [.h.s., using (D.0.17) we obtain

4 [Fut T )] = [ dt + a0 + Tl Gaat) Tast) AW
+ B [T d W7 900 + Tt Taat) a0 |
so that, identifying both sides and using modified Einstein’s notations we get
7t [ig,t(t)l 4 22,,5(75)] Aos(t) + [asije aiaj]f(t) — 2 [3 25 ﬁ( *) 4+ 23 _>;,( )]L

which after simplification and transposition gives (5.3.45)and therefore concludes the proof.

Obviously, the same technique as demonstrated in Remark 2.2 [p.127] might be considered, in
order to recover a better directional information on 7,5(15) or 7{27,5 for instance. However, the
formal study of such a more complete and/or higher-order recovery is left for further research.

5.3.2 Interpretation and comments

First let us contrast the arbitrage constraints imposed on the SImpV model in the Term Structure
framework, as per Proposition 5.2 [p.279], to those established in the simpler multidimensional
case with Proposition 2.5 [p.127].

We note immediately that the scalar products pertaining to the endogenous coefficient ? ex-
hibit almost similar expressions : compare (5.3.34) and (5.3.35) respectively (2.3.49) and (2.3.50).
Naturally, the instantaneous volatility invoked in those expressions now belongs to the Imme-
diate asset, but this represents a relatively minor evolution, compared to the changes in the
drift (more on this point shortly). Following the argument of Remark 2.2 [p.127] (which ap-
plied to a single asset) it becomes clear that, in a recovery logic, these two equations provide
additional information on that Immediate volatility 7t(t). Indeed, let us assume sufficient indi-
vidual modulus and relative angle for the endogenous coefficient 7 (x) and its strike- differential
_> ( %), both taken IATM. Then the input of the two products does improve our knowledge of
the direction of 715( t), and therefore mitigate the structural caveat of the new TATM identity
(5.2.33). Whether this is sufficient to complete the picture is (again) dependent on modeling, in
particular on the dimension of the map & (t + ). Again, we refer to Remark 2.2 [p.127] for a
more detailed example of when the full immediate information can be recovered, which entails
inductive y-differentiations of the ZDC.

Turning to the IATM drift expression (5.3.36) we observe again that its structure starts identi-
cally to (2.3.51), but that three additional terms have appeared : namely Iy, Jy and K. This
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distinction comes as a consequence of the Term-Structure framework, and is carried over to the
dynamic recovery formula : as (5.3.38) replaces (2.3.52), the first two TS terms are also present
and the third is replaced by Ké. It makes sense, therefore, to study all four terms together ;
it is initially apparent that terms Iy and Jy are both generated by the maturity-dependency
of the asset family X;(T'), whereas term K, is induced by the very definition of o +(T) and its
structural association to the numeraire family.

The first term Iy is simply the slope compensation term I(¢,y,6) defined in (5.2.22) [p.270],
taken in the immediate ATM point. The nature and effects of this term have already been
discussed within Section 5.2.1, which dealt with the ZDC. As mentioned in Remark 5.4, it can
been seen as reporting the combination of a non-flat underlying curve and a skewed smile. Also,
it stems entirely from the adoption of sliding coordinates for the SImpV model.

The second term Jy is similar in nature to Iy, inasmuch as it is linked to the maturity-slope
of the instantaneous volatility map ?IT (t,t + 0) taken at the origin (Immediate) point 6 = 0.
Let us illustrate this point : the slope in question can be proxied by the difference, observed
at current time ¢, between the instantaneous volatility of the spot 3Month-Libor rate, and the
instantaneous volatility of a forward 3M-Libor rate starting shortly, typically one day or one
week after t.

Of course this variation is multi-dimensional and enables the points of the underlying curve
T — X(T) to respond differently to various driver components, or ”shocks”. Think for in-
stance of a yield curve within an HJM framework, where only two factors would define the curve
movements : one for the short term and the other for the long term. In this simple framework,
as T increases the respective weights allocated to each component of ?t(T) would slowly shift
from one coordinate to the other. This individual shift would be precisely the component-wise
maturity-slope symbolized by ?,T (t,t+0).

Looking back at the whole of Jy, we can therefore interpret this term as the part in the variation
of the instantaneous volatility modulus (for the immediate underlying) which is due purely to
the underlying riding down the maturity curve.

Also, we observe that this term is normalised, and possesses therefore the same physical ”unit”
as the modulus itself. This is actually better seen by rewriting term Jy as

[Pt +0)]

%o (Lt +0) lo=o = =0 In ([Tt +0)]) lo=o

Finally let us comment simultaneously on terms Ky and K(l]. We observe that these are the

ﬁ
only terms in both expressions (5.3.36) and (5.3.38)invoking the numeraire volatility X~ or

risk premia A * and Y". Let us then recall that these parametric processes are simply ad-
justers defining the measures chosen at the modeling stage, respectively for the dynamics of the
underlying, implied volatility and instantaneous volatility families. Having opted for distinct
measures, it comes as no surprise that some compensation term should appear.

Looking at term Kj, we realize that its origin can be traced back to Proposition 5.1 and its
proof : refer in particular to equation (5.2.27) [p.273]. We expressed the dynamics of the deflated
option price'’by employing Ito on the Black functional. This required to write simultaneously
the dynamics of the underlying and of its implied volatility, which created the corrective term.

As for term K(l) the same principle applies, but what is more surprising is the fact that A % does
not appear eventually. After all, we are expressing the dynamics of the instantaneous volatility
from those of the implied volatility. Therefore we could expect any drift adjustment to invoke

N -
the difference X? — X\ *. It is not so, and it suggests that as far as the inverse problem and
recovery is concerned, the choice of measure for the dynamics of ¥ does not matter.

This last remark provides the ideal transition to commenting on the Recovery Theorem 5.1

10 VELDLLE — 0P ( Xu(T), K, Su(Xe(T), T, K) /T =) (see p. 272)
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proper, comparing expression (5.3.38) to its single asset counterparts : (1.3.42) [p.40] from The-
orem 1.1 in the scalar case, and (2.3.52) [p.128] from Theorem 2.3 in the multi-dimensional
setup. We observe that, without surprise, the multi-dimensionality appears again to lessen the
extent of the dynamic result. Indeed, as in (2.3.52) and contrary to (1.3.42), the dynamics of

the modulus still rely on the endogenous coefficient 7. Let us therefore focus on the more
specific influence of the new TS terms.

Despite their similarities, we note however a major difference between terms Iy and Jy when
it comes to calibration and therefore solving the inverse problem. Indeed, in a market model
such as HIM or LMM the initial yield curve and therefore the slope compensation Iy represent
model inputs, simply because they stem from the map 7' — X;(T') observed at time t. Whereas
term Jy is determined by the term structure of instantaneous volatility T — 7t(T), which is
precisely the target of the calibration procedure.

In terms ci calibration again, it becomes necessary to decide upfront whether the numeraire
volatility X% and the premium X¢ also belong to the target quantities. If they do, then it
seems to add to the complexity of the dynamics recovery (5.3.38). In fact, barring some drastic
simplification in the modeling, this choice would render the inverse problem totally ill-defined.
However, we will see later that in some cases (caplets in an LMM framework for instance) the
numeraire volatility AN can be expressed as a function of the assets X;(7') and of their instan-

e~

taneous volatility & (7). This features then links term Kj to the product  (x)-4(t) which
is given through (5.3.34), and therefore does not add to the number of unknown variables of the
inverse problem.

To summarise, in all generality the reconstruction of d || 7 L(t) || from purely the shape and
dynamics of the sliding implied volatility ¥ is structurally incomplete. Even if the drift issue
presented by term K(I] was removed, the dimensionality issue, along with term Jy, prevent the
inverse problem to be well-defined.

Remark 5.5

The incompleteness of the recovery is true is the general case, but within a well-chosen parametric
framework it is possible to solve the inverse problem. To illustrate this point, we show how one
can reduce the above-mentioned "incompleteness” by selecting a dedicated but realistic parametric
families for @ (T). Let us consider an HJM framework with two factors (n, = 2). We have
already noticed (see Remark 2.2 [p.127]) that in this case, assuming the matriz

T |70 ]

1s non-degenerate, then the static inverse problem is well-posed. For illustration purposes only,
we now briefly present a "natural” stochastic implied volatility model (our input in the inverse
problem) which satisfies this full-rank condition, before turning to the dynamic recovery.

We consider a smile market model driven by only 3 (independent) Wiener processes and defined
by 3 dedicated scalar parametric processes : ai(0) for the smile (ATM) level, by(0) for its skew
and c(0) for the curvature. Specifying these 3 defining processes is irrelevant for our purposes,
except that we impose a; > 0 and by < 0 a.s.. Then the sliding smile is defined via

t t t
S(ty.0) = $(0,4.0) + /0 as(6) dB! + y /O be(6) dB? + 142 /0 ¢,(6) dB?

This specification entails that the only permitted smile dynamics consist of "heave”, 7roll” and
"fapping” *. Note that in practice this model can be calibrated"?to the dynamics of an observed

" These are dynamic features, not to be confused with maturity-wise shapes such as ”twist” or ”flattening”.
The heave is a uniform vertical movement of the smile, analog to a parallel movement of the yield curve in an
HJM model. The roll is a uniform motion around the ATM axis. And flapping refers to the dynamics of the
curvature.

12 Assuming enough liquidity.
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market smile, by analysis of 4 time series : the price processes of the underlying, an ATM, OTM
and ITM option.'>.

In order to cast this model within our framework, we now make an important choice : we allocate
the level” driver B} to the first component of our endogenous driver, W', while we distribute
(using a correlation p # 0) the "skew” and ”curvature” drivers B and B} between the two
remaining components, W2 and Z;. In financial terms, this is still a fairly realistic and flexible
model. Indeed the allocation does not constrain, for instance, that the “backbone” (the ATM level
as a function of the asset price) be deterministic, thanks to the fact that a; is still unspecified
and could very well be driven by more factors. The allocation just states that both the asset price
and the ATM level respond to the same market shocks.

In this model, the endogenous coefficient and its y-differential write respectively

a(0) -

= 0
v(t,y,0) = and v, (t,y,0) =
( ) y.p-be(0) + 3y2.4/1 — p2.ci(0) y ) p.be(0) +y/1— p?ey

= = .
It comes from our assumptions that v (t,0,0) and v y(t, 0,0) are non-null and orthogonal, which
satisfies the non-degeneracy condition, and therefore allows full recovery of the immediate ATM

volatility & (T).

Let us now turn to the dynamic inverse problem. First we choose to model the instantaneous
volatility dynamics using the same driver as the underlying collection T — By(T'). This is
practically the norm with current published models, and allows us to dispense with term Ké. As
we mentioned above, term Iy is an input, so that leaves us only with term Jy. We adopt the
following parametric form for the instantaneous volatility vector :

B o1 e~k (T—t)* fi(t)
7 (T) oy (1—e @) fy(t)
Again, this is a very classic setup, and corresponds to the short-term/long-term example men-
tioned above to illustrate the significance of 7;«(t,t + 0). Within this framework, o1 and
oo are respectively the short and long term volatility levels. Parameters py and po control the
weight shift between the two coordinates and allow to gemerate various maturity profiles for the
Black wvolatility. As for the latter, it is possible in particular to opt for a "humped” function
which seems to be both a market invariant and (consequently) a popular parametrisation. Also,
the rationale for a parabolic decay on the short term component (as opposed to linear for the long
term) is that shocks on the short term usually stem from sudden moves in central banks base
rates, and die very quickly along the yield curve.'* Whereas moves on the long end are usually
instigated by economic forecast, the influence of which tends to be more progressive and gradual
in maturity. As for functions f1(-) and fa(-), they establish that we are using separate variables
(time and time-to-maturity) which in turns ensures a Markovian property.
Having defined and justified the model, we easily compute the volatility maturity-slope

o1 —2u 0 6_‘“62 fl(t)
g pioe=+2? fa(t)
observe that in 6 = 0 the two vectors are orthogonal, and therefore conclude that Jy = 0.

In consequence the dynamic recovery specified by (5.3.38) is now complete, at least at the origin
point (t,0,0).

To(t,0) =

13This inference obviously has to be conducted maturity-by-maturity. The respective moneyness of the options
should be roughly 90-95%, 100% and 105-110% to expect a decent precision from the finite difference approxima-
tions.

“The ECB for instance uses standing facilities (marginal lending and deposit) which refer to the overnight rate,
as well as open market operations (main refinancing, longer-term refinancing, fine-tuning and structural) which
are mainly associated to maturities ranging from 1 week to 6 months.
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5.4 Generating the SIV surface : the first layer

In this section we deal now with the direct problem, which is to infer (in practice, to approx-
imate) the shape and dynamics of the sliding implied volatility i(t,y,@), given the input of
the (absolute) instantaneous volatility o ;(T") defining the dynamics of the maturity-dependent
underlying X (7).

As can be expected from the discussions on the inverse problem, we will see that the input of
the full map (the ”volatility profile”) T — &(T') is not needed as such. Indeed, it will have to
be approximated from its local shape (value and differentials w.r.t. the maturity 7') taken at
the origin (T' = ¢, i.e. 6 = 0). Which is to say that in practice we will rely on a functional
approximation, typically polynomial in a well-chosen variable.

5.4.1 Computing the differentials

The previous identity result (5.2.33) provides the value of S in (¢,0,0), in other words the "level”
of the functional approximation. Let us now focus on the local (immediate ATM) shape and
dynamics. Beforehand, we introduce some normalised quantities and new notations :

Definition 5.1
We normalise the instantaneous volatility and its maturity-differentials, leading in particular to
the following representations :

s _0u(T) / s Tt
) 2 F wd W) 2 E

Similarly, we normalise the relevant tensorial coefficients invoked in the dynamics of ?t(T),
which is consistent since these are written using a normal convention :

s d(T) N s ag(T)
D) = ) ) =
:C> (T) A 33,2&(T) ? (T) A 322,15(T)

! 17 (T)]] 17 (T)]]

Since the asymptotic expansions will call only on the initial value of these maps, i.e. only T =t,
we introduce dedicated simplifying notations : omitting the arguments will imply that the tensor
is evaluated at the immediate point (t,T =1t) :

dit) o 7 Tt o W IZu) & o Frtt) & Tr
717,5(15) < 71 7{27,5(15) < E}Q 7{37,5(15) < :a>3 ?227t(t) <> ?22

As in Physics, there are several reasons for such a normalisation. The first obvious objective is
to simplify the expressions : as we have observed so far, because of the log-normal nature of our
baseline model (Black’s model for the underlyings), most quantities come indeed as fractions
with a power of || @¢(t)|| in the denominator. The second reason is to exhibit units and check
homogeneity, which is always a healthy concern, and often a powerful tool when comes the time
for interpretation and generalisation. We note that this normalisation is not fully equivalent to
running the method with the instantaneous volatility dynamics written in a lognormal fashion.
However, this convention emphasizes the directional information of the instantaneous volatility,
over its norm. And we happen to think that this feature is actually a pivotal point of the current
term-structure framework.
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Still on the matter of notations, and due again to the dimensionality of our setup, it will appear
that one of our strongest practical constraints is simply to manage the heavy linear algebra

involved. Indeed, the coming Theorem 5.2 invokes for instance ?22, which is a tensor of order
3, but also some fairly involved products'®. The conventions used so far have proved efficient
for clarity purposes, but seem less adapted to the sequel. Indeed, one of their shortfalls is to
complicate unnecessarily the elementary products present in most coming expressions. As a
consequence, some simplifications do not appear naturally and therefore, in a vicious circle,
each Wiener chaos expression tend to conserve many redundant terms. Finally, although vector
or matrix representations are intuitive, they tend to mask the true nature of the tensors, for
which only indices matter.

Bearing in mind that all these observations will ring even more true for higher-order expansions,
we believe that an effective and economical solution is to use ”"Modified Einstein” notations.
These are inspired by conventions used intensively in Mechanics, with a few added features, and
should appear familiar and intuitive to most readers. Apart from simplicity and compacity, a
significant advantage of these notations is that they can be programmed easily, which fits the
announced need for a programmable induction method. In a nutshell, the summed indexes are
denoted in bold, while the remaining active coordinates are not, and are ordered alphabetically.
Furthermore, the overall order of the tensor is recalled for convenience with the previous ”arrow”
conventions. For more detailed explanations and specific identities, we refer to Appendix D.

Theorem 5.2 (Generation of the 3-(2,0) group in the Term Structure framework)

Let us consider the stochastic instantaneous volatility model framework, whose dynamics are
defined by (5.1.1)-(5.1.2)-(5.1.3) for the underlying and (5.1.9)-(5.1.10) for the volatility. Then
we can express the first layer of Immediate ATM differentials for the sliding implied volatility

Y(t,y,0), using the notations and conventions specified in Definition 5.1 and Appendiz D.

Denoting () £ (¢,0,0), the IATM local differentials of the shape process are given by

)

~/ 1
(5.4.50) ¥,(x) = 5 [uiy; c255]
= 1 1 3
Yyx) = o 3 [Uiuk (Cz ij C2jk T C2ji C2jk T C2i4j C2 kj)] 5 [uiuj C2 ij]
1 1
(5.4.51) + 3 [usu c335 caxg) + 3 [uiujux c225k] ]
~ 1 [1, 5, 1 1,
Yox) = 291 3 [02 ij] 3 [Uiuk (02 ij C2jk T C2ji C2jk T C2ij Cij)] —+ B [C3ij]
1 1
+Z [usu; ¢y ij]2 3 [usuk c355 c31] — 3 [ususui 22 35x] ]
(5.4.52) + % out [779), + 7 } — i [uiuj Cgij] [%(t,O) — 02]

BSuch as || 7+ (1) 72T (t)* [3%(15) + 32,t(t)L] G2.4(t)(t)  for instance.
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The local differentials of the dynamics processes come as :

=1

(5.4.53) 7(t,0,0) = G, u

- 1 > 1 > 3 >
(5.4.54) v y(t,(), 0) = B [ui (CQ ij + CjS) Cij] aF B [uiuJ- C22 ijk], 3 [uiujuk C2ij C2 kl]
1
(5.455) 7(4,0,0) = a3

Note again that we have )Z'*l)?é(t,()) = X 'X(t,1)

Proof. . . o o _,
Step 1/3 : Computing the coefficients v (¢,0,0) and 7 (¢,0,0) and the skew %, (t,0,0)

We start with the static IATM identity (5.2.33) which we take to the square. The resulting
equation being valid a.s. and for all ¢, we have the following dynamics

4 Fut) [P =d £ (10,0
which we re-write, according to notation (D.0.2) and result (D.0.14) :

(5.4.56) 27 (1) d o (t) + (dT (1)) = 28(x) dE(x) + (dE(%))

L R

Let us develop each side separately.

» For the right-hand term, we get

R = 250 [+ 70 WO + T HdZ] + I 02 + 7 (0] a

= [2BWH) + 1T WP+ 7P ] di+ 2500 7 (- + 2500 7 (1) a7,

- [ﬁ(*)’z?(*) LT+ W(*)H? 95 T ()" A%(O)} dt

(54.57)  +25(%) B (K diTs + 25(6) T () -d Z,

» As for the left-hand term, we invoke the input dynamics of & (T as specified by (5.1.9),
so that £ becomes

L= 2Tt [@rat) de+ () W] + Tag(t) dZ0] + [IGoall® + [ Gaal?]

_ [z?t(t)iﬁl,t(t) [l + ||Z>3,t\|2] dt+ 23 1 () G (1) AW 123 ,(t) - as4(t) d 2,

—

= 2740 @) + [Tl + [Tl = 27 (0] Toa () X7 ()] at
(5.4.58) + 20 1() L G (t) AW + 20 (1)~ as4(t) dZ+
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%
Note that the use of the risk-neutral driver W is made on purpose. Although this will not
affect the computation of the first quantities (they only identify the driving coefficients, and are
therefore insensitive to the choice of driver), later on the computatlon of the slope X, 0(t,0,0)

will require to match the drifts of different SDEs. In short, W will serve again as a common
driver, in order to harmonise these dynamics.
We can now identify the non-finite variation terms in both sides of (5.4.56), which gives :

%
» with respect to Wy :

> L = N = Qo))
1700 7 (50,008 = Fi() ault) th 0.0 = =Zml

which after re-notation proves (5.4.53).

» with respect to 715 :

ﬁ L= ] ence g = zgt( )L7t()
171 7 (0,005 = Fu(t) dsat) h 0.0 = =m0

which after re-notation proves (5.4.55).

We now have expressed both the endogenous and exogenous coefficients. In order to produce the
IATM skew X/ ( ), we exploit the SImpV model’s arbitrage constraints, from which we borrow

the static expression of the product v (t 0,0)- 3 (t) as per (5.3.34) [p.279]. In that product we
inject the expression for v (x) (5.4.53) obtained above and get :

G F (1) L? P
ol | T T 2 WERN

from which we isolate the Immediate ATM sliding skew as

Ti(t)h aault) Tolt)

2(10,0) = =5

which after simplification, and conversion to our ”"Mofified Einstein” notations, proves (5.4.50).
Step 2/3 : Computation of the curvature i;y(*)

The strategy is to express the quantity V (t 0,0) as a function of the inputs, and then to invoke
again the arbitrage constraints imposed on the SImpV model. More specifically, we shall use

: . . L= ) :
expression (5.3.35) which provides the scalar product o(t)* v y(t,0,0), in order to isolate the
curvature.

We start by differentiating once w.r.t. y the input SDE (5.1.13) driving the Sliding IV e

05y, 0) = by(ty0)dt + B (ty, 00 dWED + Tty 0 d 2,

On one hand, if W(%_;cake this expression in the immediate ATM point (t,0,0), the endogenous
coefficient will be 17;/(1?,0,0). On the other hand, if we now compute the same dynamics of
5 4(t,0,0) using the expression (5.4.50) just obtained for > ( ( ), we can then identify the endoge-

nous coefficient in both expressions, and therefore obtain v (t 0,0) as a function of our inputs.
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So let us embark on computing the following bracket :

() doy(t) T (t) —
<d [ G ] ’th>

Using It6 and simplified notations, we have the dynamics of the skew as

d[?;:i;?] ) 3d[?i 2?}206[7i 2?]da . ol
(5.4.59) _ 20*3 a3 @, 7] —% (G270 do® 4 [l
_ N

Let us compute the two elementary dynamics underbraced above.

» Applying generic result (D.0.15) with p = 3, we obtain at once that
do® = 303 G, dw® + [-dt + [--)dZ,
» While applying (D.0.17) provides at once

[ ?J_ a9 ?} = ? 3;32 th + ?J' |:a22 dWU(t ] ? + ?lzgzgd‘?/g( ) dt + d?

=1

= ?J‘(ag—i—aQ)agth +ot [aggdWU(t]?—i—[---]dt—i—[---]d?t

We can now re-inject both elementary dynamics in (5.4.59) and get :

203

d[w] = 3 —37L(a2+?{j>a2dﬁ}”>+ —3?i[a2 dW”]?

N~

TGP Fa dW Y [t + [ ]dZ,

This expression looks fine, except for the underbraced term, which we can identify as a quadratic
form but whose current form does not suit our purposes. We can however re-express it using
modified Einstein conventions as

1

Nu
TTho o —
? |:a22 dW (t)] ? == Z O'Z'O'j aggijk de(t) == ZO‘Z‘O'J' a22,~jk th ®)
i.g k=1 i

1
= [O’iO'j aoo ijk dWO(t)

Note that our conventions allow to re-express other terms in a more compact manner :

[?l ao 7] 7L ay = [UianQij] [okaz,, L= [O'IO'JO'k(IQ agkl]l
and
ot (?{2 + E}ZL> ay = [Ui (azij + a?ji)]L iy = [Ui (a21j + a2ji) azjk]l

Finally we are able to identify the endogenous coefficients and get :

) 1 L
?y(t,U,O)L = 307 [ [Gi(GQij+a2ji)a2jk] + [oi0j azzijk ] -

1

—5
o [Jiajak@ij agkl]

N W
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which after conjugation, normalisation and reverting to full notations proves (5.4.54).

Following the annmglced strategy, we now invoke the arbitrage constraint (5.3.35) [p.279] pro-
viding the product ﬂ;(*)l7t(t). In this expression, all terms are now expressed in function of

the inputs, except for our target quantity which is the curvature i;y (%). Let us recall

= -
AU B o P L4 R LG
[5.3.35] U,(x)TT () = 55 (0T, () +35(:) 8, (%) - 0
which leads to
S = 30 TR - 207 500 + 507 [IT WP +IF )]

We can now develop this expression in function of the inputs :

~u 2 1 1 3 L
Yy x) = 3 o? [5 [ui (C2ij + C2ji) Czjk] + B [ iU C22ijk] 5 [uiujuk C2ij Cle]} ?t(t)

1|1 21 1 1L
- 207" [5 [uiujczuﬂ + oo |[@ 2+ @ )P

Noticing identities

[uiugen |? = [wingesy] [uxweny] = [uujuscunesen,, ]
and
G2 = fman 2 = 3 [waa,]? = 3 [monanyon,] = [unazaz,]
J J
we can rewrite
£ ) = o E s (e, + e3) ]+ 3 [ enmip] [uiuj@ﬂ

1 1
-3 o1 [uiuj02ij]2+ 3 073[ [uiukagij(Zij] + [uiukagijagkj] ]

Simplifying this expression, we get eventually

1

1
ot [— [uiujuk 92 ijk] + =

3
3 [ituse (c2y5Cop + 25025 + C2)] = 5 [uiujc%.]Q T3 [uiucesy C3kj]}

which proves (5.4.51).
Step 3/3 : Computation of the slope ilg(t, 0,0)
Now identifying the drift terms in both sides of (5.4.56) brings :

27 (1) T 1) + [Goal® + [Gsall? — 25 0(8) T (t) X7 (1)
- - - =~
(5.4.60) = 2B + [ TOIP + [T )2 - 25(5) 7 (02 1(0)
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We now combine all three arbitrage constraints by injecting (5.3.34) and (5.3.35) into (5.3.36)
in order to obtain the following expression for the IATM drift :

~ O | 101 R AT
bx) = 250x) + S2() [T, (0) = Ty (0| + 3504 5,7 (%) - o

/!

-~ X
+ 3 Z20¢,0) —
yX( )

T T tt) 2 1 [T TN
e U]

Injecting the above expression into the right-hand side of (5.4.60) we obtain

— o~ ~ =
25(0)b(x) + |7 W2+ [T ()2 = 25(%) 7 (0= A E(0)

= -
[ TS N PO EAOT
= 25(x) | 255(%) + 22() zyy(*)—zy(*)] +35(x) 5,7 () — 0

)

+ 50 22(00) - ?t“);zf G [ii(m _XN <t>] ]

~ ==
T IR+ RN = 256) 7 () A5 (0)

~ 1 ~

— 2 [ 25 (%) + o2 [zyy(*) S )] +30 5% ()

T Tt =, oy ]

~

+ i;(*)%(t,()) -

-~
Note that this expression is now devoid of any direct reference to the IV drift adjustment X .

Injecting (5.4.50) - which establishes the IATM sliding skew f];/(*) - the expression evolves into

= ﬁi

25()b(x) + |7 )2 + |7 )2 = 2500) 7 () A£(0)

/!

= = 1 X 1 2
2 0 2
= 20 | 2%5(%) + 0%, (x)+ 3 [uuea, | [ —(t,0) —0“| +30 1 [ujusea, ]

L a0

T Tt =, o ]

so that the full drift equalisation (5.4.60) becomes :

= ~n X 3 ’
0 = 4oXy(x) + 2U3Eyy(*) + 0 [uzuje [%(t, 0) —o?| + 2 o [uiujc%.]Q — 270, T (4, 1)

=, L o
— 20 DAV = 2T, ()T 1a(t) — a0l — sl + 2 Fu(t) a2 (t) X7 ()

At this stage, only the incidence or slope i;(t, 0,0) remains undetermined, since all other terms
can be expressed from the input SInsV model : the local'®shape of the asset ' map T — X;(T),
the local shape and dynamics of its instantaneous volatility ?t(T), and the immediate values

- =
of the model-dependent risk premia 7' — X°(T) and T — XN (T).

1n (¢,0,0).
"Equivalent to the sliding asset map 6 — X;(6).
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Isolating i;(*) and using (5.4.53), we can simplify the above expression into

-, 1 e 1 X,
Yo%) = —§g22yy(*) —5 [UinCQij] [%(t,()) — o2

1 — — 1 = 1 =
s o eyul [ N0 — 20| + 5o [Za? + 5 0 [E5l?

We can now replace i;y(t, 0,0) with its expression (5.4.51) to obtain :

- lﬁL[ T (tt) + Trt)

-~ 1 1 3 1
So(*) = o {—g [usugun e — & [uinc (oo + eage + engeng)] + 7 fuiien]” — ¢ [uiukcsucskjﬂ

1 3 2 /
-5 ey [;9(1%0) —02] = 50 [wuiea]” + 3 Wl[ T (tt) + 71,t(t)]
1 — — 1 1
+ o [ayul* [ XY@ - X7@) | + 70 12? + 7 0 [Eal?
After simplification and re-arrangement, we eventually get the slope/incidence as

~ 1 1 1 3
Yo%) = 50 [ - [cg} — = [uu (ea¢2p + C25C0 + Coy52) | + = [uiujc%.]z

3 4

UiUjUK C22 ijk] }

+ 2o feagul [ X0 - X70)]

1 1 1
P L bl - 1

!

1 / 1 X
+-ocut [u_g + 71] ~ 3 [uiujc%.] [;‘g(t,O) —0?

which proves (5.4.52) and concludes the proof.

5.4.2 Interpretation and comments
5.4.2.1 Comparison with the single-underlying case

It is interesting to note that the normalisation effort we made did bear fruit. Indeed, one can
observe that each expression in Theorem 5.2 - excepted a single term in (5.4.52) - is homogeneous
in the modulus || 7¢(t)]|.

Naturally our first task is to ensure that these results in the term structure framework do match
their simpler equivalent in the single asset setup. Downgrading the Term-Structure equations
is done in two steps. The first step consists in ignoring maturity-dependency (in particular by
killing any maturity-differential) and aligning all endogenous drivers : we can then compare
with the results of Theorem 2.4 [p.131] in the multi-dimensional but single-underlying case. The
second step corresponds to reducing all tensors to order and dimension 1, hence checking against
the simples case of Theorem 1.2 [p.45].

Among the six equations involved, some are simple and can therefore be compared at once.
Indeed it is immediately obvious that

» The skew result (5.4.50) matches its single-asset equivalents, both multi-dimensional (2.3.62)
and scalar (1.4.51).

» The equation (5.4.53) providing the endogenous coefficient is close to and clearly compat-
ible with (2.3.65) and (1.4.54).

» The same is true of (5.4.55) giving the exogenous coefficient, which is consistent with
(2.3.66) and (1.4.56).
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As for the three remaining equations, it is preferable to downgrade the expressions in order to
be convinced of the match :

» The term-structure curvature expression (5.4.51) becomes exactly (2.3.63) by removing
the T-dependency on all tensors. Then by reducing to the scalar case we get

=n _ 1 3 1 _ 1
Eyy(*) = o 1 [— [305] — 50%:| +§U 1@%—{— go- 1622

which matches (1.4.52).

» Coming to the incidence expression (5.4.52), we first exclude terms Iy, Jy and Ké. In the
same manner, we then ignore the T-dependency which brings us exactly to (2.3.64). Then
by reducing to a scalar framework we get

= 1 1 1 3 1 1 1 1 1
¥y(t,0,0) = 50[503—5[303] +ZC§+§C§_§C§_§CQ2:| —|—§001 +10202
Lo 1, 1 .1 Ll
= —c — 3 — =¢C —c —o‘c
TR TS T T2 Ty
1 11 171, 1,
= O ZGQ + 5@1 — 6@22 + O'_t §a2 + Ea?’

which is identical to (1.4.53).

» Finally (5.4.54), which describes the skew endogenous coefficient, can easily be downgraded
into the non-TS expression (2.3.67). Then reducing to the simplest case we get

[ (c2 +c2) ]+1 i Dl + L |-t
ca+c2)c —Cp — -¢ = —|=a — |—=a
2 2) €2 2 22 2 2 o 222 O't2 22

N |

D, (t,0,0) =

which matches (1.4.55).

We conclude therefore that this Theorem is compatible with previous results. Among all the
new terms, in our view the most interesting are those invoked in the incidence/slope expression

(5.4.52) :

» The term oW+ [175’ + 7 }Comes from Jy, which has been introduced in Section 5.3.1 and

studied in Section 5.3.2. The group in brackets underline that any drift written on the
dynamics of the underlying is equivalent to the volatility slide effect.

» Term Iy is present again with [uiuJ- c2 ij] [%(t, 0) — 02} and we gage that the interpreta-

2

tion we gave in Section 5.3.2 is still valid. However the term ¢ seems out-of-place, mainly

because it breaks the homogeneity of ilg (¢,0,0) (in o).
. . . N -~ ’ ..
» Finally the drift correction term { A (t) — A7(b) ] comes from K, but can be surprising,

—_
because it ignores the alignment of the sliding implied volatility process, namely \*. It

is also apparent that this drift correction only appears in the incidence term i;(t,O, 0),
which reminds us of the single-asset study, where the drift expansion terms (coefficients
indexed with at least a 1) would only appear in #-differentials.
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5.4.2.2 Inconsistency of the term-by-term single asset method

An important question that remains is the degree of compatibility between smile approximations
(both in shape and dynamics) developed on one hand in this generic term-structure framework,
and on the other hand by a term-by-term (fixing the maturity and therefore the numeraire)
approach, using the results described in Part I for a single asset.

The first aspect to take into account is that the term-structure approximation is globally coher-
ent, whereas the individual term approximations cannot be. Let us illustrate this point : by
fixing a maturity 7', we also fix the underlying and the numeraire. Hence a single-asset approach
on this underlying X;(7) will generate an implied volatility map, for all maturities until 7. But
this ”smile” has only financial significance in maturity 7'%simply because there is no liquid
option on X;(7T) with maturity 7% # T. Whereas the maturity-dependent approach provides in
all its (K, T)-domain an approximation for the actual target smile.

Apart from this fundamental caveat, what can we anticipate about the relative speed vs preci-
sion of the two methods 7 Let us start by considering the static smile.

Intuitively, in terms of precision the advantage is clearly on the side of the single asset method.
The reason is that for a given maturity 7', the term-structure method will ”estimate” the asso-
ciated instantaneous volatility o ;(T") from the immediate data o¢(t) and ?/T (t,t), as well as
the following differentials if we push the chaos expansion higher. The same stands true for the
asset X¢(7T) itself. The TS method is therefore at a loss compared to the single asset approach,
which will take in the exact values through oy = @(T) and S; = X;(T). Evidently, should we
pursue the computation to higher orders in 6 with the TS method, more maturity-differentials
would appear, providing a better prediction of ?t(T), and consequently the gap between the two
methods should close. The actual difference in precision will depend mainly on the regularity of
the underlying and volatility profiles T — X;(T) and T — & (T). In particular a very rough
profile, such as a piecewise constant function, will significantly deteriorate the performance of
the term-structure method, whereas it will not affect the term-by-term method whatsoever.

In terms of speed, and at a given expansion order, the term-by-term method will require to
compute as many sets of differentials as the number of maturities to be considered, whereas
the T'S method only requires one set. But, as we have seen, the single-asset case will be scalar
by construction, while the calculations in the multi-dimensional case can be significantly more
involved and compensate somewhat. We can therefore anticipate the same order of magnitude
for the speed of the two methods.

In conclusion, for a given computing time, the precision advantage is probably with the single-
asset method. And increasing the level of differentiation will asymptotically make the two
approximations tally, but only in T.

This superior performance, however, comes with a price. Because the term-by-term method
treats each maturity independently, we have to take extra care in order to establish some co-
herence throughout the smile. A doubtful choice, for instance, would be to use approximations
of a different order for adjacent maturities : this would be guaranteed to generate inconsisten-
cies, and possibly arbitrage opportunities. Such a mistake is clearly impossible within the term
structure framework, which brings us back to the afore-mentioned global consistency.

So far we only mentioned the approximation of the shape, but what about dynamics 7 It is
by now clear that considering smile deformation modes along the maturity axis will put the
term-by-term method in a difficult position. Indeed, this method structurally ignores that the
different maturities are related, and in particular it cannot incorporate the fact that the asset
will ”slide” with time.

18 At least in our framework, see the discussion on midcurves.
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5.5 [Extensions, further questions and conclusion

We have extended the single-asset framework into a term-structure one. Keeping in this exten-
sion spirit, could we consider families in higher dimension ? For instance, could we incorporate
another maturity to the option field and consider X;(77,7>) ? Apart from a pure mathematical
interest, the financial motivation is real, as it would enable us to represent more products.

The first type of underlyings/options that spring to mind are swap rates and swaptions. Since
these are defined by both expiry and tenor, the current methodology is a priori limited to fixed-
expiry or fixed-tenor data sets.

The second kind of product are so-called "mid-curve” options, which are usually defined by two
points on a curve representation. A typical example would be CMS'? spread options. This
extension would get us closer to non-conform cases where the maturity of the underlying and
that of the option do not match, and which are usually dealt with using convexity adjustments.

Having compared the term-structure and term-by-term approaches, it becomes clear that they
are opposed in almost every aspect. The tentation is great, therefore, to combine them into
a more powerful method. The idea would be to use the single-asset approach to correct the
maturity-dependency of the full term-structure method. However, ”interpolating” both meth-
ods between maturities is likely to give us ”the worst of both worlds”, and combine the pitfalls
of each approach.

In the maturity-dependent framework, we have mentioned that the layer-1 approximation is
determined by ?,T (t,t) and X.(t,t),ignoring the higher order differentials of these maps. A
direct corollary is that if these maps cannot be reasonably approximated (with an affine function
for instance), then the quality of our functional approximations is bound to suffer.

This leads to two trivial conclusions. The first is that in the term-structure framework, where
both the asset and its instantaneous volatility are mapped, obtaining higher order approxima-
tions in time-to-maturity # is more important than in the single spot case. The second conclusion
is that, model-wise, if we wish this method to work well we should promote the smoothest pos-
sible parametrisation in 7.

In the same spirit, and unless the method is automated, it makes sense to choose a model frame-
work that simplifies the dimensionality issue. In particular, choosing a volatility structure that

generates a simple form for the tensor 322 (t) would be sensible. In that respect, using separate
variates (t and T —t) is usually a good technical start, as well as a realistic modeling approach.
Indeed the healthy desire to ensure time-shift homogeneity of the model by relying purely on
Time-To-Maturity 7' — ¢ (see [Sch05] in the LMM case for instance) has to be balanced against
the necessity to provide a good fit to the current smile (in particular ATM options) which is made
much easier by using functions of time ¢. An interesting example of this approach can be found
in [Pit05b] (Section 7) also for the LMM, where a compromise is found by minimising the ampli-
tude of the t-perturbation over the T'—t specification, using an intuitive penalisation function. In
general terms, relying heavily on time functions for the fit tends to create trader-induced hedg-
ing noise, and this is one of the reasons why we lean towards stationary and time-homogeneous
models. In a sense, this discussion illustrates the notion of calibration to both statics and dy-
namics of the market, which we support since in principle it provides a reasonable and stable fit.

19Constant Maturity Swap
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In this Chapter we apply the asymptotic chaos expansion methodology, as developed for the
generic term structure framework covered in Chapter 5, to some of the most liquid interest rates
derivatives products, and within a Stochastic-Volatility (SV) Heath-Jarrow-Morton (HJM) mod-
eling setup. Our aim is still to link the instantaneous (stochastic volatility) dynamics to those
of the implied volatility surface, with a natural emphasis on the direct problem and up to the
first 0-(2,0) layer.

Thanks to the results provided in the general context, we can proceed in only two applicative
steps, the first rather conceptual and the second more computational. The first step is to cast
the specific products (bond options, caplets, swaptions) into the generic framework, which in-
volves the allocation of several term structures (the underlying, the numeraire, the measure, the
payoff). The second step consists in the computation of the chaos dynamics for the underlying
term structure defined above, but within the chosen SV-HJM parameterisation.

In Section 6.1 we set the input SV-HJM modeling framework in a generic, chaos diffusion style.
In preparation for the intensive usage of tenor structures, we also introduce some dedicated nota-
tions. We define and justify our objectives in terms of the specific derivative products targeted,
as well as the required precision of the output smile shapes and dynamics. We then impose
some realistic simplifications to the interest rates environment, which will help in the modeling
phase. Finally we discuss briefly the close relationship and common potential of the SV-HJM
and SV-LMM classes.

In Section 6.2 we expose some useful intermediate results, pertaining to the dynamics of rebased
bonds, first single Zero-Coupons and then full-blown fixed structures.These results allow to de-
scribe the chaos diffusion of a driftless process, which is a necessary element of our approach,
and will simplify our computations later on.

In Section 6.3 we cover the first type of derivative product, the European call options on fixed-
coupon bonds. As mentioned above, we first immerse the problem into the generic setup, and
then compute accordingly the chaos dynamics for the chosen underlying. The presence of the
tenor structure generates complex results, which unfortunately lend themselves to only a basic
interpretation.

In Section 6.4 we proceed along the same path for Caplets, expressing all the 0-(2,0) coeffi-
cients necessary to formulate the i]—(Q,O) group of TATM differentials (both static dynamics).
We exploit the relative simplicity of the Libor rate dynamics to provide an interpretation for
them. Specifically we proceed with a semi-numerical analysis of the various terms, focusing on
their sign and relative magnitudes, by introducing sequentially some realistic simplifications and
assumptions.

Last but not least, in Section 6.5 we similarly cover the European payer Swaptions, which with-
out surprise turns out to be the most involved case with regard to computation. In an even
more pronounced manner that with bond options, we exploit as much as possible our earlier
results pertaining to basket dynamics.

Finally in Section 6.6 we discuss the (tempting) possibility of obtaining the same price surface
information through an indirect approach, by considering options on assets rather than on the
corresponding rates. Naturally this approach only concerns Caplets and Swaptions, which we
treat separately.
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6.1 Definitions, notations and objectives

6.1.1 The HIJM framework in a chaos context

An HJM framework can be defined equivalently by specifying the dynamics of either the forward
instantaneous rate fi(7') or the Zero-Coupon (ZC) Bond By(T). Due to the market model
approach that we have chosen to take throughout this study, we shall use the latter.
Consequently, let us denote the no-arbitrage dynamics of the ZC family By(T) as

dBy(T)
By(T)

%
(611) Tt dt + ?t(T)J_ th
where r; is the short rate and W is a Wiener process under the risk-neutral measure Q.
We then specify the dynamics of the family of instantaneous volatilities with

(6.1.2) dTH(T) = Q1o(T)dt + Goy(T) AW + Gse(T) dZ+

S

(6.1.3) dao (T) = [--]dt + 322,t(T) aW, + [-%-] dZ,

Again, I?/t and 715 are independent Wiener processes with each a unit covariance matrix, while
the instantaneous coefficients defining the volatility structure, ?t(T), a@14(T), Zg,t(T), etc. are
simply imposed to be adapted Itd processes. In particular they can be driven by the exogenous
Wiener process Zy, which justifies that this framework covers the SV-HJM model class in a
very generic fashion, since the model state variables have not been defined.

Remark that the reference measure has been arbitrarily chosen as the risk-neutral one, but that
this choice relates mainly to convention and the desire to exhibit the short rate r;. Indeed, in
many cases a forward or terminal measure Q”* is actually more pertinent and/or usual. Note
that in that instance the associated numeraire becomes By(T}) so that all ZCs are martingale.
Nevertheless, it is noticeable that whichever measure is selected, it has the potential to com-
plexify the ZC dynamics further down the line, so that the chaos volatility structure (?t(T),
ZQ,t(T), etc.) might come with complex drifts.

6.1.2 Tenor structures and simplified notations

The HIM framework (6.1.1)-(6.1.2)-(6.1.3) relates to the yield curve and is therefore structurally
continuous w.r.t. maturity 7. In the sequel however, we will be often be dealing not with a
full and continuous term structure, but with discrete and finite tenor structures or schedules
{T}}y<i<n Which can be trivially re-parameterised using accruals {6;}; ;< n

(To, Ty, - ,Tn] <= [To, &, - ,0n] with & 2 Ty — Ty

These tenor structures are associated essentially to bond and swap trades, which we will identify
through their start date Ty, leaving the accruals to complete the specification of the schedule.
This choice is obviously motivated by our generic term-structure approach, and justifies the
following definitions (2) and compact notations (=) :

. . A . .
By = By = BTy = Bi(Ty) ?z = ?i,t = ?i,t(TO) = ?t(Tz)
. . A = .= . = N
D = Ay = Qind(To) = d1(T) Qio = oy = wioi(To) = aoy(Ty)
= . = . = = = . > .= =
Qiz = oiz: = aizg(To) = as.(Ty) Qigo = Gions = Qiong(To) = Goog(Th)

Let us now move on and define formally the aims of this Chapter.
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6.1.3 Objectives and assumptions

Our objectives are to establish the links between the SInsV and SimpV model classes, in an
interest rates environment and within an SV-HJM modeling framework. More precisely, the
dynamics of the Zero Coupons will be given by (6.1.1)-(6.1.2)-(6.1.3) and we will consider the
option price surfaces corresponding to the three following product types : bond options, caplets
and physical swaptions. We justify this choice by the fact that, at the time of writing, these are
the most liquid vanilla'smiles.

The connection between the two stochastic volatility model classes will be demonstrated re-
spectively for the 0-(2,0) group of instantaneous coefficients and the i—(Q,O) group of TATM
differentials (refer to Definition 1.1 [p.41]).

In order to apply the results of Chapter 5, we will have to immerse the product (underlying,
numeraire, measure and option payoff), along with the HJM chaos dynamics (again, only up to
the 0-(2,0) group of coefficients), into the former generic maturity-dependent framework.

In order either to simplify our results (without altering their structure) or to give them more
range, we either adopt or ignore certain approximations and assumptions that are commonly
found in the interest rates literature :

Assumption 6.1 (Simplification of the IR underlying market)
Unless specified otherwise,

» In all tenor structures considered, the rate frequencies are not necessarily perfectly regular.
In other words we do NOT have §; = § Vi which would imply T; =T;—1 +0V1 <i < N.

» With all Libor rates envisaged, the firing and value dates will be identical. Similarly, in all
tenor structures considered, the calendar, fixing, accrual and payment dates do coincide.
Finally, the associated Libor rates will be ”spanning”, meaning that the maturity date of
one Libor is the fizing date of the next one.

» Any basis (e.g. tenor basis, currency basis, credit spreads) will be ignored, so that only one
yield curve will be sufficient. In particular funding and projection curves will be identical.
Note that some of this restriction could be lifted without much technical difficulty, but at
the expense of readibility.

» In all swaps considered, the fixed and floating legs are not necessarily synchronous. In all
generality we could have two completely distinct schedules, which would just increase the
size of the date population to be considered. However, according to the previous assump-
tions, we can value the floating at par with

Vi (floating leg) = By(Ty) — By(Tw)

Therefore, for simplification purposes we will consider that the first and last dates (Ty and
Tn) do coincide on both legs.

» The swaptions under consideration have an expiry date that coincides with the start date
of the underlying swap.

» The swaptions under consideration are physically settled, as opposed to cash-settled.

In fact, on Euro markets for instance, cash-settled swaptions are more liquid than physical ones. Similarly,
CMS options can be considered as very liquid. But these are deemed quasi-vanilla products, since their valuation
does not rely on a pure martingale argument. Indeed they require a further curve assumption to be made in order
to infer the annuity vs swap rate relationship.
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6.1.4 On the relative pertinence of the SV-HJM and SV-LMM classes

Note also that a further interest of this Chapter is that a large proportion of the results it estab-
lishes will later be recycled for the Stochastic Volatility-LMM framework (see Chapter 7). This
can be seen as a convenient computational trick, but in fact the link between the two model
classes is strong and fruitful.

It is true that very few instances of an SV-HJM model have been published, and even less are
used in practice. The popular IR model which is closest to that class is the low-dimensional
Markovian family developed in [Che92] and [RS95]. Compared to the rather large number of
SV-LMM discussed in the literature (see [AA02] or [Pit05b] for instance) this seems a bit odd.
However one of the main reasons for this situation is actually historical. Indeed the HJM frame-
work has been used since the early 90s in a downgraded, low-dimensional Markovian form,
focusing on the availability of closed-form solutions for vanillas, and the pricing on lattices of
callable products. The LMM on the other hand, became fashionable with the practitioners ten
years afterwards. It was focusing on the relevant state variables for the option world, and it was
understood from the start that the model’s potential lay in high dimension, so that pricing of
exotics would have to go though Monte-Carlo.

The fact remains that not one framework is richer than the other, as these are just two distinct
parameterisations of the same class. With local and early stochastic volatility extensions, there
were indeed differences in performance, as for instance the Caplet smile was trading very log-
normally (which is very difficult to represent in an HJM setup).

But with newer, full-blown stochastic volatility models, the overlap is much stronger. Indeed, an
LMM framework can be re-expressed with dynamics of the rebased bonds for instance. Clearly
in our generic SInsV setup the two frameworks are identical, since we can have a bijection be-
tween the underlying maps, and that the state variables for volatility are ignored. Furthermore,
we will see in the course of Chapters 6 and 7 that the HJM framework makes computations
easier for the group of three liquid options considered as a whole.

In our view, these reasons alone justify that we should deal with the SV-HJM model class on
par with the SV-LMM, and advocates that both classes present an equally impressive potential
in terms of calibrating and hedging for complex structured products.

Having now set the bakground and framework of our study, let us establish some intermediate
results pertaining to the dynamics of rebased bonds, which will provide the driftless dynamics
required by our asymptotic methodology.
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6.2 Dynamics of rebased bonds

In the perspective of our generic framework, an obvious issue of the HJM parameterisation
(6.1.1)-(6.1.2)-(6.1.3) is the presence of a drift in the asset dynamics (6.1.1), in the form of the
short rate r;. The classic answer is to choose a new numeraire, and an associated measure,
making the Zero-Coupons martingale. We present such a re-basing in all its generality, and
express the new chaos dynamics, as required, up to the o-(2,0) level. Bearing in mind the target
products (i.e. swaps and bons) we then compute those same dynamics but for a fixed-weights
basket of such re-based Zero Coupons.

6.2.1 Dynamics of the rebased Zero Coupons

Let us consider a given but generic traded asset, whose a.s. non-null price process is denoted by
{mt};>0- We specify its chaos dynamics under the risk-neutral measure and up to 0-(2,0) level
as

@ = rpdt + %M th where 7; is still the short rate
Tt
— =
= Crgdt + CogdWy + CaidZ, dCoy = []dt + ConydWy + [1dZ,

Note that in all generality we could make the numeraire 7; maturity-dependent, i.e. we could

have 7(T'), but this additional complexity would bring no added value to the matter at hand.

More specifically, although later in this chapter m; will be chosen as the price of a bond, it

happens that in the current generic section its financial nature is rather irrelevant. Indeed

and its dynamics unambiguously define, as usual, an associated measure Q™ and a Wiener driver
T. We then use this new numeraire to deflate? the whole HJM Zero-Coupon map :

By(T)

Tt

dWT = dW, — 7 dt and VT >t BrT) 2

We then have under Q™ some drift-less dynamics for the new deflated Zero Coupon map Bf (T').

Due to the additive nature of the new volatility map 7T — ?f(T) it is also easy to present
its associated chaos structure under the new measure, at least at the 0-(2,0) level. Formally we
present the following utilitarian result :

Lemma 6.1 (Dynamics of the rebased Zeros)
The rebased Zero Coupons prices satisfy the following SDE system

dB{(T)
B (T)

with the chaos dynamics continuing as

(6.24) VT >t — Trawr with  TXT) 2 TuT) - 7

™ — ™
dTT(T) = QTT)dt + G, (T) dWT + ay,(T) dZ,

TEF(T) = [l dt + Gy (T) AT + [ dZ,
and where the coefficient correspondence is given by
(6.25) Gou(T) = ans(T) — Cay (6.27)  Gy,(T) = Gsy(T) — sy
(626) ATT) = T1a(T) — Crys + ag,(T)7 (62.8) Gop (T) = Gony(T) — Cany

2 This technique is also commonly called rescaling or rebasing in the literature
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In the sequel we shall of course adapt the simplified notations of section 6.1.2 to this new rebased
environment, for instance

T7 =T = Trm) £ T7m)

6.2.2 Dynamics of a rebased ZC basket with fixed weights

Now let Pj" be a fized-weights basket of such Zero Coupons, with a current deflated price of
P N
(6.2.9) Pro= == ) GiBI(T)
i=1

This basket can of course be seen as a rebased bond with fixed (possibly unequal albeit deter-
ministic) coupons, but its use will be further-reaching. For the moment we wish to compute the
0-(2,0) coefficients of its chaos dynamics. We naturally apply straight the results of Corollary
2.4 [p.147] relating to fixed-weights baskets, to obtain :

Corollary 6.1 (Chaos dynamics of a bond basket under a generic martingale measure)
Following the definition presented in (6.2.9), we get the basket dynamics as

These o-(2,0) coefficients are expressed as follows, both in the re-based and native forms. First
the instantaneous volatility comes as

Using simplified notations, the first-depth coefficients are expressed as

for the drift, then the endogenous term comes as
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while the exogenous component is more simply expressed with

Finally the single, second-depth coefficient comes as

which with the native HIM parameterisation gives

Proof.

These results come as a direct application of Corollary 2.4 [p.147] and Lemma 6.1 [p. 304],
where the population of N underlyings corresponds to the basket of Zero Coupons.

First the volatility expression (6.2.10) comes simply as a combination of (2.4.82) and (6.2.4).
Similarly, the exogenous expressions (2.4.85) and (6.2.5) yields (6.2.16).

Then the first endogenous expression (6.2.14) is a direct application of (2.4.84), which we can
re-formulate in function of the original inputs using (6.2.4), (6.2.5) and (6.2.10) :

- N 20

=P, —

Aoy = — Z Wit ?i,t - M
Li=1

N = = ? ,72®
+ Z Wit | a2t — Cot+ [ it~ %]
i=1

2®
<
+ 7 ®

[N
= - Zwi,t?i,t
Li=1

N N
—2Q = =

E wi,t?i,t — Y — catt+ E Wit Q2 ¢

i1 i=1

N
And
+ sz’,t?i? ~W® + 7%
=1

N
g Wi,t?i,t
i=1

which after simplification proves (6.2.15).
Turning to the drift coefficient, we apply the Corollary result (2.4.83) which provides (6.2.14).
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Then recalling the native volatility map, we get

N
—pT A =D —pmw - = = —
a1s = _a2,t? +E Wit zlt_01t+ Oéth—Czt Y| + E Wit Oéz2t—C2t ?i,t_’)/t

=1

which by using (6.2.4)-(6.2.5)-(6.2.6) we simplify into (6.2.13).
Finally the direct application of (2.4.86) provides the second-depth coefficient as per (6.2.17).

Noting that
T Treormelr = TTe {?g - ?P’”} o TT

we get by substituting the rebased coefficients with the native ones

N = al - 2© al e al
(¢ = | €2 — Z Wi (061‘,2 + ?z > Z wi?i Z w; ?Z - 7]
i=1 i=1 i=1
N <
+ Z wi [31‘,2 - ?2} ® [?z - 7}
i=1
N N N
+ Z w; {2@22 - 5C>22] + Z w; || I — Z wil'j | (o2 —c2),,,
i=1 i=1 J=1 n
N N
+Z w; [? 7] ® ?z Z wj?j ® [?z — 7}
i=1 j=1

We identify three terms on the right-hand side, which we develop and simplify individually :

Term 1
2®
= = 2®
€2 —Z wi [Oéi,Q‘i‘ ?z }

i=

i_v: C«)i?i ® _ﬁ: w; ?, - + i\f: w; [ZZQ - ?2} ® [?Z - 7}

—

N 12® N o N N N N L.
= [Z Wi?i - Z Wi ?z - Z Wi (2 Z Wi ?z - 7 + Z wi a2 & {?z - 7]
i=1 i i=1 i=1 | i=1 i=1
N 139 N o] o [ N o[
2 [sz?z - [sz ?z sz?z] - [ witiz| ® sz?z]
i=1 i i=1 i=1 i=1 i=1

N > N 2@ <~ N 2R
sz[am@ } 7® sz?z +7® Zwi?z
i=1 =1 i=1

Term 2

N N N N N

Z Wy |:051 22 — 622} + Z (0 I Z w]F] (az 2 — C2)

i=1 i=1 j=1
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<

= [i wz‘?f’@ (9 iv: wz?z] - 75

Z; wi??@)] _ Z:Z: Wiw; [ i ® ?j & ?Z]

i=1 j=1
Gathering all three terms we get

nd

o N 3® N - N N

Qgop = 2 [sz?z] - [sz A sz?z] - [sz‘az‘g
i=1 i=1 i=1 i—1

N 2® N

3w T S w T

i=1 i=1

N N N
= =
—Co + Z w; Q92 + Z wi | | I — Z wil'y | 2,
i=1 i=1 Jj=1 n

o
®

]

i=1

+7 e

N
+Zwi [Zm g ?z} - 7 g
i=1

N N 2®
<> <>
+ E wi?;ﬂ@ ® E wz?z] - 7 ®
i=1 i=1

ﬁ; wiﬁ?@] S vy [Fia Ty e T

i=1 j=1

This equation simplifies into

_pm N N N N N
Qggy = —C22 +Z w; 22 + sz |:0422 ® ] szazQ
i=1 i=1

<~

N
+ > W T E +2
i=1

Ser]

> wﬁ?@]

i=1

N
Z Wi?i
i=1

N N N N
_ZZ WiW; [?i@)?j ®?Z} —I—Z W I, — Z U)jrj ai=2mp

i=1 j=1 i=1 j=1 .
which by introducing the modified Einstein notations provides (6.2.18) and concludes the proof.
|

With the rebasing of bonds sorted in terms of dynamics, we are now ready to proceed with our
asymptotic approach. Out of the three product families we choose to start by the oldest, the
bond options, which is also the one demonstrating with the most clarity the benefits of that
rebasing :
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6.3 Bond Options

In this section we provide the input required by the asymptotic chaos expansion methodology, up
to the first layer, for a term structure of bond options and within an HJM modeling framework.
It seems that a European call written on a vanilla bond, when using an HJM parameterisation,
is a very natural instrument to consider. Indeed, the underlying consists in a fixed-weight basket
of Zero-Coupons, which are themselves the native state variables for the yield curve.

6.3.1 Casting the bond options into the generic framework

For simplification purposes, we will avoid accrued coupon issues by imposing that the option
maturity T must coincide with an anniversary date Ty of the underlying bond. In terms of ma-
turities, tenor structures are bi-dimensional in nature. Therefore in order to build the necessary
option/underlying term structure we fix the tenor and allocate the framework maturity to the
start date Ty, effectively making the bond sliding w.r.t. that date. In summary

T = Ty is the option expiry

Vi/1<i<N T, = T,_1 + 6 are the coupon dates

The underlying sliding bond is then defined by three elements : by its maturity 7', by the sliding
tenor structure § = {0i},<;<n and by the fixed coupon c. In consequence we shall denote its

price process by Pf (T’; ¢) and we will employ the schedule notations of section 6.1.2. As for the
option payoff, it will assume a cash exchange® at time 7T for a value of

A 5 +
o(T) 2 [PT(T; ¢) — K]

Our choice of mapping w.r.t. an anniversary date and with a fixed tenor is not the sole alterna-
tive, but in our view both the simplest and the most useful choice. However it cannot be used
to represent all european options (all strikes and expiries) written on an existing, running bond.
Although (conceptually) feasible, designing a framework to support the later case is significantly
more complex. Indeed it must cope with the embedded discontinuity of the underlying and of
the option settlements, which does not fare well in our asymptotic perspective.
Having defined the underlying and option continuum, let us move on to the SDE system. In
order to make the bond’s dynamics martingale, we shall use the usual method of re-basing via
a given asset. In light of the simple payment sequence, that numeraire should naturally be the
Zero Coupon By(T) for the same maturity* . Adapting the notations of section 6.2, we write
the rebased Zeros and define the underlying Term Structure as per

B P)(T; al
Bl (U) & dU) - nd X(T) +— PP (Tyc) & R _ > 6:BH(Ty)
=1

By(T) By(T)

The numeraire being selected, we have the martingale measure as the T-forward measure. In
summary, the immersion continues with the following allocations :

(T)

N(T) « B(T) Q@  of WMD)  WT with aW? = dW, — T(T)dt

Finally, we verify that the actual payoff is coherent with the framework, which is true since
5 + 5T +
Br(T)=1 = |PNTic)-K| = Br(T) [PEY(T;c) - K}

At this point, the Black formula and the corresponding re-parameterisation via the lognormal
implied volatility presents then no difficulty, which completes the formal cast.

3 As opposed to a physical settlement, but unlike the swaption case here the valuations are identical.
“Note that, since for all considered indexes i we have T' < T5, the re-based ZC defined by

BT (T) £ B (T;) £ By(T;)/B:(T) is 