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à Madame Valérie Roy pour l’expérience édifiante comme tuteur dans le
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Résumé

Le présent rapport décrit une méthode de résolution d’un problème de contrôle
multi-objectifs d’un système linéaire multi-entrées multi-sorties. Étant donné
un système, on cherche un régulateur tel que la dynamique du système rebouclé
sur son régulateur vérifie certaines propriétés. Outre ces contraintes sur la
dyamique, on exige que le régulateur optimal ait une complexité – mesurée par
son degré de McMillan – donnée. Ce problème, réputé difficile, a fait l’objet,
depuis le début des années 2000, de nombreuses recherches [3], [8] et il ex-
iste désormais des boites à outils Matlab telles que Hinfstruct et Hifoo qui, à
ordre de régulateur fixé, en donnent une solution. Essentiellement, les algo-
rithmes proposés reposent sur des techniques d’optimisation non différentiable
du critère par rapport au régulateur lui même. Ce rapport présente une autre
façon de résoudre ce problème. A la différence des techniques mentionnées ci-
dessus, on construit un calcul differentiel fondé sur un paramétrage minimal des
régulateurs stabilisants. La démarche proposée connecte des idées de trois do-
maines différents présentés au cours des trois chapitres principaux. Le chapitre
2 développe, à partir du concept de factorisation sur un anneau initié par le
travail de [13], une méthode générique de factorisation à ordre donné d’une
boucle fermée en faisant apparaitre un paramétrage nouveau du régulateur. Le
chapitre 3 introduit la notion de système conservatif qui, selon [2], forment une
variété différentiable. Cette propriété, appliquée au paramétrage développé à la
fin du chapitre précédent, permet alors de bouger le correcteur d’une manière
différentiable : pour un régulateur réel d’ordre n et de dimension p×m, le nom-
bre de paramètres réels nécessaires à sa représentation est n(p+m) à comparer
avec les n2 +n(m+ p) utilisés par [3] et [8]. Le chapitre 4 introduit le problème
d’optimisation multi-objectifs dans lequel les spécifications sont exprimées au
moyen de quelques normes communes de système. En appliquant les résultats
trouvés en [4] et en utilisant le calcul différentiel développé à la fin du chapitre
précédent, il devient possible de calculer un sous gradient du critère qui, par
une méthode de descente, permet d’améliorer le régulateur relativement aux
spécifications données tout en gardant son ordre fixé.

Dans le chapitre 2, étant donné l’unité P , on cherche un régulateurK tel que
les éléments formant la matrice de transfert H de la boucle fermée construite à
partir ces deux systèmes linéaires, soient des fonctions de transfert propres ayant
toutes leurs pôles dans une zone Z prédéfinie par l’utilisateur. L’ensemble de ces
fonctions de transfert a une structure d’anneau et les résultats de la théorie des
anneaux présentés en A.1 peuvent être appliqués afin d’obtenir une description
de tous les régulateurs qui satisfont cette exigence de conception. En partic-
ulier, on montre comment ils engendrent une factorisation de la boucle fermée
sur l’anneau de référence et comment l’ensemble des régulateurs factorisants
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peut être décrit au moyen du paramètre de Youla-Kucera Q. Le passage à la
représentation d’état, qui est numériquement plus pratique, introduit une nou-
velle variable à savoir la dimension de l’espace d’état de la représentation. Bien
qu’une factorisation soit toujours possible, celle-ci se paye, en général, par des
réalisations de grande taille pour chacun des facteurs et par des régulateurs
complexes d’ordre élevé. Une factorisation de la boucle fermée à ordre fixé est
alors introduite comme un cas spécial de la factorisation générale obtenu en
fixant les dimensions des espaces d’états de l’unité et du régulateur. L’avantage
de fixer ces dimensions consiste en ce que les régulateurs à ordre réduit, avec
une dimension d’espace d’état égale ou inférieure à celle de l’unité, peuvent
être paramétrés directement, ce qui est intéressant si la situation de contrôle
demande des régulateurs à complexité réduite. Enfin, on montre pourquoi les
paramètrages à ordre fixé QL,QR partagent avec le paramètre Q la propriété
d’être chacun un élément de l’anneau pour que la boucle H le soit aussi, un fait
qui permettra à QL,QR d’être eux mêmes paramétrés au moyen des systèmes
conservatifs au cours du chapitre 3.

Le chapitre 3 introduit la notion de système conservatif et fournit un para-
métrage des paires stables observables en résolvant un problème d’interpolation
du type Nudelman. Il a été montré en [2] que les systèmes conservatifs et
les paires stables observables qui peuvent en être extraites forment une variété
différentiable. Le régulateur K pouvant ne pas être stable, ce paramétrage
ne peut pas être appliqué directement à K. Cependant il a été montré à la
fin du chapitre 2 que le paramètre gauche QL devait être stable pour que la
boucle H soit stable et observable pour que le régulateur K soit observable.
Le paramétrage de la paire stable observable contenue dans QL permet alors
de faire varier de fa con infinitésimale QL tout entier et de construire un calcul
différentiel sur QL ce qui sera important au cours l’étape d’optimisation du
chapitre 4.

Le chapitre 4 définit un problème d’optimisation multi-objectifs. Pour une
unité P donnée, un régulateur K doit être trouvé tel qu’il soit optimal relative-
ment à une fonction de coût donnée et des contraintes données. Ces objectifs
d’optimisation sont formulés en termes de normes L1, L2/H2, H∞ de système.
L’avantage d’utiliser les normes L1, L2/H2, H∞ consiste en ce que leurs calculs
peuvent eux-même être énoncés sous forme de problèmes d’optimisation semi-
définis standards ce qui permet de calculer les sensibilités locales ainsi que le sous
gradient du critère d’optimisation multi-objectifs. La formulation du problème
d’optimisation en termes du paramétrage élaboré au cours des chapitres 2 et 3
permet alors de bouger de fa con infinitésimale le paramètre QL à la place de K
dans la direction descendante indiquée par le sous gradient. Dès lors que la tâche
d’optimisation est complète, le régulateur K peut être récupéré du paramètre
QL. Ceci permet une amélioration locale du régulateur initial K0 donné vers
un régulateur supérieur K∗ relativement à la fonction de coût et dans le cadre
des contraintes.

Pour conclure cette introduction, disons qu’une méthode d’amélioration d’un
régulateur relativement à des spécifications multi-objectifs formulée en termes
des normes de système L1, L2/H2, H∞, est présentée. Trois éléments clés dis-
tinguent l’approche proposée. Premièrement, un paramétrage des régulateurs à
ordre fixé au moyen d’un paramètrage des systèmes stables et observables, basé
sur le travail en [13]. Deuxièmement, un paramétrage de toutes les paires stables
observables qui permet un ajustement infinitésimal du régulateur basé sur le tra-
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vail en [2]. Et troisièmement, l’utilisation d’une information de sensibilité pour
calculer le sous gradient local du problème d’optimisation pour que le régulateur
puisse être ajusté de la bonne fa con, basé sur le travail en [4]. Bien que beau-
coup de mesures de performance pour quantifier les spécifications d’un problème
d’optimisation multi-objectifs existent, les normes de système L1, L2/H2, H∞
sont possiblement les plus importantes. Elles ont été choisies dans ce rapport à
cause de leur pertinence pratique et aussi pour illustrer le champ d’application
de l’approche proposée. Pour un système donné, si les normes H2 et H∞ se
traduisent par des inégalités matricielles linéaires, la norme L1 s’obtient com-
mme inégalité matricielle bilinéaire. Malgré ces différences, la méthode que
nous proposons traite ces contraintes d’une manière uniforme, comme une partie
d’une contrainte semi-définie plus générale. La nécessité pour l’approche pro-
posée d’accéder à l’information de sensibilité ne limite nullement les contraintes
possibles à ces trois normes. De fait, la solution décrite dans cette thèse est basée
sur le paramétrage gauche QL du régulateur auquel correspond un paramétrage
des paires stables observables. Cependant l’approche duale est aussi possible.
Elle utilise le paramètrage droit QR du régulateur et le paramétrage des paires
stables contrôlables. Dans les applications pratiques on peut imaginer d’utiliser
QL et le paramétrage des paires stables observables dans le cas où K a plus
d’entrées que de sorties vu que les matrices de sortie CK ,CQL ont des dimen-
sions inférieures à celles des matrices d’entrée BK ,BQR et que le paramétrage
des paires stables observables de (AQL,CQL) devient alors plus simple que le
paramétrage des paires stables contrôlables de (AQR,BQR) et d’utiliser QR et
le paramétrage des paires stables contrôlables dans l’autre cas. Les équations de
Riccati (2.21), (2.22) peuvent posséder des solutions RKP ,RPK multiples pour
une unité P et un régulateur K donnés. Les conséquences sur le comportement
de l’algorithme de descente ne sont pas encore connues. Il peut être possible
que ces comportements soient différents pour des RKP ,RPK différents de sorte
que, démarrant d’un point selle ou d’un maximum de la fonction de coût par
exemple, le résultat de l’optimisation locale soit totalement différent.
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Chapter 1

Introduction

This report describes an attempt to solve a multiobjective optimization problem
in the domain of multi input multi output linear time invariant control. This
problem consists of a specified plant whose output signals are fed back to its
input signals by an unspecified controller so that multiple specified objectives
are met. As an additional constraint, the resulting optimal controller is required
to have a specified complexity, measured by its order which is, simply put, the
dimension of its associated state space.

1.1 Motivation

The idea for this approach started while trying to improve a working controller
for a satellite with respect to a specified cost function and constrained by multi-
ple specified design requirements. The environment in which the controller has
to run on board of a satellite strongly affects the choice of suitable controllers.
Objects in space operate in a very low density environment, almost vacuum.
On the one hand, the low material density surrounding a satellite implies al-
most no fluid damping of oscillations of the main body and its most often long
elastic appendages, like solar panels. Modeling a satellite therefore leads to a
complex plant of high order with almost undamped elastic modes that can not
be neglected. On the other hand, the almost lack of a material screen around
the satellite has it exposed to strong electromagnetic radiation. The onboard
computers therefore need to be radiation hardened which leads to a lower com-
putation performance as a tradeoff. This explains why in this environment the
controller is required to be of a specified order, almost always lower than the
order of the plant, which is the satellite model. While common sense suggests
that it must be easier to find an optimal controller of high order since there are
more parameters and thus more freedom to play with, the converse argument
indicates that it also might be more difficult to find a reduced order controller
that matches the specifications. This challenge is the motivation for this work.

1.2 Overview

There exist methods Hinfstruct and Hifoo which have been cast in Matlab tool-
boxes of the same name, that allow the controller order to be fixed, as presented

1



2 CHAPTER 1. INTRODUCTION

in [3] and [8]. These algorithms apply nonsmooth optimization directly to the
controller. Another attempt to solve this problem is described in this report.
In contrast to the aforementioned techniques, a differentiable parametrization
of the controller is developed so that smooth optimization can be applied to
the controller parameter and thus indirectly to the controller. It connects ideas
from three different areas that are presented in the three main chapters.

Chapter 2 introduces the concept of feedback loop factorizations on algebraic
rings pioneered by the work in [13]. However, this approach, while providing
a parametrization of all controllers, in general leads to high order controllers
that more or less cancel out the plant dynamics and replace it with any desired
dynamics. The controller is thus in general working against the nature of the
plant. To avoid this, a new approach is presented that uses fixed orders from
ground up, starting with fixed order loop factorizations and ending with a fixed
order controller parametrization. The parametrization of fixed order controllers
inherits an important property from the aforementioned parametrization of all
controllers in that the parameter needs to be stable for the feedback loop to be
stable. In addition to that the fixed order parameter needs to be observable for
the controller to be observable. Hence the fixed order controller parameter is
necessarily stable and observable, a fact that is important for the next chapter.

Chapter 3 introduces the notion of square lossless systems and shows that
any stable observable pair of a state space realization can be completed to form
a lossless system. A parametrization of stable observable pairs is then obtained
by solving an interpolation problem for lossless systems. It has been shown in [2]
that lossless systems and the stable observable pairs that can be extracted from
them form a differentiable manifold. Thus, parametrizing the stable observable
pair of the fixed order controller parameter found in the previous chapter allows
to move the fixed order controller parameter smoothly, a fact that is important
for the next chapter.

Chapter 4 introduces the multiobjective optimization setup with objectives
formulated in terms of some common system norms. This problem turns out to
be nonconvex and thus difficult to solve. However, fixing the controller parame-
ter leads to a convex solvable problem. Solving the multiobjective optimization
problem for a current controller parameter value then provides a local sensitivity
information in form of the optimal Lagrange multiplier value. By applying the
results in [4] this sensitivity information can be used to calculate the subgradi-
ent of the cost function for the current controller parameter value. Due to the
smooth parametrization of the controller parameter found in the previous chap-
ter, the information provided by the subgradient enables a local improvement
of the controller parameter value with respect to the cost function. Then the
multiobjective optimization problem is again solved for the updated controller
parameter value and the process repeats until satisfactory results are achieved
or no further progress is made.

To ease the reading, an annex is provided with some of the most frequently
used formulas and theorems in algebra, analysis and linear time invariant system
theory.
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1.3 Notation

Within the scope of this report bold lowercase letters represent vectors, bold
uppercase letters represent matrices and non bold letters represent scalars. The
constants 0 and 1 represent the additive and multiplicative matrix identities
respectively. The matrices AT and AH represent the transposed and transcon-
jugated matrix A respectively. The functions trA and detA denote the trace
and determinant of matrix A respectively. The functions rnkA and colA re-
turn the rank and number of columns of matrix A respectively. In an abuse
of language, a matrix A is called stable if and only if Reλ < 0 for continu-
ous systems or |λ| < 1 for discrete systems for all eigenvalues λ of matrix A.
The sets C,R,Z,N denote the sets of complex, real, entire and natural numbers
respectively, the set Nn denotes the natural numbers up to and including the
natural number n. A zero subscript denotes an initial value, a star superscript
denotes an optimal value.
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Chapter 2

Controller Parametrizations

In this chapter, a feedback loop H is constructed from two linear systems,
a given plant P and a controller K which is to be designed. The controller
has to assure that the transfer matrix of the feedback loop becomes a matrix
of proper transfer functions whose poles are confined to a user defined region
Z. These transfer functions form the algebraic structure of a ring. Results
of the ring theory provided in A.1 are then applied to obtain a description
of all controllers that meet this design requirement. It is shown how these
controllers admit a general factorization of the closed feedback loop on the given
ring. A parametrization of all these factorizing controllers with a parameter Q
is then given in transfer function representation. Passing to the numerically
more practical state space representation of linear systems introduces a new
variable which is the state space dimension or order of a representation. Albeit
a factorization is always possible, it is shown that this in general has to be paid
by high state space dimensions of the factors which leads to complex controllers
of high state dimension. A special fixed order factorization of the feedback loop
is then presented in state space representation, which is the special case of the
general factorization in that the state space dimensions of plant and controller
are fixed. Fixing the dimension has the advantage that reduced order controllers,
with state dimension equal or less than that of the plant, can be parametrized
directly, which is of interest if controllers of low complexity are to be found. The
fixed order parameters QL,QR share the property of the parameter Q in that
the parameter needs to be a ring member for the loop H to be a ring member,
a fact that allows the parameter itself to be parametrized in chapter 3.

2.1 Ring of Transfer Functions

This section serves as a bridge between algebraic ring structures and the transfer
functions that arise in the study of linear time invariant systems.

2.1.1 Transfer Functions

A linear time invariant system may be expressed either in time domain, where
it is described by a system of linear differential equations over time t ∈ R or
k ∈ Z, or in frequency domain where it is described by a system of linear

5
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Figure 2.1: A linear time invariant system P with input u and output y.

algebraic equations over frequency s ∈ C or z ∈ C, for continuous or discrete
systems respectively. The link between the two descriptions is the Laplace
transformation.

Figure 2.1 shows a block diagram of a linear time invariant system. The
input u and output y are in general vectors containing multiple scalar inputs and
outputs respectively. Due to the linearity, the system description in frequency
domain can be brought in the following form:

y(x) = P (x)u(x) (2.1)

with x ∈ {s, z} for continuous and discrete systems respectively. For reason of
clarity the arguments s, z are omitted in the following. The matrix function P
between input and output is called the transfer matrix. Its entries, the scalar
transfer functions, are rational functions of frequency x ∈ {s, z}

yj = [P ]ijui = k

∏m
k=0(x− ak)∏n
l=0(x− bl)

ui

with zeros ak ∈ C, poles bl ∈ C and static gain k ∈ C. A physically realizable
transfer function is characterized by m ≤ n and is called proper, so the numera-
tor polynomial is never of higher degree than the denominator polynomial, see
also section 2.3.1. Transfer functions are either stable or unstable. A continuous
transfer function is stable if and only if all its poles bl have negative real part
Re bl < 0, ∀bl. A discrete transfer function is stable if and only if all its poles
bl lie inside the unit circle |bl| < 1, ∀bl.

The transfer function may have common zeros and poles. In this case they
can be mutually cancelled and the degree of the numerator and denominator
polynomials can be decreased until they have no common zeros and poles. Then
the transfer function is said to be minimal since the degree of the numerator
and denominator polynomials can not be decreased further.

2.1.2 Ring Structure

Verification of (A.1) to (A.9) as well as (A.13) and (A.14) shows that proper
transfer functions with all poles contained in a zone Z form a commutative
integral ring RZ . It has been shown in [6] that these transfer functions more
precisely form a principal commutative integral ring, so that every ideal is prin-
cipal. The multiplicative inverse of proper transfer functions with m = n and
all poles and zeros contained in Z are again proper transfer functions with all
poles in Z, so they are the units in this ring.

Definition Let RZ be the ring of transfer functions with all poles contained
in a selected zone Z ⊂ C and let FZ = RZ

RZ\{0} be the field of fractions on RZ .
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Proposition All physically realizable and thus proper transfer functions are
a member of FZ .

Proof Let an arbitrary physically realizable transfer function be given by

P = k

∏m
k=0(x− ck)∏n
l=0(x− dl)

with x ∈ {s, z} for continuous and discrete systems respectively. This trans-
fer function is physically realizable if it is proper so that m ≤ n. Then let
c1, . . . , cn ∈ Z and define

A = k

∏m
k=0(x− ak)∏n
l=0(x− cl)

, B =

∏n
l=0(x− bl)∏n
l=0(x− cl)

then obviously P = A
B with A,B ∈ RZ and therefore P ∈ FZ .

Remark 1 This means that the ring theory of chapter A.1 can now be applied
to proper transfer functions with all poles in Z. The extension to matrices of
section A.1.5 allows the treatment of entire proper transfer matrices with all
poles in Z. The extension to fractions of section A.1.6 allows the treatment of
general transfer matrices with poles anywhere. That way, the transfer matrix of
any linear time invariant system can be described by means of proper transfer
functions with poles in Z.

Remark 2 If the zone Z coincides with the left half plane for continuous
systems or the inner unit disk for discrete systems, then proper transfer functions
with all poles in this zone Z are stable. Therefore stability, which is a main
objective in linear control, arises naturally in this representation but such a
ring is only a special case as the zone Z may also be defined so that a maximal
settling time or a minimal amount of damping is respected.

2.2 Controller Parametrization

This section introduces the concept of loop factorization which provides a way of
parametrizing the set of all linear controllers in transfer function representation
that keep the loop formed with a linear plant in the selected underlying ring
RZ . Details can be found in [13].

2.2.1 The Control Loop

Figure 2.2 shows the control loop underlying this problem. The plant P ∈ Fm,nZ

is controlled by the controller K ∈ Fn,mZ . The input signals v and w might be
the reference and measurement noise, respectively and the output signals y and
u are the plant and controller outputs, respectively.



8 CHAPTER 2. CONTROLLER PARAMETRIZATIONS

Figure 2.2: The plant P and the controller K form the control loop.

Proposition The loop shown in figure 2.2 has a transfer matrix H given by

H =

[
−K 1
1 −P

]−1

(2.2)

or equivalently by

H =

[
P (1−KP )−1 1 + P (1−KP )−1K
(1−KP )−1 (1−KP )−1K

]
=

=

[
P
1

]
(1−KP )−1

[
1 K

]
+

[
0 1
0 0

]
(2.3)

or equivalently by

H =

[
(1− PK)−1P (1− PK)−1

1 +K(1− PK)−1P K(1− PK)−1

]
=

=

[
1
K

]
(1− PK)−1

[
P 1

]
+

[
0 0
1 0

]
(2.4)

Proof From figure 2.2 it can be seen that

y = w + Pu
u = v +Ky

}
⇒
[

1 −P
−K 1

] [
y
u

]
=

[
0 1
1 0

] [
v
w

]
The transfer matrix H may then be defined by[

y
u

]
= H

[
v
w

]
so that (2.2) follows. The equivalent expressions (2.3), (2.4) then follow by
application of (A.59) and use of the relations (A.56).

Remark The loop H is symmetric with respect to P ,K as can be seen by
(2.2). In the following, the plant P is assumed to be given and the controller
K is the variable to assure that the requirements posed on H are met.
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2.2.2 Connectibility

Proposition A controllerK can be connected to a plant P to form a feedback
loop H as given in (2.2) if and only if

∃(1− PK)−1 ⇔ ∃(1−KP )−1 ⇔ ∃H =

[
−K 1
1 −P

]−1

(2.5)

In that case the loop H is said to be well connected.

Proof This follows from (2.3) or (2.4).

Remark From now on, all feedback loops H are supposed to be well con-
nected.

2.2.3 Doubly Coprime Factorization

Definition For a given plant P , all controllersK that lead toH ∈ Rm+n,m+n
Z ,

with RZ being the selected ring of proper transfer functions with all poles con-
tained in a zone Z, form the set of factorizing controllers

K ∈ K(P )⇔H ∈ Rm+n,m+n
Z (2.6)

Proposition A controllerK is a factorizing controller if and only if there exist
M i ∈ Rm,nZ , Xi ∈ Rn,mZ , NL,Y R ∈ Rm,mZ , NR,Y L ∈ Rn,nZ with i ∈ {R,L}
that satisfy the doubly coprime factorization

1 =

[
ML NL

Y L XL

] [
−XR NR

Y R −MR

]
=

[
−XL Y L

NL −ML

] [
MR Y R

NR XR

]
with

{
P = MRN

−1
R = N−1

L ML

K = XRY
−1
R = Y −1

L XL

(2.7)

Furthermore all valid matrices Xi,Y i and so K are a function of a free param-
eter matrix Q ∈ Rn,mZ and can be given by[

XR

Y R

]
=

[
XR0 NR

Y R0 MR

] [
1
Q

]
with Y R invertible

[
XL Y L

]
=
[
1 Q

] [XL0 Y L0

NL ML

]
with Y L invertible

(2.8)

with Xi0,Y i0 being a set of valid initial matrices that satisfy (2.7) and allow
the construction of all other solutions Xi,Y i using (2.8).

Proof Let plant P ∈ Fm,nZ and controller K ∈ Fn,mZ be factorized in coprime
transfer matrices that are members of the underlying ring RZ

P = MRN
−1
R = N−1

L ML

K = X ′RY
′
R
−1

= Y ′L
−1
X ′L
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using (A.50) with M i ∈ Rm,nZ ;X ′i ∈ R
n,m
Z ;NL,Y

′
R ∈ R

m,m
Z ;NR,Y

′
L ∈ R

n,n
Z .

With this factorization, H can be expressed as

H =

[
MRN

−1
R

1

]
(1− Y ′L

−1
X ′LMRN

−1
R )−1

[
1 Y ′L

−1
X ′L

]
+

[
0 1
0 0

]
=

=

[
MR

NR

]
(Y ′LNR −X ′LMR)−1

[
Y ′L X ′L

]
+

[
0 1
0 0

]
(2.9)

according to (2.3), and as

H =

[
1

X ′RY
′
R
−1

]
(1−N−1

L MLX
′
RY
′
R
−1

)−1
[
N−1

L ML 1
]

+

[
0 0
1 0

]
=

=

[
Y ′R
X ′R

]
(NLY

′
R −MLX

′
R)−1

[
ML NL

]
+

[
0 0
1 0

]
(2.10)

according to (2.4). The transfer matrix H has its poles in the predefined zone
Z and is realizable if and only if H ∈ Rm+n,m+n

Z that is if the elements of H
are in RZ and thus are all proper transfer functions with poles in Z. It can be
seen from the two expressions for H above that this is true if and only if the
two inverses (Y ′LNR−X ′LMR)−1 and (NLY

′
R−MLX

′
R)−1 are matrices over

RZ which is equivalent of stating that Y ′LNR−X ′LMR and NLY
′
R−MLX

′
R

must be units over RZ so that

Y ′LNR −X ′LMR = UL

NLY
′
R −MLX

′
R = UR

(2.11)

with UR ∈ Rm,mZ ,UL ∈ Rn,nZ being unit matrices. The set of matrices[
XR

Y R

]
=

[
X ′R
Y ′R

]
U−1
R right coprime[

XL Y L

]
= U−1

L

[
X ′L Y ′L

]
left coprime

(2.12)

also form a coprime factorization of the controller since K = XRY
−1
R =

Y −1
L XL. The constraints for loop ring membership (2.11) can now be writ-

ten as
Y LNR −XLMR = 1

NLY R −MLXR = 1

This requirement together with the coprime factorizations P = MRN
−1
R =

N−1
L ML and K = XRY

−1
R = Y −1

L XL which lead to MLNR −NLMR = 0
and XLY R − Y LXR = 0 can be represented by the matrix equation of (2.7).
According to (A.51) the set of matrices Xi,Y i forms a coprime completion of
the plant’s coprime factorization. With the additional requirement of Y i to
be invertible, the set of matrices Xi,Xi also form a coprime factorization of
the controller. Hence, this represents a doubly coprime factorization of P ,K.
According to (A.52), all coprime factors Xi,Y i of the controller K that solve
this doubly coprime factorization for P can be parametrized by a parameter
Q ∈ Rn,mZ and can be brought into the block matrix form of (2.8).
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2.2.4 Loop Factorization

Proposition All controllers K from the set K(P ) of solutions of the doubly
coprime factorization (2.7) factorize the loop H in the form of

H =

[
MR

NR

] [
Y L XL

]
+

[
0 1
0 0

]
H =

[
Y R

XR

] [
ML NL

]
+

[
0 0
1 0

] (2.13)

with M i ∈ Rm,nZ , Xi ∈ Rn,mZ , NL,Y R ∈ Rm,mZ , NR,Y L ∈ Rn,nZ and i ∈
{R,L}.

Proof This immediately follows from the above constraints for ring member-
ship (2.11) of the loop given by (2.9), (2.10) using the factorization (2.12).

Remark An alternative form of H in the form of a serial connection can be
given by

H =

[
Y R 0
0 NR

] [
−XR NR

Y R −MR

]−1

=

[
Y R 0
0 NR

] [
ML NL

Y L XL

]
H =

[
−XL Y L

NL −ML

]−1 [
Y L 0
0 NL

]
=

[
MR Y R

NR XR

] [
Y L 0
0 NL

] (2.14)

which can be directly derived from (2.2). First using the coprime factorizations
of P and K gives

H =

[
−K 1
1 −P

]−1

=

=

[
Y R 0
0 NR

] [
−XR NR

Y R −MR

]−1

=

[
−XL Y L

NL −ML

]−1 [
Y L 0
0 NL

]
Then using the fact that the two block matrices in (2.7) are mutual inverses as
constraint for ring membership this immediately leads to (2.14).

2.2.5 Loop Decomposition

Proposition All controllers K from the set K(P ) provide a decomposition
of the loop H that is linear in the parameter Q

H(Q) = H(0) +

[
MR

NR

]
Q
[
ML NL

]
(2.15)

with H(0) being the loop of plant P fed back by the initial controller K(0).
The decomposition is illustrated by figure 2.3.

Proof The controller parametrization works in the way that if one valid con-
troller K(0) is known, then all other valid controllers K(Q) that keep the loop
formed with a given plant P in the selected ring RZ can be found by varying
the free ring transfer matrix Q according to (2.8). This variation will change
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Figure 2.3: Decomposition of the feedback loop by extraction of the free param-
eter Q.

the closed loop transfer matrix H which therefore is also a function of Q. This
function can be derived by substituting (2.8) in the loop factorization (2.13).
The first expression for H

H =

[
MR

NR

] [
Y L XL

]
+

[
0 1
0 0

]
together with [

Y L XL

]
=
[
1 Q

] [Y L0 XL0

ML NL

]
from (2.8) leads to

H(Q) =

[
MR

NR

] [
Y L0 XL0

]
+

[
0 1
0 0

]
︸ ︷︷ ︸

H(0)

+

[
MR

NR

]
Q
[
ML NL

]

which shows (2.15). The second expression for H

H =

[
Y R

XR

] [
ML NL

]
+

[
0 0
1 0

]
together with [

Y R

XR

]
=

[
Y R0 MR

XR0 NR

] [
1
Q

]
from (2.8) leads to

H(Q) =

[
Y R0

XR0

] [
ML NL

]
+

[
0 0
1 0

]
︸ ︷︷ ︸

H(0)

+

[
MR

NR

]
Q
[
ML NL

]

which also shows (2.15).
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Figure 2.4: Realization of a linear time invariant system with input u, output
y and system state x.

2.3 Passage to State Space

This section shows that a linear time invariant systems in transfer function
representation may also be described in state space representation. This has
an advantage in computer aided design of controllers since constant matrices
instead of polynomials are treated.

2.3.1 Realization of Transfer Functions

Proper transfer functions are physically realizable with the three common el-
ements adder, gain and integrator, whereas improper transfer functions would
require a differentiator that is not realizable. Any realizable system such as
the plant in figure 2.1 may be written in state space representation which is
therefore called a realization. In time domain it is given by

ẋ(t) = Ax(t) +Bu(t)

y(t) = Cx(t) +Du(t)
(2.16)

for continuous systems and

x[k + 1] = Ax[k] +Bu[k]

y[k] = Cx[k] +Du[k]
(2.17)

for discrete systems, with system state vectors x(t),x[k] and constant matrices
(A,B,C,D). For reason of clarity the argument t is omitted in the following.
This representation is readily realizable with adders, gains and integrators or
delays as shown in figure 2.4. The link between this state space representation
in time domain and the transfer matrix P of the plant in frequency domain is
the Laplace transformation. By transforming (2.16), (2.17) and eliminating the
state x it can be compared to (2.1) which then leads to

P (x) = C(x1−A)−1B +D =:

[
A B
C D

]
with x ∈ {s, z} for continuous and discrete systems respectively. Since (x1 −
A)−1 = adj(x1−A)(det(x1−A))−1 the eigenvalues of A are the poles of P (x).
The static gain is P (∞) = D.



14 CHAPTER 2. CONTROLLER PARAMETRIZATIONS

The equivalent of a transfer function having common zeros and poles is a
state space representation having uncontrollable or unobservable states. Like
transfer functions with no common zeros and poles, a completely controllable
and observable system is called minimal. However, whole transfer matrices
describing systems with multiple inputs and outputs may have no common
zeros and poles despite being non minimal. This is one of the reasons for the
description of systems in state space representation. The other reason is that
constant matrices instead of polynomials are treated which is a huge advantage
in computer aided controller design.

2.3.2 Realization of the Control Loop

Now let the state space representations of plant P , controller K and loop H as
in figure 2.2 be given by

P =

[
AP BP

CP DP

]
, K =

[
AK BK

CK DK

]
, H =

[
AH BH

CH DH

]
(2.18)

then with (C.48), the state space matrices of H amount to

AH =

[
AP +BPDKEPKCP BPEKPCK

BKEPKCP AK +BKDPEKPCK

]
BH =

[
BPEKP BPDKEPK

BKDPEKP BKEPK

]
CH =

[
EPKCP DPEKPCK

DKEPKCP EKPCK

]
DH =

[
DPEKP EPK

EKP DKEPK

]
(2.19)

The inverses Eij = (1 −DiDj)
−1 with i, j ∈ {P,K} must exist for P and K

to be placed in a feedback loop due to (2.5) and DP = P (∞),DK = K(∞). A
useful relation is EijDiDj = DiEjiDj = DiDjEij = Eij − 1 which will be
applied throughout this text.

2.4 Fixed Order Controller Parametrization

This section shows why the controller parametrization in transfer function rep-
resentation is not well adapted to problems formulated in state space represen-
tations and presents a new fixed order parametrization derived from the set of
all linear controllers in state space representation that factorize the loop formed
with a linear plant on a ring RZ .

2.4.1 Need for a new Parametrization

Transferring the controller parametrization to state space description reveals a
practical problem. The loop decomposition (2.15) shows that by starting with
an initial controller K(0) that leads to an initial loop H(0), all possible loops
are found by varying a parameter Q. This means, in order to obtain a new
dynamic in H(Q), the initial dynamic of H(0) has to be cancelled out by Q.
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Cancellations of poles and zeros in transfer function representation correspond
to reductions of the state dimension in state space representation. If a system’s
state dimension can be reduced, then it is not minimal. Therefore H(Q) is in
general not minimal. To give an idea of the state dimensions encountered, look
at the way a new controller K(Q) is constructed from an initial K(0) as given
in (2.7) and (2.8).

The new controller’s factors Xi,Y i with i ∈ {L,R} are obtained by (2.8)
which is a serial connection between the plant’s factors M i,N i of state di-
mension pP and the parameter Q of state dimension pQ and then a parallel
connection of the result with the initial controller’s factors Xi0,Y i0 of state
dimension pK0. According to the formulas for serial (C.46) and parallel (C.44)
connection, each such connection has the state of the connecting systems com-
bined so that pXi,Y i = pP + pK0 + pQ. The formulas for right (C.59) and left
(C.61) factorization show that the state dimension of K(Q) is the same as its
factors so pK = pP + pK0 + pQ. With the formula for the feedback loop (C.48),
the state dimension of H(Q) is pH = 2pP + pK0 + pQ. Using this parametriza-
tion in state space description therefore lead to very large matrices that have
to be treated by the multiobjective optimization stage later on, which is not
desirable. Thus, in order to obtain reduced order controllers directly, the state
space expansion to large non minimal systems has to be avoided if possible.

The use of the parameter Q to parametrize the solutions of the doubly
coprime factorization (2.7) is therefore adapted to the transfer function repre-
sentation. To find the new parametrization adapted to the state space represen-
tation, the doubly coprime factorization has to be solved directly in state space
form. Then it is shown in the following that among all possible solutions there
exist fixed order solutions so that the loop H has a factorization (2.13) with
fixed order factors. Reduced order controllers can then be found by fixing the
controller state dimension to a value lower or equal to the plant state dimension
so that pK ≤ pP . Since reduced controllers are a subset of all controllers, this
comes at the cost of not parametrizing all possible controllers.

2.4.2 Fixed Order Loop Factorization

Definition For a given plant P with realization (AP ,BP ,CP ,DP ), all con-
trollers K ∈ K(P ) with a state space representation of fixed dimension pK form
the set of pK-factorizing controllers

K ∈ KpK (AP ,BP ,CP ,DP )⇔K ∈ K(P ) with state dimension pK (2.20)

Proposition For a given plant P with realization (AP ,BP ,CP ,DP ), a con-
troller K ∈ K(P ) is a pK-factorizing controller if and only if at least one of the
following Riccati equations has a solution

0 =
[
−RKP 1

]
AH

[
1

RKP

]
(2.21)

0 =
[
1 −RPK

]
AH

[
RPK

1

]
(2.22)
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If RKP exists, the control loop H has a fixed order loop factorization in the
form of

H =

[
MR

NR

] [
Y L XL

]
+

[
0 1
0 0

]
with (2.23)

[
MR

NR

]
=

 AP +BPF P BPUP

CP +DPF P DPUP

F P UP


[
Y L XL

]
=

[
AK +LKCK LK BK +LKDK

V KCK V K V KDK

]
[

0 LK
F P UPV K

]
=

[[
−RKP 1

]
0

0
[
0 1

]] [AH BH

CH DH

]
[

1
RKP

]
0

0

[
1
0

]


If RPK exists, the control loop H has a fixed order loop factorization in the
form of

H =

[
Y R

XR

] [
ML NL

]
+

[
0 0
1 0

]
with (2.24)

[
ML NL

]
=

[
AP +LPCP BP +LPDP LP
V PCP V PDP V P

]
[
Y R

XR

]
=

 AK +BKFK BKUK

FK UK

CK +DKFK DKUK


[

0 LP
FK UKV P

]
=

[[
1 −RPK

]
0

0
[
1 0

]] [AH BH

CH DH

]
[
RPK

1

]
0

0

[
0
1

]


The matrices AH ,BH ,CH ,DH are the state space matrices of the loop H as
given in (2.19).

Proof Condition (2.21) can be verified by using (C.59) and (C.61) to obtain
the right and left factors of plant P and controller K of state dimension pP
and pK respectively, see [7] for details. All other factors of that dimension are
related to these factors by change of basis, the freedom which will be accounted
for by using the basis transformation T further below. Using these factors, the
loop factorization can be given by

H =

[
MR

NR

] [
Y L XL

]
+

[
0 1
0 0

]
=

[
A B
C D

]
=

=


AP +BPF P BPUPV KCK BPUPV K BPUPV KDK

0 AK +LKCK LK BK +LKDK

CP +DPF P DPUPV KCK DPUPV K DPUPV KDK + 1
F P UPV KCK UPV K UPV KDK


using (C.46). The general non factorized feedback loop is given by (2.19) so
that

H =

[
AH BH

CH DH

]
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These two state space representations of H have the same state dimension and
must therefore be equivalent in the sense of (C.35) for the controller to be a
member of K(P ). Then according to (C.36) there must exist an invertible basis
transformation matrix T so that TA = AHT ,TB = BH ,C = CHT ,D = DH

which can now be calculated using the partitioning

T =

[
W X
Y Z

]
The condition D = DH provides

UPV K = EKP (2.25)

The condition C = CHT provides

CPW = CP

CPX = 0

CKZ = CK

F P = EKP (DKCP +CKY )

(2.26)

The condition TB = BH provides

XBK = 0

ZBK = BK

XLK = (1−W )BPEKP

ZLK = (BKDP − Y BP )EKP

(2.27)

The condition TA = AHT provides

XAK = APX

ZAK = AKZ

WAP = APW + (1−W )BPF P

(2.28)

and

Y (AP +BPDKEPKCP ) + Y BPEKPCKY =

= BKEPKCP + (AK +BKDPEKPCK)Y (2.29)

using (2.26) and (2.27). If there exists a solution RKP = Y to this Riccati
equation, then a solution to (2.25), (2.26), (2.27), (2.28) also exists in the form
of

W = 1

X = 0

Y = RKP

Z = 1

UPV K = EKP

F P = EKP (DKCP +CKRKP )

LK = (BKDP −RKPBP )EKP
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Hence T is invertible so that the state space representations (A,B,C,D) and
(AH ,BH ,CH ,DH) are equivalent and thus H can be factorized in the form
of (2.23) by a controller of state dimension pK . This verifies that (2.21) is the
condition for K to be a member of KpK (AP ,BP ,CP ,DP ) ⊂ K(P ). The proof
of condition (2.22) is similar.

Remark 1 The Riccati equations (2.21) and (2.22) can also be written in the
Radon form

AH

[
1

RKP

]
=

[
1

RKP

]
(AP +BPF P )[

1 −RPK

]
AH = (AP +LPCP )

[
1 −RPK

]
which follows by calculating

AH

[
1

RKP

]
=

[
AP +BPDKEPKCP +BPEKPCKRKP

BKEPKCP + (AK +BKDPEKPCK)RKP

]
=

=

[
AP +BPEKP (DKCP +CKRKP )

RKP (AP +BPDKEPKCP ) +RKPBPEKPCKRKP

]
=

=

[
AP +BPF P

RKP (AP +BPF P )

]
=

[
1

RKP

]
(AP +BPF P )

using F P = EKP (DKCP + CKRKP ) from (2.23) and the Riccati equation
(2.21). The proof for the second line is similar, this time using LP = (BPDK−
RPKBK)EPK from (2.24) and the Riccati equation (2.22).

Remark 2 The existence of solutions of (2.21) and (2.22) does not depend on
the selected state space basis of plant or controller which can be seen by taking
all equivalent state space representations of P ,K in the form of

P =

[
T PAPT

−1
P T PBP

CPT
−1
P DP

]
, K =

[
TKAKT

−1
K TKBK

CKT
−1
K DK

]
with T P ,TK invertible. This leads to the loop dynamic matrix

AH(T P ,TK) =

[
T P 0
0 TK

]
AH

[
T P 0
0 TK

]−1

with AH given in (2.19). The Riccati equations (2.21), (2.22) can then be
written as

0 =
[
−RKP 1

] [T P 0
0 TK

]−1

AH(T P ,TK)

[
T P 0
0 TK

] [
1

RKP

]
0 =

[
1 −RPK

] [T P 0
0 TK

]−1

AH(T P ,TK)

[
T P 0
0 TK

] [
RPK

1

]
Since T P ,TK are invertible, this can be reshaped to

0 =
[
−TKRKPT

−1
P 1

]
AH(T P ,TK)

[
1

TKRKPT
−1
P

]
0 =

[
1 −T PRPKT

−1
K

]
AH(T P ,TK)

[
T PRPKT

−1
K

1

]
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Hence the solutions of the transformed Riccati equations are given by

RKP (T P ,TK) = TKRKPT
−1
P

RPK(T P ,TK) = T PRPKT
−1
K

so that these solutions exist if and only if RKP ,RPK exist.

2.4.3 Existence of Solutions

Proposition A sufficient condition for the solvability of both Riccati equa-
tions (2.21) and (2.22) is given by

AH is diagonalizable⇒ RPK and RKP exist (2.30)

with AH being the dynamic matrix of the loop H as given in (2.19). In this
case both Riccati equations (2.21) and (2.22) have solutions and K admits both
loop factorizations (2.23) and (2.24). Some examples are given after the proof
to illustrate the situation if AH is not diagonalizable.

Proof Since AH is diagonalizable we can write

AHV = V Λ (2.31)

with invertible V containing the eigenvectors of AH and diagonal Λ containing
the eigenvalues of AH . Since V is invertible, it can be arranged in a way

V =

[
V PP V PK

V KP V KK

]
with V PP invertible. Since Λ is diagonal we can now write (2.31) in the form

AH

[
V PP V PK

V KP V KK

]
=

[
V PP V PK

V KP V KK

] [
ΛP 0
0 ΛK

]
Right projection with

[
1 0

]T
leads to

AH

[
V PP

V KP

]
=

[
V PP V PK

V KP V KK

] [
ΛP

0

]
=

[
V PP

V KP

]
ΛP

Right multiplication with V −1
PP gives

AH

[
1

V KPV
−1
PP

]
=

[
1

V KPV
−1
PP

]
V PPΛPV

−1
PP

Left projection with
[
−V KPV

−1
PP 1

]
leads to the Riccati equation

[
−V KPV

−1
PP 1

]
AH

[
1

V KPV
−1
PP

]
= 0

which is identical to (2.21) so that a solution RKP = V KPV
−1
PP has been found.

The proof for RPK is similar.
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Example 1 Let a plant P and a controller K be given by

P =

[
λ+ 1 1 0

1 0 1

]
, K =

 λ− 1 1
1 −1
1 0


The matrices

EPK = 1, EKP =

[
1 −1
0 1

]
are invertible so the loop H is well connected. Its dynamic matrix is then given
by

AH =

[
λ 0
1 λ

]
Of the Riccati equations (2.21) and (2.22) that simplify to

0 = 1

0 = R2
PK

only the second one has a solution

RPK = 0

This is therefore an example of a controller that is a member of K1(P ) ⊂ K(P )
albeit one that admits only one loop factorization.

Example 2 Let a plant P and a controller K be given by

P =


−1 0 1 0
0 −2 0 1
1 −6 0 3
0 1 0 0

 , K =

 −3 1 0
−3 1 0
1 0 2


The matrices

EPK =

[
1 6
0 1

]
, EKP =

[
1 3
0 1

]
are invertible so the loop H is well connected. Its dynamic matrix is then given
by

AH =

0 0 0
0 0 1
1 0 0


However the Riccati equations (2.21) and (2.22) that simplify to

0 = RKP

[
0
1

]
RKP −

[
1 0

]
0 = RPK

[
1 0

]
RPK −

[
0
1

]
have both no solution. This is therefore an example of a controller that is not
a member of K1(P ) since it admits no loop factorization.
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Example 3 Let a plant P and a controller K be given by

P =


−1 0 1 0
0 −2 0 1
1 −6 0 3
0 1 0 0

 , K =


−3 0 1 0
0 λ 0 1
−3 0 1 0
1 0 0 2


The plant and the matrices EPK ,EKP are identical to the ones in example 2
and the controller has the same transfer function than the one in example 2,
but an unobservable state has been added to the controller. The loop dynamic
matrix is now given by

AH =


0 0 0 0
0 0 1 0
1 0 0 0
0 1 0 λ


Of the Riccati equations (2.21) and (2.22) that simplify to

0 = RKP

[
0 0
1 0

]
RKP −

[
1 0
0 1

]
−
[
0 0
0 λ

]
RKP

0 = R2
PK −

[
0 0
1 0

]
+RPK

[
0 0
0 λ

]
the second one has a solution if λ 6= 0

RPK =

[
0 0
− 1
λ −λ

]
This is therefore an example of a controller that is a member of K2(P ) ⊂ K(P ).
This stands in contrast to example 2 since the only difference is an unobservable
state with a new eigenvalue λ 6= 0 that is added to the controller, while the
transfer functions are all exactly as in example 2. Together with the result of
example 2 this means that K is a member of K2(P )\K1(P ) and therefore K is
a loop factorizing controller but the dimension of its state space representation
given in example 2 was too low. Thus a controller in state space representation
can become loop factorizing by increasing its state dimension.

2.4.4 Relation to Estimator Corrector Type Controllers

An estimator corrector type control is characterized by exhibiting the separa-
tion principle which states that the control task can be separated into a state
estimator part and a state corrector part and both parts can be designed inde-
pendently, a fact that is reflected by the eigenvalues of the loop dynamic matrix
AH being the union of the eigenvalues independently determined by the esti-
mator and corrector stage. In the following it is shown that the fixed order
factorized loop resembles an estimator corrector type controlled loop in that an
estimator mismatch ε is formed between the controller part of the state vector
xK and a projection of the plant part of the state vector xP in the form of
ε = ẋK −RKP ẋP in the case of factorization (2.23) or with indices exchanged
in the case of factorization (2.24). Despite the similarities, it does however not
exhibit the separation principle, so that the notation general estimator corrector
seems more appropriate.
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Proposition For a given plant P , a controller

K is of the general estimator corrector type⇔ RKP or RPK exist (2.32)

with RKP and RPK being the solutions of the Riccati equations (2.21) and
(2.22).

Proof Assume the existence of RKP ,RPK . Then the basis of the loop’s state
space representation H as given in (2.19) can be changed using matrices

TKP =

[
1 RKP

0 1

]
, T PK =

[
1 0

RPK 1

]
so that

H =

[
T−1
KPAHTKP T−1

KPBH

CHTKP DH

]
=

[
T−1
PKAHT PK T−1

PKBH

CHT PK DH

]
Using (2.23) and (2.24) this leads to the following equivalent state space repre-
sentations of the closed loop system[

ẋK −RKP ẋP
ẋP

]
=

[
AK +LKCK 0
BPEKPCK AP +BPF P

] [
xK −RKPxP

xP

]
+

+

[
BK +LKDK LK
BPDKEPK BPEKP

] [
w
v

]
[
u
y

]
=

[
EKPCK F P

DPEKPCK CP +DPF P

] [
xK −RKPxP

xP

]
+

+

[
DKEPK EKP

EPK DPEKP

] [
w
v

]
(2.33)

for RKP and[
ẋP −RPK ẋK

ẋK

]
=

[
AP +LPCP 0
BKEPKCP AK +BKFK

] [
xP −RPKxK

xK

]
+

+

[
BP +LPDP LP
BKDPEKP BKEPK

] [
v
w

]
[
y
u

]
=

[
EPKCP FK

DKEPKCP CK +DKFK

] [
xP −RPKxK

xK

]
+

+

[
DPEKP EPK

EKP DKEPK

] [
v
w

]
(2.34)

for RPK . It can be seen by the structure of the transformed closed loop system
(2.33), that the fixed order factorization describes a form of general estimator
corrector type control in which the plant’s state xP is projected onto the range
of PKP and then compared to the controller’s state xK . The fact that the
estimator mismatch xK −RKPxP becomes an independent state of H due to
the block triangular structure of the dynamic matrix AH already shows the
separation property of estimator corrector type control. However, unlike with
actual estimator corrector type control, the matrices F P ,LK are in general not
independent design variables but are rather both a function ofRKP according to
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(2.23), so the separation principle that helps in the design of common estimator
corrector type controllers is in general not valid. The same is true in the dual
case (2.34) for FK ,LP that are a function of RPK according to (2.24).

Proposition For a given plant P , a controller

K is of the estimator corrector type⇔ RKP and RPK invertible (2.35)

with RKP and RPK being the solutions of the Riccati equations (2.21) and
(2.22).

Proof Assume the existence of an invertible RPK . Then RPK solves

[
1 −RPK

]
AH

[
RPK

1

]
= 0

according to (2.24). Left multiplication by −R−1
PK and right multiplication by

R−1
PK leads to [

−R−1
PK 1

]
AH

[
1

R−1
PK

]
= 0

Comparing this to (2.23) shows that there exists a solution RKP = R−1
PK . This

also works in the reverse direction so that R−1
PK exists if and only if R−1

KP exists.
The state space basis transformation x′K = RPKxK with RKP = R−1

PK and
accordingly [

A′K B′K
C ′K DK

]
=

[
RPK 0

0 1

] [
AK BK

CK DK

] [
RKP 0

0 1

]
together with F ′K = FKRKP and L′K = RPKLK leads to

F P = EKP (DKCP +C ′K)

LP = (BPDK −B′K)EPK

F ′K = EPK(DPC
′
K +CP )

L′K = (B′KDP −BP )EKP

using (2.23), (2.24). This further gives

A′K +B′KF
′
K = AP +BPF P

A′K +L′KC
′
K = AP +LPCP

B′K +L′KDK = −LP
−L′K = BP +LPDP

C ′K +DKF
′
K = F P

F ′K = CP +DPF P

Since RKP ,RPK are assumed to exist, the state space representations of the
closed loop system can be written in the forms (2.33), (2.34) which can now be
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given by[
ẋ′K − ẋP
ẋP

]
=

[
AP +LPCP 0

BP (F P −DKEPKCP ) AP +BPF P

] [
x′K − xP
xP

]
+

+

[
−LP −(BP +LPDP )

BPDKEPK BPEKP

] [
w
v

]
[
u
y

]
=

[
F P −DKEPKCP F P

DP (F P −DKEPKCP ) CP +DPF P

] [
x′K − xP
xP

]
+

+

[
DKEPK EKP

EPK DPEKP

] [
w
v

]
(2.36)

or alternatively by[
ẋP − ẋ′K
ẋ′K

]
=

[
AP +LPCP 0

(BPDKEPK −LP )CP AP +BPF P

] [
xP − x′K
x′K

]
+

+

[
BP +LPDP LP

(BPDKEPK −LP )DP BPDKEPK −LP

] [
v
w

]
[
y
u

]
=

[
EPKCP CP +DPF P

DKEPKCP F P

] [
xP − x′K
x′K

]
+

+

[
DPEKP EPK

EKP DKEPK

] [
v
w

]
(2.37)

In contrast to (2.33), (2.34), the matrices LP ,F P are now independent param-
eters so that the separation principle is now valid and thus the controller is of
the estimator corrector type. The controller can then be given explicitly

A′K = AP −BPDKCP +BPE
−1
KPF P +LPE

−1
PKCP +LPDPE

−1
KPF P

B′K = BPDK −LPE−1
PK

C ′K = E−1
KPF P −DKCP

(2.38)
as a function of the design parameters LP ,F P . The dynamics of the controller
can then be given explicitly as well

estimator

{
ẋK = APxK +BP (u− v) +L(y − yK)
yK = CPxK +DPuK

corrector

{
u− v = uK +DK(y − yK)
uK = FxK

with F = F P ,L = −LPE−1
PK and it can be seen that K is the generic esti-

mator corrector type controller, consisting of a Luenberger state estimator with
arbitrary parameter L and a static state corrector with arbitrary parameter F .

Now suppose K is of this generic estimator corrector type

K =

[
A′K B′K
C ′K DK

]
with A′K ,B

′
K ,C

′
K as given in (2.38) for arbitrary F P ,LP ,DK . Then accord-

ing to (2.19) and using this generic estimator corrector type controller K the
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dynamic matrix of the loop H gives

AH =

[
AP +BPDKEPKCP BPF P −BPDKEPKCP

BPDKEPKCP −LPCP AP +BP (F P −DKEPKCP ) +LPCP

]
Then clearly [

−1 1
]
AH

[
1
1

]
= 0 =

[
1 −1

]
AH

[
1
1

]
so that the Riccati equations (2.21) and (2.22) thus have the trivial solution
RKP = 1 = RPK . This means that the generic estimator corrector type con-
troller, which is given explicitly in (2.38) and which can therefore be constructed
for any given plant P , is a factorizing controller of state dimension pK = pP ,
hence (2.35) follows.

Remark If the state space representation of a given plant P of dimension pP is
minimal, which is equivalent to it having full McMillan degree δ(P ) = pP , then
there always exists a factorizing controller of state space dimension pK = pP
independent of the selected underlying ring RZ so that the Riccati equations
(2.21) and (2.22) have a solution and

P minimal⇒ KpP (AP ,BP ,CP ,DP ) is nonempty (2.39)

which due to (2.20) implies that K(P ) is nonempty and the doubly coprime
factorization (2.7) has a solution. This stems from the fact that if the state
space representation of P is minimal, it is controllable so that the eigenvalues
of AP + BPF P can be assured to lie in a zone Z ⊂ C and it is observable
so that the eigenvalues of AP + LPCP can be assured to lie in the same zone
Z. Hence, due to the block triangular structure of the loop dynamic matrix in
(2.36) and (2.37), H ∈ Rm+n,m+n

Z , with RZ being the ring of proper transfer
functions with all poles contained in a predefined zone Z so that (2.39) follows.

2.4.5 Parametrization of Fixed Order Controllers

There is a reversible relation between the controller K and the factors XL,XR

in the form of K = XRY
−1
R = Y −1

L XL which leads to the idea of the following
change of variables.

Definition The factors XL,XR of the controller K which appear in the fixed
order loop factorizations (2.23), (2.24) can be made independent of UK ,V K by
defining

QL = UPXL =

[
AQL BQL

CQL DQL

]
with[

AQL BQL

CQL DQL

]
=

[
1 LK
0 EKP

] [
AK BK

CK DK

]
(2.40)

QR = XRV P =

[
AQR BQR

CQR DQR

]
with[

AQR BQR

CQR DQR

]
=

[
AK BK

CK DK

] [
1 0
FK EPK

]
(2.41)
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Since they are based on the controller’s factors XL,XR there is a relation
between these variables and the controller K in the form of

K = QR(Y RV P )−1 = (UPY L)−1QL (2.42)

Proposition The new variables QL and QR that parametrize the controller
K as defined in (2.40) and (2.41) respectively, lead to the loop’s state space
matrices AH ,BH ,CH ,DH becoming linear in AQi,BQi,CQi,DQi with i ∈
{L,R}. In addition to that the quadratic Riccati equations (2.21) and (2.22)
turn into linear Sylvester equations for RKP and RPK respectively.

The following tables translate recurring terms appearing in the state space
matrices of the loop (2.19) and the Riccati conditions (2.21), (2.22) in the new
parametrizations.

Original Term Term using QL

Riccati (2.21) RKPAP = AQLRKP +BQLCP

AK +BKDPEKPCK AQL +RKPBPCQL

BKEPK BQL +RKPBPDQL

EKPCK CQL

EKPDK = DKEPK DQL

EKP = UPV K 1 +DQLDP

EPK = UKV P 1 +DPDQL

LK BQLDP −RKPBP

F P DQLCP +CQLRKP

AK +LKCK AQL

BK +LKDK BQL

(2.43)

Original Term Term using QR

Riccati (2.22) APRPK = RPKAQR −BPCQR

AK +BKDPEKPCK AQR −BQRCPRPK

EKPCK CQR −DQRCPRPK

BKEPK BQR

DKEPK = EKPDK DQR

EPK = UKV P 1 +DPDQR

EKP = UPV K 1 +DQRDP

FK DPCQR +CPRPK

LP BPDQR −RPKBQR

AK +BKFK AQR

CK +DKFK CQR

(2.44)

Proof This follows if the definitions (2.40) and (2.41) are applied on the loop’s
state space matrices (2.19) and the Riccati conditions (2.21), (2.22).

2.4.6 Controllability and Observability

Proposition The right and left parametrizations respectively preserve con-
trollability and observability of the controller

K controllable⇔ QR controllable

K observable⇔ QL observable
(2.45)
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Proof This can be verified by application of (C.33) on K, so that K is un-
observable if and only if there exists an eigenvector x with AKx = λx and
CKx = 0 which is equivalent to AKx + LK(CKx) = λx and EKPCKx = 0
since EKP is invertible. This again is equivalent to AQLx = λx and CQLx = 0
which is true if and only if QL is unobservable and thus verifies the second line
in (2.45). The proof for QR is similar.

2.4.7 Necessary Condition for Loop Ring Membership

Proposition Ring membership of the parameters is a necessary condition for
loop ring membership

K ∈ K(P )⇒ Qi ∈ R
n,m
Z (2.46)

for i ∈ {L,R}.

Proof This is an immediate consequence of (2.7) which forK ∈ K(P ) requires
Xi ∈ Rn,mZ . Since QL = UPXL and QR = XRV P with UP ,V P being
constant matrices. This can also be deduced from the triangular structure of
the base transformed dynamic matrix AH of the loop H in (2.33) and (2.34)
where the dynamic matrices AQL = AK + LKCK and AQR = AK +BKFK
of the parameters QL and QR are blocks on the diagonal.
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Chapter 3

Stable Observable Pairs

This chapter introduces the notion of square lossless systems and provides a
parametrization of stable observable pairs by solving a Nudelman interpolation
problem. It has been shown in [2] that lossless systems and the stable observable
pairs that can be extracted from them form a differentiable manifold. The
controller K is in general not stable, so this parametrization can not be applied
to K directly. However, it has been shown at the end of chapter 2 that the left
parameter QL needs to be stable for the loop H to be stable and it needs to be
observable for the controller K to be observable. The parametrization of the
stable observable pair contained in QL then allows to vary the entire parameter
QL infinitesimally. This enables differential calculus to be carried out with QL

which will be important in the optimization stage in chapter 4.

3.1 Lossless Systems

This section develops representations of discrete square lossless systems from an
energy conservation law. It further shows that any stable observable pair can
be completed to a discrete square lossless system.

3.1.1 Transfer Function Representation

If the output energy of a system L equals its input energy then it is energy
conserving and L is called a lossless system.

Proposition A transfer function L represents a discrete stable lossless system
if and only if

LH(ejR)L(ejR) = 1 (3.1)

with its analytic continuation

LH(z−1)L(z) = 1 almost everywhere (3.2)

Proof To verify this, the energy conserving property has to be exploited. The
H2 norm of a signal provides a measure of the energy contained in the signal.

29
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A linear time invariant system y = Lu is lossless if the energy of the output
signal equals the energy of the input signal

||y||H2 = ||u||H2

According to (B.16) and (B.13) the H2 norm of a signal y analytic in D = {z ∈
C : |z| ≥ 1} is given by

||y(D)||H2 =
∣∣∣∣y(ej2πR)

∣∣∣∣
L2

=

√∫
R
||y(ej2πt)||2 dt

The simplest result will be obtained when using the matrix 2 norm (B.7) which
can be given by

||x||2 =
√
xHx

for any vector x. The H2 norm of the signal y is then given by

||y(D)||H2 =

√∫
R
yH(ej2πt)y(ej2πt)dt

Applied to the energy conservation condition of a lossless system provides

||y(D)||H2 =

√∫
R
yH(ej2πt)y(ej2πt)dt =

=

√∫
R
uH(ej2πt)LH(ej2πt)L(ej2πt)u(ej2πt)dt

!
=

!
=

√∫
R
uH(ej2πt)u(ej2πt)dt = ||u(D)||H2

The general solution for all inputs u is

LH(ej2πt)L(ej2πt) = 1; ∀t ∈ R

so that (3.1) follows. In order to show the analytic continuation, define

F (z) = LH(z−1)L(z)− 1

which is analytic except at its poles and by (3.1) satisfies F (ejR) = 0 on the
unit circle. Since L(z) is stable, it has all its poles strictly inside the unit circle
and consequently LH(z−1) has all its poles strictly outside the unit circle so
that F (z) is analytic on a small open neighborhood of the unit circle. Then
(B.4) applies and states that if F (z) = 0 is true on the open neighborhood of
the unit circle, then it is also true almost everywhere, that is everywhere except
at its poles. This then verifies (3.2).

3.1.2 State Space Representation

A discrete lossless system L(s) is called square if its transfer matrix has an equal
number of columns (inputs) and lines (outputs).
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Proposition A minimal realization (A,B,C,D) represents a discrete stable
minimal lossless system if and only if[

A B
C D

]H [
G 0
0 1

] [
A B
C D

]
=

[
G 0
0 1

]
with G > 0 (3.3)

where G,G−1 are the system’s Gram observability and controllability matrices
respectively.

Proof This can be verified by applying the lossless condition (3.1) on a transfer
function L(z) given in terms of the state space matrices A,B,C,D as in (C.7):

1 = LH(z)L(z) =
(
C(z1−A)−1B +D

)H (
C(z1−A)−1B +D

)
for |z| = 1⇔ z = z−1. This develops into

1 = LH(z)L(z) = BH(z−11−AH)−1CHC(z1−A)−1B+

+BH(z−11−AH)−1CHD +DHC(z1−A)−1B +DHD (3.4)

Since L(z) is required to be stable, the inverse (z1−A)−1 = z−1(1− z−1A)−1

and thus also (z1 −AH)−1 = (z−11 −AH)−1 = z(1 − zAH)−1 exist for |z| =
1 ⇔ z = z−1. And since the realization of L(z) is furthermore required to
be minimal and thus observable, according to (C.34) there is a unique Gram
observability matrix G > 0 that solves

G−AHGA = CHC (3.5)

In order to simplify the lossless condition (3.4), the expansion of the following
product is helpful:

(z−11−AH)G(z1−A) = (1− zAH)G(1− z−1A) =

= G(1− z−1A) + (1− zAH)G+AHGA−G =

= G(1− z−1A) + (1− zAH)G−CHC

using (3.5). Left multiplication by (1 − zAH)−1 and right multiplication by
(1− z−1A)−1 leads to

(1− zAH)−1CHC(1− z−1A)−1 = (z−11−AH)−1CHC(z1−A)−1 =

= G(1− z−1A)−1 + (1− zAH)−1G−G

The matrix relation (A.56) can be used to obtain

(1− z−1A)−1 = 1 + z−1A(1− z−1A)−1 = 1 +A(z1−A)−1

(1− zAH)−1 = 1 + (1− zAH)−1zAH = 1 + (z−11−AH)−1AH

and thus

(z−11−AH)−1CHC(z1−A)−1 = GA(z1−A)−1 + (z−11−AH)−1AHG+G
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Substituting this in (3.4) gives

MH(z1−A)−1B +BH(z−11−AH)−1M = N

with M = AHGB+CHD and N = 1−BHGB−DHD. According to (A.67),
the inverses can now be developed in geometric series:

(z1−A)−1 = z−1(1− z−1A)−1 = z−1
∞∑
k=0

z−kAk =

−1∑
k=−∞

zkA−k−1

(z−11−AH)−1 = z(1− zAH)−1 = z

∞∑
k=0

zkAHk =

∞∑
k=1

zkAH−k−1

Now the lossless condition writes as

MH

( −1∑
k=−∞

zkA−k−1

)
B +BH

( ∞∑
k=1

zkAHk−1

)
M = N

which is equal to

∞∑
k=−∞

zkF k = N with F k =


MHAk−1B; k ≤ −1
0; k = 0

BHAHk−1
M ; k ≥ 1

Comparing the coefficients provides

MH
[
B AB A2B · · ·

]
= 0 for k 6= 0

N = 0 for k = 0

But since the realization of L(z) is required to be minimal and thus controllable,
according to (C.31) the matrix

[
B AB A2B · · ·

]
has full line rank and thus

a discrete square stable minimal lossless system is characterized by

M = AHGB +CHD = 0

N = 1−BHGB −DHD = 0

in addition to (3.5). Assembling these three equations leads to the block matrix
form of (3.3).

3.1.3 Discrete Lossless Completion

Proposition A stable observable pair (A,C) with Gram observability matrix
G can be completed by a pair (B,D) so that the realization (A,B,C,D)
represents a discrete stable minimal lossless system[

A B
C D

]H [
G 0
0 1

] [
A B
C D

]
=

[
G 0
0 1

]
parametrized by

[
B
D

]
=

[
B0

D0

]
U

(3.6)

with U unitary.
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Proof This is due to the fact that observability of the pair (A ∈ Cn,n,C ∈
Cm,n) implies the existence of a Gram observability matrix G > 0 so that

AHGA+CHC =

[
G

1
2A
C

]H [
G

1
2A
C

]
= G ≥ 0

according to (C.34) and (A.77). This shows that

rnk

[
G

1
2A
C

]
= n

so that according to (A.80) there exist orthogonal completions[
G

1
2A
C

]
⊥

=

[
X
Y

]
=

[
X ′0
Y ′0

]
T

parametrized by invertible T so that[
G

1
2A
C

]([
G

1
2A
C

]H [
G

1
2A
C

])−1

︸ ︷︷ ︸
G−1

[
G

1
2A
C

]H
+

[
X
Y

]([
X
Y

]H [
X
Y

])−1 [
X
Y

]H
= 1

(3.7)
The restriction

T =

([
X ′0
Y ′0

]H [
X ′0
Y ′0

])− 1
2

U

with U unitary, reduces the set of orthogonal completions to[
X
Y

]
=

[
X0

Y 0

]
U (3.8)

with [
X0

Y 0

]
=

[
X ′0
Y ′0

]([
X ′0
Y ′0

]H [
X ′0
Y ′0

])− 1
2

so that the constraint [
X
Y

]H [
X
Y

]
= 1

is fulfilled. This together with (3.7) gives[
G

1
2 0

0 1

] [
AG−1AH AG−1CH

CG−1AH CG−1CH

] [
G

1
2 0

0 1

]
+

[
XXH XY H

Y XH Y Y H

]
= 1

which can be written as[
A G−

1
2X

C Y

] [
G−1 0

0 1

] [
A G−

1
2X

C Y

]H
=

[
G−1 0

0 1

]
(3.9)

With the definition of B = G−
1
2X,D = Y and B0 = G−

1
2X0,D0 = Y 0 the

orthogonal completions (3.8) are given by[
B
D

]
=

[
G−

1
2X
Y

]
=

[
G−

1
2X0

Y 0

]
U =

[
B0

D0

]
U

and equation (3.9) can be written in the form of (3.3) so that (3.6) follows.
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3.1.4 Link to Conjugate Realization

Proposition If an observable pair (A,C) has a matrix I that solves[
A
C

]
I =

[
I 0
0 1

] [
A
C

]
(3.10)

then I is unique and invertible.

Proof Assume there exists a matrix I that solves (3.10). Since the pair (A,C)
is observable the observability matrix

O =

 CCA
...


has full column rank and provides

OI = O

using (3.10). Suppose I not uniquely determined by (3.10) then there should
exist another I ′ 6= I with OI ′ = O hence O(I − I ′) = 0 which contradicts O
having full column rank so that I must be unique. Suppose I not invertible
then there should exist a vector z 6= 0 with Iz = 0 hence OIz = 0 which
contradicts O having full column rank so that I must be invertible.

Proposition If the observable pair (A,C) of a discrete stable minimal lossless
system (A,B,C,D) has a matrix I that solves (3.10) then it also solves[

A B
C D

]
=

[
I 0
0 1

] [
A B
C D

] [
I−1 0
0 U

]
(3.11)

with unitary U given by

U = B
H
IHGB +D

H
D (3.12)

and the Gram observability matrix G of the conjugate pair (A,C) satisfying

G = IHGI (3.13)

Hence the lossless system is real in the sense of (C.27) if and only if U = 1 due
to (C.28).

Proof Assume there exists a matrix I that solves (3.10) for the observable
pair (A,C) of the discrete stable minimal lossless system (A,B,C,D). The
Gram observability matrix G > 0 is uniquely defined by

AHGA−G+CHC = 0

according to (C.34). With (3.10) the conjugate of this equation provides

AHI−HGI−1A− I−HGI−1 +CHC = 0
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Subtracting this from (3.10) gives

AH(G− I−HGI−1)A− (G− I−HGI−1) = 0

This is a Stein equation and according to (A.88) has a unique solution (3.13)
since A is stable. With (3.10) and (3.13) the conjugate of the lossless condition
(3.3) provides [

A IB
C D

]H [
G 0
0 1

] [
A IB
C D

]
=

[
G 0
0 1

]
Thus (B,D) and (IB,D) are two lossless completions to the pair (A,C). Then
according to (3.6) there exists a unitary U so that[

B
D

]
=

[
I 0
0 1

] [
B
D

]
U

Together with (3.10) this can be written in the form (3.11). Due to (3.3) we
can rewrite (3.11) in the form of[

I 0

0 UH

]
=

[
G 0
0 1

]−1 [
A B
C D

]H [
G 0
0 1

] [
I 0
0 1

] [
A B
C D

]
so that U is uniquely defined and (3.12) follows.

3.2 Nudelman Interpolation Problem

This section introduces the Nudelman interpolation problem and provides a
solution to it in the form of a constraint on general discrete square lossless
systems. Extensive work on this subject has been done in [11] wherein it is also
shown that the Nudelman interpolation problem is a matrix generalization of
the Nevanlinna-Pick interpolation problem. A parametrization of the solutions
of the Nudelman interpolation problem then leads to a parametrization of stable
observable pairs.

3.2.1 Interpolation Problem Definition

The Nudelman interpolation problem consists of finding a discrete lossless system
L(z) which for a given stable and observable pair (A0,C0) and interpolation
value W solves

W =
1

2πj

∮
C

LH(z−1)C0(z1−A0)−1dz (3.14)

with C = {z : |z| = 1} being the unit circle and δ(L) = colA0, which means
the McMillan degree of L equals the state space dimension of A0. Note that
L(z−1) = L−1(z) due to (3.2).

Proposition The Nudelman interpolation problem (3.14) has an explicit so-
lution L(z) if the existence condition

∃G > 0 : AH
0 GA0 −G+CH

0 C0 = WHW (3.15)



36 CHAPTER 3. STABLE OBSERVABLE PAIRS

is satisfied. The solution L(z) then has a stable minimal state space represen-
tation (A,B,C,D), with A0,A having same dimension, that is constrained
by [

A B
C D

] [
1
W

]
=

[
A0

C0

]
(3.16)

with L(z) = C(z1−A)−1B+D being a square stable minimal lossless system
with Gram observability matrix G and

0 < G ≤ G0 (3.17)

wherein G0 is the Gram observability matrix of the pair (A0,C0).

Proof In order to verify (3.16), let (A′,B′,C ′,D′) be another minimal state
space representation of L with the dynamic matricesA0,A

′ having same dimen-
sion, then with LH(z−1) = B′H(z−11 −A′H)−1C ′H +D′H , the interpolation
problem (3.14) writes as

W = B′H
1

2πj

∮
C

(z−11−A′H)−1C ′HC0(z1−A0)−1dz+

+D′HC0
1

2πj

∮
C

(z1−A0)−1dz

For the first integral, using (A.56), we get

(z−11−A′H)−1 = z(1− zA′H)−1

(z1−A0)−1 = z−1(1− z−1A0)−1 = z−1((z1−A0)−1A0 + 1)

For the second integral, using (A.67) on (z1−A0)−1 we get

(z1−A0)−1 = z−1(1− z−1A0)−1 = z−1
∞∑
k=0

z−kAk
0 =

∞∑
k=0

z−(k+1)Ak
0

which converges on C since A0 is stable. Using (B.3) the residue of this function
is 1 and the second integral can be evaluated as

D′HC0
1

2πj

∮
C

(z1−A0)−1dz = D′HC0

so that the interpolation problem can now be written as

W = B′H
1

2πj

∮
C

(1− zA′H)−1C ′HC0(z1−A0)−1dzA0+

+B′H
1

2πj

∮
C

(1− zA′H)−1dzC ′HC0 +D′HC0

For the first integral, define

T =
1

2πj

∮
C

(1− zA′H)−1C ′HC0(z1−A0)−1dz (3.18)
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which is a square matrix since A0,A
′ are required to have same dimension. For

the second integral, using (A.67) on (1− zA′H)−1 we get

(1− zA′H)−1 =

∞∑
k=0

zkA′H
k

which converges on C since A′ is stable. Using (B.3) the residue of this function
is 0 and the second integral can be evaluated as

B′H
1

2πj

∮
C

(1− zA′H)−1dzC ′HC0 = 0

so that the interpolation problem can now be written as

W = B′HTA0 +D′HC0 (3.19)

A matrix equation for T as defined in (3.18) can be constructed by calculating

A′HTA0 =
1

2πj

∮
C

A′H(1− zA′H)−1C ′HC0(z1−A0)−1A0dz

Again using (A.56), we get

A′H(1− zA′H)−1 = z−1zA′H(1− zA′H)−1 = z−1((1− zA′H)−1 − 1)

(z1−A0)−1A0 = (1− z−1A0)−1z−1A0 = (1− z−1A0)−1 − 1

so that

A′HTA0 = T − 1

2πj

∮
C

z−1(1− zA′H)−1dzC ′HC0−

−C ′HC0
1

2πj

∮
C

(z1−A0)−1dz +
1

2πj

∮
C

z−1dzC ′HC0

For the first integral, using (A.67) on z−1(1− zA′H)−1 we get

z−1(1− zA′H)−1 = z−1
∞∑
k=0

zkA′H
k

=

∞∑
k=0

zk−1A′H
k

which converges on C since A′ is stable. Using (B.3) the residue of this function
is 1 and the first integral can be evaluated as

1

2πj

∮
C

z−1(1− zA′H)−1dzC ′HC0 = C ′HC0

For the second integral, using (A.67) on (z1−A0)−1 we get

(z1−A0)−1 = z−1(1− z−1A0)−1 = z−1
∞∑
k=0

z−kAk
0 =

∞∑
k=0

z−(k+1)Ak
0

which converges on C since A0 is stable. Using (B.3) the residue of this function
is 1 and the second integral can be evaluated as

C ′HC0
1

2πj

∮
C

(z1−A0)−1dz = C ′HC0
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For the third integral, using (B.3) the residue of z−1 is 1 and the third integral
can be evaluated as

1

2πj

∮
C

z−1dzC ′HC0 = C ′HC0

Assembling the expressions leads to a Stein equation for T

A′HTA0 − T +C ′HC0 = 0 (3.20)

which according to (A.88) uniquely determines T since A0,A
′ are stable and

thus have eigenvalues |λA| < 1, |λA′ | < 1. Together, matrix equations (3.20)
and (3.19) can be written in block matrix form[

A′ B′

C ′ D′

]H [
T 0
0 1

] [
A0

C0

]
=

[
T
W

]
(3.21)

Since (A′,B′,C ′,D′) is a minimal state space representation of square lossless
L, the adjoint Gram observability matrix G′ > 0 exists and (3.3) applies, so
that (3.21) provides

THG′−1T +WHW =

[
T
W

]H [
G′ 0
0 1

]−1 [
T
W

]
=

=

[
A0

C0

]H [
T 0
0 1

]H [
A′ B′

C ′ D′

] [
G′ 0
0 1

]−1 [
A′ B′

C ′ D′

]H [
T 0
0 1

] [
A0

C0

]
=

=

[
A0

C0

]H [
T 0
0 1

]H [
G′ 0
0 1

]−1 [
T 0
0 1

] [
A0

C0

]
=

= AH
0 T

HG′−1TA0 +CH
0 C0

Comparing this to the given existence condition (3.15) provides

THG′−1T = G > 0 (3.22)

This means, if the existence condition (3.15) is satisfied, the square matrix T
has full rank which implies T to be invertible. Hence (3.21) can be written as([

TH 0
0 1

] [
A′ B′

C ′ D′

] [
TH 0
0 1

]−1
)H [

A0

C0

]
=

[
1
W

]
which makes it clear that T is a state space basis transformation matrix as in
(C.36) that naturally leads to a new state space representation (A,B,C,D)
with [

G 0
0 1

] [
A B
C D

] [
G 0
0 1

]−1

=

[
TH 0
0 1

] [
A′ B′

C ′ D′

] [
TH 0
0 1

]−1

so that (3.21) leads to (3.16). The old state space representation (A′,B′,C ′,D′)
being stable minimal lossless with Gram observability matrix G′, (3.3) provides[

A′ B′

C ′ D′

]H [
G′ 0
0 1

] [
A′ B′

C ′ D′

]
=

[
G′ 0
0 1

]
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Transformed to the new state space representation and using (3.22) gives[
A B
C D

]H [
G 0
0 1

] [
A B
C D

]
=

[
G 0
0 1

]
from which can be seen that G is the Gram observability matrix of the state
space representation (A,B,C,D) of the discrete lossless system L.

Condition (3.17) can be readily verified by subtracting the solution existence
condition (3.15) from the Stein equation for the Gram observability matrix G0

of the pair (A0,C0) in (C.34) which gives

AH
0 (G0 −G)A0 − (G0 −G) +WHW = 0 (3.23)

According to (A.89), this new symmetric Stein equation has a unique solution
G0 − G ≥ 0 ⇔ G ≤ G0 since WHW ≥ 0 and A0 is stable and thus has
eigenvalues |λA| < 1.

3.2.2 Interpolation Problem Solution

Proposition If there exists a matrix G > 0 that verifies (3.15), the interpo-
lation problem (3.14) has a lossless solution L with state space representation
(A,B,C,D) constrained by (3.16). Then the general solution is given by[

A B
C D

]
=

[
A0 G−1G0B0

C0 D0

] [
T 0
0 S

] [
G WH

W −1

]
(3.24)

with

S = (BH
0 G0G

−1G0B0 +DH
0 D0)−

1
2 (1 +WG−1WH)−

1
2

T = (G+WHW )−1
(3.25)

and (B0,D0) being any lossless completion to the observable pair (A0,C0) with
Gram observability matrix G0, as in (3.6).

Proof To verify this, first note that according to (3.6), an observable pair
(A0,C0) with Gram observability matrix G0 > 0 can always be completed by
(B0,D0) so that[

A0 B0

C0 D0

]H [
G0 0
0 1

] [
A0 B0

C0 D0

]
=

[
G0 0
0 1

]
(3.26)

Now the constraint (3.16) can be written in the form[
A B
C D

] [
1 X
W Y

]
=

[
A0 B0

C0 D0

]
(3.27)

so that the state space matrices (A,B,C,D) of the interpolation problem solu-
tion L are a function of yet unknown matrices X,Y that have to be determined
in the following.
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Since L must be lossless and thus satisfy (3.3), this condition can be used
on (3.27) to obtain a constraint for X,Y :

[
G 0
0 1

]−1

=

[
A B
C D

]−1 [
G 0
0 1

]−1 [
A B
C D

]−H
=

=

[
1 X
W Y

]
H−1

[
1 X
W Y

]H
(3.28)

with

H =

[
A0 B0

C0 D0

]H [
G 0
0 1

] [
A0 B0

C0 D0

]
=

[
H1 H2

HH
2 H3

]
(3.29)

The matrix H1 is invertible which can be seen by

H1 = AH
0 GA0 +CH

0 C0 = G+WHW > 0 (3.30)

using (3.15). Thus, according to (A.57), H can be factorized into

H =

[
1 0

EH 1

] [
H1 0
0 F

] [
1 E
0 1

]
(3.31)

with E = H−1
1 H2 and F = H3−HH

2 H
−1
1 H2 = FH , which is invertible since

H is invertible, so that (3.28) can now be written as[
G 0
0 1

]−1

=

[
1 X
W Y

] [
1 −E
0 1

] [
H−1

1 0

0 F−1

] [
1 0

−EH 1

] [
1 X
W Y

]H
With the definition of

U =

[
G

1
2 0

0 1

] [
1
W

]
=

[
G

1
2

W

]
V =

[
G

1
2 0

0 1

] [
X
Y

]
=

[
G

1
2X
Y

] (3.32)

this gives

[
U V

] [1 −E
0 1

] [
(UHU)−1 0

0 F−1

] [
1 0

−EH 1

] [
UH

V H

]
= 1

and thus the constraint for X,Y appearing in V can be written in the form of

1−U(UHU)−1UH = (V −UE)F−1(V −UE)H (3.33)

According to (A.80), there exists a U⊥ with

U⊥(UH
⊥U⊥)−1UH

⊥ = 1−U(UHU)−1UH

since U as defined in (3.32) has full rank. In order to find U⊥, calculate

1−U(UHU)−1UH =

[
1−G

1
2 (UHU)−1G

1
2 −G

1
2 (UHU)−1WH

−W (UHU)−1G
1
2 1−W (UHU)−1WH

]
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With
(UHU)−1 = (G+WHW )−1 = G−1 −G−1WH∆WG−1

and ∆ = (1 +WG−1WH)−1 and further using (A.56) this can be written as

1−U(UHU)−1UH =

[
G−

1
2WH∆WG−

1
2 −G−

1
2WH∆

−∆WG−
1
2 ∆

]
=

=

[
G−

1
2WH

−1

]([
G−

1
2WH

−1

]H [
G−

1
2WH

−1

])−1 [
G−

1
2WH

−1

]H
=

= U⊥(UH
⊥U⊥)−1UH

⊥

so that

U⊥ =

[
G−

1
2WH

−1

]
with UHU⊥ =

[
G

1
2

W

]H [
G−

1
2WH

−1

]
= 0 (3.34)

is an orthogonal completion of U with full rank. Now (3.33) can be written as

U⊥(UH
⊥U⊥)−1UH

⊥ = (V −UE)F−1(V −UE)H

which according to (A.77) can be uniquely expanded to

U⊥(UH
⊥U⊥)−

1
2

(
U⊥(UH

⊥U⊥)−
1
2

)H
= (V −UE)F−

1
2

(
(V −UE)F−

1
2

)H
so that according to (A.78), V containing the unknown X,Y can be extracted
in the form of

V = UE +U⊥(UH
⊥U⊥)−

1
2ZF

1
2

with unitary parameter Z. With (3.32) and (3.34) this leads to[
X
Y

]
=

[
1
W

]
E +

[
G−1WH

−1

]
SH

with
SH = (1 +WG−1WH)−

1
2ZF

1
2 (3.35)

and further to [
1 X
W Y

]
=

[
1 G−1WH

W −1

] [
1 E

0 SH

]
The solution (3.27) now becomes independent of X,Y and using (3.26) can be
written as[

A B
C D

]
=

[
G 0
0 1

]−1 [
A B
C D

]−H [
G 0
0 1

]
=

=

[
G 0
0 1

]−1 [
A0 B0

C0 D0

]−H [
1 X
W Y

]H [
G 0
0 1

]
=

=

[
G 0
0 1

]−1 [
G0 0
0 1

] [
A0 B0

C0 D0

] [
G0 0
0 1

]−1 [
1 X
W Y

]H [
G 0
0 1

]
=

=

[
G−1G0A0G

−1
0 G−1G0B0

C0G
−1
0 D0

] [
1 0

EH S

] [
G WH

W −1

]
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thus[
A B
C D

]
=

[
G−1G0A0G

−1
0 +G−1G0B0E

H G−1G0B0S

C0G
−1
0 +D0E

H D0S

] [
G WH

W −1

]
(3.36)

The matrix E can be calculated using (3.29) and (3.30) and gives

E = H−1
1 H2 = (G+WHW )−1(AH

0 GB0 +CH
0 D0)

which can also be written as

E = (G+WHW )−1AH
0 (G−G0)B0 (3.37)

by taking the expression CH
0 D0 from (3.26). Rewriting (3.26) in the form of[

A0 B0

C0 D0

] [
G0 0
0 1

]−1 [
A0 B0

C0 D0

]H
=

[
G0 0
0 1

]−1

provides the following equations

B0B
H
0 = G−1

0 −A0G
−1
0 AH

0

D0B
H
0 = −C0G

−1
0 AH

0

(3.38)

Due to (3.37) and (3.38), the matrix G0B0E
H appearing in the solution (3.36)

can be expressed as

G0B0E
H = G0B0B

H
0 (G−G0)A0(G+WHW )−1 =

= ((G−G0)A0 −G0A0G
−1
0 AH

0 (G−G0)A0)(G+WHW )−1

Using (3.23) this leads to

G0B0E
H = GA0(G+WHW )−1 −G0A0G

−1
0 (3.39)

Due to (3.37) and (3.38), the matrix D0E
H appearing in the solution (3.36)

can be expressed as

D0E
H = D0B

H
0 (G−G0)A0(G+WHW )−1 =

= C0G
−1
0 AH

0 (G0 −G)A0(G+WHW )−1

Using (3.23) this leads to

D0E
H = C0(G+WHW )−1 −C0G

−1
0 (3.40)

Substituting the expressions (3.39), (3.40) in (3.36) leads to[
A B
C D

]
=

[
A0(G+WHW )−1 G−1G0B0S

C0(G+WHW )−1 D0S

] [
G WH

W −1

]
so that (3.24) follows. The matrix F can be calculated by comparing the ex-
pressions for H−1 obtained by inverting (3.29) and (3.31). The first one gives

H−1 =

[
A0 B0

C0 D0

]−1 [
G 0
0 1

]−1 [
A0 B0

C0 D0

]−H
=

=

[
G−1

0 0
0 1

] [
A0 B0

C0 D0

]H [
G0G

−1G0 0
0 1

] [
A0 B0

C0 D0

] [
G−1

0 0
0 1

]
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using (3.26). The second one gives

H−1 =

[
1 −E
0 1

] [
H−1

1 0

0 F−1

] [
1 0

−EH 1

]
Comparing the lower right block provides

F = (BH
0 G0G

−1G0B0 +DH
0 D0)−1

which can be substituted in (3.35) so that

S(B0,D0,W ,Z) = (BH
0 G0G

−1G0B0 +DH
0 D0)−

1
2Z(1 +WG−1WH)−

1
2

(3.41)
with unitary parameter Z. This can also be written as

S(B0,D0,W ,Z) =

= ZZH(BH
0 G0G

−1G0B0 +DH
0 D0)−

1
2Z(1 +WG−1WH)−

1
2 =

= Z(ZH(BH
0 G0G

−1G0B0 +DH
0 D0)Z)−

1
2 (1 +WG−1WH)−

1
2 =

= ZS(B0Z,D0Z,W ,1)

using (A.76). The solution (3.24) then gives[
A B
C D

]
= f(A0,B0,C0,D0,W ,Z) =

=

[
A0 G−1G0B0

C0 D0

] [
T 0
0 ZS

] [
G WH

W −1

]
=

=

[
A0 G−1G0B0Z
C0 D0Z

] [
T 0
0 S

] [
G WH

W −1

]
=

= f(A0,B0Z,C0,D0Z,W ,1)

with S = S(B0Z,D0Z,W ,1) given by (3.41). According to (3.6), this shows
that the unitary Z parametrizes all lossless completion pairs (B0Z,D0Z) and
thus the solution can be written in the form of (3.24) with S given by (3.25)
and (B0,D0) being any lossless completion pair.

Remark Note that for a unitary matrix U and according to (A.76) we can
write

(UH(BH
0 G0G

−1G0B0 +DH
0 D0)U)−

1
2 (1 +WG−1WH)−

1
2 =

= UH(BH
0 G0G

−1G0B0 +DH
0 D0)−

1
2U(1 +WG−1WH)−

1
2UHU =

= UH(BH
0 G0G

−1G0B0 +DH
0 D0)−

1
2 (U(1 +WG−1WH)UH)−

1
2U

so that the functions S(B0,D0,W ),T (W ) given in (3.25) satisfy

S(B0U ,D0U ,W ) = UHS(B0,D0,UW )U

T (W ) = T (UW )
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hence (3.24) satisfies[
A(B0U ,D0U ,W ) B(B0U ,D0U ,W )
C(B0U ,D0U ,W ) D(B0U ,D0U ,W )

]
=

=

[
A(B0,D0,WU) B(B0,D0,WU)U
C(B0,D0,WU) D(B0,D0,WU)U

]
(3.42)

3.2.3 Link to Conjugate Realization

Proposition If the observable pair (A0,C0) of the discrete stable minimal
lossless system (A0,B0,C0,D0) has a matrix I that solves[

A0

C0

]
I =

[
I 0
0 1

] [
A0

C0

]
(3.43)

then I is unique and invertible and the observable pair (A,C) of the discrete
stable minimal lossless system (A,B,C,D) defined by (3.24) satisfies[

A
C

]
I =

[
I 0
0 1

] [
A
C

]
⇔W = UWI (3.44)

with unitary U defined by

U = B
H
IHGB +D

H
D = B

H

0 I
HG0B0 +D

H

0 D0 (3.45)

Proof First suppose there exists a matrix I solving (3.43) then it is unique
and invertible due to (3.10). According to (3.11) the matrix I also solves[

A0 B0

C0 D0

]
=

[
I 0
0 1

] [
A0 B0

C0 D0

] [
I−1 0
0 U

]
(3.46)

with unitary U given by

U = B
H

0 I
HG0B0 +D

H

0 D0 (3.47)

according to (3.12) and Gram observability matrix G0 satisfying

G0 = IHG0I (3.48)

according to (3.13).
To verify sufficiency suppose there exists a matrix I ′ that solves[

A
C

]
I ′ =

[
I ′ 0
0 1

] [
A
C

]
then it is unique and invertible due to (3.10). According to (3.11) the matrix
I ′ also solves [

A B
C D

]
=

[
I ′ 0
0 1

] [
A B
C D

] [
I ′−1 0

0 U ′

]
(3.49)

with unitary U ′ given by

U ′ = B
H
I ′HGB +D

H
D (3.50)
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according to (3.12) and Gram observability matrix G satisfying

G = I ′HGI ′ (3.51)

according to (3.13). The constraint (3.16) can be rearranged in the form of[
1
W

]
=

[
A B
C D

]−1 [
A0

C0

]
=

[
G 0
0 1

]−1 [
A B
C D

]H [
G 0
0 1

] [
A0

C0

]
using (3.3) since (A,B,C,D) is discrete stable minimal lossless. This provides

G = AHGA0 +CHC0

W = BHGA0 +DHC0

(3.52)

With (3.46), (3.48) and (3.49), (3.51) the conjugate of (3.52) provides

GI ′I−1 = AHGI ′I−1A0 +CHC0

U ′HWI−1 = BHGI ′I−1A0 +DHC0

Subtracting this from (3.52) gives

AH(G−GI ′I−1)A0 − (G−GI ′I−1) = 0

BH(G−GI ′I−1)A0 − (W −U ′HWI−1) = 0

The first equation is a Stein equation and according to (A.88) has a unique
solution G = GI ′I−1 since A,A0 are stable. Since G > 0 this provides

I ′ = I (3.53)

The second equation then provides

W = U ′WI (3.54)

With (3.46), (3.48), (3.49), (3.51) and (3.53), (3.54) it follows from (3.25) that
T = ITIH and the solution (3.24) can be written as[

A B
C D

]
=

[
I 0
0 1

] [
A B
C D

] [
I−1 0
0 U ′

]
=

=

[
A0 G−1G0B0

C0 D0

] [
T 0

0 UHSU ′

] [
G WH

W −1

]
This can be rewritten in the form[

T 0

0 UHSU ′

]
=

[
A0 G−1G0B0

C0 D0

]−1 [
A B
C D

] [
G WH

W −1

]−1

=

[
T 0
0 S

]
hence

S = USU ′H (3.55)

With (3.46), (3.48), (3.49), (3.51) and (3.53), (3.54) the conjugate of S in (3.25)
gives

S = U(BH
0 G0G

−1G0B0 +DH
0 D0)−

1
2UHU ′(1 +WG−1WH)−

1
2U ′H
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using (A.76). With (3.55) and the fact that the matrices (BH
0 G0G

−1G0B0 +

DH
0 D0)−

1
2 , (1 +WG−1WH)−

1
2 are invertible this provides UHU ′ = 1 hence

U ′ = U (3.56)

Thus (3.45) follows from (3.46) and (3.49) using (3.53), (3.56) and (3.44) follows
from (3.54) using (3.56), which verifies sufficiency.

To verify necessity suppose that parameter W satisfies

W = UWI (3.57)

with unitary U given by (3.47). With (3.43) and (3.57) the conjugate of (3.15)
provides

AH
0 I
−HGI−1A0 − I−HGI−1 +CH

0 C0 = WHW

Subtracting this from (3.15) gives

AH
0 (G− I−HGI−1)A0 − (G− I−HGI−1) = 0

This is a Stein equation and according to (A.88) has a unique solution

G = IHGI (3.58)

since A0 is stable. With (3.46), (3.48) and (3.58) the definitions (3.25) provide

S = USUH

T = I−1TI−H
(3.59)

using (A.76). With (3.46), (3.48) and (3.57), (3.58), (3.59) it can be seen that
the solution (3.24) satisfies[

A B
C D

]
=

[
I 0
0 1

] [
A B
C D

] [
I−1 0
0 U

]
so that (3.44) follows and according to (3.12) and with (3.47) matrix U is given
by (3.45), which verifies necessity.

3.2.4 Parametrization of Stable Observable Pairs

Proposition The set of all stable observable pairs (A,C) with Gram observ-
ability matrix G > 0 is a differentiable manifold and can be parametrized by a
matrix W of same dimension than C in the way

A = A0TG+G−1G0B0SW

C = C0TG+D0SW
(3.60)

with

S = (BH
0 G0G

−1G0B0 +DH
0 D0)−

1
2 (1 +WG−1WH)−

1
2

T = (G+WHW )−1
(3.61)
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while (A0,C0) is a stable observable pair with Gram observability matrix G0

and lossless completion (B0,D0) as in (3.6). The Gram observability matrices
are uniquely determined by

AH
0 G0A0 −G0 +CH

0 C0 = 0

AH
0 GA0 −G+CH

0 C0 = WHW
(3.62)

and G ≤ G0 must obey the condition

G > 0 (3.63)

Proof This parametrization is a particular consequence of the solution to the
Nudelman interpolation problem (3.24), (3.25). It further follows from (3.42)
that any lossless completion pair (B0,D0) can be chosen since they are all
parametrized by (B0U ,D0U) according to (3.6). The effect of a different com-
pletion pair is only that in order to reach the same pair (A,C) a different
parameter W has to be used.

Remark Moreover it has been shown in [2] that the set of lossless systems and
the set of stable observable pairs are differentiable manifolds. A differentiable
manifold is a smooth curved surface of a dimension d that locally resembles
the well known straight euclidean vector space Rd. This means that locally,
calculations can be carried out in the usual straight euclidean space instead of
the curved manifold. The local link between the euclidean space and the mani-
fold is provided by a local chart. A complete collection of local charts is called
an atlas and globally describes the curved manifold like a complete collection
of planar road maps describe the curved surface of earth. Topologically, these
charts are an homeomorphism between an open subset of the curved manifold
and an open subset of the straight Rd whereby an homeomorphism is a bicon-
tinuous function, that is a continuous function which has a continuous inverse
function. Such an homeomorphism allows for a point on the manifold to find
the corresponding point on the local chart and the other way round.

In this context, the stable observable pair (A0,C0) with Gram observability
matrix G0 is the center of a chart since for W = 0 we get G = G0 from
(3.62) and further S = 1,T = G−1 from (3.61) and (3.3) which states that
BH

0 G0B0 +DH
0 D0 = 1 so that by (3.60) we get A = A0,C = C0 for W = 0.

The stable observable pair (A,C) is displaced from the center as a continuous
function of W while observing the condition (3.63). If this condition is close
to be violated, another chart of the atlas has to be selected, which is done by
centering on the current pair (A′0 = A,C ′0 = C) balancing this realization
(A0 = JA′0J

−1,C0 = C ′0J
−1) with J defined by G = JHJ so that G0 = 1

and finally resetting W = 0. Balancing is necessary because otherwise the
Gram observability matrix of the new center pair remains G0 = G which is
a poor choice since this value triggered the changing of the chart by almost
violating condition (3.63). Since condition (3.63) defines an open set, it is
fulfilled on the center at W = 0 by G = G0 > 0 but it will also be fulfilled in
some neighborhood of the center, so that this condition does not prevent this
parametrization from becoming differentiable.
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Chapter 4

Multiobjective
Optimization

This chapter sets up a multiobjective optimization problem. For a given plant
P , a controller K has to be found which is optimal with respect to a given
cost function and within given constraints. These optimization objectives are
formulated in terms of L1, L2/H2, H∞ system norms. The advantage of using
the L1, L2/H2, H∞ norms is that the calculation of these norms can themselves
be set up as standard semidefinite optimization problems which allows the local
sensitivities and eventually the subgradient of the multiobjective optimization
problem to be calculated. Formulating the optimization problem in terms of the
parametrization found in chapters 2 and 3 then allows to move the parameter
QL instead of K infinitesimally in the descending direction indicated by the
subgradient. Once the optimization task is complete, the controller K can
be regained from the parameter QL. This enables a local improvement of a
provided initial controller K0 to a better one K∗ with respect to the cost
function and within the constraints.

4.1 Problem Formulation

In this section, an extended version of the plant is constructed that incorporates
various filters and the plant itself. Together with the controller to be designed,
this leads to an extended feedback loop that provides more freedom in the
formulation of the optimization objectives. The objectives can then be defined
on certain channels and over certain frequencies of this system.

4.1.1 Extended Loops

The plant P that is to be controlled by the controller K is extended by filter
systems P zwi ,P ywi ,P zui to form the extended plant P i, which together with
the controllerK forms the extended loopHi as shown in figure 4.1. These filters
can be used to select performance channels and to emphasize certain frequencies.
The fact that these filters become a part of the system to be optimized makes the
formulation of objectives easier. A bridge structure (C.56) has been chosen for
the extended plant P i to cover all possible filtering situations. Many different

49
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Figure 4.1: The plant P is extended by filters P zwi ,P ywi ,P zui to form the
extended plant P i, which together with the controller K forms the extended
loop Hi.

extended plants P i and loops Hi can be defined and the index i is used to
distinguish them.

Proposition The extended loop shown in figure 4.1 has a transfer matrix Hi

given by

Hi = P zwi + P zui(1−KP )−1KP ywi (4.1)

A state space representation of Hi is given by

Hi =

[
Ai Bi

Ci Di

]
=

=


Azwi 0 0 0

0 Aywi
0 0

0 Bzui
DKEPKCywi

Azui
Bzui

DKEPKCP

0 BPDKEPKCywi
0 AP +BPDKEPKCP

0 BKEPKCywi 0 BKEPKCP

Czwi
Dzui

DKEPKCywi
Czui

Dzui
DKEPKCP

· · ·

· · ·

0 Bzwi

0 Bywi

BzuiEKPCK BzuiDKEPKDywi

BPEKPCK BPDKEPKDywi

AK +BKDPEKPCK BKEPKDywi

DzuiEKPCK Dzwi +DzuiDKEPKDywi

 (4.2)

In the important special case of the filter system matrices satisfying

Azwi
= Aywi

= Azui
= AP

Bzwi
= Bywi

= Bwi

Bzui
= BP

Czwi
= Czui

= Czi

Cywi
= CP

(4.3)
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this state space representation reduces to

Hi =

[
Ai Bi

Ci Di

]
=

 AP +BPDKEPKCP

BKEPKCP

Czi +Dzui
DKEPKCP

· · ·

· · ·
BPEKPCK Bwi +BPDKEPKDywi

AK +BKDPEKPCK BKEPKDywi

Dzui
EKPCK Dzwi

+Dzui
DKEPKDywi

 (4.4)

Proof The transfer matrix (4.1) follows from figure 4.1. Using H as defined
in (2.2) it can be seen that the transfer matrix can also be given by

Hi = P zwi + P zui(1−KP )−1KP ywi = P zwi + P zui

[
0 1

]
H

[
0
1

]
P ywi

Now let the state space representations of plant P , controller K and loop H
be given by (2.18) and (2.19) and the filters P zwi ,P ywi ,P zui be given by

P kli =

[
Akli Bkli

Ckli Dkli

]
with k ∈ {y, z} and l ∈ {u,w}. Then the state space representation (4.2) follows
from this transfer matrix using (C.46), (C.44) and (2.19). In the special case
given by (4.3) the state space representation (4.2) then further reduces to (4.4)
by applying simple state transformations that allow to cut off uncontrollable
and unobservable parts.

4.1.2 System Norms

In order to find an optimal controller, a method of comparing the effects of
different controllers is required. One such method is to define norms on the
input and output signals of the extended loop Hi to measure its performance.
The two most common signal norms are the L2 norm that measures the energy,
hence a sort of average of the signal, and the L∞ norm that measure the peak
value of the signal. The following inequalities taken from [14] relate the norms
of input and output

||z(t)||L2 ≤ ||Hi(s)||H∞ ||w(t)||L2

||z(t)||L∞ ≤ ||Hi(t)||L1 ||w(t)||L∞
||z(t)||L∞ ≤ ||Hi(t)||L2 ||w(t)||L2 = ||Hi(s)||H2 ||w(t)||L2

The correspondence between the L2 and H2 norm in the last inequality is due to
the Parseval theorem (C.9). These inequalities show that Hi needs to be stable
for the L1, L2/H2, H∞ norms to remain bounded. If the filters of the extended
plant P i as in figure 4.1 are selected so that the input wi consists of external
disturbances and the output zi contains error signals that are to be kept small,
then the system norms L1, L2/H2, H∞ can be used on Hi to minimize or limit
the effect of the disturbances on the error signals. This explains the interest
to use the system norms L1, L2/H2, H∞ as objectives in system specifications.
These norms or best upper bounds on them are presented in the following in
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the form of matrix inequalities for a discrete system Hi. To our best knowledge
there exists yet no matrix inequality form for the L1 norm. However, an upper
bound, called the star norm, has been found by replacing the reachable set of
the system state trajectories by the tightest ellipsoid that contains the reachable
set, see [1], [9], [12] and section C.1.4. The intermediate variables αi, βi, γi,Zi
are called decision variables. The variables αi, βi follow from the application
of the so called S-lemma on quadratic constraints as demonstrated in [1] for
continuous systems. The variables γi represent an upper bound on the norm
and the hermitian and positive definite matrices Zi define Lyapunov functions
or are Gram controllability or observability matrices.

L1 Norm An upper bound is the star norm derived in [1], [9] and leads to

||Hi[k]||L1 ≤ ||Hi[k]||∗ ≤ γi (4.5)

if and only if ∃Zi > 0, αi ∈ [0, 1], βi ∈ [0, γ2
i ] so that[

AH
i ZiAi + (αi − 1)Zi AH

i ZiBi

BH
i ZiAi BH

i ZiBi − αi1

]
≤ 0[

CH
i Ci − βiZi CH

i Di

DH
i Ci DH

i Di + (βi − γ2
i )1

]
≤ 0

(4.6)

L2/H2 Norm According to (C.12), (C.13) direct calculation leads to

||Hi[k]||L2 = ||Hi(z)||H2 < γi (4.7)

if and only if ∃Zi > 0 so that

AH
i ZiAi +CH

i Ci −Zi < 0

tr(BH
i ZiBi +DH

i Di)− γ2
i < 0

(4.8)

H∞ Norm It follows from the strict bounded real lemma that

||Hi(z)||H∞ < γi (4.9)

if and only if ∃Zi > 0 so that[
AH
i ZiAi +CH

i Ci −Zi AH
i ZiBi +CH

i Di

BH
i ZiAi +DH

i Ci BH
i ZiBi +DH

i Di − γ2
i 1

]
< 0 (4.10)

4.1.3 Optimization Problem

The typical optimization problem is formulated in terms of optimization ob-
jectives that have to be met. These objectives consist of a cost function and
constraints. The constraints limit the set of all possible controllers to a subset
of admissible controllers. Among these admissible controllers, the set of best
controllers can then be found by minimizing the scalar cost function. Here, each
objective is defined in terms of one of the norms L1, L2/H2, H∞ presented in
the previous section, acting on one extended loopHi. There can be as many dif-
ferent extended loops as objectives. Each objective comes with a set of decision
variables αi ≥ 0, βi ≥ 0, γi > 0,Zi > 0.



4.2. PARAMETRIZED OPTIMIZATION 53

Proposition The multiobjective optimization problem of finding the con-
troller K that minimizes a cost function under constraints formulated in terms
of the L1, L2/H2, H∞ norms can be given in the general form

K∗ = arg inf
α ≥ 0
β ≥ 0
γ > 0
ε > 0
Z > 0

K

f(γ) subject to G′(α,β,γ, ε,Z,K) ≤ 0 (4.11)

The vectors α,β,γ contain the decision variables αi, βi, γi and the block di-
agonal matrix Z contains the decision variables Zi of the different objectives.
In addition to these, the vector ε contains variables εi that are introduced to
formally transform definite constraints of the form M < 0 to semidefinite con-
straints by M + ε1 ≤ 0 with ε > 0.

Proof The decision variables γi in (4.5), (4.7), (4.9) represent upper bounds
of the system norms, so the cost f will be formulated as a function of these. The
constraints are then given by a combination of (4.5), (4.7), (4.9) together with
user defined norm limits such as γ ≤ γmax. Aside from the decision variables
αi, βi,Zi, these constraints depend on the realizations (Ai,Bi,Ci,Di) of the
extended loopsHi which according to (4.1) are a function ofK. The εi are used
to formally transform definite constraints M i < 0 into semidefinite constraints
by M i + εi1 ≤ 0 with εi > 0. All constraints can then be combined in the
single unified semidefinite form G′ ≤ 0 used in (4.11) by putting the separate
semidefinite constraints as diagonal entries G′i into a block diagonal G′. Then
G′ ≤ 0 if and only if all G′i = [G′]ii ≤ 0.

4.2 Parametrized Optimization

In theory, the solution of (4.11) yields the optimal controller K∗ but in prac-
tice, the problem is difficult to solve since the constraints are bilinear. The
solution proposed in this section is therefore based on the idea of a local opti-
mization. The fixed order parametrization developed in chapter 2 parametrizes
all stable loops H formed by the controller with a given plant P with stable
parameters QL,QR. The parameter QL is observable if and only if K is ob-
servable. It is therefore sensible to concentrate on stable observable QL, so
that the parametrization of stable observable pairs developed in chapter 3 can
be applied. Since stable observable Q = QL form a differentiable manifold, a
subgradient can be calculated from a local sensitivity information so that a local
optimization can be carried out. However, this requires the constraints to be
formulated as linear matrix inequalities in order to get access to the sensitivity
information. Therefore, a two step optimization is proposed. In an evaluation
step the controller parameter Q and the L1 parameters α,β are kept constant
so that the L1, L2/H2, H∞ norm constraints become linear matrix inequalities
in the remaining variables and the sensitivity information can be accessed. In an
actualization step the local subgradient is calculated from the sensitivity matrix
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so that the parameter values (Q,α,β) can be changed in order to improve the
cost function.

4.2.1 Passage between Controller and Parameter

Proposition If the Riccati equation

R(AP +BPDKEPKCP ) +RBPEKPCKR =

= BKEPKCP + (AK +BKDPEKPCK)R (4.12)

has a solution R = RKP then the left parameter Q = QL can be calculated
from the controller K by

[
AQ BQ

CQ DQ

]
=

[
1 LK
0 EKP

] [
AK BK

CK DK

]
LK = (BKDP −RBP )EKP

EKP = (1−DKDP )−1

EPK = (1−DPDK)−1

(4.13)

If the Sylvester equation

RAP = AQR+BQCP (4.14)

has a solution R = RKP then the controller K can be calculated from the left
parameter Q = QL by

[
AK BK

CK DK

]
=

[
1 LK
0 EKP

]−1 [
AQ BQ

CQ DQ

]
LK = BQDP −RBP

EKP = 1 +DQDP

(4.15)

Proof This is just a summary of (2.21), (2.23), (2.40) and (2.19) with R =
RKP .

Remark Note that the quadratic Riccati equation (4.12) becomes a linear
Sylvester equation (4.14) if it is expressed in terms of the parametrization. The
Riccati equation has to be solved at the start of the optimization when an initial
Q0 has to be calculated from the initial K0. The Sylvester equation has to be
solved at the end of the optimization when a final K∗ has to be calculated from
the final Q∗.
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4.2.2 Parametrized Extended Loops

Proposition A state space representation of the extended loop Hi in terms
of parameter Q = QL is given by

Hi =

[
Ai Bi

Ci Di

]
=

=


Azwi

0 0 0
0 Aywi

0 0
0 Bzui

DQCywi
Azui

Bzui
DQCP

0 BPDQCywi 0 AP +BPDQCP

0 (BQ +RBPDQ)Cywi 0 (BQ +RBPDQ)CP

Czwi
Dzui

DQCywi
Czui

Dzui
DQCP

· · ·

· · ·

0 Bzwi

0 Bywi

Bzui
CQ Bzui

DQDywi

BPCQ BPDQDywi

AQ +RBPCQ (BQ +RBPDQ)Dywi

Dzui
CQ Dzwi

+Dzui
DQDywi

 (4.16)

In the special case (4.3) this state space representation reduces to

Hi =

[
Ai Bi

Ci Di

]
=

 AP +BPDQCP

(BQ +RBPDQ)CP

Czi +Dzui
DQCP

· · ·

· · ·
BPCQ Bwi +BPDQDywi

AQ +RBPCQ (BQ +RBPDQ)Dywi

Dzui
CQ Dzwi

+Dzui
DQDywi

 (4.17)

Proof The parametrized state space representations (4.16) and (4.17) respec-
tively follow from (4.2) and (4.4) by replacing all terms containing state matrices
of the controller K according to (2.43) with R = RKP .

4.2.3 Parametrized Optimization Problem

Proposition If condition (4.12) or (4.14) have a solutionR at all times during
the optimization process, then the multiobjective optimization problem (4.11)
is equivalent to the formulation in terms of the parameter Q which can be given
in the general form

Q∗ = arg inf
α ≥ 0
β ≥ 0
γ > 0
ε > 0
Z > 0

Q

f(γ) subject to G(α,β,γ, ε,Z,Q) ≤ 0 (4.18)
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Proof Problem (4.11) can be formulated in terms of Q by formulating the
extended loops Hi as given in (4.2) in terms of Q as given in (4.16). This leads
to (4.18). If the conditions (4.12) or (4.14) have a solution R at all times, then
there is always a reversible relation between the controller K and the parameter
Q expressed by (4.13) or (4.15) so that the problems (4.11) and (4.18) become
equivalent.

4.2.4 Evaluation Step

However, despite being formulated in terms of the parameter Q, problem (4.18)
can not be solved directly with the currently known convex optimization tech-
niques since these require the constraints formulated as linear matrix inequalities
in all variables which is not the case as can be seen by (4.6), (4.8), (4.10). To
circumvent this problem we propose an optimization consisting of two alternat-
ing steps, an evaluation and an actualization. The evaluation step calculates
the local sensitivity matrix which is the optimal Lagrange multiplier associated
to the constraint function for constant parameter values (Q,α,β).

Proposition For a given constant controller parameter valueQ and given con-
stant L1 parameter values α,β, the problem (4.18) reduces to an optimization
problem for given constant extended loops Hi. This means a search for the best
upper norm bounds γ∗ for a given system and may therefore be rather called a
norm evaluation problem. If f is a cost function of the form f(γ) = γTJγ with
diagonal J > 0 and if all objectives are formulated in terms of the L1, L2/H2,
H∞ norms this evaluation problem is convex with linear matrix inequality con-
straints. If this convex optimization problem exhibits strong duality then the
local sensitivity matrix Ω∗ for the given parameter values (Q,α,β) can be found
and there is a relation in the form of

f(γ∗) = g(Ω∗) = inf
γ > 0
ε > 0
Z > 0

f(γ) subject to GQ,α,β(γ, ε,Z) ≤ 0 (4.19)

The function g is the Lagrange dual function to the cost function f as defined
in (B.20). The sensitivity matrix Ω is the Lagrange dual to the variable γ and
is known as the Lagrange multiplier. The sensitivity matrix is hermitian. The
evaluation constraint function GQ,α,β equals the function G from (4.18) but for
(Q,α,β) kept constant.

Proof For fixed parameters (Q,α,β) and thus fixed Ai,Bi,Ci,Di the bilin-
ear matrix inequalities in the L1, L2/H2, H∞ norm objectives given in section
4.1.2 reduce to linear matrix inequalities in the variables γ2

i ,Zi. If the cost func-
tion takes the form f(γ) = γTJγ with diagonal J > 0 then f(γ) =

∑
i[J ]iiγ

2
i

becomes linear in γ2
i . Under these circumstances the optimization problem

(4.18) consists of a linear cost function f in the variables γ2
i with linear matrix

inequality constraints in the variables γ2
i ,Zi and therefore becomes a convex op-

timization problem. Most often, convex optimization problems exhibit strong
duality, see [5] for extended information. The equality in (4.19) then follows if
the optimization problem exhibits strong duality (B.22).
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4.2.5 Actualization Step

The actualization step then calculates the local subgradient from the sensitiv-
ity matrix so that the parameter values (Q,α,β) can be changed in order to
improve the cost function.

Proposition If the optimization problem (4.19) exhibits strong duality and
the local sensitivity matrix Ω∗ is known then the local subgradient of the cost
function f can be calculated. This information can then be used to find the
direction in which the parameter values (Q,α,β) have to be actualized so that
the cost function f decreases. The subgradient can be given by

df ≤ Ω∗ • δG (4.20)

The scalar product • of two matrices is as defined in (A.68).

Proof This is a result of the perturbation analysis of optimization problems
that can be found in [4]. It is the generalization of a similar result in linear pro-
gramming applied to a semidefinite programming. A simplified proof is given
in section B.3. The key to understand these proofs is to note that the opti-
mization problem (4.19) can be seen as an optimization problem with (Q,α,β)
as optimization parameters such as in (B.23). Then if the problem is convex
and exhibits strong duality, the effects of a parameter perturbation on this opti-
mization problem can be studied, which leads to (B.24) with Lagrange function
defined as (B.25). In this context, the Lagrange function is given by

L(α,β,γ, ε,Z,Ω,Q) = f(γ) + Ω •G(α,β,γ, ε,Z,Q)

with γ, ε,Z forming the optimization variables, (Q,α,β) the optimization pa-
rameters and Ω the Lagrange multiplier. Then due to the linearity of the scalar
product, the effect of parameter changes on the cost function takes the varia-
tional form

df ≤ δL = Ω∗ • δG

for a variation of the parameters (Q,α,β), which verifies (4.20).

Remark The total variation df of the cost function is defined as

df = f(γ∗+)− f(γ∗)

and the partial variation δG of the constraint function is defined as

δG = G(α+,β+,γ
∗, ε∗,Z∗,Q+)−G(α,β,γ∗, ε∗,Z∗,Q)

The values γ∗, ε∗,Z∗ are the optimal values of the decision variables obtained
after the last evaluation step (4.19) for the current parameter values (Q,α,β).
The value γ∗+ is an optimal value which would be obtained after the next eval-
uation step if the parameters were actualized to Q+,α+,β+.

4.2.6 Variation of the Constraint Function

In order to obtain the subgradient in (4.20) the variation δG of the constraint
function or at least the directional variation Ω∗ • δG has to be calculated.
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Proposition If all objectives are formulated in terms of the L1, L2/H2, H∞
norms then equation (4.20) can be written in the form

df ≤ Re
∑
i

(ΩAi
•δAi+ΩBi

•δBi+ΩCi
•δCi+ΩDi

•δDi)+ΩE •δ
[
α
β

]
(4.21)

with (Ai,Bi,Ci,Di) being a realization of the extended loop Hi and the sensi-
bility matrices ΩAi

,ΩBi
,ΩCi

,ΩDi
,ΩE depending on the actual constraint func-

tion G.

Proof Variables ε are used to formally transform definite constraints of the
form M < 0 into semidefinite constraints by M + ε1 ≤ 0 with ε > 0 and δε = 0
since ε does not depend on the optimization parameters (Q,α,β). Hence the
directional variation of the definite constraint M < 0 in semidefinite form is
given by Ω • δ(M + ε1) = Ω • δM . Then using (A.69), (A.70), (A.71), (A.72)
and (A.81) the first order variations of the constraint function given in unified
semidefinite form G ≤ 0 formulated in terms of the L1, L2/H2, H∞ norm
constraints can be calculated.

The first order directional variations of the L1 norm constraint (4.6) can
then be given by

Ω • δGL1i
= Ω1 • δ

[
AH
i ZiAi + (αi − 1)Zi AH

i ZiBi

BH
i ZiAi BH

i ZiBi − αi1

]
+

+ Ω2 • δ
[
CH
i Ci − βiZi CH

i Di

DH
i Ci DH

i Di + (βi − γ2
i )1

]
=

= 2 Re(Ω1 • (
[
Ai Bi

]H
Zi
[
δAi δBi

]
))+

+ 2 Re(Ω2 • (
[
Ci Di

]H [
δCi δDi

]
))+

+ Ω1 •
[
Zi 0
0 −1

]
δαi −Ω2 •

[
Zi 0
0 −1

]
δβi

which can be written in the form

Ω • δGL1i
=

= Re((2Zi(AiΩ111
+BiΩ121

)) • δAi + (2Zi(AiΩ112
+BiΩ122

)) • δBi+

+ 2(CiΩ211
+DiΩ221

) • δCi + 2(CiΩ212
+DiΩ222

) • δDi)+

+


[
Zi 0
0 −1

]
•Ω1[

−Zi 0
0 1

]
•Ω2

 • [δαiδβi

]
(4.22)

The first order directional variations of the L2/H2 norm constraint (4.8) can be
given by

Ω • δGL2/H2i
= Ω3 • δ(AH

i ZiAi +CH
i Ci −Zi)+

+ Ω4 • δ(tr(BH
i ZiBi +DH

i Di)− γ2
i ) =

= 2 Re(Ω3 • (AH
i ZiδAi +CH

i δCi))+

+ 2 Re((Ω41) • (BH
i ZiδBi +DH

i δDi))
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which can be written in the form

Ω • δGL2/H2i
= Re((2ZiAiΩ3) • δAi + (2ZiBiΩ4) • δBi+

+ (2CiΩ3) • δCi + (2DiΩ4) • δDi) (4.23)

The first order directional variations of the H∞ norm constraint (4.10) can be
given by

Ω•δGH∞i
= Ω5•δ

[
AH
i ZiAi +CH

i Ci −Zi AH
i ZiBi +CH

i Di

BH
i ZiAi +DH

i Ci BH
i ZiBi +DH

i Di − γ2
i 1

]
=

= 2 Re(Ω5 • (
[
Ai Bi

]H
Zi
[
δAi δBi

]
+
[
Ci Di

]H [
δCi δDi

]
)

which can be written in the form

Ω • δGH∞i
=

= Re((2Zi(AiΩ511
+BiΩ521

)) • δAi + (2Zi(AiΩ512
+BiΩ522

)) • δBi+

+ 2(CiΩ511
+DiΩ521

) • δCi + 2(CiΩ512
+DiΩ522

) • δDi) (4.24)

Due to the linearity of the scalar product, the directional variations of all L1,
L2/H2, H∞ norm constraints given in (4.22), (4.23), (4.24) and thus the direc-
tional variation of any constraint function G that is formulated in terms of the
L1, L2/H2, H∞ norms can be written in the form (4.21).

4.2.7 Variation of the Extended Loops

In order to obtain the subgradient in (4.21) the directional variations ΩAi
•δAi,

ΩBi
• δBi, ΩCi

• δCi, ΩDi
• δDi of the extended loops have to be calculated.

Proposition If the Sylvester equations

F iA
H
P −A

H
QF i = EH(ΩAiERi + ΩBiD

H
ywi
DH
QB

H
P ) (4.25)

have solutions F i then equation (4.21) can be written in the form

df ≤ Re(ΩAQ
•δAQ+ΩBQ

•δBQ+ΩCQ
•δCQ+ΩDQ

•δDQ)+ΩE•δ
[
α
β

]
(4.26)

with

ΩAQ
=
∑
i

(EHΩAi
E + F iR

H)

ΩBQ
=
∑
i

(EH(ΩAiEBi + ΩBiD
H
ywi

) + F iC
H
P )

ΩCQ
=
∑
i

(EH
Ci

ΩAi
+DH

zui
ΩCi

)E

ΩDQ
=
∑
i

(EH
Ci

(ΩAi
EBi

+ ΩBi
DH
ywi

) +DH
zui

(ΩCi
EBi

+ ΩDi
DH
ywi

))

(4.27)
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and

E =


0
0
0
0
1

 ,EBi
=


0

CH
ywi

0

CH
P

0

 ,ECi
=


0
0

Bzui

BP

RBP

 ,ERi
= (ECH

Q +EBi
DH
Q )BH

P

(4.28)
which in the special case (4.3) reduce to EBi

= EB ,ECi
= EC ,ERi

= ER

with

E =

[
0
1

]
,EB =

[
CH
P

0

]
,EC =

[
BP

RBP

]
,ER = (ECH

Q +EBD
H
Q )BH

P (4.29)

Proof The first order variations of the extended loops can be calculated from
(4.16) and can then be given by

δAi = EδAQE
H +EδBQE

H
Bi

+ECi
δCQE

H +ECi
δDQE

H
Bi

+EδREH
Ri

δBi = (EδBQ +ECi
δDQ +EδRBPDQ)Dywi

δCi = Dzui(δCQE
H + δDQE

H
Bi

)

δDi = DzuiδDQDywi

using (A.81) withE,EBi
,ECi

,ERi
as defined in (4.28). In the special case (4.3)

the first order variations of the extended loops can be calculated from (4.17) in
a similar way and are given by the same expressions but with E,EBi ,ECi ,ERi

as defined in (4.29). Then using (A.70) equation (4.21) can be written as

df ≤ Re
∑
i

((EHΩAi
E) • δAQ + (EH(ΩAi

EBi
+ ΩBi

DH
ywi

)) • δBQ+

+ ((EH
Ci

ΩAi
+DH

zui
ΩCi

)E) • δCQ+

+ (EH
Ci

(ΩAiEBi + ΩBiD
H
ywi

) +DH
zui

(ΩCiEBi + ΩDiD
H
ywi

)) • δDQ+

+ (EH(ΩAiERi + ΩBiD
H
ywi
DH
QB

H
P )) • δR) + ΩE • δ

[
α
β

]
(4.30)

The variable R is constrained by the Sylvester equation (4.14) whose first order
variation is given by

δRAP = δAQR+AQδR+ δBQCP

so a directional variation for an arbitrary F i is given by

F i • (δRAP −AQδR) = F i • (δAQR+ δBQCP )

which using (A.70) can be written in the form

(F iA
H
P −A

H
QF i) • δR = (F iR

H) • δAQ + (F iC
H
P ) • δBQ

Then if the F i solve the Sylvester equations (4.25) equation (4.30) can be written
in the form (4.26) with ΩAQ

,ΩBQ
,ΩCQ

,ΩDQ
given by (4.27).
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4.2.8 Variation of the Parameter

In order to obtain the subgradient in (4.26) the directional variations ΩAQ
•δAQ,

ΩBQ
• δBQ, ΩCQ

• δCQ, ΩDQ
• δDQ of the parameter have to be calculated.

This is done by applying the parametrization of stable observable pairs in (3.2.4)
based on lossless systems. Thereby an infinitesimal variation (δAQ, δCQ) can
be calculated as a function of the variation δW of the stable observable pair
parameter and thus an infinitesimal variation δQ = (δAQ, δBQ, δCQ, δDQ) of
the parameter Q and hence the directional variations required in (4.26) can be
calculated as a function of δW and the variations δBQ, δDQ.

Proposition If the pair (AQ0
,CQ0

) defining the center of the current chart is
stable and observable then it has a lossless completion (B0,D0) and the Stein
and Sylvester equations

AQ0
LAA

H
Q0
−LA = TAH

Q0
ΩAQ

−AQ0
TAH

Q0
ΩAQ

GTAH
Q0
−

−G−1ΩAQ
WHSHBH

0 G0G
−1+

+G−1G0B0MAB
H
0 G0G

−1 +G−1WHNAWG−1

AQ0
LCA

H
Q0
−LC = TCH

Q0
ΩCQ

−AQ0
TCH

Q0
ΩCQ

GTAH
Q0

+

+G−1G0B0MCB
H
0 G0G

−1 +G−1WHNCWG−1

U
1
2MA +MAU

1
2 = V

1
2SHBH

0 G0G
−1ΩAQ

WHSH

U
1
2MC +MCU

1
2 = V

1
2SHDH

0 ΩCQ
WHSH

V
1
2NA +NAV

1
2 = SHBH

0 G0G
−1ΩAQ

WHSHU
1
2

V
1
2NC +NCV

1
2 = SHDH

0 ΩCQ
WHSHU

1
2

(4.31)
have unique solutions LA,LC ,MA,MC ,NA,NC respectively and equation
(4.26) can be written in the form

df ≤ Re(ΩW • δW + ΩBQ
• δBQ + ΩDQ

• δDQ) + ΩE • δ
[
α
β

]
(4.32)

with

ΩW = SH(BH
0 G0G

−1ΩAQ
+DH

0 ΩCQ
) +W (LA +LC +LHA +LHC )−

− (NA +NC +NH
A +NH

C )WG−1 (4.33)

and
S = U−

1
2V −

1
2

T = (G+WHW )−1

U = BH
0 G0G

−1G0B0 +DH
0 D0

V = 1 +WG−1WH

(4.34)

The Gram observability matrices G0 of the chart center (AQ0
,CQ0

) and G of
the current pair (AQ,CQ) are uniquely determined by the Stein equations

AH
Q0
G0AQ0 −G0 +CH

Q0
CQ0 = 0

AH
Q0
GAQ0 −G+CH

Q0
CQ0 = WHW

(4.35)
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respectively and G ≤ G0 must obey the condition

G > 0 (4.36)

otherwise the current chart is no longer valid and a new one has to be selected
by centering on the balanced current pair (AQ0

= JAQJ
−1,CQ0

= CQJ
−1)

with J defined by G = JHJ and resetting W = 0 so that due to (4.35) there
is G = G0 = 1 and condition (4.36) again becomes valid.

Proof Equations (4.34), (4.35) and condition (4.36) are taken from (3.61),
(3.62) and (3.63) respectively. Note thatG > 0 is required so that T > 0,V > 0
and since (B0,D0) is a lossless completion alsoU > 0. The first order variations
of the stable observable pair (AQ,CQ) can be calculated from (3.60) and can
then be given by

δAQ = AQ0δTG+AQ0T δG−G
−1δGG−1G0B0SW+

+G−1G0B0δSW +G−1G0B0SδW

δCQ = CQ0
δTG+CQ0

T δG+D0δSW +D0SW

using (A.81), (A.82). The first order variations of G,S,T ,U ,V can be calcu-
lated from (4.34) and (4.35). First

AH
Q0
δGAQ0

= δG+ δWHW +WHδW

then since S−1 = V
1
2U

1
2 we get

δS + SδV
1
2U

1
2S + SV

1
2 δU

1
2S = 0

and since T−1 = G+WHW = AH
Q0
GAQ0

+CH
Q0
CQ0

we get

δT + TAH
Q0
δGAQ0T = 0

and finally

U
1
2 δU

1
2 + δU

1
2U

1
2 +BH

0 G0G
−1δGG−1G0B0 = 0

V
1
2 δV

1
2 + δV

1
2V

1
2 +WG−1δGG−1WH = δWG−1WH +WG−1δWH

using (A.81), (A.82), (A.83). According to (A.77) the matrices U
1
2 > 0,V

1
2 > 0

are the unique positive matrix square roots of U ,V . The first order directional
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variations of these variables can then be given by

Re(ΩAQ
• δAQ) = Re((TAH

Q0
ΩAQ

−G−1ΩAQ
WHSHBH

0 G0G
−1) • δG+

+ (BH
0 G0G

−1ΩAQ
WH) • δS + (AH

Q0
ΩAQ

G) • δT+

+ (SHBH
0 G0G

−1ΩAQ
) • δW ) (4.37)

Re(ΩCQ
• δCQ) = Re((TCH

Q0
ΩCQ

) • δG+ (DH
0 ΩCQ

WH) • δS+

+ (CH
Q0

ΩCQ
G) • δT + (SHDH

0 ΩCQ
) • δW ) (4.38)

Re((AQ0
LAH

Q0
−L) • δG) = Re((W (L+LH)) • δW ) (4.39)

Re(Ω • δS) = −Re((V
1
2SHΩSH) • δU

1
2 + (SHΩSHU

1
2 ) • δV

1
2 ) (4.40)

Re(Ω • δT ) = −Re((AQ0TΩTAH
Q0

) • δG) (4.41)

Re((U
1
2M +MU

1
2 ) • δU

1
2 ) = −Re((G−1G0B0MBH

0 G0G
−1) • δG) (4.42)

Re((V
1
2N +NV

1
2 ) • δV

1
2 ) = Re(((N +NH)WG−1) • δW−

− (G−1WHNWG−1) • δG) (4.43)

using (A.69), (A.70) and particularly Re(A •B) = Re(B •A) = Re(B •A) =
Re(AH •BH). Using (4.40), (4.41) on (4.37) leads to

Re(ΩAQ
• δAQ) = Re((TAH

Q0
ΩAQ

−G−1ΩAQ
WHSHBH

0 G0G
−1) • δG−

− (AQ0TA
H
Q0

ΩAQ
GTAH

Q0
) • δG+ (SHBH

0 G0G
−1ΩAQ

) • δW−

− (V
1
2SHBH

0 G0G
−1ΩAQ

WHSH) • δU
1
2−

− (SHBH
0 G0G

−1ΩAQ
WHSHU

1
2 ) • δV

1
2 )

According to (A.86) the Sylvester equations

U
1
2MA +MAU

1
2 = V

1
2SHBH

0 G0G
−1ΩAQ

WHSH

V
1
2NA +NAV

1
2 = SHBH

0 G0G
−1ΩAQ

WHSHU
1
2

have unique solutions MA,NA since U
1
2 > 0,V

1
2 > 0. With (4.42) and (4.43)

this leads to

Re(ΩAQ
• δAQ) = Re((TAH

Q0
ΩAQ

−G−1ΩAQ
WHSHBH

0 G0G
−1) • δG−

− (AQ0
TAH

Q0
ΩAQ

GTAH
Q0

) • δG+ (SHBH
0 G0G

−1ΩAQ
) • δW+

+ (G−1G0B0MAB
H
0 G0G

−1 +G−1WHNAWG−1) • δG−
− ((NA +NH

A )WG−1) • δW )

According to (A.88) the Stein equation

AQ0
LAA

H
Q0
−LA = TAH

Q0
ΩAQ

−AQ0
TAH

Q0
ΩAQ

GTAH
Q0
−

−G−1ΩAQ
WHSHBH

0 G0G
−1+

+G−1G0B0MAB
H
0 G0G

−1 +G−1WHNAWG−1

has a unique solution LA since AQ0
is stable. With (4.39) this leads to

Re(ΩAQ
• δAQ) = Re((SHBH

0 G0G
−1ΩAQ

+W (LA +LHA )−
− (NA +NH

A )WG−1) • δW ) (4.44)
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Using (4.40), (4.41) on (4.38) leads to

Re(ΩCQ
• δCQ) = Re((TCH

Q0
ΩCQ

) • δG−
− (AQ0

TCH
Q0

ΩCQ
GTAH

Q0
) • δG+ (SHDH

0 ΩCQ
) • δW−

− (V
1
2SHDH

0 ΩCQ
WHSH) • δU

1
2−

− (SHDH
0 ΩCQ

WHSHU
1
2 ) • δV

1
2 )

According to (A.86) the Sylvester equations

U
1
2MC +MCU

1
2 = V

1
2SHDH

0 ΩCQ
WHSH

V
1
2NC +NCV

1
2 = SHDH

0 ΩCQ
WHSHU

1
2

have unique solutions MC ,NC since U
1
2 > 0,V

1
2 > 0. With (4.42) and (4.43)

this leads to

Re(ΩCQ
• δCQ) = Re((TCH

Q0
ΩCQ

) • δG−
− (AQ0TC

H
Q0

ΩCQ
GTAH

Q0
) • δG+ (SHDH

0 ΩCQ
) • δW+

+ (G−1G0B0MCB
H
0 G0G

−1 +G−1WHNCWG−1) • δG−
− ((NC +NH

C )WG−1) • δW )

According to (A.88) the Stein equation

AQ0
LCA

H
Q0
−LC = TCH

Q0
ΩCQ

−AQ0
TCH

Q0
ΩCQ

GTAH
Q0

+

+G−1G0B0MCB
H
0 G0G

−1 +G−1WHNCWG−1

has a unique solution LC since AQ0
is stable. With (4.39) this leads to

Re(ΩCQ
• δCQ) = Re((SHDH

0 ΩCQ
+W (LC +LHC )−
− (NC +NH

C )WG−1) • δW ) (4.45)

The above Stein and Sylvester equations are collected in (4.31). Replacing the
directional variations ΩAQ

• δAQ and ΩCQ
• δCQ in (4.26) by the terms in

(4.44) and (4.45) respectively leads to the equation for the subgradient (4.32)
with ΩW given by (4.33).

4.2.9 Realness Constraint

To be practically usable, the parametrized controller K must remain real in the
sense of (C.27) so that additional constraints have to be considered, according
to the following idea, see also figure 4.2. If the plant P and the initial controller
K0 is real, then it is shown that a real initial parameter Q0 can be found among
the possible initial parameters Q0. It is then possible to keep the parameter Q
real by satisfying some constraints. If the dynamic matrix AP of the given plant
P has no eigenvalues in common with the dynamic matrix AQ of the current
real parameter Q, then the reconstructed controller K is real.
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Figure 4.2: Principal idea behind the process to assure realness of the controller
K for a real plant P . The spectra of the dynamic matrices AP ,AQ are denoted
by ΛP ,ΛQ respectively.

Proposition If the Riccati equation (4.12) has solutions and if the plant P
is real, then

K real ⇒ exists a Q real (4.46)

and K,Q share the same realness transformation matrix I[
AK BK

CK DK

] [
I 0
0 1

]
=

[
I 0
0 1

] [
AK BK

CK DK

]
[
AQ BQ

CQ DQ

] [
I 0
0 1

]
=

[
I 0
0 1

] [
AQ BQ

CQ DQ

] (4.47)

Proof Plant P and controller K are real if and only if there exist IP , I so
that [

AP BP

CP DP

]
=

[
IP 0
0 1

] [
AP BP

CP DP

] [
IP 0
0 1

]−1

[
AK BK

CK DK

]
=

[
I 0
0 1

] [
AK BK

CK DK

] [
I 0
0 1

]−1
(4.48)

according to (C.28). Hence[
AH BH

CH DH

]
=

[
IH 0
0 1

] [
AH BH

CH DH

] [
IH 0
0 1

]−1

(4.49)

with (AH ,BH ,CH ,DH) being the realization of the loop H as given in (2.19)
and with

IH =

[
IP 0
0 I

]
(4.50)



66 CHAPTER 4. MULTIOBJECTIVE OPTIMIZATION

which shows that the loop H is real. With (4.48) and (4.50) and by using the
substitutions in (4.13) equation (4.49) provides

AQ +RBPCQ = IAQI
−1 +R′BPCQI

−1

BQ +RBPDQ = IBQ +R′BPDQ

CQ = CQI
−1

DQ = DQ

with R′ = IRI−1
P . This can be written in block matrix form[

1 (R−R′)BP

0 1

] [
AQ BQ

CQ DQ

]
=

[
I 0
0 1

] [
AQ BQ

CQ DQ

] [
I 0
0 1

]−1

(4.51)

Matrix R is a solution of the Riccati equation (4.12) which can be written as
the Sylvester equation (4.14) using the substitutions in (4.13). With (4.48) the
conjugate of (4.14) provides

R′AP = IAQI
−1R′ + IBQCP

Subtracting this from (4.14) gives

(R−R′)AP = AQR− IAQI
−1R′ +BQCP − IBQCP

Using (4.51) this simplifies to

AQ(R−R′) = (R−R′)(AP +BP (CQR
′ +DQCP ))

One solution of this Riccati equation is R = R′ = IRI−1
P . This solution leads

to Q real as can be seen in (4.51) with transformation matrix I.

Proposition Realness of the parameter Q is preserved

Q0 real ⇒ Q real (4.52)

if and only if the parameter Q that is itself parametrized by (W ,BQ,DQ)
satisfies

W = UWI

BQ = I−1BQ

DQ = DQ

(4.53)

with invertible I uniquely defined by[
AQ0

CQ0

]
I =

[
I 0
0 1

] [
AQ0

CQ0

]
(4.54)

and unitary U defined by

U = B
H

0 I
HG0B0 +D

H

0 D0 (4.55)

while the pair (B0,D0) is a lossless completion (3.6) of the stable observable
pair (AQ0

,CQ0
). Then Q0,Q share the same realness transformation matrix I[
AQ0

BQ0

CQ0 DQ0

] [
I 0
0 1

]
=

[
I 0
0 1

] [
AQ0

BQ0

CQ0 DQ0

]
[
AQ BQ

CQ DQ

] [
I 0
0 1

]
=

[
I 0
0 1

] [
AQ BQ

CQ DQ

] (4.56)
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Proof Parameter Q0 realized by (AQ0
,BQ0

,CQ0
,DQ0

) is real if and only if
there exists a matrix I so that[

AQ0
BQ0

CQ0
DQ0

]
=

[
I 0
0 1

] [
AQ0

BQ0

CQ0
DQ0

] [
I 0
0 1

]−1

according to (C.28). The first block column in particular gives (4.54) hence
condition (3.43) is satisfied and (3.44) can be applied so that[

AQ

CQ

]
I =

[
I 0
0 1

] [
AQ

CQ

]
⇔W = UWI (4.57)

with unitary U defined by (3.45). Now Q is real if and only if there exists a
matrix T so that[

AQ BQ

CQ DQ

]
=

[
T 0
0 1

] [
AQ BQ

CQ DQ

] [
T 0
0 1

]−1

(4.58)

according to (C.28). Since the pair (AQ,CQ) is observable I is uniquely defined
by (4.57) according to (3.10). Comparing this to (4.58) shows that T = I since
I is unique, so that realness of Q follows from realness of Q0 if and only if the
conditions (4.53) are satisfied.

Proposition If the dynamic matrix AP of the given plant P has no eigenval-
ues in common with the dynamic matrix AQ of the current parameter Q and
if the plant P is real, then

Q real ⇒K real (4.59)

and Q,K share the same realness transformation matrix I[
AQ BQ

CQ DQ

] [
I 0
0 1

]
=

[
I 0
0 1

] [
AQ BQ

CQ DQ

]
[
AK BK

CK DK

] [
I 0
0 1

]
=

[
I 0
0 1

] [
AK BK

CK DK

] (4.60)

Proof Plant P and parameter Q are real if and only if there exist IP , I so
that [

AP BP

CP DP

]
=

[
IP 0
0 1

] [
AP BP

CP DP

] [
IP 0
0 1

]−1

[
AQ BQ

CQ DQ

]
=

[
I 0
0 1

] [
AQ BQ

CQ DQ

] [
I 0
0 1

]−1
(4.61)

according to (C.28). With (4.61) the conjugate of (4.14) provides

IRI−1
P AP = AQIRI

−1
P +BQCP

Subtracting this from (4.14) gives

AQ(R− IRI−1
P )− (R− IRI−1

P )AP = 0
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This is a Sylvester equation and according to (A.86) has a unique solution

R = I−1RIP (4.62)

if and only if λAP
6= λAQ

for all eigenvalues λAP
, λAQ

of AP ,AQ respectively.
With (4.61) and (4.62) it follows from (4.15) that

LK = I−1LK (4.63)

and with (4.63) further[
AK BK

CK DK

]
=

[
I 0
0 1

]−1 [
1 LK
0 EKP

] [
AQ BQ

CQ DQ

] [
I 0
0 1

]
so that K is real with transformation matrix I.

4.3 Sufficient Conditions

The proposed multiobjective optimization method presented in the preceding
sections roughly consists of first constructing a controller parameter Q for a
given initial controller K0 and constructing initial L1 norm parameters α,β,
then calculating the local subgradient and thereby constantly improving the
parameters (Q,α,β) and finally reconstructing a final controller K∗ from the
improved parameter Q. While a detailed algorithm is presented in section 4.4,
this section provides some sufficient conditions for these constructions, calcula-
tions and reconstructions to work.

4.3.1 Sufficient Condition for Parameter Construction

A necessary and sufficient condition for the ability to construct a parameter
Q from an initial controller K0 is the existence of a solution R to the Riccati
equation (4.12). A sufficient condition for the existence of R can be given.

Proposition If the dynamic matrix AH of the closed loop H formed by the
given plant P and a given controller K is diagonalizable, then there exists a
not necessarily unique R so that a parameter Q can be constructed from the
given controller K. If in addition to that H is stable and K is observable, then
Q is stable and observable.

Proof IfAH is diagonalizable then according to (2.30) a not necessarily unique
solution R = RKP to the Riccati equation (2.21), which is equal to the Riccati
equation (4.12), exists. Then a parameter Q can be constructed from controller
K by application of (4.13). If the closed loop H is stable then K is a stabilizing
controller and thus Q is stable due to (2.46). If K is observable then Q = QL

is observable due to (2.45).

4.3.2 Sufficient Condition for Subgradient Calculation

A necessary and sufficient condition for the ability to write the subgradient
(4.20) in the explicit form (4.32) is the existence of solutions F i to the Sylvester
equations (4.25) and the existence of solutions LA,LC ,MA,MC ,NA,NC to
the Stein and Sylvester equations (4.31). A sufficient condition for the existence
of F i,LA,LC ,MA,MC ,NA,NC can be given.
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Proposition If the dynamic matrix AP of the given plant P has no eigenval-
ues in common with the dynamic matrix AQ of the parameter Q and if Q is
stable and observable, then there exist unique F i,LA,LC ,MA,MC ,NA,NC

and the subgradient of the cost function f can be given in the explicit form of
(4.32) so that it can be calculated.

Proof The subgradient in (4.20) can be written in the form (4.21). Due to
(A.86) the Sylvester equations (4.25) have unique solutions F i if and only if
λAP

6= λAQ
for all eigenvalues λAP

, λAQ
of AP ,AQ respectively. Then the

subgradient (4.21) can be written in the form (4.26). If the pair (AQ,CQ) of Q
is stable and observable it can be set as the center of a chart (AQ0 = AQ,CQ0 =
CQ). Hence the Stein and Sylvester equations (4.31) have unique solutions and
thus the subgradient (4.26) can be written in the form (4.32).

4.3.3 Sufficient Condition for Controller Reconstruction

A necessary and sufficient condition for the ability to reconstruct a final con-
troller K∗ from a parameter Q is the existence of a solution R to the Sylvester
equation (4.14). A sufficient condition for the existence of R can be given.

Proposition If the dynamic matrix AP of the given plant P has no eigenval-
ues in common with the dynamic matrix AQ of the current parameter Q, then
there exists a unique R so that a controller K can be uniquely reconstructed
from the current parameter Q.

Proof Due to (A.86) the Sylvester equation (4.14) has a unique solution R
if and only if λAP

6= λAQ
for all eigenvalues λAP

, λAQ
of AP ,AQ respectively.

Then a controller K can be uniquely reconstructed from parameter Q by ap-
plication of (4.15).

4.3.4 Sufficient Condition for L1 Parameter Construction

In order to construct initial L1 parameters α,β for extended loopsHi controlled
by an initial controller K0, upper bounds of the L1 norms of the extended loops
Hi have to be found by solving the bilinear matrix inequalities in (4.6) which is
difficult. A method for iteratively solving the bilinear matrix inequalities is to
alternately fix αi, βi and Zi and to solve the resulting linear matrix inequalities
at each step in order to decrease the upper bound γi. That way the linear matrix
inequalities for fixed αi, βi are solved for Zi and provide a potentially better Zi
for the following linear matrix inequality for fixed Zi and so on. A sufficient
condition for the existence of initial αi, βi,Zi can be given so that the iterative
process can be started, eventually resulting in the initial L1 parameters α,β.

Proposition If the extended loop Hi is stable, then valid initial αi, βi,Zi can
be derived from the spectral radius ρi of the extended loop dynamic matrix Ai

by selecting an αi ∈]0, 1− ρ2
i [, solving the first linear matrix inequality in (4.6)

for Zi and then solving the second linear matrix inequality in (4.6) for βi. The
spectral radii ρi can be collected in a radius vector ρ.
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Proof The proof follows the ideas presented in [1] applied to the discrete case.
If Ai is stable then it has a spectra radius bounded by ρi = maxk |λk| < 1 with
λk denoting the eigenvalues of Ai. Now select αi ∈]0, 1 − ρ2

i [ then 1√
1−αi

Ai is

still stable with spectral radius 1√
1−αi

ρi < 1. Since 1√
1−αi

Ai is stable the Stein

equation in Z−1
i

1

1− αi
AiZ

−1
i A

H
i −Z

−1
i +

1

αi
BiB

H
i +Ei = 0

with Ei > 0 so that 1
αi
BiB

H
i +Ei > 0 has a unique solution Z−1

i > 0 according

to (A.89). Thus there always exists a Z−1
i > 0 for any αi ∈]0, 1− ρ2

i [ so that

1

1− αi
AiZ

−1
i A

H
i −Z

−1
i +

1

αi
BiB

H
i < 0

which is equivalent to

Z−1
i −

[
Ai Bi

] [ 1
1−αi

Z−1
i 0

0 1
αi

1

] [
AH
i

BH
i

]
> 0

Using (A.65) this is equivalent toZ−1
i Ai Bi

AH
i (1− αi)Zi 0

BH
i 0 αi1

 > 0

Using (A.64) this is equivalent to Zi ZiAi ZiBi

AH
i Zi (1− αi)Zi 0

BH
i Zi 0 αi1

 > 0

Using (A.65) this is equivalent to[
(1− αi)Zi 0

0 αi1

]
−
[
AH
i Zi

BH
i Zi

]
Z−1
i

[
ZiAi ZiBi

]
> 0

This finally gives[
AH
i ZiAi + (αi − 1)Zi AH

i ZiBi

BH
i ZiAi BH

i ZiBi − αi1

]
< 0

which is a slightly stricter version of the first matrix inequality in (4.6). This
means that for any αi ∈]0, 1−ρ2

i [ this linear matrix inequality in Zi has at least
one solution Zi > 0 which can then be put as a constant matrix into the second
matrix inequality in (4.6) that then becomes a linear matrix inequality in βi.

4.4 Complete Algorithm

This section summarizes the steps to carry out a multiobjective optimization
based on the parametrization of fixed order controllers and the parametrization
of observable pairs with objectives formulated in terms of the L1, L2/H2, H∞
norms. The proposed algorithm consists of the three stages initialization, opti-
mization, finalization. An overview of this algorithm is presented in figure 4.3
while a more detailed description is provided below.
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Figure 4.3: Overview of the optimization algorithm.
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4.4.1 Initialization

In the initialization stage, the optimization problem is set up for a given plant
P that is to be optimally controlled by a controller K in a feedback loop H.
The optimization objectives are defined in form of a scalar cost function and
a negative semidefinite matrix constraint function. An initial parameter Q is
constructed from an admissible controller K0.

• Get a realization of the plant P and an observable realization of an initial
working controller K0.

• Define filters P zwi
,P ywi

,P zui
and thereby formally construct the ex-

tended loops Hi as defined in section 4.1.1 for each optimization objec-
tive which allows to refine the objectives by selecting certain performance
channels or by emphasizing certain frequencies.

• Define the optimization objectives in form of a scalar cost function f(γ)
of the form f(γ) = γT Iγ with diagonal I > 0 and a constraint function
G′(α,β,γ, ε,Z,K) ≤ 0 formulated in terms of the L1, L2/H2, H∞ norms
given in section 4.1.2 while assuring the initial working controllerK0 to be
admissible. It is admissible if there exist α ≥ 0,β ≥ 0,γ > 0, ε > 0,Z > 0
so that G′(α,β,γ, ε,Z,K0) ≤ 0. The optimization problem is now set
up and can be written in the form (4.11).

• Try to construct initial L1 parameters α,β. It has been shown in sec-
tion 4.3.4 that if the extended loop Hi is stable then this is possible by
first selecting an initial αi ∈]0, 1− ρ2

i [ then calculating the initial Zi and
finally the initial βi, with ρi being the spectral radius of the extended
loop dynamic matrix Ai. Alternately fixing αi, βi and Zi and solving the
resulting linear matrix inequalities at each step in order to decrease the
upper L1 norm bound γi should then lead to usable initial L1 parameters
α,β.

• Try to build Q from K0 using the relations provided in section 4.2.1. If
equation (4.12) has a solutionR thenQ can be calculated by (4.13). It has
been shown in section 4.3.1 that if the closed loop dynamic matrix AH is
diagonalizable then this is possible. Since K0 is required to be observable,
also Q = QL is observable due to (2.45). Further the extended loops Hi

need to be stable for the L1, L2/H2, H∞ norms to remain bounded so that
K0 is a stabilizing controller and thus Q is stable due to (2.46). Hence
Q is stable and observable. The optimization problem is now ready for
optimization and can be written in the form (4.18).

• Extract the stable observable pair (AQ,CQ) from parameter Q and set it
as the center (AQ0

= AQ,CQ0
= CQ) of the chart for the parametriza-

tion of stable observable pairs. Reset W = 0 and let G0 be the Gram
observability matrix of the center stable observable pair (AQ0 ,CQ0). Find
a lossless completion pair (B0,D0) of the center (AQ0 ,CQ0) as defined
in (3.6).
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4.4.2 Optimization

In the optimization stage, the parameterQ along with α,β are improved, which
means that they are moved from their initial positions so that the cost function
f decreases and the constraint function G remains negative semidefinite. The
whole optimization stage is repeated until the cost function reaches a local
minimum.

• Evaluate the Lagrange dual function of the cost function f for the current
parameter value Q and current values α,β and obtain the local sensitivity
matrix Ω∗ as described in section 4.2.4.

• Actualize the parameter Q and α,β so that f decreases, the decreasing
direction being indicated by the subgradient of the cost function f as
described in section 4.2.5. Try to calculate the subgradient as a function
of the variation of the parameter state space matrices BQ,DQ and the
stable observable pair parameter W as shown in the sections 4.2.6, 4.2.7,
4.2.8. It has been shown in section 4.3.2 that if the dynamic matrix AQ

of the stable and observable parameter Q has no eigenvalues in common
with the dynamic matrix AP of the plant P then this is possible.

• If the condition G > 0 is close to be violated, center on the current
balanced stable observable pair (AQ0 = JAQJ

−1,CQ0 = CQJ
−1) with

J defined by G = JHJ and reset W = 0 and G0 = 1. Find a lossless
completion pair (B0,D0) of the center (AQ0 ,CQ0) as defined in (3.6).

4.4.3 Finalization

In the finalization stage, an optimal controller K∗ is reconstructed from the
improved parameter Q.

• Try to build K∗ from Q using the relations provided in section 4.2.1. If
equation (4.14) has a solution R then K∗ can be calculated by (4.15).
It has been shown in section 4.3.3 that if the dynamic matrix AQ of the
parameter Q has no eigenvalues in common with the dynamic matrix AP

of the plant P then this is possible.
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Chapter 5

Conclusion

In this report, a way to improve an existing controller with respect to a multi-
objective specification, written in terms of the L1, L2/H2, H∞ system norms,
has been presented. Three key elements distinguish the proposed approach.
First, a parametrization of fixed order controllers by a stable and observable
controller parameter, based on the work in [13]. Second, a parametrization of
all stable observable pairs that allows an infinitesimal adjustment of the con-
troller parameter, based on the work in [2]. And third, the use of a sensitivity
information to calculate the local subgradient of the optimization problem so
that the controller parameter can be adjusted the right way, based on the work
in [4].

Although many performance measures to quantify the specifications of a
multiobjective optimization problem exist, the L1, L2/H2, H∞ system norms
are possibly the most important ones. They have been chosen in this report
due to their practical relevance and also to illustrate the scope of the proposed
approach. For a given system, the H2 and H∞ norms stand exemplarily for
linear matrix inequality constraints and the L1 norm stands exemplarily for a
bilinear matrix inequality constraint. Despite these inherent differences, these
constraints are treated in a unified way, as part of a more general semidefi-
nite constraint. The necessity for the proposed approach to gain access to the
sensitivity information currently limits the possible constraints to these three
normes.

The proposed solution is based on the left controller parameter QL on which
a parametrization of stable observable pairs is applied. However, the dual ap-
proach is also possible, based on the right controller parameter QR on which a
parametrization of stable controllable pairs is applied. In practical applications
one could imagine to use QL and the stable observable pair parametrization in
case of K having more inputs than outputs since the output matrices CK ,CQL

are then of smaller dimension than the input matrices BK ,BQR and thus the
stable observable pair parametrization of (AQL,CQL) is then simpler than the
stable controllable pair parametrization of (AQR,BQR) and to use QR and the
stable controllable pair parametrization in the other case.

The Riccati equations (2.21), (2.22) may have multiple solutions RKP ,RPK

for a given plant P and controller K. The implications on the proposed algo-
rithm are yet unknown. It may be possible that the descending paths of the
algorithm are different for different RKP ,RPK so that in the case of the de-
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scending algorithm starting from a saddle point or a maximum of the cost
function, the outcome of the local optimization may be totally different.



Appendix A

Algebra

A.1 Ring Structure

This section serves as the mathematical foundation on which the main text is
built upon and provides in particular the coprime factorization and coprime
completion that are the starting point in the search for parametrizations.

A.1.1 Rings and Units

This section introduces the algebraic structure of a ring and provides the laws
that follow from the definitions. Some special rings are given and the notion of
unit is defined.

Ring

A ring R is a set with two binary relations “+” called addition and “.” called
multiplication with multiplication having priority over addition. Every element
of a ring has an inverse with respect to addition, but not all elements have
inverses with respect to multiplication. A ring is defined by the properties

R+R = R (completeness) (A.1)

∀a, b, c ∈ R : a+ (b+ c) = (a+ b) + c (associativity) (A.2)

∀a, b ∈ R : a+ b = b+ a (commutativity) (A.3)

∀a ∈ R : a+ 0 = 0 + a = a (identity) (A.4)

∀a ∈ R : a+ (−a) = (−a) + a = a− a = 0 (inverse) (A.5)

RR = R (completeness) (A.6)

∀a, b, c ∈ R : a(bc) = (ab)c (associativity) (A.7)

∀a ∈ R : a1 = 1a = a (identity) (A.8)

∀a, b, c ∈ R : a(b+ c) = ab+ ac, (a+ b)c = ac+ bc (distributivity) (A.9)
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Remark 1 Multiplication with the additive identity

∀a ∈ R : a0 = 0a = 0 (A.10)

since a = a1 = a(1 + 0) = a1 + a0 = a + a0 ⇔ a− a = 0 = a0 and by analogy
a = 1a leads to 0 = 0a.

Remark 2 Multiplication with an additive inverse

∀a, b ∈ R : a(−b) = (−a)b = −ab (A.11)

since ab + a(−b) = a[b + (−b)] = a0 = 0 ⇔ a(−b) = −ab and by analogy
ab+ (−a)b leads to (−a)b = −ab.

Trivial Ring

The ring R = {0 = 1} is called the trivial ring. In a nontrivial ring R that has
other elements a ∈ R : a 6= 0 we always have

0 6= 1⇔ nontrivial ring (A.12)

Proof Let 0 = 1 and take an arbitrary a ∈ R then a = a1 = a0 = 0 and thus
a = 0 for all a ∈ R so that R must be the trivial ring.

Commutative Ring

If in addition to laws (A.1) to (A.9) the elements of ring R further obey

∀a, b ∈ R : ab = ba (A.13)

then R is said to be a commutative ring.

Integral Ring

If in addition to laws (A.1) to (A.9) there is no solution to

∀a, b ∈ R \ {0} : ab = 0 (A.14)

then R has no zero divisors and is said to be an integral ring.

Remark On an integral ring, the equation ax = a with x ∈ R, a ∈ R \ {0}
has a unique solution x = 1 since ax− a = a(x− 1) = 0 and a 6= 0.

Unit

If an element u in a ring R is invertible with respect to multiplication, then it
is called a unit and obeys the rule

∀u ∈ R : uu−1 = u−1u = 1 (A.15)

This leads to a special property for units u ∈ R

Ru = uR = R (A.16)
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Proof since on the one hand Ru ⊂ R and uR ⊂ R and on the other hand
R = R1 = Ru−1u ⊂ Ru and R = 1R = uu−1R ⊂ uR and therefore being
subsets of each other the two sets are equal and Ru = uR = R. This is in
contrast to Rr ⊂ R, rR ⊂ R for an arbitrary r ∈ R due to multiplicative
completeness (A.6).

Field

If every nonzero element r 6= 0 in a ring R is a unit then the ring R is called a
field.

A.1.2 Ideals and Equivalence

This section introduces important subsets of a ring, the ideals. A measure for
the size of ideals is given and the smallest ideals containing a number of elements
are calculated. Finally, the notion of equivalence on a ring is defined and its
relation to ideals is shown.

Ideal

An ideal I is an additive subgroup of a ring R that is invariant under multi-
plication by R. Since multiplication on a ring is not necessarily commutative,
there exist left and right ideals. On a commutative ring they are both equal. A
left ideal I is defined by the properties

I ⊂ R (subset) (A.17)

I − I = I (additive subgroup) (A.18)

RI = I (multiplicative invariance) (A.19)

For a right ideal, equation (A.19) changes to IR = I. Equation (A.17) assures
that I inherits the laws of the ring except completeness (A.1) and (A.6). Fur-
thermore, since I is a subset, it not necessarily contains the identities 0 and
1 and the additive inverse −a of an element a ∈ I. Equation (A.18) assures
additive completeness of I and provides the ideal with the additive identity 0
and the additive inverse −a of an element a ∈ I. With these two equations I
becomes an additive subgroup of R. Equation (A.19) provides the multiplica-
tive invariance property and since I ⊂ R⇒ II ⊂ RI = I assures multiplicative
completeness.

Remark That means an ideal I is almost a ring. If I also contained the
multiplicative identity 1, then I would indeed be a ring. Equation (A.20) will
show that this ring is R.

Ideal containing a Unit

If any ideal I contains a unit u ∈ R then the ideal is the ring itself

I = R⇔ u ∈ I (A.20)

Proof Since R = Ru = uR ⊂ I using (A.16) and (A.19) and I ⊂ R due
to (A.17) and therefore being subsets of each other the two sets are equal and
I = R. The ideals 0 and R are called trivial ideals.
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Intersection of Ideals

The intersection of two same sided ideals is again an ideal of the same side

I = I1 ∩ I2 (A.21)

Proof This is because first I1 ⊂ R and I2 ⊂ R so I = I1 ∩ I2 ⊂ R which
verifies (A.17), second I1− I1 = I1 and I2− I2 = I2 so I − I ⊂ I1− I1 = I1 and
I− I ⊂ I2− I2 = I2 so that I− I ⊂ I1∩ I2 = I and thus I− I = I which verifies
(A.18) and third RI1 = I1 and RI2 = I2 so RI ⊂ RI1 = I1 and RI ⊂ RI2 = I2
so that RI ⊂ I1∩I2 = I and with 1 ∈ R this gives RI = I which verifies (A.19).
The same is true for right ideals.

Sum of Ideals

The sum of two same sided ideals is again an ideal of the same side

I = I1 + I2 (A.22)

Proof This is because first I1 ⊂ R and I2 ⊂ R so I = I1 + I2 ⊂ R + R = R
which verifies (A.17), second I1− I1 = I1 and I2− I2 = I2 so I− I = (I1 + I2)−
(I1 + I2) = (I1 − I1) + (I2 − I2) = I1 + I2 = I which verifies (A.18) and third
RI1 = I1 and RI2 = I2 so RI ⊂ RI1 + RI2 = I1 + I2 = I and with 1 ∈ R this
gives RI = I which verifies (A.19). The same is true for right ideals.

Principal Ideal

A principal ideal I(x) is an ideal with one additional property

Rx = I(x) (generation) (A.23)

This defines a left principal ideal. For a right principal ideal, this equation
changes to xR = I(x). This equation means that there is one element x ∈ I(x)
that generates the ideal. A principal ideal is therefore the set of all multiples of
x by ring elements.

Size of an Ideal

Two same sided ideals can be compared in size with respect to mutual inclusion

I1 ⊂ I2 ⇔ I1 smaller than I2 (A.24)

and an ideal I 6= R is said to be maximal if it is not contained in any other
ideal of the same side.

Smallest Ideal containing two Ideals

The smallest ideal that contains two ideals I1, I2 ⊂ R is the sum of the same
sided ideals I1 + I2 generated by these ideals

I1 + I2 is the smallest ideal that contains I1, I2 (A.25)
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Proof Let I be the smallest ideal that contains I1, I2, thus I ⊂ I1 + I2. But I
as an ideal verifies (A.18) and since I1 ⊂ I and I2 ⊂ I this leads to I1 + I2 ⊂ I
and therefore being subsets of each other the two sets are equal and I = I1 + I2.

Smallest Ideal containing one Element

The smallest ideal that contains an element a ∈ R is the principal ideal I(a)
generated by this element

I(a) is the smallest ideal that contains a (A.26)

Proof Let I be the smallest ideal that contains a, thus I ⊂ I(a). But for left
ideals I(a) = Ra ⊂ RI = I and therefore being subsets of each other the two
sets are equal and I = I(a). The same is true for right ideals.

Smallest Ideal containing two Elements

The smallest ideal that contains two elements a, b ∈ R is the sum of the same
sided principal ideals I(a) + I(b) generated by these elements

I(a) + I(b) is the smallest ideal that contains a, b (A.27)

Proof Let I be the smallest ideal that contains a, b, thus I ⊂ I(a) + I(b). But
for left ideals I(a) = Ra ⊂ RI = I and I(b) = Rb ⊂ RI = I with (A.18) leads
to I(a) + I(b) ⊂ I and therefore being subsets of each other the two sets are
equal and I = I(a) + I(b). The same is true for right ideals.

Equivalence

Two elements x, y ∈ R are said to be left equivalent if there exists a unit u ∈ R
for which x = uy. By analogy, they are right equivalent if there exists a unit
v ∈ R for which x = yv. Two equivalent elements generate the same principal
ideal

I(x) = I(y)⇔ x ∼ y (equivalence) (A.28)

Proof Left equivalence x ∼ y ⇔ x = uy leads to I(x) = Rx = Ruy = Ry =
I(y). To verify the reverse direction, let x � y. If ∃a ∈ I(y) : a /∈ I(x) then
clearly I(x) 6= I(y). If this is not the case then ∀a ∈ I(y) : a ∈ I(x) and therefore
I(y) ⊂ I(x) ⇒ y ∈ Rx. So ∃m ∈ R : y = mx, but m is not a unit since x � y
so that I(m) 6= R. Hence ∃p ∈ R : p /∈ I(m) and thus @q ∈ R : p = qm. This
allows the construction of a = px so that a ∈ I(x) but since @q ∈ R : p = qm
this leads to @q ∈ R : a = px = qmx = qy. This means that a /∈ I(y) so indeed
∃a ∈ I(x) : a /∈ I(y) and therefore x � y ⇒ I(x) 6= I(y) which is equivalent to
x ∼ y ⇐ I(x) = I(y). The same is true for right equivalence.

A.1.3 Division

This section introduces the notion of divisibility on a general ring, using the
concept of ideals. It is shown how the least common multiple and the greatest
common divisor of two ring elements can be found.
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Divisibility

Since a principal ideal is the set of all multiples of its generator, any element of
the ideal can be written as a product of the generator and a ring element. This
introduces the notion of divisibility

a ∈ I(b)⇔ a can be divided by b (divisibility) (A.29)

Proof Let I(b) be a left ideal then a ∈ I(b) = Rb and hence ∃m ∈ R : a = mb
and thus b is a right divisor of a. If it is a right ideal then, by analogy, its
generator is a left divisor.

Remark A unit u ∈ R is a divisor to every element of the ring since following
equation (A.20) any ideal containing a unit is the ring itself. Especially I(u) = R
and thus every ring element is contained in this ideal and therefore divisible by
its generator u.

Least Common Multiple

If the intersection of two principal ideals is itself a principal ideal, then the least
common multiples are defined by

The generators of I(a) ∩ I(b) are the least common multiples of a, b (A.30)

Proof If the intersection of two principal ideals I(a)∩ I(b) is itself a principal
ideal, then we have I(a) ∩ I(b) = I(m). Since I(m) ⊂ I(a), I(b) and especially
m ∈ I(a), I(b) divisibility (A.29) shows that m can be divided by a, b or in other
words m is a common multiple of a, b. If m′ is another common multiple of a, b
of the same side as m, then m′ ∈ I(a), I(b) so that m′ ∈ I(a) ∩ I(b) = I(m).
This means m′ is itself a multiple of m and therefore m is the least common
multiple if I(a) ∩ I(b) is principal.

Remark Due to (A.28) all generators of I(a)∩I(b) and thus all least common
multiples are equivalent.

Greatest Common Divisor

If the sum of two principal ideals is itself a principal ideal, then the greatest
common divisors are defined by

The generators of I(a) + I(b) are the greatest common divisors of a, b (A.31)

Proof If the sum of two principal ideals I(a) + I(b) is itself a principal ideal,
then we have I(a)+I(b) = I(d). Since I(a), I(b) ⊂ I(d) and especially a, b ∈ I(d)
divisibility (A.29) shows that d is a common divisor of a and b. If d′ is another
common divisor of a, b of the same side as d, then a, b ∈ I(d′). But following
(A.27) the ideal I(d) = I(a) + I(b) is the smallest ideal containing a, b, we have
I(d) ⊂ I(d′) and thus d can be divided by d′ and therefore d is the greatest
common divisor if I(a) + I(b) is principal.
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Remark Due to (A.28) all generators of I(a) + I(b) and thus all greatest
common divisors are equivalent.

Coprime Elements

Two elements a, b ∈ R are called coprime if their greatest common divisor is a
unit u ∈ R

I(a) + I(b) = R⇔ a, b are coprime (A.32)

since R = I(u). For a greatest common right divisor, they are right coprime
with I(a) and I(b) being left ideals. They are left coprime in the other case.

Coprime Quotients

Since the greatest common divisor d of a, b contains all other common divisors,
a, b divided by d do not share any common divisors and thus the quotients are
coprime

a = md and b = nd⇒ m,n are right coprime (A.33)

if d is the greatest common right divisor of a, b

If it is the greatest common left divisor, then we have a = dm and b = dn with
m,n left coprime.

Proof Let m,n have a greatest common right divisor z so there are v, w ∈ R
with m = vz and n = wz so that a = md = v(zd) and b = nd = w(zd). So zd
is a common right divisor of a, b so a, b ∈ I(zd) and because (A.27) and (A.31)
show that I(d) is the smallest ideal to contain a, b thus I(d) ⊂ I(zd). But
I(zd) = Rzd ⊂ RRd = Rd = I(d) and therefore being subsets of each other the
two sets are equal and I(d) = I(zd) ⇔ d ∼ zd using (A.28). Therefore z must
be a unit and thus m,n are right coprime. The same is true for left division and
left coprimeness.

Bezout Identity

The greatest common divisor d of a, b ∈ R is a generator of I(a) + I(b) and thus
d ∈ I(a) + I(b). If the ideals are left sided then d ∈ Ra+Rb and therefore

∃x, y ∈ R : xa+ yb = d, the greatest common right divisor of a, b (A.34)

which is called the Bezout identity. For right ideals and left divisors, this equa-
tion changes to ax+ by = d. On integral rings, the Bezout identity (A.34) can
be reduced to

xv + yw = 1 with x, y left coprime and v, w right coprime (A.35)

Proof According to (A.33) there are right coprime v, w ∈ R with a = vd
and b = wd so that xvd + ywd = d leads to xv + yw = 1 on an integral ring.
Let x, y have a greatest common left divisor z so there are m,n ∈ R with
x = zm and y = zn so that zmv + znw = 1. By z(mv + nw)z = z we have
z(mv+nw) = (mv+nw)z = 1 since the ring is integral. So the greatest common
left divisor z is a unit and therefore x, y are left coprime.
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A.1.4 Factorization

This section develops the factorization of elements on a special case of a ring, the
principal commutative ring. On such a ring, it is shown that the factorization
is essentially unique.

Principal Ring

A principal ring is a ring where every ideal is principal. So if in addition to laws
(A.1) to (A.9) the elements and ideals of R further obey

∀I ⊂ R,∃x ∈ R : I = I(x) (A.36)

then R is said to be a principal ring.

Irreductible Elements

Every element p ∈ R is at least contained in two principal ideals, namely the
ideal I(p) generated by p itself and the trivial ideal I(1) = I(u) = R. If p is not
contained in any other principal ideal, then p is said to be irreductible. Hence,
irreductible elements are only divisible by itself and the units u ∈ R. On a
principal ring R the following equivalence holds

I(p) is maximal⇔ p is irreductible (A.37)

Proof If on the one hand p ∈ R is not irreductible, there is a q ∈ R that
divides p so that p ∈ I(q) and using (A.26) this means I(p) ⊂ I(q) and thus
I(p) is not maximal. If on the other hand I(p) is not maximal then there is an
ideal I so that I(p) ⊂ I and since the ring is principal, I has a generator q ∈ R
so that I(p) ⊂ I(q) and p can be divided by q and thus p is not irreductible.

Irreductibility and Coprimeness

For any element x ∈ R, the following equivalence holds if p ∈ R is irreductible:

I(x) + I(p) = R⇔ x /∈ I(p) (A.38)

with the two ideals being same sided. In other words, if an irreductible p ∈ R
does not divide x ∈ R, then with (A.32) x, p are coprime and their greatest
common divisor is a unit u ∈ R.

Proof If on the one hand x ∈ I(p) then using (A.26) this leads to I(x) ⊂ I(p)
and thus I(x) + I(p) = I(p) 6= R so that I(x) + I(p) = R⇒ x /∈ I(p). If on the
other hand I(x) + I(p) 6= R then clearly I(p) ⊂ I(x) + I(p) and because p is
irreductible and with (A.37) I(p) is maximal, this gives I(x) + I(p) = I(p) and
thus I(x) ⊂ I(p) and especially x ∈ I(p) so that I(x) + I(p) = R⇐ x /∈ I(p).

Irreductibility and Divisibility

If a product ab of elements of a commutative ring a, b ∈ R is not divisible by an
irreductible p ∈ R, then neither of the factors a, b is divisible by p

ab = ba /∈ I(p)⇔ a, b /∈ I(p) (A.39)
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Proof If a ∈ I(p) then with (A.26) this gives I(a) ⊂ I(p) and because I(ab) =
Rab ⊂ Ra = I(a) we have I(ab) ⊂ I(p) hence ab ∈ I(p) and thus ab /∈ I(p) ⇒
a, b /∈ I(p). Now let ab ∈ I(p), then at least one of the factors a, b must be
divisible by p to verify the reverse direction. If a /∈ I(p) then with (A.38)
this gives I(a) + I(p) = R and can be written as ∃x, y ∈ R : xa + yb = 1.
Multiplying this by b leads to xab+ ypb = b and since ab ∈ I(p) can be written
as ∃z ∈ R : ab = zp this gives xzp + ypb = b so that (xz + yb)p = b and thus
b ∈ I(p) which verifies ab /∈ I(p)⇐ a, b /∈ I(p).

Factorization on Principal Commutative Rings

Any element of a principal commutative ring x ∈ R has an essentially unique
factorization in irreductible elements

x = u

n∏
k=1

pk where u ∈ R is a unit (A.40)

Proof This factorization is due to an algorithm that reduces x to a unit u. If
x is not a unit, there must be a maximal ideal I(p1), which is principal since R
is principal, with x ∈ I(p1) so that ∃x1 ∈ R : x = x1p1. If x1 is not a unit, there
must be a maximal ideal I(p2) with x1 ∈ I(p2) so that ∃x2 ∈ R : x1 = x2p2 and
so on, until xn = u is a unit. Since the ideals I(pk) are maximal, with (A.37)
the pk are irreductible. It can be proven by Zorn’s lemma that this algorithm
and hence n in (A.40) is finite.

Now let x = u
∏m
k=1 pk = v

∏n
k=1 qk be two factorizations of x. Since a qj

divides x we have x = u
∏m
k=1 pk ∈ I(qj) and using (A.39) there is at least one

pi with pi ∈ I(qj). Using (A.26) this gives I(pi) ⊂ I(qj) but I(pi) is maximal
so that I(pi) = I(qj) and with (A.28) the two generators are equivalent pi ∼ qj .
So for every pi there is an equivalent qj and thus the number of irreductible
factors is the same m = n and the factorization (A.40) is essentially unique,
with the word essentially referring to the possibility of exchanging a factor by
an equivalent factor.

A.1.5 Extension to Matrices

This section treats matrices that are built from elements of a principal commu-
tative integral ring.

Unit Matrices

A square matrix U built from elements of a principal commutative ring R is a
unit if and only if its determinant is a unit in R

U is a unit in Rn,n ⇔ detU is a unit in R (A.41)

Proof since on the one hand if U is a unit in Rn,n then by definition (A.15)
there exists a U−1 with UU−1 = U−1U = 1 where 1 denotes the Rn,n

identity matrix. Therefore det(UU−1) = detU detU−1 = det(U−1U) =
detU−1 detU = det 1 = 1 shows that detU is a unit in R. If on the other
hand detU is a unit in R then (detU)−1 ∈ R. Cramer’s theorem states that
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for every matrix M ∈ Rn,n there is a unique adjoint matrix adjM ∈ Rn,n that
satisfies M adjM = adjMM = 1 detM . Since (detU)−1 ∈ R, the matrix
adjU(detU)−1 ∈ Rn,n is a valid inverse of U which therefore is a unit in Rn,n.

Bezout Identity for two Elements

The relations among two elements of a principal commutative integral ring a, b ∈
R and their greatest common divisor d ∈ R can be brought into the matrix
representation of the Bezout identity

∃ unit U ∈ R2,2 : U

[
a
b

]
=

[
d
0

]
(A.42)

with d being the greatest common divisor of {a, b}

Proof Since R is integral, the Bezout identity (A.34) can be reduced to (A.35),
so for any two elements a, b ∈ R with greatest common divisor d ∈ R there exist
v, w, x, y ∈ R so that xa+ yb = d, xv+ yw = 1, wa = vb with the third equation
stemming from the fact that d is a common divisor of a, b so that a = vd, b = wd
hence wa = wvd = vwd = vb since R is commutative. These three equations
can then be brought into the matrix form (A.42)[

x y
∓w ±v

] [
a
b

]
=

[
d
0

]
with det

[
x y
∓w ±v

]
= ±xv ± yw = ±1

Because of (A.41) the matrix U is a unit in R2,2 since detU = ±1 is a unit in
R.

Bezout Identity for multiple Elements

This form of the Bezout identity can be generalized to a relation between a set
of elements {a1, a2, . . . , an} ⊂ R and their greatest common divisor d ∈ R

∃ unit U ∈ Rn,n : U


a1

a2

...
an

 =


d
0
...
0

 (A.43)

with d being the greatest common divisor of {a1, a2, . . . , an}

Proof This is proven by induction. Following (A.42) this equation is correct
for n = 2. Suppose (A.43) correct for n − 1 so that there exists a unit U ∈
Rn−1,n−1 with

U


a1

a2

...
an−1

 =


d
0
...
0

⇒
[

1 0
0 U

]

an
a1

a2

...
an−1

 =


an
d
0
...
0


where d is the greatest common divisor of a1, a2, . . . , an−1. In order to get from
n− 1 to n, equation (A.42) may be used for the greatest common divisor d′ of
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elements an, d and thus the greatest common divisor of all a1, a2, . . . , an so that
there exists a unit V ∈ R2,2 with:

V

[
an
d

]
=

[
d′

0

]
⇒
[
V 0
0 1n−2

]

an
d
0
...
0

 =


d′

0
...
0


Hence the equation can be formulated for n:

[
V 0
0 1n−2

] [
1 0
0 U

]

an
a1

a2

...
an−1

 =

[
V 0
0 1n−2

] [
1 0
0 U

] [
0 1

1n−1 0

]
︸ ︷︷ ︸

U ′


a1

a2

...
an

 =


d′

0
...
0


It is now left to verify that U ′ is still a unit in Rn,n what according to (A.41)
is equal to detU ′ being a unit in R:

detU ′ = det

[
V 0
0 1n−2

]
det

[
1 0
0 U

]
det

[
0 1

1n−1 0

]
= (−1)n+1 detV detU

Since (−1)n+1 = ±1 is a unit in R and detU ,detV are units in R, detU ′ is
also a unit in R and thus the matrix U ′ is a unit in Rn,n.

Equivalence to Triangular Matrix

Any matrixM ∈ Rm,n is left equivalent to an upper triangular matrix T ∈ Rm,n
that has zeros below the diagonal

∃ unit U : UM = T upper triangular (A.44)

For right equivalence this equation changes to MTUT = T T when transposed,
so that any matrix MT is right equivalent to T T which is a lower triangular
matrix with zeros above the diagonal.

Proof This is proven by induction. For m = 1 matrix M is a single line
and thus already an upper triangular matrix. For n = 1 matrix M is a single
column that according to (A.43) is left equivalent to an upper triangular matrix.
Suppose (A.44) correct for m−1, n−1 so that there exists a unit U ∈ Rm−1,m−1

with
UM = T upper triangular

For m,n the first column of a matrix M ′ ∈ Rm,n can be brought in upper
triangular form using (A.43):

VM ′ =

[
d m
0 M

]
⇒
[

1 0
0 U

]
V︸ ︷︷ ︸

U ′

M ′ =

[
d m
0 UM

]
=

[
d m
0 T

]
︸ ︷︷ ︸

T ′

with V being a unit and detU ′ = detU detV shows that U ′ is a unit in Rm,m

so that M ′ is equivalent to the resulting upper triangular matrix T ′ and thus
(A.44) is valid for m,n. It is interesting to note that due to (A.43) the entry d
in T ′ is the greatest common divisor of the first column of M ′.
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Equivalence to Diagonal Matrix

Any matrix M ∈ Rm,n is equivalent to a diagonal matrix D ∈ Rm,n that has
zeros below and above the diagonal

∃ units U ,V : UMV = D diagonal (A.45)

Proof This is proven by induction. For m = 1 matrix M is a single line and
thus by (A.43) already equivalent to the diagonal matrix

[
d 0

]
. For n = 1

matrix M is a single column and thus the transpose of a single line and thus
also equivalent to a diagonal matrix. Suppose (A.45) correct for m− 1, n− 1 so
that there exist units U ∈ Rm−1,m−1 and V ∈ Rn−1,n−1 with

UMV = D diagonal

For m,n the first column of a matrix M ′ ∈ Rm,n can be brought in upper
triangular form using (A.43):

U1M
′ =

[
d1 m1

0 M1

]
with U1 being a unit. If d1 divides all elements of vector m1 so that m1 = n1d1

then

U1M
′
[

1 −n1

0 1

]
︸ ︷︷ ︸

V 1

=

[
d1 m1

0 M1

] [
1 −n1

0 1

]
=

[
d1 0
0 M1

]

with V 1 being a unit since detV 1 = 1. If d1 does not divide all elements of
vector m1 so that m1 6= n1d1 then again, using (A.44), there exists a unit
V 2 ∈ Rn,n with

V 2(U1M
′)T =

[
d2 m2

0 M2

]
where d2 is the greatest common divisor of the first column of (U1M

′)T thus
there exists a r2 ∈ R so that d1 = r2d2. Here the algorithm repeats until
eventually a dk divides all elements of mk so that mk = nkdk. It can be proven
by Zorn’s lemma that this algorithm and hence k is finite so that there exist
units U ′ ∈ Rm,m and V ′ ∈ Rn,n with

U ′M ′V ′ =

[
d 0
0 M

]
Since (A.45) is supposed to be true for m− 1, n− 1, this leads to[

1 0
0 U

]
U ′︸ ︷︷ ︸

U ′′

M ′ V ′
[

1 0
0 V

]
︸ ︷︷ ︸

V ′′

=

[
d 0
0 UMV

]
=

[
d 0
0 D

]
︸ ︷︷ ︸

D′

with detU ′′ = detU detU ′ and detV ′′ = detV detV ′ shows that U ′′ and V ′′

are units in Rm,m and Rn,n respectively so thatM ′ is equivalent to the resulting
diagonal matrix D′ and thus (A.45) is valid for m,n.
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Smith Normal Form

Any matrix of elements of a principal commutative integral ring M ∈ Rm,n

is equivalent to a diagonal matrix D ∈ Rm,n that has zeros below and above
the diagonal and whose ith diagonal element [D]ii = di is a divisor of all lower
diagonal elements di+N

∃ units U ,V : UMV = D diagonal (A.46)

with [D]ii = di being a divisor of di+N

Proof Due to (A.45) matrix M is equivalent to a diagonal matrix D. It is left
to verify the sequential divisibility of its elements. This is proven by induction.
For m = 1 or n = 1, matrix M is equivalent to a diagonal matrix with only one
diagonal element hence (A.46) is true. Suppose (A.46) correct for m− 1, n− 1
so that there exist units U ∈ Rm−1,m−1 and V ∈ Rn−1,n−1 with

UMV = D with [D]ii = di being a divisor of di+N

For m,n, using (A.45), there exist units U ′ ∈ Rm,m and V ′ ∈ Rn,n so that
matrix M ∈ Rm,n is equivalent to diagonal matrix D′ ∈ Rm,n:

U ′M ′V ′ =

[
d 0
0 D

]
By using another unit V ′′ ∈ Rn,n, matrix D′ can be brought into the form

D′
[

1 0
v 1

]
︸ ︷︷ ︸

V ′′

=

[
d 0
Dv D

]

with a vector v ∈ Rn−1 having identity elements [v]k = 1. Since D is diagonal,
Dv gives

Dv =

d1

...
dl

 with l = min(m− 1, n− 1)

Following (A.43) there exists a unit U ′′ ∈ Rm,m that reduces the first column
of D′V ′′ to upper triangular form:[

u1 u2

u3 U4

]
︸ ︷︷ ︸

U ′′

[
d 0
Dv D

]
=

[
δ n
0 N

]
⇒ u1d+ u2Dv = δ

with δ being the greatest common divisor of d and Dv that is the greatest
common divisor of {d, d1, . . . , dl}. Since U ′′ is a unit, it has an inverse U ′′−1 so
that this transformation is reversible:[

u′1 u′2
u′3 U ′4

]
︸ ︷︷ ︸

U ′′−1

[
δ n
0 N

]
=

[
d 0
Dv D

]
⇒ u′1δ = d

With δ = u1d + u2Dv this gives u′1(u1d + u2Dv) = d hence u′1u2 = 0 and
u′1u1 = u1u

′
1 = 1 so that u1, u

′
1 are units since this must hold for all d and D.
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But u′1δ = d and u′1 being a unit means that d, δ are equivalent greatest common
divisors of {d, d1, . . . , dl} so d divides all elements di of diagonal matrix D so
that we have

U ′M ′V ′ = D′ with [D′]ii = di being a divisor of di+N

and thus (A.46) is valid for m,n.

Bezout Identity for Matrices

Two matrices A ∈ Rm,k and B ∈ Rn,k with the same number of columns have
a common square right divisor matrix D ∈ Rk,k

∃X,Y : XA+ Y B = D (A.47)

with D being the greatest common right divisor of A,B

which is the Bezout Identity for matrices. For left divisors this equation changes
to AX + BY = D for A ∈ Rk,m and B ∈ Rk,n having the same number of
lines, so this is the transpose of (A.47).

Proof To verify the equation for right divisors, the matrices A,B can be
collected in a vertical block matrix since they have the same number of columns.
Then by applying (A.45) this leads to

∃ units U ,V :

[
A
B

]
=

[
U1 U2

U3 U4

]
︸ ︷︷ ︸

U

[
D′

0

]
V

with D′ diagonal. This gives

A = U1D
′V , B = U3D

′V

so that A,B have a common right divisor D = D′V . Since U is a unit, it is
invertible over R:

U−1 =

[
X Y
Z1 Z2

]
This then provides the following representation:

U−1

[
A
B

]
=

[
X Y
Z1 Z2

] [
A
B

]
=

[
D′

0

]
V =

[
D
0

]
This equation includes the Bezout identity in the first line:

XA+ Y B = D

It is now left to verify that the common right divisor D is also the greatest
common right divisor of A,B. Let D′′ be another common right divisor of
A,B, then there exist matrices M and N so that A = MD′′ and B = ND′′.
Since XA + Y B = D this leads to (XM + Y N)D′′ = D. This shows that
D′′ is itself a right divisor of D and therefore D is the greatest common right
divisor of A,B.
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Coprimeness

The pairs of matrices AR ∈ Rm,k,BR ∈ Rn,k and AL ∈ Rk,m,BL ∈ Rk,n are
respectively right and left coprime if their respective greatest common right and
left divisor is a unit matrix U ∈ Rk,k:

ALAR +BLBR = U (A.48)

which can be compared to (A.35) for ring elements.

Proof To verify the matrix version, comparison of (A.48) to (A.47) leads to U
being the greatest common right divisor of AR,BR and by symmetry also to U
being the greatest common left divisor of AL,BL. Since their greatest common
divisor is a unit matrix (A.41), the pairs AR,BR and AL,BL are right and left
coprime respectively.

A.1.6 Extension to Fractions

This section extends the preceding equations for elements of a principal com-
mutative integral ring to equations for fractions of two elements of such a ring.

Fractions on a Ring

A fraction a
b of two elements of a principal commutative integral ring a ∈ R, b ∈

R\{0} is an element of the set F = R
R\{0} . It can be proven using laws (A.1) to

(A.9) and (A.13) and (A.14) that F is itself a commutative integral ring where
every nonzero element is a unit and thus F is a field, in this case the field of
fractions of R.

McMillan Normal Form

Any matrix M ∈ Fm,n is equivalent to a diagonal matrix D ∈ Fm,n that has
zeros below and above the diagonal and whose ith diagonal element is [D]ii = ai

bi
with ai, bi coprime and where ai divides all lower ai+N and all lower bi+N divide
bi

∃ units U ,V : UMV = D diagonal (A.49)

with [D]ii =
ai
bi

where ai divides ai+N and bi+N divides bi

and ai, bi ∈ R are coprime

with U ∈ Rm,m and V ∈ Rn,n.

Proof By multiplying M ∈ Fm,n with the least common multiple d of all its
denominators the resulting product dM ∈ Rm,n is a matrix with elements in
R so that (A.46) applies. Hence there exist units U ∈ Rm,m and V ∈ Rn,n

so that UdMV = D is diagonal and [D]ii = di ∈ R being a divisor of di+N
so there exist ri+N ∈ R with di+N = diri+N. Thus UMV = 1

dD is diagonal

with di+N
d = di

d ri+N. In general, a fraction can be reduced if its quotients are
both divided by their greatest common divisor so that following (A.33) the
reduced quotients are coprime. In this case the reduction of the quotients leads
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to di
d = ai

bi
with ai, bi ∈ R coprime and di+N

d = ai+N
bi+N

with ai+N, bi+N coprime.

This gives ai+N
bi+N

= di+N
d = di

d ri+N = ai
bi
ri+N so that ai+Nbi = aibi+Nri+N. Since

ai, bi are coprime ai must be a divisor of ai+N and since ai+N, bi+N are coprime
bi+N must be a divisor of bi.

Coprime Factorization

Any matrix P ∈ Fm,n has a non unique right and left coprime factorization
with matrices MR,ML ∈ Rm,n, NR ∈ Rn,n, NL ∈ Rm,m in the form of

P = MRN
−1
R = N−1

L ML (A.50)

with MR,NR right coprime and ML,NL left coprime

Proof Let P be factorized using (A.49) hence there exist unit matrices U ,V
with P = UDV so that D ∈ Fm,n is diagonal with [D]ii = ai

bi
and ai, bi ∈ R

are coprime. Matrix D can be factorized easily since it is diagonal so that D =
AB−1

R = B−1
L A with diagonal matrices A ∈ Rm,n, BR ∈ Rn,n, BL ∈ Rm,m of

the shape [A]ii = ai and [BR,L]ii = {bi for i ≤ min(m,n), 1 for i > min(m,n)}.
Since ai, bi are coprime, using (A.34) there exist xi, yi ∈ R so that xiai +
yibi = 1. In matrix form this means there exist diagonal matrices X ∈ Rn,m,
Y L ∈ Rn,n, Y R ∈ Rm,m of the shape [X]ii = xi and [Y L,R]ii = {bi for i ≤
min(m,n), 1 for i > min(m,n)} with XA+Y LBR = 1 and AX+BLY R = 1.
Following (A.48) this means that A,BR are right coprime and A,BL are left
coprime.

With D = AB−1
R = B−1

L A the factorization P = UDV can be written in
the form

P = (UA)(V −1BR)−1 = (BLU
−1)−1(AV ) = MRN

−1
R = N−1

L ML

with MR = UA,NR = V −1BR right coprime since

1 = XA+ Y LBR = XU−1MR + Y LV NR

and ML = AV ,NL = BLU
−1 left coprime since

1 = AX +BLY R = MLV
−1X +NLUY R

using (A.48).

Coprime Completion

A given coprime factorization of P ∈ Fm,n as in (A.50) can be completed by
a non unique set of matrices XR,XL ∈ Rn,m, Y R ∈ Rm,m, Y L ∈ Rn,n in the
form of

1 =

[
XL Y L

−NL ML

] [
MR −Y R

NR XR

]
(A.51)

with XR,Y R right coprime and XL,Y L left coprime
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Furthermore all valid matrices Xi,Y i with i ∈ {R,L} are a function of a free
parameter matrix Q ∈ Rn,m[

XR

Y R

]
=

[
XR0 NR

Y R0 −MR

] [
1
Q

]
with Y R invertible

[
XL Y L

]
=
[
1 Q

] [XL0 Y L0

NL −ML

]
with Y L invertible

(A.52)

with Xi0,Y i0 being a set of valid initial matrices that satisfy (A.51) and allow
the construction of all other solutions Xi,Y i using (A.52).

Proof According to (A.50) there exists a coprime factorization of P in the
form P = MRN

−1
R = N−1

L ML so that MLNR −NLMR = 0. The factors
MR,NR are right coprime so with (A.48) there exist X ′L,Y

′
L and unit UL

so that X ′LMR + Y ′LNR = UL. The factors ML,NL are left coprime so
with (A.48) there exist X ′R,Y

′
R and unit UR so that MLXR +NLY R = UR.

These equations can be written in block matrix form[
X ′L Y ′L
−NL ML

] [
MR −Y ′R
NR X ′R

]
=

[
UL Q′

0 UR

]
with Q′ = Y ′LX

′
R − X

′
LY
′
R. The matrix on the right side is a unit matrix

which can be inverted on R. This can be done without affecting the given
factors M i,N i with i ∈ {R,L} by factorizing the unit matrix in the way[

UL Q′

0 UR

]
=

[
UL QL

0 1

] [
1 QR

0 UR

]
so that Q′ = ULQR +QLUR. Hence[

UL QL

0 1

]−1 [
X ′L Y ′L
−NL ML

] [
MR −Y ′R
NR X ′R

] [
1 QR

0 UR

]−1

= 1

which using (A.59) can be written in new variables in the form of (A.51). The
new variables are then defined as

XR = (X ′R −NRQR)U−1
R

Y R = (Y ′R +MRQR)U−1
R

XL = U−1
L (X ′L +QLNL)

Y L = U−1
L (Y ′L −QLML)

It can be seen that there is a degree of freedom in QL,QR since these two
matrices of Rn,m only obey one equation ULQR +QLUR = Q′ of Rn,m. This
degree of freedom can be extracted in the form of a free matrix Q so that
ULQR = 1

2Q
′ −ULQUR and QLUR = 1

2Q
′ +ULQUR. This allows the new

variables to be written in the form of (A.52).
It is now left to show that Q is a ring matrix. The right coprime part of the

solution (A.52) can be written as[
−Y R

XR

]
=

[
MR −Y R0

NR XR0

]
︸ ︷︷ ︸

U

[
Q
1

]

But following (A.51) the matrix U is a unit and hence Q ∈ Rn,m.
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A.2 Matrix Calculus

This section provides some important definitions and formulae for matrices that
are used throughout this text.

A.2.1 Blocks

This section provides basic formulae for the treatment of block matrices.

Factorization of Block Matrices

A block matrix of the following shape can be factorized into[
AEB AED
CEB CED

]
=

[
A
C

]
E
[
B D

]
(A.53)

Determinant of Sums

The determinant of a sum of matrices is given by

det(A+BCD) = detAdetC det(C−1 +DA−1B) (A.54)

Inverse of Sums

The inverse of a sum of matrices is given by

(A+BCD)−1 = A−1 −A−1B(C−1 +DA−1B)−1DA−1 (A.55)

Useful Relations

Two useful relations between inverses of sums are

A(1 +BA)−1 = (1 +AB)−1A

AB(1 +AB)−1 = 1− (1 +AB)−1
(A.56)

Schur Decomposition

A block matrix can be decomposed in its block Schur form[
A B
C D

]
=

[
1 0

CA−1 1

] [
A 0

0 D −CA−1B

] [
1 A−1B
0 1

]
(A.57)

if A is invertible.

Determinant of Block Matrices

The determinant of a block matrix is given by

det

[
A B
C D

]
=

{
detAdet(D −CA−1B); ∃A−1

detD det(A−BD−1C); ∃D−1 (A.58)

which follows from (A.57).



A.2. MATRIX CALCULUS 95

Inverse of Block Matrices

The inverse of a block matrix is given by

[
A B
C D

]−1

=



[
X −A−1BY

−Y CA−1 Y

]
; ∃A−1,∃D−1[

X −XBD−1

−D−1CX Y

]
; ∃A−1,∃D−1[

A−1 +A−1BY CA−1 −A−1BY

−Y CA−1 Y

]
; ∃A−1[

X −XBD−1

−D−1CX D−1 +D−1CXBD−1

]
; ∃D−1

(A.59)
with X = (A − BD−1C)−1 and Y = (D − CA−1B)−1 which follows from
(A.57).

A.2.2 Spectra

This section provides formulae for eigenvalues and definiteness of matrices.

Eigenvalues

If λ is an eigenvalue of A ∈ Cn,n that is det(λ1−A) = 0 then

Matrix Eigenvalue

AT λ

A λ

A−1 λ−1

αA αλ
β1 +A β + λ

(A.60)

Proof This is due to det(λ1−A) = 0⇔ det(λ1−A)T = det(λ1−AT ) = 0⇔
det(λ1−A) = det(λ1−A) = 0⇔ det(λA(A−1−λ−11)) = λn detAdet(A−1−
λ−11) = 0⇔ det(λ−11−A−1) = 0⇔ αn det(λ1−A) = det(αλ1−αA) = 0⇔
det((β + λ)1− (β1 +A)) = 0.

Spectral Decomposition of Normal Matrices

A matrix A is normal if and only if AAH = AHA. Then there always exists a
spectral decomposition of A in the form of

A = UDUH =
∑
k

λkaka
H
k (A.61)

with unitary U so that U−1 = UH . The λk are the eigenvalues and the ak the
eigenvectors of A with aHi ai = 1 and aHi aj 6=i = 0.

Remark Hermitian matrices A = AH are normal since AAH = A2 = AHA.
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Definiteness of Hermitian Matrices

A hermitian matrix A = AH is called positive semidefinite if

xHAx ≥ 0,∀x 6= 0⇔ λk ≥ 0 (A.62)

for all its eigenvalues λk. A matrix is called positive definite if “≥” can be
replaced by “>”. A matrix B is called negative (semi)definite if −B is positive
(semi)definite.

Proof Since A is hermitian it always has a spectral decomposition A =
UDUH due to (A.61). Then we have xHAx = (UHx)A(UHx) = yHDy =∑
k λk |yk|

2 ≥ 0,∀y 6= 0 ⇔ λk ≥ 0 for all eigenvalues λk. Finally since

y = UHx with unitary U we have y 6= 0⇔ x 6= 0 so that (A.62) follows.

Remark For a hermitian matrix A = AH the notation A = 0 is equivalent
to A = 0. On the one hand A = 0 ⇒ xHAx = 0,∀x and on the other hand
xHAx = 0,∀x ⇒ xUDUHx = (UHx)HD(UHx) = yHDy =

∑
k λk |yk|

2
=

0,∀y ⇔ λk = 0 for all eigenvalues λk so that D = 0 and thus A = UDUH = 0.

Definiteness of Hermitian Block Matrices

A necessary condition for a hermitian block matrix can be given by[
A B

BH C

]
≥ 0⇒ A ≥ 0 and C ≥ 0 (A.63)

The condition also holds if “≥” is replaced by “>”.

Proof It follows from (A.62) that[
A B

BH C

]
≥ 0⇔ xHAx+ 2 Re(xHBy) + yHCy ≥ 0

for all
[
x y

]T 6= 0. Let x 6= 0,y = 0 then xHAx ≥ 0 for all x 6= 0 so that
A ≥ 0 and let x = 0,y 6= 0 then yHCy ≥ 0 for all y 6= 0 so that C ≥ 0. The
proof for positive definiteness is similar.

Congruence

Congruence preserves definiteness

A ≥ 0⇔ THAT ≥ 0 (A.64)

for invertible T .

Proof It follows from (A.62) that A ≥ 0⇔ xHAx ≥ 0,∀x and with x = Ty
we have xHAx = yHTHATy,∀y ⇔ THAT ≥ 0. The same is also true for
positive and negative (semi)definiteness.
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Schur Congruence

If C > 0 then the following is true[
A B

BH C

]
> 0⇔ A−BC−1BH > 0[

A B

BH C

]
≥ 0⇔ A−BC−1BH ≥ 0

(A.65)

which is an application of the congruence.

Proof Rearranging the matrix gives[
A B

BH C

]
=

[
0 1
1 0

] [
C BH

B A

] [
0 1
1 0

]
Then according to (A.57), the block matrix can be factorized[

C BH

B A

]
=

[
1 0

BC−1 1

] [
C 0

0 A−BC−1BH

] [
1 C−1BH

0 1

]
Due to (A.64) this leads to[

A B

BH C

]
> 0⇔

[
C BH

B A

]
> 0⇔

[
C 0

0 A−BC−1BH

]
> 0[

A B

BH C

]
≥ 0⇔

[
C BH

B A

]
≥ 0⇔

[
C 0

0 A−BC−1BH

]
≥ 0

Hence (A.65) follows since C > 0.

S-Lemma

The so called S-lemma states

∃σ ≥ 0 : Q ≥ σP is equivalent to

∀x : xHPx ≥ 0⇒ xHQx ≥ 0
(A.66)

if there exists a y so that yHPy > 0.

A.2.3 Operations

This section provides formulae for special operations on matrices.

Geometric Series

The inverse of 1−A can be expressed in form of the geometric series

(1−A)−1 =

∞∑
k=0

Ak if |λA| < 1 (A.67)

for all eigenvalues λA of A.
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Proof Let S =
∑∞
k=0A

k which only converges if |λA| < 1. Then S satisfies
the equation AS = S − 1 so that (A.67) follows.

Scalar Product of Matrices

The trace of the hermitian product defines a scalar product

A •B = tr(AHB) =
∑
i

∑
j

aijbij (A.68)

Proof This is a scalar product since A •B =
∑
i

∑
j aijbij =

∑
i

∑
j aijbij =

B •A and C • (αA+βB) = α tr(CHA) +β tr(CHB) = αC •A+βC •B and

A •A =
∑
i

∑
j aijaij =

∑
i

∑
j |a|

2
ij ≥ 0.

General Properties

Aside from that, the scalar product has the properties

A •B = BH •AH = AT •BT (A.69)

A • (BC) = (BHA) •C = (ACH) •B (A.70)

α • trB = α1 •B (A.71)[
A B

]
•
[
C D

]
= A •C +B •D (A.72)

Proof The first line is due to A •B = tr(AHB) = tr(BAH) = BH •AH =
tr(BAH)T = AT •BT . The second line follows from A•(BC) = tr(AHBC) =
tr((BHA)HC) = (BHA) •C = tr((ACH)HB) = (ACH) •B. The third line
is due to α • trB = tr(α trB) = α trB = tr(αB) = α1 •B.

Properties for Hermitian Matrices

For hermitian matrices, the scalar product has the additional properties

A = AH ,B = BH ⇒ A •B ∈ R (A.73)

A = AH ⇒
{
A • (B +BH) = 2 Re(A •B)

A • (B −BH) = 2 Im(A •B)
(A.74)

A = AH ≥ 0,B = BH ≥ 0⇒ A •B ≥ 0 (A.75)

Proof For hermitian matrices A,B the scalar product is commutative since
A•B = BH•AH = B•A = A •B due to (A.69) and the definition of the scalar
product. Thus being equal to its conjugate, the scalar product of hermitian
matrices is real. The next equality follows fromA•(B±BH) = A•B±A•BH =
A•B±B •AH = A•B±B •A = A•B±A •B which gives the double of the
real and imaginary parts of A •B respectively. Since A is hermitian it always
has a spectral decomposition A =

∑
k λkaka

H
k due to (A.61). Applying this on

(A.68) gives A • B = tr(AHB) =
∑
k λk tr(aka

H
k B) =

∑
k λk tr(aHk Bak) =∑

k λka
H
k Bak ≥ 0 since λk ≥ 0 due to A ≥ 0 and aHk Bak ≥ 0 due to (A.62)

and B ≥ 0.
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Matrix Square Root

A matrix B is a square root of matrix A if

A = B2 ⇔ B = A
1
2 ⇔ UBUH = (UAUH)

1
2 (A.76)

A = B2 ≥ 0⇒ B = A
1
2 ≥ 0 is unique (A.77)

A = BHB ≥ 0⇒ B = UA
1
2 (A.78)

with U unitary, that is UHU = 1.

Proof The first line is the definition of the matrix square root followed by
a property that can be verified by UAUH = UB2UH = UBUHUBUH for
unitary U . The second line can be verified since for hermitian matrices and
thus positive semidefinite matrices there always exists a spectral decomposition
which can be written in the form of A = V DV H with diagonal D ≥ 0 and

unitary V . Then due to (A.76) this leads toB = A
1
2 = (V DV H)

1
2 = V D

1
2V H

and since D ≥ 0 is diagonal we have [D]ii = di ≥ 0 and thus its square root

[D
1
2 ]ii = d

1
2
i is unique and positive semidefinite. The third line again makes

use of the spectral decomposition A = V DV H which can be written as A =

V D
1
2D

1
2V H = V D

1
2V HUHUV D

1
2V H so that B = UV D

1
2V H = UA

1
2 .

Pseudoinverse Matrix

A matrix A ∈ Cm,n with m ≥ n and rnkA = n has a unique pseudoinverse
matrix A+ ∈ Cn,m with rnkA+ = n so that

A+A = 1

(AA+)H = AA+

with A+ = (AHA)−1AH

(A.79)

This is the full column rank case of the Moore Penrose pseudoinverse.

Orthogonal Completion

A matrix A ∈ Cm,n with m > n and rnkA = n has an orthogonal completion
A⊥ ∈ Cm,m−n with rnkA⊥ = m− n so that

AHA⊥ = 0[
A A⊥

] [A+

A+
⊥

]
= 1

parametrized by A⊥ = A⊥0T

(A.80)

with T invertible and the pseudoinverse given by (A.79).

Proof Let A =
[
a1 · · · an

]
. Since A has full rank, all ak ∈ Cm are

linearly independent. Then m− n linearly independent vectors bl ∈ Cm can be
found so that aHk bl = 0; ∀k ∈ Nn,∀l ∈ Nm−n, which means that they are all
orthogonal on every vector ak. The vectors bl can then be stacked to form a
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matrix A⊥ =
[
b1 · · · bm−n

]
∈ Cm,m−n with rnkA⊥ = m−n so that due to

their orthogonality on the vectors ak we get

AHA⊥ =

a
H
1 b1 · · · aH1 bm−n
...

...
aHn b1 · · · aHn bm−n

 = 0

This property does not depend on the ordering of the column vectors bk in A⊥
so that an invertible matrix T parametrizes the orthogonal completions in the
form of A⊥ = A⊥0T . Since matrices A,A⊥ have full rank, according to (A.79)
there exist pseudoinverse matrices A+ = (AHA)−1AH ,A+

⊥ = (AH
⊥A⊥)−1AH

⊥
so that A+A = 1,A+

⊥A⊥ = 1. Along with the orthogonality AHA⊥ = 0, this
can be written in the form [

A+

A+
⊥

] [
A A⊥

]
= 1

so that (A.80) follows.

Matrix Variations

The product rule for matrices is given by

δ(AB) = δAB +AδB (A.81)

The variation of an inverse matrix is given by

δ(A−1) = −A−1δAA−1 (A.82)

The variation of a matrix square root is determined by

δB = δ(B
1
2 )B

1
2 +B

1
2 δ(B

1
2 ) (A.83)

Proof The product rule for vectors can be deduced from the scalar product
rule

δ(aT b) = δ

(
k∑
i=1

aibi

)
=

k∑
i=1

δaibi +

k∑
i=1

aiδbi = δaT b+ aT δb

so that the product rule for matrices follows

δ(AB) = δ


a

T
1
...
aTm

 [b1 · · · bn
] = δ

a
T
1 b1 · · · aT1 bn
...

...
aTmb1 · · · aTmbn

 =

=

δa
T
1 b1 + aT1 δb1 · · · δaT1 bn + aT1 δbn

...
...

δaTmb1 + aTmδb1 · · · δaTmbn + aTmδbn

 = δAB +AδB

For the identity matrix, the variation is zero

δ(AA−1) = δ1 = 0
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so that the variation of an inverse matrix follows

δAA−1 +Aδ(A−1) = δ(AA−1) = 0⇔ δ(A−1) = −A−1δAA−1

The variation of a squared matrix is given by the product rule

δ(A2) = δAA+AδA

so that the variation of a matrix square root follows by setting A = B
1
2 .

A.3 Matrix Equations

This section discusses some important matrix equations and provides their so-
lutions or solution existence conditions.

A.3.1 Underdetermined Linear Equations

The linear equation
XA = B (A.84)

for A ∈ Cm,n with m ≥ n and rnkA = n has solutions

X = BA+ + Y (1−AA+) (A.85)

with free parameter Y .

Proof Define XA⊥ = C using the orthogonal completion A⊥ of A. This
together with (A.84) gives

X
[
A A⊥

]
=
[
B C

]
⇔X =

[
B C

] [A+

A+
⊥

]
according to (A.80), so thatX = BA++CA+

⊥. This is a solution of (A.84) since
XA = BA+A+CA+

⊥A = B which does not depend on the choice of C so that
instead of C = XA⊥ also any other C = Y A⊥ with an arbitrary compatible
matrix Y leads to a valid solution X. Hence X = BA+ +Y A⊥A

+
⊥ = BA+ +

Y (1−AA+) using (A.80).

A.3.2 Sylvester Equations

The Sylvester matrix equation

AX +XB +C = 0 (A.86)

with square matrices A,B has a unique solution X if and only if λA + λB 6= 0
for all eigenvalues λA, λB of A,B respectively. For the important special case
B = AH there is an additional property

B = AH and C ≥ 0⇒X ≥ 0 (A.87)

The same is true if C > 0 then X > 0.
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A.3.3 Stein Equations

The Sylvester matrix equation

AXB −X +C = 0 (A.88)

with square matrices A,B has a unique solution X if and only if λAλB 6= 1
for all eigenvalues λA, λB of A,B respectively. For the important special case
B = AH there is an additional property

B = AH and C ≥ 0⇒X ≥ 0 (A.89)

The same is true if C > 0 then X > 0.



Appendix B

Analysis

B.1 Complex Analysis

This section provides some important theorems of complex analysis.

B.1.1 Analytic Functions

A function f is analytic on a domain D ⊂ C if it is equal to its unique Taylor
series representation

f(z) =

∞∑
k=0

ck(z − z0)k ⇔ f analytic on D (B.1)

for any z0 ∈ D.

B.1.2 Isolated Singularity

A function f has an isolated singularity at z0 ∈ C if it is analytic on a domain
D \ z0 ⊂ C. Then it is equal to its unique Laurent series representation

f(z) =

∞∑
k=−∞

ck(z − z0)k ⇔ f analytic on D \ z0 (B.2)

B.1.3 Residue

The residue of a function f with an isolated singularity at z0 ∈ C is defined as

Res f =
1

2πj

∮
C

f(z)dz = c−1 (B.3)

where C is a circle around z0 and c−1 is the coefficient of (z − z0)−1 in the
Laurent series representation of f as in (B.2).

103
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Proof Parametrizing the circle C by C = {z : z = z0 + rej2πt; ∀t ∈ [0, 1], r >
0} so that dz = 2πj(z− z0)dt and then integrating the Laurent series represen-
tation of f leads to

1

2πj

∮
C

f(z)dz =
1

2πj

∞∑
k=−∞

ck

∮
C

(z − z0)kdz =

∞∑
k=−∞

ck

∮
C

(rej2πt)k+1dt = c−1

B.1.4 Identity Theorem

If a function f that is analytic on an open and connected domain D ⊂ C vanishes
on a small region R ⊂ D, then it also vanishes on the entire domain D:

f(R) = 0⇔ f(D) = 0 , if f analytic on D and R ⊂ D (B.4)

and f(D) is then the analytic continuation of f(R).

Proof From R ⊂ D the direction f(D) = 0 ⇒ f(R) = 0 follows imme-
diately. To verify the reverse direction, assume f(R) = 0. Then due to
(B.1) the Taylor series on z ∈ R around an arbitrary z0 ∈ R is given by

f(z) =
∑∞
k=0

1
k!
∂kf(z0)
∂kz

(z − z0)k = 0 for all z ∈ R. This can be derived so

that ∂lf(z)
∂lz

=
∑∞
k=0

1
k!
∂k+lf(z0)
∂k+lz

(z − z0)k = 0 for all z ∈ R and for all l ∈ Z+ so

that we get ∂kf(z0)
∂kz

= 0 for all k ∈ Z+. Since f is analytic on D the Taylor series

on z ∈ D around z0 is the same, so that f(z) =
∑∞
k=0

1
k!
∂kf(z0)
∂kz

(z − z0)k = 0
since the gradients are all zero in z0 and thus (B.4) is verified.

B.1.5 Open Mapping Theorem

If a function f is analytic on an open and connected domain D ⊂ C then either
f(D) is also open or f is constant:

D open ⇒ either f(D) open or f constant, if f analytic on D (B.5)

Proof Define an infinitesimally small circular region R(z0) = {z : z − z0 =
εejφ} around z0 ∈ D. Since R(z0) is infinitesimally small and f is analytic, the

Taylor series of f around z0 can be reduced to f(R(z0)) = f(z0)+ ∂f(z0)
∂z (z−z0) =

f(z0)+ ∂f(z0)
∂z εejφ and with ∂f(z0)

∂z = gejφ0 it can be seen that f(R(z0))−f(z0) =

gεej(φ+φ0). On the one hand if g 6= 0, f(R(z0)) also defines an infinitesimally
small circular region around f(z0) and therefore f(z0) cannot be a boundary
point. This reasoning is valid for every z0 ∈ D so that f(D) must be open.
On the other hand if g = 0 then f(R(z0)) − f(z0) = 0 and using (B.4) we get
f(D)− f(z0) = 0 and thus f is constant.

B.1.6 Maximum Modulus Theorem

If a function f is analytic on an open and connected domain D ⊂ C then its
modulus |f | is maximal at the closure ∂D of the domain D:

max
z∈D̄
|f(z)| = max

z∈∂D
|f(z)| , if f analytic on D (B.6)



B.2. NORMS 105

Figure B.1: The modulus of f has its extrema on the closure of f(D).

Proof As can be seen in figure B.1, the modulus |f | has its maximum on the
boundary ∂D and (B.5) states that either f(D) is open or f is constant. So
either a z ∈ ∂D provides a maximal |f | and (B.6) is verified or f is constant
and (B.6) is also true.

B.2 Norms

This section introduces the norms as a universal measure of length for vectors,
matrices, signals and systems.

B.2.1 Norms for Constants

The matrix and induced matrix norms measure the length of constant matrices
and transformation matrices.

The p Norm

For a constant matrix A ∈ Cm,n the p norm is defined by

||A||p = p

√√√√ m∑
i=1

n∑
j=1

|aij |p (B.7)

Usually p ∈ {1, 2,∞} and in the case p =∞ the p norm is given by

||A||∞ = max
i∈Nm, j∈Nn

|aij | (B.8)

The ip Norm

For a linear transformation y = Ax with A ∈ Cm,n the ip norm is defined by

||A||ip = max
x6=0

||y||p
||x||p

= max
||x||p=1

||Ax||p (B.9)
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and the ip norm is induced by the matrix p norm. Usually p ∈ {1, 2,∞} and in
these cases, the ip norm is given by

||A||i1 = max
j∈Nn

m∑
i=1

|aij | (B.10)

||A||i2 = σmax (B.11)

||A||i∞ = max
i∈Nm

n∑
j=1

|aij | (B.12)

whereby σmax is the largest singular value of A.

B.2.2 Norms for Functions with Real Variables

The Lebesgue norm measures the length of a function that depends on a real
or integer variable.

The Lp Norm

For continuous function fc and discrete function fd defined on domains Dc ⊂
R, Dd ⊂ Z respectively, the Lp norm is defined by

||fc(Dc)||Lp = p

√∫
Dc

||fc(t)||pdt

||fd[Dd]||Lp = p

√∑
Dd

||fd[k]||p
(B.13)

Any matrix norm of fc(t), fd[k] can be used. Usually p ∈ {1, 2,∞} and in the
case p =∞ the Lp norm is given by

||fc(Dc)||L∞ = sup
t∈Dc

||fc(t)||

||fd[Dd]||L∞ = sup
k∈Dd

||fd[k]||
(B.14)

B.2.3 Norms for Functions with Complex Variables

The Hardy norm measures the length of a function that depends on a complex
variable.

The Hp Norm

For a function F analytic on a domain D ⊂ C the Hp norm is defined by

||F (D)||Hp = ||F (∂D)||Lp (B.15)

Proof This is due to the matrix version of (B.6) which states that ||F || is
largest on the boundary ∂D and with the boundary parametrized by a t ∈ R,
the problem of finding the largest ||F || over a complex domain reduces to the
Lp problem of finding the largest ||F || over a real domain.
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Example In the case of Fc analytic on Dc = {s ∈ C : Re s ≥ 0} and Fd
analytic on Dd = {z ∈ C : |z| ≥ 1} the Hp norm is given by

||Fc(Dc)||Hp = ||Fc(∂Dc)||Lp = ||Fc(j2πR)||Lp
||Fd(Dd)||Hp = ||Fd(∂Dd)||Lp =

∣∣∣∣Fd(ej2πR)
∣∣∣∣
Lp

(B.16)

The examples are important in the study of continuous (index c) and discrete
(index d) stable systems, where the system transfer function is analytic in Dc

and Dd respectively. The factor 2π appearing in these definitions stems from
the normalization condition provided by the Parseval Identity (C.9).

B.3 Optimization

This section provides some helpful results in the domain of constrained opti-
mization, with the constraint given in the form of a matrix inequality. Details
can be found in [4].

B.3.1 Problem Formulation

An optimization problem of minimizing a scalar function f under matrix in-
equality constraint G = GH may be formulated in the following way

f(x∗) = inf
x∈F

f(x) with F = {x ∈ X : G(x) ≤ 0} (B.17)

with x being the vector of variables over a space X. The set F is the feasible
set, the set of all x that satisfy the constraint G. A maximization of f can be
formulated as a minimization of −f .

B.3.2 Lagrange Function

The constrained problem (B.17) can be formulated as an equivalent uncon-
strained problem

f(x∗) = inf
x∈X

sup
Y ≥0

L(x,Y ) (B.18)

with the Lagrange multiplier Y = Y H ≥ 0 and the Lagrange function defined
as

L(x,Y ) = f(x) + Y •G(x) (B.19)

Proof This stems from the fact that

sup
Y ≥0

L(x,Y ) = f(x) +

{
0; G(x) ≤ 0
∞; else

since in the case G(x) ≤ 0 the upper limit follows by applying (A.75) on the
hermitian matrices Y ≥ 0,−G ≥ 0 and in the other case there is no upper limit
to the scalar product Y •G. This means that in order to get L(x,Y ) minimal,
x must be in the feasible set F so that supY ≥0 L(x,Y ) = f(x) and hence (B.18)
is equivalent to (B.17) in the sense that they share the same minimizing x∗ and
the same minimal value f(x∗).
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B.3.3 Primal and Dual Problem

To the primal optimization problem (B.17) and equivalently (B.18), a dual prob-
lem in the form of

g(Y ∗) = sup
Y ≥0

inf
x∈X

L(x,Y ) (B.20)

can be assigned due to the symmetry to (B.18). In general

f(x∗) ≥ g(Y ∗)⇔ weak duality (B.21)

which is called weak duality. In the case

f(x∗) = g(Y ∗)⇔ strong duality (B.22)

which is called strong duality, the Lagrange function L has a saddle point at
L(x∗,Y ∗) = f(x∗) = g(Y ∗). This case is of high practical importance which is
due to the large number of problems that can be found to exhibit strong duality
and the performance of the solvers that specialize on these problems. It also
allows the parameter perturbation analysis.

B.3.4 First Order Perturbation Analysis

The problem (B.17) may depend on parameters z that can be made explicit in
the form of

f(x∗, z) = inf
x∈F (z)

f(x, z) with F (z) = {x ∈ X : G(x, z) ≤ 0} (B.23)

in order to allow the analysis of the effects of small parameter changes on the
optimal value f(x∗, z). In the case of strong duality (B.22) an upper limit on
the first order effects on the optimal value can be given by

f(x∗, z)− f(x∗0, z0) = df ≤ δL =
∂L(x∗0,Y

∗
0, z0)

∂z
δz (B.24)

with x∗0 and Y ∗0 being the solution of the primal and dual problems for a nom-
inal parameter vector z0 and x∗ and Y ∗ being the solution of the primal and
dual problems for a perturbed parameter vector z = z0 + δz. The parameter
dependent Lagrange function is defined as

L(x,Y , z) = f(x, z) + Y •G(x, z) (B.25)

in analogy to (B.19).

Proof This upper limit can be verified by using strong duality (B.22) and
(B.20) to get

f(x∗, z) = L(x∗,Y ∗, z) = inf
x∈X

L(x,Y ∗, z) ≤ L(X,Y ∗, z)

For x∗0 ∈ X this leads to

f(x∗, z) ≤ L(x∗0,Y
∗, z) =

= L(x∗0,Y
∗
0, z0)︸ ︷︷ ︸

f(x∗0 ,z0)

+
∂L(x∗0,Y

∗
0, z0)

∂Y
δY︸ ︷︷ ︸

δY •G(x∗0 ,z0)

+
∂L(x∗0,Y

∗
0, z0)

∂z
δz
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with Y ∗ = Y ∗0 + δY . An upper limit for the scalar product can be given by

δY •G(x∗0, z0) =

≥0︷︸︸︷
Y ∗ •

≤0︷ ︸︸ ︷
G(x∗0, z0)︸ ︷︷ ︸
≤0

−Y ∗0 •G(x∗0, z0)︸ ︷︷ ︸
=0

The first term is non positive due to (A.75) applied on the hermitian matrices
Y ∗ ≥ 0,−G(x∗0, z0) ≥ 0. The second term is zero because with strong duality
we have

f(x∗0, z0) = L(x∗0,Y
∗
0, z0) = f(x∗0, z0) + Y ∗0 •G(x∗0, z0)

so that δY • G(x∗0, z0) ≤ 0 and (B.24) follows. A more rigorous proof and
further results can be found in [4].
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Appendix C

Systems

C.1 Linear Systems

This section provides some important characteristics of linear time invariant
systems.

C.1.1 System Representations

A linear time invariant system with input u ∈ Rm, output y ∈ Rn and state
x ∈ Cp may be time continuous or discrete. Continuous (discrete) systems can
be represented by a set of linear first order differential (difference) equations in
the following standard form

ẋ(t) = Ax(t) +Bu(t)

y(t) = Cx(t) +Du(t)
(C.1)

for continuous systems and

x[k + 1] = Ax[k] +Bu[k]

y[k] = Cx[k] +Du[k]
(C.2)

for discrete systems. These are the state space representations in time domain
of these systems. The matrices A,B,C,D are often called dynamic, input,
output and throughput matrices respectively. These systems being linear, there
exist integral transforms

x(s) =

∫
R+

x(t)e−stdt (C.3)

for continuous systems and

x(z) =
∑
Z+

x[k]z−k (C.4)

for discrete systems, that transform these systems to a set of linear algebraic
equations

y(s) = P (s)u(s) (C.5)

111
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for continuous systems and

y(z) = P (z)u(z) (C.6)

for discrete systems. These are the transfer function representations in frequency
domain of these systems. The matrix of transfer functions P is called the trans-
fer matrix. The link between state space and transfer function representation
can be given by

P (x) = C(x1−A)−1B +D =:

[
A B
C D

]
(C.7)

with x ∈ {s, z} for continuous and discrete systems respectively. There is also
a link between a continuous and a discrete system given by

x[k] = x(kT ) and z = esT (C.8)

with T being the sample time of the discrete system.

Proof This can be seen by approximating the integral in (C.3) as a sum

x(s) ≈
∑
Z+

x(kT )e−skT

and comparing this to (C.4).

C.1.2 Parseval Theorem

The transformations (C.3) and (C.4) relate the L2 norm of continuous xc(t) and
discrete xd[k] to the H2 norm of their respective spectra xc(s) and xd(z) in the
form of

||xc(t)||L2 = ||xc(s)||H2

||xd[k]||L2 = ||xd(z)||H2

(C.9)

which is called the Parseval theorem.

Proof This can be verified for a discrete signal x[k]. According to (B.16) the
square of the H2 norm of x(z) is given by

||x(z)||2H2 =
∣∣∣∣x(ej2πt)

∣∣∣∣2
L2

=

∫ 1

0

∣∣∣∣x(ej2πt)
∣∣∣∣2 dt

The 2 norm (B.7) is used so that
∣∣∣∣x(ej2πt)

∣∣∣∣2 = xH(ej2πt)x(ej2πt). With the
transformation (C.4) this leads to

||x(z)||2H2 =

∫ 1

0

( ∞∑
k=0

xH [k]ej2πkt

)( ∞∑
l=0

x[k]e−j2πkt

)
dt =

=

∞∑
k=0

∞∑
l=0

xH [k]x[l]

∫ 1

0

ej2π(k−l)tdt
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Note that ∫ 1

0

ej2πktdt =

{
1; k = 0
0; k ∈ Z \ {0}

therefore

||x(z)||2H2 =

∞∑
k=0

xH [k]x[k] = ||x[k]||2L2

and (C.9) follows for xd = x. The proof for continuous systems is similar.

C.1.3 L2/H2 System Norm

The L2/H2 norm of a discrete system P as in (C.2) can be given explicitly by

||P [k]||L2 = ||P (z)||H2 =

√
tr(BHGB +DHD) (C.10)

with G being the Gram observability matrix that according to (C.34) solves

AHGA−G+CHC = 0 (C.11)

using the 2 norm as in (B.7). This can also be stated in inequality form by

||P [k]||L2 = ||P (z)||H2 < γ (C.12)

if and only if there exists a Z > 0 so that

AHZA−Z +CHC < 0

tr(BHGB +DHD) < γ2
(C.13)

Proof Due to (C.9) we have ||P [k]||L2 = ||P (z)||H2. The impulse response
P [k] of the discrete system (C.2) is given by

P [k] =

{
D; k = 0

CAk−1B; k > 0

so that the L2 norm can be calculated directly

||P [k]||2L2 =

∞∑
k=0

||P [k]||2 = tr(DHD) +

∞∑
k=0

tr(BHAHk

CHCAkB) =

= tr(DHD +BH

( ∞∑
k=0

AHk

CHCAk

)
B)

according to (B.13) while using the 2 norm (B.7). It can be easily verified that

the series G =
∑∞
k=0A

Hk

CHCAk solves the Stein equation (C.11) so that the
result (C.10) is obtained.

Now assume A stable and (C.12). Let Z(ε) =
∑∞
k=0A

Hk

(CHC + ε1)Ak

so that Z(0) = G. Since Z(ε) is a continuous function there exists a small
enough ε0 > 0 so that tr(BHZ(ε0)B +DHD) < γ2. It can be easily verified
that Z(ε0) solves the Stein equation AHZ(ε0)A − Z(ε0) + CHC + ε01 = 0.
Due to A stable and CHC + ε01 > 0 we get Z(ε0) > 0 according to (A.89).
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Thus AHZ(ε0)A − Z(ε0) + CHC < 0 so that (C.13) follows. In order to
verify the reverse direction assume (C.13). Then there exists an E > 0 so
that AHZA − Z + CHC + E = 0. Since CHC + E > 0 and Z > 0 the
dynamic matrix A is stable and the L2/H2 norm is given by (C.10) with Gram
observability matrix G being the unique positive definite solution of (C.11).
Thus CHC = G−AHGA so that AH(Z −G)A− (Z −G) +E = 0. Since A
is stable and E > 0 this Stein equation has a unique positive definite solution
Z−G > 0 so that γ2 > tr(BHZB+DHD) ≥ tr(BHGB+DHD) and (C.12)
follows.

Remark A dual result to (C.10), (C.11) can be obtained using the Gram
controllability matrix. The L2/H2 norm of P as in (C.2) can be given by

||P [k]||L2 = ||P (z)||H2 =

√
tr(BHGB +DHD)

with G being the Gram controllability matrix that according to (C.32) solves

AGAH −G+BBH = 0

using the 2 norm as in (B.7).

C.1.4 Star Norm

The concept of the star norm used in section 4.1.2 as an upper bound on the
L1 norm was developed in [10] and thoroughly treated in [1] for the continuous
case. The discrete case was treated in [9], [12]. An alternative proof of the
discrete case matrix inequalities based on the concept given in [9] is presented
in the following.

Proposition Consider z = Ax+By and let X,Y, Z be the spaces of x,y, z
respectively and define

XR = {x : xHRx ≤ 1}
YS = {y : yHSy ≤ 1}
ZT = {z : zHTz ≤ 1}

(C.14)

with R ≥ 0,S ≥ 0,T ≥ 0 but R 6= 0,S 6= 0. Then

∀x ∈ XR,∀y ∈ YS : z ∈ ZT ⇔
⇔ ∀x ∈ X,∀y ∈ Y : xHRx ≤ yHSy ⇒ zHTz ≤ yHSy (C.15)

⇔ ∀x ∈ X,∀y ∈ Y : yHSy ≤ xHRx⇒ zHTz ≤ xHRx (C.16)

⇔ ∀x ∈ X,∀y ∈ Y, ∃α ∈ [0, 1] : zHTz ≤ αxHRx+ (1− α)yHSy (C.17)

⇔ ∃α ∈ [0, 1] :

[
AHTA− αR AHTB

BHTA BHTB − (1− α)S

]
≤ 0 (C.18)

Proof On the one hand suppose ∃x ∈ X,∃y ∈ Y : xHRx ≤ yHSy ⇒
zHTz > yHSy. Hence there exists a β > 0 so that zHTz > β2 > yHSy. Now
define x̄ = x/β, ȳ = y/β, z̄ = z/β then z̄ = Ax̄ +Bȳ and z̄HT z̄ > 1 as well
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as x̄HRx̄ < 1 and ȳHSȳ < 1. Thus ∃x̄ ∈ XR,∃ȳ ∈ YS : z̄ /∈ ZT which verifies
sufficiency in (C.15).

On the other hand suppose ∀x ∈ X,∀y ∈ Y : xHRx ≤ yHSy ⇒ zHTz ≤
yHSy. Using z = Ax+By this translates into

∀
[
x
y

]
∈ X × Y :[

x
y

]H [−R 0
0 S

] [
x
y

]
≥ 0⇒

[
x
y

]H [−AHTA −AHTB

BHTA S −BHTB

] [
x
y

]
≥ 0 (C.19)

Since R ≥ 0,S ≥ 0 but S 6= 0 there

∃
[
x
y

]
∈ X × Y :

[
x
y

]H [−R 0
0 S

] [
x
y

]
> 0 (C.20)

Due to (C.20) the S-lemma (A.66) can be applied on (C.19) which then becomes
equivalent to

∃α ≥ 0 :

[
AHTA− αR AHTB

BHTA BHTB − (1− α)S

]
≤ 0

With BHTB ≥ 0 and S ≥ 0 and by applying (A.63) it can be deduced from
the lower right block that α ≤ 1 so that the right hand side of (C.18) follows.
This matrix inequality form is equivalent to the right hand side of (C.17) from
where it can be seen that ∀x ∈ XR,∀y ∈ YS : z ∈ ZT which verifies necessity
in (C.15). Condition (C.16) then follows from the symmetry in (C.17) with
respect to x,R and y,S.

Definition Consider the discrete system (C.2) written shortly as

x+ = Ax+Bu

y = Cx+Du
(C.21)

and let U,X, Y be the input, state and output spaces. Define

U1 = {u : uHu ≤ 1}
XZ = {x : xHZx ≤ 1}

YZ = {y : yH
1

γ2
y ≤ 1}

(C.22)

with Z ≥ 0, γ > 0 but Z 6= 0. Then the ellipsoid

XZ is inescapable⇔ ∀u ∈ U1,∀x ∈ XZ : x+ ∈ XZ

YZ is inescapable⇔ ∀u ∈ U1,∀x ∈ XZ : y ∈ YZ
(C.23)

Proposition Consider the discrete system (C.21) and the ellipsoids as defined
in (C.22). Then the ellipsoids XZ , YZ are inescapable if and only if

∃α ∈ [0, 1] :

[
AHZA− (1− α)Z AHZB

BHZA BHZB − α1

]
≤ 0

∃β ∈ [0, γ2] :

[
CHC − βZ CHD

DHC DHD − (γ2 − β)1

]
≤ 0

(C.24)
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Proof From the definition (C.23) and the definitions (C.22) the ellipsoids
XZ , YZ are inescapable if and only if

∀x ∈ X,∀u ∈ U,∃α′ ∈ [0, 1] :xH+Zx+ ≤ α′xHZx+ (1− α′)uHu

∀x ∈ X,∀u ∈ U,∃β′ ∈ [0, 1] :yH
1

γ2
y ≤ β′xHZx+ (1− β′)uHu

according to (C.17). With (C.18) and the substitutions α = 1 − α′, β = γ2β′

the matrix inequalities in (C.24) follow.

C.1.5 Realness

A physical signal, continuous xc(t) or discrete xd[k], in time domain is a mea-
surable real quantity, hence xc(t),xd[k] ∈ R. In frequency domain, this implies

xc(s) = xc(s)

xd(z) = xd(z)
(C.25)

A linear time invariant continuous or discrete system P (x) with x ∈ {s, z} and
with realization (A,B,C,D) is real if it maps real valued input signals onto
real valued output signals. This is true if and only if

P (x) = P (x) (C.26)

or equivalently if and only if[
A B
C D

]
=

[
A B

C D

]
(C.27)

which means that these realizations are equivalent, see (C.35) and hence

∃T :

[
A B
C D

]
=

[
T 0
0 1

] [
A B
C D

] [
T 0
0 1

]−1

(C.28)

according to (C.36).

Proof The condition (C.25) for signals can be verified with the transforma-
tions (C.3) and (C.4) so that

xc(s) =

∫
R+

xc(t)e
−stdt =

∫
R+

xc(t)e
−stdt = xc(s)

xd(z) =
∑
Z+

xd[k]z−k =
∑
Z+

xd[k]z−k = xd(z)

because xc(t) = xc(t),xd[k] = xd[k] since they are real. With the same rea-
soning a system P (x) continuous or discrete with x ∈ {s, z}, is real if and only
if for all real inputs u(x) = u(x) it produces real outputs y(x) = P (x)u(x) =
P (x)u(x) = P (x)u(x) = y(x). Hence P (x) = P (x) with x ∈ {s, z}. Using the
link (C.7) this then leads to (C.27).
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C.1.6 Stability

A linear time invariant system with dynamic matrix A is said to be stable if
and only if

Re s < 0 ∀s : det(s1−A) = 0 for continuous systems

|z| < 1 ∀z : det(z1−A) = 0 for discrete systems
(C.29)

Furthermore is the system stable if and only if for any Q > 0 there exists a
unique P > 0 which is the solution to

AHP + PA+Q = 0 for continuous systems

AHPA− P +Q = 0 for discrete systems
(C.30)

which are called Lyapunov matrix equations.

Proof This is due to the solutions of (C.1), (C.2) being respectively given by

y(t) = CeAt
(
x(0) +

∫ t

0

e−AτBu(τ)dτ

)
+Du(t) for continuous systems

y[k] = CAk

(
x[0] +

k−1∑
κ=0

A−(κ+1)Bu[κ]

)
+Du[k] for discrete systems

so that the solution only converges and thus the output only remains bounded
for bounded inputs if (C.29) is satisfied. Now on the one hand assume A stable
then according to (A.87), (A.89) the Sylvester and Stein equations in (C.30)
have a unique solution P > 0 for any Q > 0. On the other hand assume (C.30)
and define V (x) = xHPx which is a Lyapunov function candidate due to P > 0
then

V̇ (x) = xH(AHP + PA)x = −xHQx for continuous systems

∆V (x) = xH(AHPA− P )x = −xHQx for discrete systems

so that V (x) is a Lyapunov function since Q > 0 and A is stable according to
Lyapunov stability theory.

C.1.7 Controllability

A linear time invariant system with dynamic matrix A ∈ Cp,p and input matrix
B ∈ Cp,m is said to be controllable if the future state x can be controlled by
system input u which is true if and only if

A,B controllable ⇔
{

rnk
[
B AB · · · Ap−1B

]
= p

BTx 6= 0 ∀x : ATx = λx
(C.31)

Furthermore is the system controllable if and only if the Gram controllability
matrix G which is the unique solution to

AG+GAH +BBH = 0 for continuous systems

AGAH −G+BBH = 0 for discrete systems
(C.32)

exists and G > 0.
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C.1.8 Observability

A linear time invariant system with dynamic matrixA ∈ Cp,p and output matrix
C ∈ Cn,p is said to be observable if the past state x can be observed by system
output y which is true if and only if

A,C observable ⇔

{
rnk

[
CT ATCT · · · AT p−1

CT
]

= p

Cx 6= 0 ∀x : Ax = λx
(C.33)

Furthermore is the system observable if and only if the Gram observability
matrix G which is the unique solution to

AHG+GA+CHC = 0 for continuous systems

AHGA−G+CHC = 0 for discrete systems
(C.34)

exists and G > 0.

C.1.9 Equivalence

Two state space representations are equivalent if their transfer functions are
identical:

(A1,B1,C1,D1) ∼ (A2,B2,C2,D2)⇔
[
A1 B1

C1 D1

]
=

[
A2 B2

C2 D2

]
(C.35)

with x ∈ {s, z} for continuous and discrete systems respectively. Equivalent
state space representations therefore describe the same system.

C.1.10 Change of Basis

The basis in which the states of a system in state space representation are de-
scribed can be changed. However, stability, controllability, observability and the
transfer matrix P are preserved under basis transformation and the transformed
state space representation is equivalent to the original one.

P =

[
A B
C D

]
=

[
TAT−1 TB

CT−1 D

]
(C.36)

This also means that two realizations are equivalent according to (C.35) if and
only if there exists an invertible T so that (C.36) is true.

Proof The equivalence follows from (C.1) or (C.2) if the original state x is
replaced by the transformed state ξ = Tx. The invariances follow by reexamina-
tion of (C.29), (C.31), (C.33) and (C.7) with the new state space representation.

C.1.11 Kalman Decomposition

A change of basis can be used to recover the controllable and observable eigen-
modes of the system. This special basis transformation is called the Kalman



C.1. LINEAR SYSTEMS 119

decomposition that transforms any system P into the form

P =


Acō A12 A13 A14 Bcō

0 Aco 0 A24 Bco

0 0 Ac̄ō A34 0
0 0 0 Ac̄o 0
0 Cco 0 C c̄o D

 with

controllable and observable

[
Aco Bco

Cco D

]

controllable

 Acō A12 Bcō

0 Aco Bco

0 Cco D


observable

 Aco A24 Bco

0 Ac̄o 0
Cco C c̄o D



(C.37)

This decomposes the system’s total number of states p into

p = pcō + pco + pc̄ō + pc̄o (C.38)

where pcō, pco, pc̄ō, pc̄o are the respective dimensions of Acō,Aco,Ac̄ō,Ac̄o. Re-
garding input output behavior, the system P can be reduced in state dimension
to its controllable and observable subsystem by cutting off the uncontrollable
and unobservable parts so that

P =

[
Aco Bco

Cco D

]
(C.39)

since the input controls only controllable parts and the output observes only
observable parts. The resulting state space representation can not be further
reduced without changing the system P . Therefore a controllable and observ-
able state space representation is called minimal.

C.1.12 McMillan Degree

The state dimension pco of this minimal state space representation of the system
P is the number of controllable and observable eigenmodes. Since controllability
and observability is invariant under change of basis (C.36), this number is also a
characteristic property of P regardless of the state space representation chosen
and is called the McMillan degree δ of the system

δ(P ) = pco ≤ p (C.40)

where p is the state dimension of any state space representation of P . This
inequality reflects the fact that a controllable and observable state space repre-
sentation has state dimension p = pco and is therefore minimal.

The combined McMillan degree δ(P 1,P 2) of two systems P 1,P 2 can not
exceed

δ(P 1,P 2) ≤ δ(P 1) + δ(P 2) (C.41)

but may be lower, depending on the actual state space representations and the
connection between them.
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Figure C.1: The different system connections: a) parallel b) serial c) common
input d) common output e) bridge f) feedback loop.

Proof This stems from the fact that using (C.37) we can reduce the state space
representations of P 1,P 2 to its minimal form so that the combined state vector
has the dimension p = δ(P 1) + δ(P 2). From (C.40) we have δ(P 1,P 2) ≤ p so
that (C.41) is obtained.

C.2 Connections

This section provides some formulae for operations on systems and the various
possible connections between systems to form super systems as illustrated in
figure C.1.

C.2.1 Flow Inversion

The signal flow through a system

P =

[
A B
C D

]
may be inverted if ∃D−1 and the inverted system is then given by

P−1 =

[
A−BD−1C BD−1

−D−1C D−1

]
(C.42)
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with McMillan degree
δ(P ) = δ(P−1) (C.43)

Proof This follows from the application of (A.55) on (C.7). To verify the
preservation of the McMillan degree let P−1 be unobservable so that ∀x : (A−
BD−1C)x = λx we have D−1Cx = 0 using (C.33). This leads to (A −
BD−1C)x = Ax = λx and Cx = 0 so that if P−1 is unobservable then P
is unobservable or alternatively if P is observable then P−1 is observable. The
same is true for controllability, so that if P is minimal then P−1 is minimal.
This means there may be cases where P is not minimal with P−1 minimal.
Since P−1 has the same state dimension than P following (C.42) this leads to
δ(P ) ≤ δ(P−1) and therefore δ(P ) ≤ δ(P−1) ≤ δ((P−1)−1) = δ(P ) so that
(C.43) follows.

C.2.2 Parallel Connection

Two systems

P i =

[
Ai Bi

Ci Di

]
; i ∈ {1, 2}

in parallel connection give

P 1 + P 2 =

 A1 0 B1

0 A2 B2

C1 C2 D1 +D2

 (C.44)

with McMillan degree

δ(P 1 + P 2) ≤ δ(P 1) + δ(P 2) (C.45)

Proof This is due to y = y1+y2 = C1x1+C2x2+(D1+D2)u. The McMillan
degree can have maximal range δ(P 1 + P 2) ∈ [0, δ(P 1) + δ(P 2)]. The lower
bound is attained if for example P 2 = −P 1 so that δ(P 1 + P 2) = δ(0) = 0.

C.2.3 Serial Connection

Two systems

P i =

[
Ai Bi

Ci Di

]
; i ∈ {1, 2}

in serial connection give

P 1P 2 =

 A1 B1C2 B1D2

0 A2 B2

C1 D1C2 D1D2

 (C.46)

with McMillan degree

δ(P 1P 2) ≤ δ(P 1) + δ(P 2) (C.47)

Proof This is due to w = C2x2 +D2u so that ẋ1 = A1x1 +B1(C2x2 +D2u)
and y = C1x1 +D1(C2x2 +D2u). The McMillan degree can have maximal
range δ(P 1P 2) ∈ [0, δ(P 1)+δ(P 2)]. The lower bound is attained if for example
P 2 = P−1

1 so that δ(P 1P 2) = δ(1) = 0.
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C.2.4 Feedback Loop

A plant P and controller K

P =

[
AP BP

CP DP

]
; K =

[
AK BK

CK DK

]
may be put in feedback loop if ∃E = (1 −DPDK)−1,∃F = (1 −DKDP )−1

then the closed loop system is given by[
y
u

]
= H

[
v
w

]
with H =

[
−K 1
1 −P

]−1

=

=


AP +BPFDKCP BPFCK BPF BPFDK

BKECP AK +BKEDPCK BKEDP BKE
ECP EDPCK EDP E

FDKCP FCK F FDK


(C.48)

with McMillan degree
δ(H) = δ(P ) + δ(K) (C.49)

Proof The result follows from y = CPxP + DPu + w and u = CKxK +
DKy+v so that y = E(CPxP +DPCKxK +w+DPv) and u = F (CKxK +
DKCPxP + v + DKw) leads to the above result by making use of (A.56).
To verify the McMillan degree let the state space representation of P ,K be
minimal and assume H unobservable. Using inobservability from (C.33) on
(C.48) there exist xP ,xK so that

AP +BPFDKCP BPFCK

BKECP AK +BKEDPCK

ECP EDPCK

FDKCP FCK

[xPxK
]

= λ


xP
xK
0
0


This simplifies to 

AP 0
0 AK

CP DPCK

DKCP CK

[xPxK
]

= λ


xP
xK
0
0


But P ,K are supposed to have minimal state space representations thus in
addition to that we have P ,K observable

CPxP 6= 0 ∀xP : APxP = λxP

CKxK 6= 0 ∀xK : AKxK = λxK

If λ is an eigenvalue of AP but not AK then xK = 0. This further simplifies
the inobservability equation AP

CP

DKCP

xP = λ

xP0
0
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But CPxP = 0 contradicts the observability of P so H is observable. The same
is true if λ is an eigenvalue of AK but not AP . If λ is a common eigenvalue of
AP ,AK then the inobservability equation gives

CPxP +DPCKxK = 0

DKCPxP +CKxK = 0

This leads to

(1−DPDK)CPxP = ECPxP = 0⇔ CPxP = 0

(1−DKDP )CKxK = FCKxK = 0⇔ CKxK = 0

since E,F are required to be invertible to form the feedback loop. This contra-
dicts the observability of P and K so H is observable. So P ,K minimal leads
to H observable. The same is true for controllability so that if P ,K are mini-
mal then H is minimal. This means there may be cases where one of P ,K is
not minimal with H minimal. Since the state dimension of H is the sum of the
state dimensions of P ,K following (C.48) this leads to δ(H) ≥ δ(P ) + δ(K).
But from (C.41) we see that δ(H) ≤ δ(P ) + δ(K) so that (C.49) follows.

C.2.5 Common Input

Two systems

P i =

[
Ai Bi

Ci Di

]
; i ∈ {1, 2}

with common input give

[
P 1

P 2

]
=


A1 0 B1

0 A2 B2

C1 0 D1

0 C2 D2

 (C.50)

with McMillan degree

max(δ(P 1), δ(P 2)) ≤ δ
([
P 1

P 2

])
≤ δ(P 1) + δ(P 2) (C.51)

Proof To verify the lower bound of the McMillan degree, let P 1,P 2 be min-
imal or reduce them to their minimal subsystems. Then the connected system
is observable:[

C1 0
0 C2

] [
x1

x2

]
=

[
C1x1

C2x2

]
6= 0

∀
[
x1

x2

]
:

[
A1 0
0 A2

] [
x1

x2

]
=

[
A1x1

A2x2

]
= λ

[
x1

x2

]
If λ is an eigenvalue of A1 but not A2 then x2 = 0 however C1x1 6= 0 from
P 1 being observable suffices to assure observability. The same is true if λ is
an eigenvalue of A2 but not A1. If λ is a common eigenvalue of A1,A2 then
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C1x1 6= 0 from P 1 being observable and C2x2 6= 0 from P 2 being observable.
But the connected system is not always controllable:[

B1

B2

]T [
x1

x2

]
= BT

1 x1 +BT
2 x2

?

6= 0

∀
[
x1

x2

]
:

[
A1 0
0 A2

]T [
x1

x2

]
=

[
AT

1 x1

AT
2 x2

]
= λ

[
x1

x2

]
If λ is an eigenvalue of A1 but not A2 then x2 = 0 and BT

1 x1 6= 0 from P 1

being controllable suffices to assure controllability. The same is true if λ is
an eigenvalue of A2 but not A1. If λ is a common eigenvalue of A1,A2 then
BT

1 x1 +BT
2 x2 = 0 is possible. In this case, the common λ is an uncontrollable

eigenmode of the connected system and reduces the McMillan degree by one.
If it is a multiple eigenvalue of both matrices then it reduces the McMillan
degree by its multiplicity. Now let δ(P 1) ≤ δ(P 2) then the lower bound of the
McMillan degree of the connected system can be attained if all eigenvalues ofA1

are also eigenvalues ofA2. Then the McMillan degree of the unconnected system
δ(P 1)+δ(P 2) can be reduced by the degree of the smaller system δ(P 1) through
connection. The result is the McMillan degree of the larger system δ(P 2) of the
two or in general max(δ(P 1), δ(P 2)).

Remark An important special case is Ai = A,Bi = B; i ∈ {1, 2} then[
P 1

P 2

]
=

 A B
C1 D1

C2 D2

 (C.52)

C.2.6 Common Output

Two systems

P i =

[
Ai Bi

Ci Di

]
; i ∈ {1, 2}

with common output give

[
P 1 P 2

]
=

 A1 0 B1 0
0 A2 0 B2

C1 C2 D1 D2

 (C.53)

with McMillan degree

max(δ(P 1), δ(P 2)) ≤ δ
([
P 1 P 2

])
≤ δ(P 1) + δ(P 2) (C.54)

Proof To verify the lower bound of the McMillan degree, let P 1,P 2 be min-
imal or reduce them to their minimal subsystems. Then the connected system
is controllable:[

B1 0
0 B2

]T [
x1

x2

]
=

[
BT

1 x1

BT
2 x2

]
6= 0

∀
[
x1

x2

]
:

[
A1 0
0 A2

]T [
x1

x2

]
=

[
AT

1 x1

AT
2 x2

]
= λ

[
x1

x2

]
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If λ is an eigenvalue of A1 but not A2 then x2 = 0 however BT
1 x1 6= 0 from

P 1 being controllable suffices to assure controllability. The same is true if λ
is an eigenvalue of A2 but not A1. If λ is a common eigenvalue of A1,A2

then BT
1 x1 6= 0 from P 1 being controllable and BT

2 x2 6= 0 from P 2 being
controllable. But the connected system is not always observable:

[
C1 C2

] [x1

x2

]
= C1x1 +C2x2

?

6= 0

∀
[
x1

x2

]
:

[
A1 0
0 A2

] [
x1

x2

]
=

[
A1x1

A2x2

]
= λ

[
x1

x2

]
If λ is an eigenvalue of A1 but not A2 then x2 = 0 and C1x1 6= 0 from P 1

being observable suffices to assure observability. The same is true if λ is an
eigenvalue of A2 but not A1. If λ is a common eigenvalue of A1,A2 then
C1x1 + C2x2 = 0 is possible. In this case, the common λ is an unobservable
eigenmode of the connected system and reduces the McMillan degree by one.
If it is a multiple eigenvalue of both matrices then it reduces the McMillan
degree by its multiplicity. Now let δ(P 1) ≤ δ(P 2) then the lower bound of the
McMillan degree of the connected system can be attained if all eigenvalues ofA1

are also eigenvalues ofA2. Then the McMillan degree of the unconnected system
δ(P 1)+δ(P 2) can be reduced by the degree of the smaller system δ(P 1) through
connection. The result is the McMillan degree of the larger system δ(P 2) of the
two or in general max(δ(P 1), δ(P 2)).

Remark An important special case is Ai = A,Ci = C; i ∈ {1, 2} then

[
P 1 P 2

]
=

[
A B1 B2

C D1 D2

]
(C.55)

C.2.7 Bridge

Four systems

P ij =

[
Aij Bij

Cij Dij

]
; i, j ∈ {1, 2}

in bridge connection give

[
P 11 P 12

P 21 P 22

]
=


A11 0 0 0 B11 0
0 A12 0 0 0 B12

0 0 A21 0 B21 0
0 0 0 A22 0 B22

C11 C12 0 0 D11 D12

0 0 C21 C22 D21 D22

 (C.56)

with McMillan degree

max(δ(P 11), δ(P 12), δ(P 21), δ(P 22)) ≤

≤ δ
([
P 11 P 12

P 21 P 22

])
≤

≤ δ(P 11) + δ(P 12) + δ(P 21) + δ(P 22) (C.57)



126 APPENDIX C. SYSTEMS

Proof The bridge can obtained by first connecting P 11,P 12 and P 21,P 22

each to common outputs using (C.53) and (C.54). And then connecting the two
resulting

[
P 11 P 12

]
and

[
P 21 P 22

]
to a common input using (C.50) and

(C.51).

Remark An important special case is Aij = A,Bij = Bj ,Cij = Ci; i, j ∈
{1, 2} then [

P 11 P 12

P 21 P 22

]
=

 A B1 B2

C1 D11 D12

C2 D21 D22

 (C.58)

C.3 Factorizations

This section provides formulae for the important right and left factorization of
systems.

C.3.1 Right Factorization

A system

P = XY −1 =

[
A B
C D

]
has a right factorization in the form of[

X
Y

]
=

 A+BF BU
C +DF DU

F U

 (C.59)

with free parameters F ,U and U invertible. Its McMillan degree is bounded
by

δ

([
X
Y

])
≥ δ(P ) (C.60)

see [7] for details.

Proof Start with two systems having common input[
X
Y

]
=

 A′ B′

CX DX

CY DY


with DY invertible in order to allow the inversion of Y . Using flow inversion
(C.42) and serial connection (C.46) this leads to

XY −1 =

 A′ −B′D−1
Y CY B′D−1

Y

0 A′ −B′D−1
Y CY B′D−1

Y

CX −DXD
−1
Y CY DXD

−1
Y


Applying the transformation T as in (C.36) and cutting off the uncontrollable
part leads to

XY −1 =

[
A′ −B′D−1

Y CY B′D−1
Y

CX −DXD
−1
Y CY DXD

−1
Y

]
with T =

[
1 −1
0 1

]
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Comparing this to

P = XY −1 =

[
A B
C D

]
provides a solution:

B = B′D−1
Y ⇒ A = A′ −BCY , D = DXD

−1
Y ⇒ C = CX −DCY

with free parameters F = CY ,U = D−1
Y and U invertible sinceDY is supposed

to be invertible, this immediately gives (C.59). To verify the McMillan degree
let (C.59) be uncontrollable so that by using incontrollability from (C.31) on
(C.59) there exists x so that[

A+BF BU
]T
x = λ

[
x 0

]
This simplifies to [

A B
]T
x = λ

[
x 0

]
since U is invertible. This means that if (C.59) is uncontrollable then P is
uncontrollable or alternatively if P is controllable then (C.59) is controllable.
Now let (C.59) be unobservable so that by using inobservability from (C.33) on
(C.59) there exists x so thatA+BF

C +DF
F

x = λ

x0
0


This simplifies to [

A
C

]
x = λ

[
x
0

]
This means that if (C.59) is unobservable then P is unobservable or alternatively
if P is observable then (C.59) is observable. Therefore if P is minimal then
(C.59) is minimal. This means there may be cases where P is not minimal with
(C.59) minimal. Since (C.59) has the same state dimensions than P , (C.60)
follows.

C.3.2 Left Factorization

A system

P = Y −1X =

[
A B
C D

]
has a left factorization in the form of[

X Y
]

=

[
A+LC B +LD L
V C V D V

]
(C.61)

with free parameters L,V and V invertible. Its McMillan degree is bounded
by

δ
([
X Y

])
≥ δ(P ) (C.62)

see [7] for details.
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Proof Start with two systems having common output

[
X Y

]
=

[
A′ B′X BY

C ′ DX DY

]
with DY invertible in order to allow the inversion of Y . Using flow inversion
(C.42) and serial connection (C.46) this leads to

Y −1X =

 A′ −BYD
−1
Y C

′ −BYD
−1
Y C

′ −BYD
−1
Y DX

0 A′ BX

D−1
Y C

′ D−1
Y C

′ D−1
Y DX


Applying the transformation T as in (C.36) and cutting off the unobservable
part leads to

Y −1X =

[
A′ −BYD

−1
Y C

′ BX −BYD
−1
Y DX

D−1
Y C

′ D−1
Y DX

]
with T =

[
1 0
1 1

]
Comparing this to

P = Y −1X =

[
A B
C D

]
provides a solution:

C = D−1
Y C

′ ⇒ A = A′ −BYC, D = D−1
Y DX ⇒ B = BX −BYD

with free parameters L = BY ,V = D−1
Y and V invertible since DY is supposed

to be invertible, this immediately gives (C.61). To verify the McMillan degree
let (C.61) be unobservable so that by using inobservability from (C.33) on (C.61)
there exists x so that [

A+LC
V C

]
x = λ

[
x
0

]
This simplifies to [

A
C

]
x = λ

[
x
0

]
since V is invertible. This means that if (C.61) is unobservable then P is
unobservable or alternatively if P is observable then (C.61) is observable. Now
let (C.61) be uncontrollable so that by using incontrollability from (C.31) on
(C.61) there exists x so that[

A+LC B +LD L
]T
x = λ

[
x 0 0

]
This simplifies to [

A B
]T
x = λ

[
x 0

]
This means that if (C.61) is uncontrollable then P is uncontrollable or alterna-
tively if P is controllable then (C.61) is controllable. Therefore if P is minimal
then (C.61) is minimal. This means there may be cases where P is not mini-
mal with (C.61) minimal. Since (C.61) has the same state dimensions than P ,
(C.62) follows.
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Contrôle Multiobjectif d’ordre réduit

Résumé : Cette thèse présente une méthode permettant d’améliorer un régu-
lateur existant relativement à des spécifications multiples formulées en termes de
normes de système L∗, L2/H2 et H∞. Trois éléments clés distinguent l’approche
proposée. Premièrement, un paramétrage des régulateurs à ordre fixé au moyen
d’un facteur stable et observable de la boucle fermée. Deuxièmement, un para-
métrage minimal de toutes les paires stables observables fondé sur la théorie des
systèmes conservatifs et permettant un ajustement infinitésimal du régulateur à
améliorer. Et troisièmement, l’utilisation d’une information de sensibilité pour cal-
culer le sous gradient local du critère d’optimisation et construire une suite mini-
misante.
Mots clés : Contrôle multi-objectifs, Systèmes conservatifs, Paramétrage du
régulateur, Factorisation

Reduced Order Multiobjective Control

Abstract: A way to improve an existing controller with respect to a multiob-
jective specification,written in terms of the L∗, L2/H2 and H∞ system norms,
is presented. Three key elements distinguish the proposed approach. First, a
parametrization of fixed order controllers by a stable and observable controller
parameter. Second, a parametrization of all stable observable pairs based on the
theory of lossless systems that allows an infinitesimal adjustment of the controller
parameter. And third, the use of a sensitivity information to calculate the local
subgradient of the optimization problem so that the controller parameter can be
adjusted the right way.
Keywords: Multiobjective Control, Lossless Systems, Controller Parametriza-
tion, Factorization
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