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Abstract

This dissertation studies soft biometrics traits, thepliability in different security and com-
mercial scenarios, as well as related usability aspectplside the emphasis on humtacial soft
biometric traitswhich constitute the set of physical, adhered or behavimaian characteristics
that can partially differentiate, classify and identifynhans. Such traits, which include charac-
teristics like age, gender, skin and eye color, the presehgiasses, moustache or beard, inherit
several advantages such as ease of acquisition, as welbagralrtompatibility with how humans
perceive their surroundings. Specifically, soft biometraits are compatible with the human
process of classifying and recalling our environment, a&@ss which involves constructions of
hierarchical structures of different refined traits.

This thesis explores these traits, and their applicatiogoiih biometric system&BSs), and
specifically focuses on how such systems can achieve diffgreals including database search
pruning, human identification, human re—identification ,amwl a different note, prediction and
guantification of facial aesthetics. Our motivation oragies from the emerging importance of
such applications in our evolving society, as well as from phacticality of such systems. SBSs
generally benefit from the non-intrusive nature of acggisoft biometric traits, and enjoy com-
putational efficiency which in turn allows for fast, enrolntefree and pose—flexible biometric
analysis, even in the absence of consent and cooperatidrelgvolved human subjects. These
benefits render soft biometrics indispensable in apptioatithat involve processing of real life
images and videos.

In terms of security, we focus on three novel functionaited SBSs: pruning the search in
large human databases, human identification, and humattergiication.

With respect tchuman identificatiorwe shed some light on the statistical properties of per-
tinent parameters related to SBSs, such as employed tradt$rait—instances, total categories,
size of authentication groups, spread of effective categ@nd correlation between traits. Further
we introduce and elaborate on the event of interference the event where a subject picked for
identification is indistinguishable from another subjecttie same authentication group.

Focusing onsearch pruning we study the use of soft biometric traits in pre-filteringgka
human image databases, i.e., in pruning a search usingisofetic traits. Motivated by practi-
cal scenarios such as time—constrained human identificetioiometric-based video surveillance
systems, we analyze the stochastic behavior of searchngruover large and unstructured data
sets which are furthermore random and varying, and wherdditian, pruning itself is not fully
reliable but is instead prone to errors. In this stochastitrgy we explore the natural tradeoff that
appears between pruning gain and reliability, and proceduist provide average—case analysis
of the problem and then to study the atypical gain-religbltiehavior, giving insight on how of-
ten pruning might fail to substantially reduce the searcatep Moreover we consider actual soft
biometric systems (nine of them) and the correspondinggoatzation algorithms, and provide a
number of experiments that reveal the behavior of such mstelogether, analysis and exper-
imental results, offer a way to quantify, differentiate aswnpare the presented SBSs and offer
insights on design aspects for improvement of such systems.

With respect tchuman re—identificationve address the problem of pose variability in surveil-
lance videos. Despite recent advances, face-recognilimmitams are still challenged when ap-
plied to the setting of video surveillance systems whickenehtly introduce variations in the pose
of subjects. We seek to provide a recognition algorithm ithapecifically suited to a frontal-to-
side re-identification setting. Deviating from classicairbetric approaches, the proposed method
considers color- and texture- based soft biometric trajiecifically those taken from patches of




hair, skin and clothes. The proposed method and the sifyadiithese patch-based traits are then
validated both analytically and empirically.

Deviating from security related themes, we focus on a cotallalifferent application: em-
ploying soft biometrics in evaluation démale facial aestheticsThis approach is novel in that,
in the context of female facial aesthetics, it combines Isioftnetrics with previous approaches on
photo quality and beauty assessment. This study helps usdierstand the role of this specific
set of features in affecting the way humans perceive fanialges. Based on the above objec-
tive parameters, we further construct a simple linear meivat suggests modifiable parameters
for aesthetics enhancement, as well as tunes systems thht seek to predict the way humans
perceive facial aesthetics. Moreover using the designeadawe evaluate beauty indices with
respect to aging, facial surgery and females famous for tieauty. We simulate an automatic
tool for beauty prediction with both realistic accuracy gredformance.

Remaining in the realm of human perception, we also provickenaparative study of different
access control systems based on fingerprint, PIN, soft licmaend face recognition. Towards
comparing these systems, we design real-life access tamedaces, each based on the above
mentioned methods, and then proceeded to empirically ateathe degree of usability for each of
these interfaces. Our study is based on the recorded ass#ssof a set of users who rated their
interaction with each interface, in terms of privacy, eatese, user-friendliness, comfort and
interaction time. The results reinforce, from a usabiliirp of view, the employment of novel
biometric authentication methods as viable alternatieethé currently predominant PIN based
methods for access control.

Overall this dissertation has contributed the following:

— identification and introduction of novel applications f&wft biometrics, such as human
identification (bag of soft biometrics), re—identificatias well as aesthetics prediction

— development of theoretical framework for SBSs in the aailbns: pruning the search and
human identification

— application of the developed theoretical framework ostaxg SBSs

— construction of a novel image processing tool for clas#ificm of soft biometric traits and
employing such a tool in challenging scenarios

— obtaining evidence for the high user friendliness of safirtetric based control access
systems.

This work was conducted in part within the European ProjeCTBIO [@] and was

supported in part by the European Commission under corffRI£t215372.
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Notations used in this work

[E : statistical expectation

ao,f(v)};i:l : instantaneous normalized distribution (histogram{]é?ff]}fc:1 for a specificv
ey . categorization or confusion error probabilities

qAS . algorithmically estimated categogy

A : soft biometric trait instances

G(v) : pruning gaing(v) := \%\

S : subset ofr of subjects that were not pruned out

U : goodput

V(7) : set of valide for a givenr

1 : soft biometric trait

¢ . A—tuple of different trait—instances, one possible catggtlue eyed, with moustache and
with glasses’

P : & = {¢;}/_, setof allp categories

p . total number of categories

7 : inverse of pruning gair; = |S|/n

C(v) € [1,p] : Category that belongs in

ACT : absolute category rating

(' : actual category of’

CyCo, f=1,---,p

F: number of effective or non-empty categories spanned by

MOS : mean opinion score

N : computational complexity

n . Size of authentication group

P.,., : error probabilityP(errjv) : probability of erroneously identifying a subject
P, : probability of incorrectly identifying a subject froisi,

pr: py - population statistics

r . relative throughput of a SBS,:= lim,, %

S : subset ofv that remains after pruning

Sy C v . set of subjects im that belong in a specific categogy

Siq : set of subjects inv that can potentially be identified by a SBS 'endowed’ withS;d :=
ngl‘S(b

v . elements irv

v' : subject of interest in the context of search pruning

v . authentication group containingsubjects

v(i),i = 1,...,n : i-th candidate belonging to the specific grawp

SB : soft biometrics

SBS : soft biometric system
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Chapter 1

Introduction

Traditional biometrics offer a natural and reliable sadatifor establishing the identity of an
individual, and for this reason, the use of human physicdltzhavioral characteristics has been
increasingly adopted in security applications. With tippr@ach maintaining various advantages
such as universality, robustness, permanence and adtigssibis not surprising that current
intrusion detection and security mechanisms and systechgli| by default at least one biometric
trait.

Building on this progress, the latest addition of soft bitmes builds and adds on the main
advantages of classical biometrics.

The beginnings of soft biometric science were laid by Algg®Bertillon in the 19th century,
who firstly introduced the idea of a person identificationeysbased on biometric, morphological
and anthropometric determinations, 5@1056]. In hisrgfBertillon considered traits like
colors of eye, hair, beard and skin; shape and size of the headkll as general discriminators like
height or weight and also indelible marks such as birth mas&ars or tattoos. These descriptors
mainly comprise what is now referred to as the familysoft biometricsa term first introduced
by Jain et al.mb] to describe the set of charactesishiat provide (some) information about
an individual, but that are not generally sufficient for yutlescribing and identifying a person,
mainly due to the lack of distinctiveness and permanencedf gaits. As stated Iatéhh%l],
such soft biometrics traits can be inexpensive to compwr,be sensed at a distance, do not
require the cooperation of the surveillance subjects, amdbe efficiently used to narrow down
a search for an individual from a large set of people. Along lthes ofsemantic annotation
([|S_G_ND_$] and[LBNJJO]) we here note the human compliance aftsometrics as a main difference
between soft biometrics and classical biometrics - a dffee that renders soft biometrics suitable
for many applications. The terniight biometricssee in ], similessee in ]
andattributessee in ] have been describing traits we associate to soft biarsetilhe
following definition clarifies what is considered here ag-$dmetric traits.

Definition: Soft biometric traits are physical, behavioral or adherach&éin characteristics,
classifiable in pre—defined human compliant categoriessd bategories are, unlike in the classi-
cal biometric case, established and time—proven by humperiexice with the aim of differenti-
ating individuals. In other words soft biometric traits areated in a natural way, used by people
to characterize other people.

Our interest in this thesis is in understanding the role sléitbiometrics can play in security
and commercial systems of the future. In brief we begin byi$yiag soft biometric traits that
adhere to the above definition. After an overview of relatextkywwe proceed to explore differ-
ent applications that benefit from soft biometric systen33§), focusing on surveillance related
person identification, and on pruning of large surveillarelated searches. We also consider the
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specific scenario of applying soft biometrics for human fabio-side re-identification. We then
change gear and deviate from security related applicatmti'e more commercially oriented ap-
plication of employing soft biometrics in quantifying ancegicting female facial aesthetics. The
above approaches are then complemented by a more practioadatic soft biometric classifica-
tion tool that we present. Finally, motivated by human ataeqe issues, we proceed to provide a
usability study relating to soft biometrics.

1.1 Achievements and structure of the dissertation

We proceed with an explicit description of the structureh# thesis, and the introduction of
the scenarios / applications of interest in each chapter.

Chapter[2 - Soft biometrics: characteristics, advantagesrad related work

In Chaptef R we offer general considerations related toksofnhetrics. Firstly in Section 2.1
we introduce a candidate list of traits and furthermore @eaicto portray pertinent advantages and
limitations in Sectio 2]2. We then identify in Sectlon]2r@yous work on soft biometric traits.

Chapter[3 - Bag of facial soft biometrics for human identificaion

Chaptef B considers the case where a SBS can distinguisledretvset of traits (categories),
which set is large enough to allow for the classification #etieves human identification. The
concept of person identification based on soft biometriggirates in the way humans perform
face recognition. Specifically human minds decompose aafrdﬂujmcall structure complex prob-
lems into fractions and those fractions into further swustions, see [Ley96]l [Simb6]. Conse-
qguently face recognition performed by humans is the dinisibthe face in parts, and subsequent
classification of those parts into categories. Those caggjoan be naturally of physical, adhered
or behavioral nature and their palette includes colorspeh@r measurements, what we refer to
here as soft biometrics. The key is that each individual @nadtegorized in terms of such char-
acteristics, by both humans or by image processing algosithAlthough features such as hair,
eye and skin color, facial hair and shape, or body height aeighw, gait, cloth color and hu-
man metrology are generally non distinctive, a cumulatmbination of such features provides
an increasingly refined and explicit description of a hum&BSs for person identification have
several advantages over classical biometric systems, agnointrusiveness, computational and
time efficiency, human compliance, flexibility in pose- angbession-variance and furthermore
an enrolment free acquirement in the absence of consentaapei@tion of the observed person.
Soft biometrics allow for a reduced complexity determioatof an identity. At the same time
though, the named reduced computational complexity coniéssrestrictions on the size of an
authentication group. It becomes apparent that a measyperfiirmance must go beyond the
classical biometric equal error rate of the employed detscand include a different and new
parametrization. Our general interest here is to providahtful mathematical analysis of relia-
bility of general soft biometric systems, as well as to cealyi describe the asymptotic behavior of
pertinent statistical parameters that are identified teadly affect performance. Albeit its asymp-
totic and mathematical nature, the approach aims to prcsiiltgle expressions that can yield
insight into handling real life surveillance systems.

In Chaptef B, Sectidn 3.1 introduces the operational gettfra SBS. In this setting we elabo-
rate on pertinent factors, such as those of the authemticgtioup, traits, traits instances, overall
categories and their interrelations. We then proceed itid@d8.5.1 to introduce and explain the
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event ofcollision, which is of significant character when employing SBSs faspe identifica-
tion. Furthermore we introduce tieimber of effective categoriggwhich is later identified as an
important parameter related to collision, and is showntteatliy affect the overall performance of
an SBS.

Sectior 3.5.R analyzes the statistical distribution andm# ' and furthermore Sectidn 3.5.3
offers an insight regarding the bounds of the statistichblg®r of F' over large populations. These
bounds address the following practical question: if morediare spent towards increasing the
quality of an SBS, then what reliability gains do we expedde? The answer and further intuition
on the above bounds are provided in Sedfion 3.5.3.1, thdgpcam be found in the Appendix 3.

In Sectiori 3.5.4 we examine the influence of algorithmimestion errors and give an example
on the overall performance of a realistic SBS. We improvepgbdormance by a study of the
distribution between population in the overall categqrées Section 3.5.4.1. We then proceed in
Sectior3.5.4]2 to elaborate on the human compliant aspsecftdiometrics in re—identification,
hereby specifically on the quantification of traits and onhihman interaction view of an SBS.

Chapter[ - Search pruning in video surveillance systems

In Chaptef# we explore the application using soft-bioreewlated categorization-based prun-
ing to narrow down a large search.

In recent years we have experienced an increasing needitbus and organize an exponen-
tially expanding volume of images and videos. Crucial ts #&ffort is the often computationally
expensive task of algorithmic search for specific elemeliatsgal at unknown locations inside large
data sets. To limit computational cost, soft biometricsnprg can be used, to quickly eliminate a
portion of the initial data, an action which is then followlegla more precise and complex search
within the smaller subset of the remaining data. Such pguniethods can substantially speed up
the search, at the risk though of missing the target due &sifileation errors, thus reducing the
overall reliability. We are interested in analyzing thigeg vs. reliability tradeoff, and we focus
on the realistic setting where the search is time-congichand where, as we will see later on, the
environment in which the search takes place is stochastirdically changing, and can cause
search errors. In our setting a time constrained searcts $eettentify a subject from a large set
of individuals. In this scenario, a set of subjects can ba@iduby means of categorization that is
based on different combinations of soft biometric traitstsas facial color, shapes or measure-
ments. We clarify that we limit our use of “pruning the sedrchrefer to the categorization and
subsequent elimination of soft biometric-based categprigthin the context of a search within
large databases (Figure 4.1). In the context of this work,efimination or filtering our of the
employed categories is based on the soft biometric chaistate of the subjects. The pruned
database can be subsequently processed by humans or byetriiguch as face recognition.

Towards analyzing the pruning behavior of such SBSs, Chlpietroduces the concept of
pruning gainwhich describes, as a function of pruning reliability, theltiplicative reduction
of the set size after pruning. For example a pruning gain ghglies that pruning managed to
halve the size of the original set. Section 4.5.1 providesanye case analysis of the pruning gain,
as a function of reliability, whereas Sectionl4.5 providggigal-case analysis, offering insight
on how often pruning fails to be sufficiently helpful. In theopess we provide some intuition
through examples on topics such as, how the system gaabilélf performance suffers with
increasing confusability of categories, or on whetherdaag for a rare looking subject renders
the search performance more sensitive to increases insaifity, than searching for common
looking subjects.

In Sectio 4.6.11 we take a more practical approach and presem different soft biometric
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systems, and describe how the employed categorizationthlgs (eye color detector, glasses and
moustache detector) are applied on a characteristic degai®46 people. In the same Section we
furthermore provide simulations that reveal the varigpdind range of the pruning benefits offered
by different SBSs. In Sectidn 4.7 we derive concise closeoh fexpressions on the measures of
pruning gain and goodput, provide simulations, as well asvel@nd simulate aspects relating to
the complexity costs of different soft biometric systemntdrest.

Chapter[Q - Frontal-to-side person re-identification

Typically biometric face-recognition algorithms are deyed, trained, tested and improved
under the simplifying assumption of frontal-to-frontakgen recognition. Such algorithms though
are challenged when facing scenarios that deviate fromrdivgirig setting, such as for example
in the presence of non-constant viewpoints, including thatél-to-side scenario. Most person
recognition algorithms, whether holistic or based on fdeatures, only manage to optimally han-
dle pose differences that are less than aliéutegrees. As a result, a variation in the pose is often
a more dominant factor than a variation of subjects. Thigetspf pose variation comes to the fore
in video surveillance, where a suspect may be picturedyfifsihtal, whereas the corresponding
testimages could be captured from the side, thus introduadimntal-to-side recognition problem

Towards handling this problem, we employ multiple soft batrits related traits. One of
our tasks here is to get some insight into the significancéedd traits, specifically the signifi-
cance of using hair, skin and clothes patches for frontside re-identification. We are working
on the color FERET datas@ll] with frontal gallery iador training, and side (profile)
probe images for testing. Towards achieving re-identificatthe proposed algorithm first ana-
lyzes the color in Sectidn 5.2.4.1 and furthermore textar8ectiorl 5.2.4]2 of the three patches.
Then we study the intensity correlations between patch&eatior 5.2.4]3. This analysis is then
followed by the construction of a single, stronger classifi@t combines the above measures in
Sectior 5.2.b, to re-identify the person from his or her peofi

Deviating from the above security related applicationscaasider then an application closer
to entertainment, and specifically consider the applicabb soft biometrics in analyzing and
guantifying facial aesthetics.

Chapter[6 - Soft biometrics for quantifying and predicting facial aesthetics

With millions of images appearing daily on Facebook, Pic&dkr, or on different social
and dating sites, photographs are often seen as the cdrtier first and deciding impression of a
person. At the same time though, human perception of fae&thatics in images is a priori highly
subjective.

We related among others soft biometric traits with this satdye human perception. In the
provided study we quantify insight on how basic measuresbeansed to improve photographs
for CVs or for different social and dating websites. Thispsetreate an objective view on sub-
jective efforts by experts / journalists when retouchingges. We use the gained objective view
to examine facial aesthetics in terms of aging, facial syrgad a comparison of average females
relatively to selected females known for their beauty. Sjmadly in Section[6.8 we introduce
the employed database, as well as describe the basic featudemethods used in this study. In
Sectior 6.4 we proceed with numerical results, and provitiétion on the role of features, image
quality and facial features, in human perception. In Sedfid, we use these accumulated con-
clusions to construct a basic linear model that predicta@tveness in facial photographs using
different facial traits as well as image properties. We teeamine and validate the designed met-
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ric. In Sectior 6.6 we employ the developed metric to conéxperiments and answer questions
regarding the beauty index in three cases: for famous &tteaemales, for aging females and in
case of facial surgery. Finally we proceed to simulate ini8ef.7 based on both, the presented
metric, as well as state of the art algorithmic accuraciesudomatic tool for beauty prediction.

Chapter[7 - Practical implementation of soft biometrics clasification algorithms

Towards practical implementation of the related conceptbsideas, in Chaptéll 7 we develop
a tool (concatenation of classification algorithms) foissification of facial soft biometric traits,
where we specifically emphasize on the most obvious facaitifiers, primarily mentioned by
humans, when portraying an unknown individual. The corsdi tool is streamlined to achieve
reliability of identification at reduced complexity, andrioe focuses on simple yet robust soft-
biometric traits, including hair color, eye color and skivlar, as well as the existence of beard,
moustache and glasses. We then specifically focus on artraatd categorization of eye color,
and present an additional study where we illustrate theentte of surrounding factors like illu-
mination, eye glasses and sensors on the appearance ofieye co

In Sectior 7.1l a bag of six facial soft biometrics is elabedafor which estimation algorithms
are featured, along with the related experimental resals, Sectiof 7.1.2. We then proceed
to focus on eye color as a soft biometric trait in Secfion 1@ examine an automatic eye color
classifier in challenging conditions, such as changingrilhation, presence of glasses and camera
sensors, see Sectibnl7.4.

Chapter[8 - User acceptance study relating to soft biometrie

Finally we conclude with a usability study that verifies tleeuacceptance of SBSs, specifi-
cally when compared to existing PIN or fingerprint accesgrobsystems.

The pervasiveness of biometric systems, and the corresmgpgrbwth of the biometric market
see a], has successfully capitalized on the strefiibmetric-based methods in accurately
and effectively identifying individuals. As a result, modestate-of-the-art intrusion detection and
security systems include by default at least one biometiit tlt is the case though that little em-
phasis has been given to better understanding user-ancepdad user-preference regarding such
systems. Existing usability related works, such amm\d ], focus on establish-
ing functional issues in existing ATM machines, or on studythe influence of user interaction
on the performance of fingerprint based systems (see [KE)IIa:hb] interfaces (se09]).
Other interesting works (seb |usah1b|, |CGOE|, CJMROQ]‘)aIyze possible methods that im-
prove interface design. Our emphasis here is on providisigl on the attitudes and experiences
of users towards novel and emerging biometric verificati@ihods, and to explore whether such
novel biometric technologies can be, in terms of user aecegt valid alternatives to existing
prevalent PIN based systems. Our focus, in addition to denisig the traditional PIN-based
method, is to explore the usability aspects of systems basesassical biometrics such as fin-
gerprint and face recognition, and to then proceed to stieysability of systems based on the
emerging class of soft-biometric methods. Our evaluat®hased on having the users rate and
rank their experiences with different access methods.

In Sectio 8.2 we briefly describe the user test setting, disasdéhe conditions and the per-
formed test procedures. We then proceed to elaborate otz verification methods and on
the designed interfaces. In Section 8.2 we present thesesthined from the user study, in terms
of evaluation and quantification of the different usabilitgasurement characteristics. In the same
section we provide the user test outcomes of direct congagibetween the four presented meth-
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ods. Finally in Sectioh 813 we draw connections to otheriBaant traits such as cost efficiency,
accuracy and processing speed.

We finally note that this dissertation is supported by défgrjournal and conference publica-
tions, which are not cited throughout the thesis, but whiehliated in full in AppendixXD.




19

Chapter 2

Soft biometrics: characteristics,
advantages and related work

Soft biometrics have gained an increasing interest in tbenbtrics community for various
reasons, as of the non—intrusiveness, computationalegfigiand mostly the need for higher reli-
ability in biometric systems. In this chapter we provide a&rrgiew of soft biometric traits, their
classification, the related advantages and limitationsthEtmore we summarize work, already
performed on soft biometrics traits or systems integrasioiy biometrics.

2.1 Soft biometric traits

We illustrate in Tabl€ 2]1) a range of facial characterssticich accept the definition stated
in chaptef] for soft biometrics. In a first attempt to difigiate between soft biometric traits we
firstly identify the affiliation toface or accessorycategories. We abuse slightly annotation and
include hair color in the group of facial soft biometrics.elpresented traits list is not exhaustive
and will naturally increase with technological progress.kére note that even though classically
accessorieslo not belong to biometrics, the new stated definition cjeidorporates such traits
in the class of soft biometrics. The motivation for inclugliaccessories to soft biometrics lays
in the associated highly descriptiveness and discrinonati attributes such as clothes color, e.g.
“the person in the red shirt”. Further significant factors ¢tassifying soft biometric traits are
distinctivenessand permanence Distinctivenesss the strength with which a trait is able to dis-
tinguish between individuals. As an example 'beard’ hasnadastinctiveness, since it can only
be applied to the male part of the population and furthernpossesses only two sub—categories
(present or not). This example points out a certain coicgldietweerdistinctivenesgndnature
of value Traits with continuous sub-categories are in general mdistnctive than traits with dis-
crete and moreover binary sub-categories. In this contextlifference betweenature of value
and human labeling of traits is the following: while hair@ohas principally different nuances and
is thus of continuous character, humans tend to discre&dingb We adopt this human approach
for developed soft biometric estimation algorithms, dttecfor example hair color in categories
such as black, blond, brown, rather than RGB values.

Thepermanencef a trait plays a major role for the application for which aSSB employed. As
an example an application, where identification within a dasequired, will accept low perma-
nence traits like age, weight or clothing color (inter vdrarsession observation).

The final subdivisiorsubjective perceptiorefers to the degree of ambiguity associated in identi-
fying or labelling specific soft biometric traits sub-cateigs. We note the relation of subjective
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Table 2.1: Table of soft biometric traits

Soft Biometric Face / Nature o Subjective
trait Accessory  of value Permanence  Distinctiveness perception
Skin color Face Continuous Medium Low Medium
Hair color Face Continuous Medium Medium Medium
Eye color Face Continuous High Medium Medium
Beard Face Binary Low/Medium Low Medium
Moustache Face Binary Low/Medium Low Medium
E’lae(ialzlurements Face Continuous High Medium Medium/High
Facial shapes Face Discrete High High High
;aeC;szrZi:eris Face Continuous High High Medium/High
Facial feature Face Discrete High High High
shapes

Make—-up Face Discrete Low Low Medium
Ethnicity Face Discrete High Medium Medium
Marks Face Discrete High Medium/High Low
Gender Face Binary High Low Low
Age Face Continuous Low/Medium Medium Medium
Glasses Accessory Binary Low/Medium Low Low
Hat Accessory Binary Low Medium Low
Scarf Accessory Binary Low Medium Low

perception to the nature of value, where an increased anujwbcategories leads to a more
difficult classification. In fact subjectivity lays even inat decision of the nature of value. In other
words, colors for example can be argued to be continuoustaltlee huge variance in nuances
blending into each other, or to be discrete due to the fattdblars can be described by discrete
RGB values.

We note that soft biometrics can be classified by additiospkets such as accuracy and im-
portance, which are deducible from the named classificati@sses, depending on the cause for
specification (e.g. suitability for a specific application)

2.2 Characteristics, advantages and limitations

Soft biometrics has carried in some extent the attributeslasfsical biometrics over, as the
general idea of identification management base@ba you ares still being pursuit. The traits
provide weak biometrical information about the individaad correspondingly have inherited the
predicates to beniversal] measurableandacceptable furthermore the trait’s classification algo-
rithm(s) performanceshould be able to meet the application’s requirements. Tertaio degree
also the aspectsmiquenesgpermanencandcircumventiorplay a role for soft biometrics, but are
treated to a greater extent flexible.

Initially, soft biometric traits have been employed to warrdown the search of a database, in or-
der to decrease the computational time for the classicahéioc trait. An additional application
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is the fusion of soft biometrics and classical biometrigt$réo increase overall system perfor-
mance. Soft biometrics impart systems substantial adgastathey can be partly derived from
main detected classical biometric identifier, their acgjois is non intrusive and does not require
enrolment; training can be performed in advance on indalslout of the specific identification
group. Summarizing soft biometric traits typically are:

— Human compliant: Traits conform with natural human dexdion labels.

— Computationally efficient: Sensor and computational ireguents are marginal.

— Enrolment free: Training of the system is performed offeland without prior knowledge

of the inspected individuals.

— Deducible from classical biometrics: Traits can be patdyived from images captured for
primary (classical) biometric identifier (e.g. eye colarrfr eye images).
Non intrusive: Data acquisition is user friendly or can big/fimperceptible.
Classifiable from a distance: Data acquisition is achievablong range.
Classifiable pose flexible: Data acquisition is feasibdenfla number of poses.
Not requiring the individual’'s cooperation: Consent andtdbution from the subject are
generally not needed.

— Preserving human privacy: The stored signatures are llyisanilable to everyone and

serve in this sense privacy.

The plethora or utilities has motivated an increasing nunabeesearch activities related to
soft biometrics. In the next section we give an overview @dsiific work gaining from the benefits
related to soft biometrics.

2.3 Related work

In this section we outline work, pertinent to soft biomedrid his overview does not claim to
be an exhaustive state of the art, but rather a highlight8eteon performed scientific studies.

Soft biometrics is a relatively novel topic and related wenifolds over several research fields.
Recent work can be mainly classified in three research fields:

1. The first and largest field includes the study and identiinaof traits and associated image
processing algorithms for classification and detectioruchs

2. The second fast growing field identifies operational seesdor the aforementioned algo-
rithms and provides experimental results for such scesario

3. The third and smallest field comprises of the global andrétecal investigation of the
employment of soft biometrics applications and relatedistu

Scientific works belonging to the first field cover algorithfostraits such as iris pattern, see
in [@], or facial marks, see i@og]. A broader ovewad work from the first group is
referenced in the following sectiohs 2.13.1 &and 2.3.2.

The second field can be sub-classified in subgroups whictreiffiate the way soft biometrics
are employed, as stand—alone systems, as pre-filteringamisais of bigger systems, or as fused
parallel systems. Related scenarios include continuotireatication 0], video surveillance
see [DFBSQ9], |[FDI10], [MKS10], person verificatior@b4] and moreoverguer iden-
tification ]. An interesting recent associated sderfar SBS based person identification is
the recognition of faces in triage images of mass disastetgns @1]. Further examples are
given in sectiol _2.3]3.

Finally the third field involves studies on the placementadt biometrics in applications such
as forensic@l] and human metrold@RlO}.
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2.3.1 Facial soft biometric algorithms

Former work on soft biometrics has been performed predantijnaith the aim of preprocess-
ing. In face recognition for person identification, for imste, beard detection and removal serves
an improvement of recognition results, disregarding tifiermation of the presence of beard.

Color based facial soft biometricsThe color based facial soft biometric traits (eye, skin,
and hair color) are the most obvious facial identifiers, nos@d primarily by humans, when
portraying unknown individuals. Challenges for skin cifisation are on the one hand the low
spread of different skin colors in color space, and as a cuesee, on the other hand the high
illumination dependance of classification. Latter is digmat in various skin locus papers, for
example in 2].

Hair color is detected by similar techniques like skin cadmd often researched along, but
has more broadly scattered color categories.LOZ]eﬂhod for human head detection
based on hair—color is proposed through the use of Gaussiarendensity models describing
the distribution of hair color. IO] the fuzzy theasyused to detect faces in color images,
where two fuzzy models describe the skin color and hair coémpectively.

Eye color classification, unlike the other color based fastdét biometrics is a relatively new
research topic. Few publications offer insight, slm] and sectiofl 712, probably due to
the fact thatt0% of humans possess brown eyes. An advantage of eye coloodat@n is the
availability of all necessary information in images usedific pattern analysis, in other words iris
color is a free side effect. Work on fusion between iris textand color can be found iO4],
where the authors fuse iris and iris color with fingerprintl gmovide performance improvement
in respect with the unimodal systems. 08] iris colanged to successfully support an iris
indexing method.

Beard and Moustache detectioRresence of beard and moustache do not appear in the liter-
ature as an identification trait, but rather as an obstacléafee recognition, which is why their
removal is performed as a preprocessing step. As an exam jleMO06] a beard removall algo-
rithm is shown using the concept of structural similarityl @oordinate transformations.

Age Age plays an important role for long time employable systdmased on face or body
and is a challenging and relatively new field. An interesstgrly on face changes over time can
be found in ILP_S_gKé‘], which spans a biometric, forensic, and anthropologicemw, and further
discusses work on synthesizing images of aged facemme authors distinguish children
from adults based on the face/iris size ratio. Viola—Jore® fdetection techniqulb] is
used, followed by an iterative Canny edge detection and aifredctircular Hough transform
for iris measuring, with good results. I] the authors observe facial skin regions of
Caucasian women and build partial least square regresstmlelsto predict the chronological
and the perceived age. They find out that the eye area anditheadr uniformity are the main
attributes related to perceived age.

Gender: Gender perception and recognition has been much reseaatieadly in social and
cognitive psychology work in the context of face recogmitid=rom image processing point of
view, the topic offers as well many of approaches. A basic@ggh of understanding simple
metrology in connection to gender is offered ]. The latest efforts employ a selection
of fused biometric traits to deduce gender information. &ample in 7 ait energy im-
ages and facial features are fused and classified by supidrimachines. IrELglI:I_E]ll] contrast
and local binary patterns are fused. Another approa Pproposes a combined gender and
expression recognition system by modeling the face usingcine Appearance Model, feature
extraction and finally linear, polynomial and radial basgaction based support vector machines
for classification. The work i 6] proposes using adabam several weak classifiers, ap-
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plied on low resolution grey scale images with good resiftatta et al. in MB] present a
multimodal gender recognition system, based on facial apgpee, head and mouth motion, em-
ploying the means of a unified probabilistic framework. Ar@tapproach based on motion and
appearance is the work in [HP09]. On a different note theastbf [CR115] employ thermal and
near infra-red images for gender classification.

Ethnicity. Ethnicity recognition is an ethically and sociologicalt li@bated trait, once again
relevant for face recognition. In the context of ethnicity@iquely defined classification is a
difficult and important task. For recognition of Asian anchaésian faces in4] machine
learning framework applies a linear discriminant analy&i®A) and multi scale analysis. A
further framework, integrating the LDA analysis for inpacé images at different scales, further
improves the classification performance. In the p K ethnicity recognition approach
is based on Gabor Wavelets Transformation, combined wiitiereampling for key facial features
extraction. Finally support vector machines are used fonieity classification providing very
good results, even in the presence of various lighting dimmg.

Facial measurementg-acial measurements were early on found as very distaetid help-
ful in the context of facial recognitioMS]. Later stied continue employing facial measure-
ments, and apply on 306].

Recent work on facial soft biometrics is performed on saaaks and tattoos by the authors
in | Moreover patterns in the sclera have been emspl@s a soft biometric trait as well,
see b].

2.3.2 Accessory soft biometrics

The new soft biometrics definition allows the inclusion ofessories among these traits. Ac-
cessories can indeed be related to personal characteassight problems in case of glases), or
personal choices (as adornment in case of jewelry).

Eye Glasses detectiornThe forerunner for glasses detection are Jiang et all_iABIR],
performing classical edge detection on a preprocessedlgval/image. Certain face areas are
observed and an indicator for glasses is searched for. Tls¢ snocessful identifier region for
glasses is found to be the nose part of the glasses, betweaydls. A different approach for
glasses extraction is employed 04], where a face mizdedtablished based on the Delaunay
triangulation. A 3D method to detect glasses frames is ptedén ], where 3D features
are obtained by a trinocular stereo vision system. The lessits on glasses detection up to now
are achieved on thermal imagm04].

Scarf and glasses detectioithe work ] handles facial recognition in the presenc
of occlusions caused by glasses and scarfs. The occlusi@reby detected by Gabor wavelets,
PCA and support vector machines, followed by facial recigmiof the non-occluded part based
on block—based local binary patterns.

Cap detectionIn ] the authors work on an additional occlusion, whimpedes face
recognition, namely cap detection.

2.3.3 Combined soft biometrics

Since soft biometric traits are individually not distingtiand permanent, a combination of
those could overcome those limits. In this context, mangmepapers deal with fusion of clas-
sical biometry and soft biometry or exclusively with fusiohsoft biometric traits. An example
for latter is the work in4]. The authors %roEose alponis for gender, body size, height,

cadence, and stride using a gait analysis tool SefjHt, and appearance are extracted
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from videos and exploited in a multiple camera video sulaede scenario in order to track the
subjects that cross the surveillance network MZOG}aaproach for recognizing the gender,
ethnicity and age with facial images is proposed. The ambraacorporates Gabor filter, Ad-
aboost learning as well as support vector machine classiffefurther hybrid classification based
on gender and ethnicity is considered ['Ln_[Q_P_W98] dnd_[§|W9|9}e hybrid approach consists
of an ensemble of radial basis function networks and indeaecision trees. The authors show
robustness and good performance. A different approachnfalysis in hybrid soft biometric sys-
tems is provided |8] an@lO] where semantic imfation (which corresponds to soft
biometric classifiers) is manually extracted from a serfesdeos. Using the analysis of variance
the authors select a pool of traits which are considered th& nepresentative. Those traits are
then used together with gait information. The authors desinate that the additional information
provided by the semantic traits mcreases the performanitee @eople recognition system based
on gait. Those results are extendeSll] anMN‘[h@a authors |nO] go one
step further and study the relation of human body measut@shvallows for certain applications
the prediction of missing body measures. ] the authors propose an approach for people
search in surveillance data, characterized by three mamesits: sensors, body parts, and their
attributes. The body parts and attributes are here clos&yed to soft biometrics.

2.4 Domains of application

Soft biometrics are either employed as uni modal systerassitying a single trait classifiers,
or in a combination with other systems. We differentiatéofwing main domains of application.

Fusion with classical biometric traits SBSs are incorporated in multi modal biometrical
systems with the goal of increasing the overall reliahil@yich an approach has been followed, in

], where the benefits of soft biometrics in additioriibhgerprint lead to an improvement
of approximately5% over the primary biometric system.

Pruning the search :SBS were employed in previous works to pre filter large bioimet
databases with the aim of higher search efficiency. Scientifirk on using soft biometrics
for pruning the search can be found [D_LISB_IML&_KB_B_IN%] whearenultitude of attributes,
like age, gender, hair and skin color were used for classificaof a face database, as well as
in [b_B_DB_9j LN_eJALQB] where the impact of pruning traits likeeagender and race was identified
in enhancing the performance of regular biometric systems.

A third application is the employment of a multi modal SBShiihe goal of human identifi-
cation or human re-identification.

Human (re-)identification For human (re-)identification the soft biometric trait telhlimita-
tions of distinctiveness and permanence are overcome blginorg multiple traits. The concept of
Bag of Soft Biometrics(BoSB) is directly inspired from tltkea of Bag of Wordm%]
and Bag of Feature 06] developed under the contexkbifrtiming and content based image
retrieval. For the BoSB the “items” of the bag are soft biamecesignatures extracted from the
visual appearance of the subject.

Other possible applications relate to the ability to matebgde based on their biometric-trait
preferences, acquiring statistical properties of bioimeattentifiers of groups, avatar modelling
based on the instantaneous facial characteristics (glassard or different hair color), statistical
sampling of audiences, and many others.
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Chapter 3

Bag of facial soft biometrics for human
identification

The concept of person identification based on soft bionewtiiginates in the way humans
perform face recognition. Specifically human minds decosemnd hierarchically structure com-
plex problems into fractions and those fractions into fertbub-fractions, cf 6]@6].
Consequently face recognition performed by humans is thisiain of the face into parts, and
subsequent classification of those parts into sub-categoiihose sub-categories are associated
with what refer to as soft biometrics and the key is that eadividual can be categorized in terms
of such characteristics, by humans or by image processguyitdms. Although features such
as hair, eye and skin color, facial hair and shape, or bodyhbh@nd weight, gait, clothing color
and human metrology are generally non distinctive, a cutivel@aombination of such features
provides an increasingly refined and explicit descriptiba buman.

3.1 Main parameters: authentication group, traits, trait-instances,
and categories

The setting of interest corresponds to the general scewdugoe, out of a large population, an
authentication group is randomly extracted as a randont sepeople, out of which one person is
picked for identification (and is different from all the othreembers of the authentication group).
We note that this general scenario is consistent with bbéhcase of person verification as well as
of identification. A general soft-biometric system empldgsection that relates tosoft biometric
traits (hair color, skin color, etc), where each trait = 1,2,..., A, is subdivided intqu; trait
instancesi.e., each trait can take one ofi; values. We henceforth denote as category to be any
A-tuple of different trait-instances, and we fet= {¢;}/_, define a set of alp categories, i.e.,
the set of allp combinations of soft-biometric trait-instances. The nemtf p, that the system is
endowed with, is given by

p =100 i (3.1)

We slightly abuse notation and henceforth say @haubject belongs to category if his
or her trait-instances are thetuple corresponding to category. We here note that to have
conclusive identification of a subject, and subsequengdifitiation from the other subjects of the
authentication group, it must be the case that the subjext dot belong in the same category as
other members of the authentication group. Given a spediffeeatication group, the maximum-
likelihood optimizing rule for detecting the most probalaigegory in which a chosen subject
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belongs, is given by:

¢ = argmazgeoP(9) - P(y/d), 3.2)

wherey is the observation vectoR(¢) is the pdf of the set of categories over the given population
(note 25521 P(¢) = 1), and P(y/¢) the probability thaty is observed, given that the subject
belongs in category.

3.2 Design aspects in soft-biometric systems

In designing a soft-biometric system, the overall choic¢heftraits and trait-instances must
take into consideration aspects as traditional limitation estimation reliability, which is com-
monly a function of the sensor resolution, and of the cajisgslof the image-processing part of
detection. In addition to this traditional aspect, new @ns come into the picture when designing
a soft-biometric system as of the size and statistics of tileeatication group (such as the pos-
sible similarities that might exist between different sdb§), as well as the statistical relationship
between the authentication group abdThe interrelated nature of the above aspects brings to the
fore different tradeoffs. Such tradeoffs include for ex#arthe fact that an increasing, and thus
also an increasing, generally introduce a reduction in the reliability of dgten, but can poten-
tially result in a welcomed increase in the maximum autloatittn group sizé€n) that the sys-
tem can accommodate for. It then becomes apparent thaindesgignd analyzing soft-biometric
systems requires a deviation from traditional design ardlyais of classical multi-biometric sys-
tems, towards considering the role of the above parametedstheir effect on the tradeoffs and
the overall system performance. This approach motivaeptbposed soft-biometric system de-
sign described in chaptEl 7, as well as the subsequent sgstalysis of Sectioh 3.5.2 which also
includes simulation evaluation of the proposed system énirtkerference limited setting of very
high sensor resolution.

3.3 The proposed Soft-Biometric System

In accordance with the above design aspects, and in an &dfféind a good balance between
identification-reliability and complexity, we here propos soft-biometric system that focuses on
simple and robust detection from a bounded set of traits lagid trait-instances. In what follows,
we will describe these basic elements, as well as the engldgeection algorithms.

3.3.1 Chosen features of the proposed soft-biometric syste

In the presented bag of facial soft biometric traits for harigkentification, we allocata = 6
traits, which we choose and label as:

1. skin color
hair color
eye color
presence of beard

presence of moustache

I

presence of glasses.
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In this setting we clearly assign, = us = ug = 2, corresponding to the binary nature of
traitsi = 4,5,6. On the other hand, the first three traits are of a discreteactex (see Table 1)
and had to be categorized in consideration to the tradebifdmn reliability of detection and trait
importance. Towards this we chose to subdivide trait 1 (skilor) into 41 = 3 instances and
label them (following a recommendation provided by theathpartner of a former EU project,
ACTIBIO [ACT11] to avoid any assumptions about race or etfipibased on skin color) as:

— {skin color type 1, skin color type 2, skin color 3} using nhers that increase from light

to dark,
to subdivide trait 2 (hair color) intpy = 8 instances

— {light-blond, dark-blond, brown-, black-, red-, grey-hite-haired, and bald}
and to subdivide trait 3 (eye color) infg, = 6 instances:

— {blue-, green-, brown-, grey-, green-, black-eyed}

As a result, the proposed system is endowed with the abditietect

p =15 = 1152 (3.3)
i=1

distinct categories. For the sake of clarification, we nete simple examples of such categories
in ¢:

— {skin type 1, brown hair, blue eyes, no beard, no moustauhglassesk®

— {skin type 3, black hair, black eyes, beard present, mohstpresent, glasses presesib}

3.4 Statistical aspects of the constructed scheme

Relevant parameters, in addition ¢ 1;, andp, also include the size and statistics of the
authentication group (revealing possible similaritiesween different subjects), as well as the
statistical relationship between the authentication grand®. In what follows we aim to gain
insight on the behavior of the above, in the specific settintp@ proposed soft-biometric design.
The following analysis, which is by no means conclusiveu®s on providing insight on param-
eters such as: The spread of the effective categories farea guthentication group, where this
spread is used as a measure of the suitabili§ of authenticating subjects from a certain authen-
tication group. The relationship betweenand the corresponding probability of interference as
a function of® (the probability that two users share the same category dhthus be indistin-
guishable). The probability of interference-induced tifaration error, again to be considered as
a measure of the system’s reliability).

3.4.1 Spread of the category seb

We here consider the case where a soft biometric system ignaelsto distinguish among
p distinct categories, but where the randomly introducedhentication group only occupies a
smaller fraction of such categories, and where these cagsgare themselves substantially corre-
lated. Leaving correlation issues aside for now, we firsindetfie set oéffective categorie®. to
be the set of categories that are present (are non emptyg sp#tific authentication group. A per-
tinent measure of system diversity and performance thearbes the cardinality, = |®.|. We
note that clearly botl®, andp. are random variables, whose realizations may change with ea
realization of the authentication group. To gain insightlomabove randomness, we consider the
case where the authentication groups are each time drawndemeral population that is a fixed
set of K = 646 subjects taken from the FERET datab erll], wite 1152 categories,
corresponding to a pdP(¢) as shown in Figure 3.1, where this pdf itself correspondbiedraits
and trait-instances of the proposed system.
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Figure 3.1:P(¢) corresponding to FERET distribution and the proposed syste

Given the above, Figuie 3.2 describes the average numbengif/eategoriesy — E[p.](n),
as a function o, where the expectation is taken over the different readinatof authentication
groups.
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Figure 3.2: Expected number of empty categories as a funofio (FERET).

It becomes apparent that a natural remedy for increaBipg] is to increase the overal,
which brings to the fore the natural question as to whethisritttrease irp should be more a
result of an increase in the number of traits, or rather moesalt of the number of trait-instances
(given that the trait-instances do not already span theeeptissible range per trait). We address
this resource allocation problem, under the simplifyinguasption of symmetry, where; = p,
foralli = 1,, A. In this symmetric setting, where clearly

p=p (3.4)

and wherep increases polynomially with and exponentially with\, a simple comparison of the

two derivativesj—ﬁ, j—ﬁ, identifies thdrait-limited regionof a soft biometric system to be the region

A< p-lnp (3.5)

in which p increases faster with than withy,, and where emphasis should be placed on increasing
A rather thanu:.. This means that fop > 16, p increases faster with than withy, see Tablé3]1.

Example 1 Practical system augmentation for increasipgWe propose the bag structure of an
augmented system, where an increase in resources (suchigpeoved resolution of the sensors,
or an increased computational capability), can be allochte include the increased set of traits,
and trait-instances, as described in Tablel3.2, yieldingimpressivep in the order of eighty
million, which may be suitable for several applications.
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Table 3.1: SBSs with symmetric traits instances
PN 2 3 4 5 6

4 8 16 32 64

9 27 8L 243 729

16 64 256 1024 4096

25 125 625 3125 15625

36 216 1296 7776 46656

OOk WN

Table 3.2: Augmented set of facial soft biometric traits andesponding number of instances

Skin Hair Eye Glasses Beard Moustache Age Gender
Color Color  Color Presence Presence Presence
3 8 6 2 2 2 3 2
Make up Facial Facial feature Facial Facial feature  Facial noles Hair
Shapes Shapes measurements measurements and marks style
4 3 3 3 6 6 3

This approach in turn, brings to the fore the issue that asirg p, may indeed result in an
increasedE|[p.], but might affect the correlation between the differentegaties. This would
subsequently result in a reduced spreadbpfwhich would imply a reduced distinctiveness in
identification. In regards to this, we give some intuitiontbe distinctiveness of some non-empty

categories of the proposed system, by computing the ctoelbetween these categories using
Pearson’s product-moment coefficient

rXy = = (3.6)

The resulting correlation parameters shown below

T EyeColor, HairColor = —0.1964 (3.7)
T HairColor,SkinColor = —0.1375 (3.8)
T EyeColor,SkinColor = 0.370 (3.9

T Moustache,Beard = 0.6359 (3.10)

revealed as expected the highest correlation to be thaeketwoustache and beard.

Further intuition on related correlations is given in Figl@.3, which shows the joint pdf with
respect to the eye, skin and hair color.

Figure 3.3: Color based soft biometric traits (eye-haig-skin and hair-skin color) distributions
for FERET database.
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3.4.2 Boundingn for a given interference probability

We are here interested in describing the relationship lertweand the corresponding prob-
ability of interference, as a function d@f. We proceed to properly define the event of collision or
interference Definition The event otollision, or equivalently ofnterference describes the event
where any two or more subjects belong in the same categdfpcusing on a specific subject, we
say that this subject experiences interference if he/stunge in a category which also includes
other subjects from the authentication group. In regardlsispwe are interested in gaining insight
on two probability measures. The first measure is the prdbabi(n; p) that the authentication
group of sizen, chosen randomly from a large population of subjects, it $hiat there exist two
subjects within the group that collide. We briefly note thiatienship ofp(n; p) to the famous
birthday paradox For the other measure of system reliability, we considerciise where an au-
thentication group of size is chosen randomly from a large population of subjects, anereva
randomly chosen subject from within this authenticatioougy, collides with another member of
the same group. We denote this probabilityg&s), and note that clearly(n) < p(n). To clar-
ify, p(n) describes the probability that interference exists, ehendh it might not cause error,
whereas)(n) describes the probability of an interference induced eErample:In a group ofN
subject(n) would describe the probability that any two subjects wilbiog to the same category
¢.. On the other hang(n) reflects the probability that a specific subject will inteefavith one
or more of theN — 1 remaining subjects. We first focus on calculating and pigtti(n), under
the simplifying assumption of statistical uniformity oftlcategories. The closed form expression
for this probability is derived (se& [Das05]) to be

p(n) =1~ p(N) (3.11)
p(n>:1_1.(1_%)(1_%)...(1_%) (3.12)
p(n) =1— W!_n)!. (3.13)

We note that under the uniformity assumption, the aboveritestp(n; p) forms a lower
bound on this same probability (in the absence of the samemgdon). Equivalently, from the
above, we can also compute the maximunthat will allow for a certain probability of colli-
sion. In terms of a closed form expression, this is accommeddhy using the approximation

from [AMOQ]:

n(n—1)

_n(n-1) —1 2
p(n;p)=1—e =1 — <p7> (3.14)

n(p; p) = \/2p “In (ﬁ) (3.15)

corresponding to the value affor which the system will introduce interference probabikqual
to p. As an example, we note that for= 1152, andp = 0.5, thenn = 39. In regards tg(n), the
closed form expression is readily seen to be

— 1"
gn)=1-(F=—". (3.16)
p
As an example we note that under the uniformity assumptiod, givenp = 1152, and

g = 0.5, thenn > 700, which, as expected, is much higher than the pessimisticvagut
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corresponding te(n, p). Towards generalizing, we deviate from the uniformity asgtion, to
rather consider a more realistic setting where the catedistyibution originates from an online
survey (seemO]), 05142 subjects from Central Germany. For computational simiyligie
choose to consider a simpler, reduced version of our prapsgstem, where the traits are lim-
ited to hair color and eye color. In this setting, the hairocdtait has 7 trait-instances, and the
eye color trait has 5 trait instances, resulting in a totab cE 35 categories, with probabilities
P(¢i),i=1,...,35.

In this case the probability that all subjects are in different categories is the sum of the
products of all non-colliding eventmw]:

pnon_collision(n) = Z P((bz)P((bj) s P((bz) (317)
ititt

where the summation indexing corresponds to the non-engiggories with respect to the au-
thentication group.

3.4.3 Simulation evaluation of the system in the interferece limited setting

In the following we provide a simulation of the probabilitfidentification error, in the setting
of interest, under the assumption that the errors are duedderence, i.e., under the assumptions
that errors only happen if and only if the chosen subjectesh#lie same category with another
person from the randomly chosen authentication group. Ghigesponds to the setting where
the soft-biometric approach cannot provide conclusivatifieation. In the simulation, the larger
population consisted of 646 people from the FERET database,the simulation was run for
different sizes n of the authentication group. The prolitgtalf identification error is described in
the following figure.

—&— p(N) all traits
p(N) no glasses
p(N) no skin color
p(N) no hair color
07k p(N) no eye color

0.9

0.8

0.6

0.5

>
> /

03 ; —a— q(N) all traits

q(N) no glasses
q(N) no skin color | |
= ¢(N) no hair color | |
= ((N) no eye color

0 i i i i i i i
2 4 6 8 10 12 14

Subjects N

Probability of Collision

0.2

0.1F

Figure 3.4: Collision probability in an n sized authenticatgroup.

As a measure of the importance of each trait, Figuré 3.4 ibescthe collision probability
when different traits are removed. The presence of moustaod beard seem to have the least
influence on the detection results, whereas hair and eye lkbal@ the highest impact on distinc-
tiveness.
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3.5 Reliability and scaling laws

In this section we seek to provide insightful mathematicellgsis of reliability of general soft
biometric systems (SBSs), as well as to study error everdsuaderlying factors. Furthermore
we will proceed to articulate related closed form expressior the single and averaged SBS be-
havior by concisely describing the asymptotic behavioretipent statistical parameters that are
identified to directly affect performance. Albeit its asyioic and mathematical nature, the ap-
proach aims to provide simple expressions that can yielghhgto handling real life surveillance
systems.

Along with the general setting from section13.1, in which wterred to the randomly extracted
set ofn people, out of which one person is picked for identificatior,here introduce the notation
of v for such an-tuple of people. Furthermore we denoteday), i = 1, ...,n thei-th candidate
belonging to the specific group

3.5.1 Error events, interference, and effective categorse

Let the randomly chosen subject for identification, belamgategoryy € ®. The SBS first
produces an estimate%of ¢, and based on this estimate, tries to identify the chosejectle.,
tries to establish which candidate Wncorresponds to the chosen subject. An error occurs when
the SBS fails to correctly identify the chosen subject, asimfg him or her with another candidate
from the currentz-tuple v. An error can hence certainly occur when the category isriecty
estimate@, ie., Whenngb # ¢, or can possibly occur when the chosen subjgc} interferes with
another subject(j) from the authentication group, i.e., when the chosen subject is essentially
indistinguishable to the SBS from some other candidates.ilVe recall that interference occurs,
whenever two or more subjects belong in the same category.

For a givenv, let S, C v be the set of subjects in that belong in a specific categony
Furthermore letSy denote the set of people i who do not belong in any of the categories in
®. We here note that no subject can simultaneously belong dootwnore categories, but also
note that it is entirely possible that,| = 0, for some¢ € ®. Hence an error is caused due to
estimation noise (resulting ia £ ¢), due to interference (subject indistinguishable fromeoth
subjects inv), or when the chosen candidate belongsinsystem is not designed to recognize
the subject of interest).

For a giverw, let

F(v):=[{¢ € ®:|S| > 0}

denote the number of effective categories, i.e., the nurabénon-empty) categories that fully
characterize the subjects in For notational simplicity we henceforth writ€ to denoteF'(v),
and we let the dependence orbe implied.

3.5.1.1 The role of interference on the reliability of SBSs

Towards evaluating the overall probability of identificatierror, we first establish the prob-
ability of error for a given set (authentication group) We note the two characteristic extreme
instances of'(v) = n andF(v) = 1. In the first case, the randomtuple v over which identifi-
cation will take place, happens to be such that each sulnjecbelongs to a different category, in
which case none of the subjects interferes with anotheestibjidentification. On the other hand,
the second case corresponds to the (unfortunate) reahsatifv where all subjects i fall under

1. this possibility will be addressed later on




the same category (all subjectsdrhappen to share the same features), and where identification
is highly unreliable.

Before proceeding with the analysis, we briefly define sontetium. First we letP;, ¢ € @,
denote the probability of incorrectly identifying a sulijéiom Sy, and we adopt for now the
simplifying assumption that this probability be indepemidef the specific subject if,. Without
loss of generality, we also &, - - - , Sp correspond to thé’(v) = F non-empty categories, and
note thatF' < n since one subject can belong to just one category. Furtlrerme let

Sia = U}_15

denote the set of subjectsqdrthat can potentially be identified by the SBS endowed’ withand
we note thatS;q = U_,Ss. Also note thaiSo| = n — [Sia|, thatSy N Sy = 0 for ¢’ # ¢, and

that
F
|Sial = 18-
=1

We proceed to derive the error probability for any giwen

Lemma 1 Let a subject be drawn uniformly at random from a randomlydra-tuple v. Then
the probability P(err|v) of erroneously identifying that subject, is given by

F_Z£:1P¢>

n

Perrjv) =1— (3.18)

whereF'(v) = F'is the number of effective categories spannea by

The following corollary holds for the interference limitedse where errors due to feature estima-
tion are ignoreE, i.e., wherePy = 0.

Corollary 0.1 For the same setting and measure as in Lerhina 1, under théderace limited
assumption, the probability of errdP(err|v) is given by
Plero) =1 = (3.19)

n

for anywv such thatF'(v) = F.

The above reveals the somewhat surprising fact that, giyére reliability of an SBS for iden-
tification of subjects inv, is independent of the subjects’ distributionn the different categories,
and instead only depends éh As a result this reliability remains identical when emgdyover
differentn-tuples that fixF'.

Proof of Lemma&ll: See Appendik A.

We proceed with a clarifying example.

Example 2 Consider an SBS equipped with three featues= 3), limited to (correctly) iden-
tifying dark hair, gray hair, and blond hair, i.e = {‘dark hair = ¢, ‘gray hair = ¢,
‘blond hair’ = ¢3}. Consider drawing at random, from a population correspogio the resi-
dents of Nice, three-tuples, withn = 12, each with a different subject categorization, as shown
in Table[3.3. Despite their different category distributjdhe first two sets; andw, introduce the
same number of effective categoriés= 3, and hence the same probability of erroneous detection
P(err|jvy) = P(err|ve) = 3/4 (averaged over the subjects in each set). On the other hanesfo
with F' = 2, the probability of error increases t&(err|vs) = 5/6.

2. we assume that estimation causes substantially fewasehan interference does and ignore them for now
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Table 3.3: lllustration of Exampld 2

[ [ 61 ] 2] s F [ Plermo) ]
viJ10] 1 ]17]3 3/4
v 4] 44713 3/4
vs|[10] 2 | 0 |2 5/6

Up to now the result corresponded to the case of specifize@ns ofv, where we saw that
the probability of error for each realization of lengthwas a function only of the realization of
F(v) which was a random variable describing the number of caikegspanned by the specific
groupwv. We now proceed to average over all such realizatiprend describe the overall proba-
bility of error. This analysis is better suited to evaluateeasemble of distributed SBSs deployed
over a large populationMe henceforth focus on the interference limited selﬁing, we make the
simplifying assumption thaty = 0, ¢ > 0.

Lemma 2 The probability of error averaged over ati-tuplesv randomly drawn from a suffi-
ciently large population, is given by

Ey[P(errlv)] =1— %(U)], (3.20)

and is dependent only on the first order statisticg of

Proof: The proof follows directly from Lemmig 1. O

An example follows, related to the above.

Example 3 Consider the case where the city of Nice installs throughbatcity a number of
independent SBHsnd is interested to know the average reliability that thegstems will jointly
provide, over a period of two montBs The result in Lemm@ 2 gives the general expression of
the average reliability that is jointly provided by the dibuted SBSs, indexed by, for all n.
Indexing byn simply means that the average is taken over all cases whengifidation is related

to a random seb of sizen.

We now proceed to establish the statistical behaviadr ahcluding the meaii[F).

Despite the fact that the probability of error [n_(3.24) isuadtion only of the first moment
of I, our interest in the entire probability density functioeras from our desire to be able to
understand rare behaviors 6t More on this will be seen in the asymptotic analysis that wil
follow.

3. Itis noted though that with increasipgthe probability of erroneous identification is, in realteyss, expected
to increase. This will be considered in future work. Towardtivating the interference limited setting, we note that
such setting generally corresponds to cases where a vargde3iBS allows fop to be substantially larger than thus
resulting in a probability of interfence that is small butnmegligible and which has to be accounted for.

4. Independence follows from the assumption that the @iffeBBSs are placed sufficiently far apart.

5. In this example it is assumed that the number of indepdr8BSs and the time period are sufficiently large to
jointly allow for ergodicity.




3.5.2 Analysis of interference patterns in SBSs

Givenp andn < p, we are interested in establishing the probabiltyF') that a randomly
drawnn-tuple of people will havel” active categories out of a total ofin(p, n) possible active
categoriel. We here accept the simplifying assumptionuoiform distributionof the observed
subjects over the categorigsi.e., that

P(o(i) € 5y) = % Vo e D, i <n. (3.21)

We also accept that < p. The following then holds.

Lemma 3 Givenp andn, and under the uniformity assumption, the distributiorFdé described

by
Fn—F

(p—F)l(n — ') b

whereF' can take values betwedrandn.

P(F) = (322)

Proof of Lemmal3: See Appendik A.

Example 4 Consider the case whepe= 9,n = 5, F = 3. Then the cardinality of the set of all
possiblen-tuples that sparf’ = 3 effective categories, is given by the product of the folhawi
three terms.

— Thefirsttermigp-(p—1)---(p— F+ 1)) = (pL'), = 9.8 -7 = 504 which describes
the number of ways one can pick whieh= 3 categories will be filled.

— Having picked thesé&' = 3 categories, the second term(is- (n — 1)--- (n — F + 1)) =
(n"'F), = 5-4-3 = 60, which describes the number of ways one can place exactly one
subject in each of these picked categories.

— We are now left with — ' = 2 subjects, that can be associated freely to any offthe 3
specific picked categories. Hence the third terni'is ¥ = 32 = 9 corresponding to the

cardinality of {1,2,--- , F}»—F.

Motivated by Lemmal2, we now proceed to describe the firstrastigistics ofF’. The proof
is direct.

Lemma 4 Under the uniformity assumption, the mearfois given by

anFJrl

ZFP Z s F"(’”;nF} . (3.23)

Flzl —0)1(p—1)

Remark 1 The event of no interference corresponds to the case whete:. Decreasing values
of % imply higher degrees of interference. An increasingso results in reduced interference.

Related cases are plotted in Figlre 3.5.
Finally, directly from the above, we have the following.

6. Clarifying example: What is the statistical behaviorfothat is encountered by a distributed set of SBSs in the
city of Nice?
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Figure 3.5:E,[F] for p = 20, 50, 100, 120, n € [3,4, ..., p|. We note that fop sufficiently larger
= MN.

thann, thenE,[F]

Theorem 1 In the described operational setting of interest, under ititerference limited and
uniformity assumptions, the probability of error averagexer all possiblen-tupleswv, that is
provided by an SBS endowed wijtlcategories, is given by

Ey[P(err)]=1—

Proof of Theorerl1:The proof is direct from Lemnid 2 and frof (3123).

Fn—F+1

(p—F)i(n— F)ln Sy b

(3.24)

O

Related examples are plotted in Fighre 3.6.
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Figure 3.6:E,[P(err)] for p = 20, 50, 100, 120, n € [3,4, ..., p].

We proceed to explore scaling laws of SBS employed for humentification.

3.5.3 Asymptotic bounds on subject interference

In this section we seek to gain insight on the role of incre@sesources (increasing in
reducing the subject interference experienced by an SB&cifgally we seek to gain insight
on the following practical question: if more funds are sp@wtards increasing the quality of




an SBS by increasing, then what reliability gains do we expect to see? This goess only
partially answered here, but some insight is provided iffidh@ of bounds on the different subject-
interference patterns seen by an SBS. The asymptotic baingsify the hard to manipulate
results of Lemmal3 and Theordr 1, and provide insightfukjpmetations. A motivating example
is presented before the result.

Example 5 Consider an SBS operating in the city of Berlin, where for acHc n, this system
allows for a certain average reliability. Now the city of Haris ready to allocate further funds,
which can be applied towards doubling the number of categgrithat the system can identify.
Such an increase can come about, for example, by increasagumber and quality of sensors,
which can now better identify more soft-biometric traitheThatural question to ask is how this
extra funding will help to improve the system? The boundgmnvitght, suggest that doubling
will result in a doubly exponential reduction in the probidlyithat a specific degree of interference
will occur.

Further clarifying examples that motivate this approa@hgiven in Sectiof 3.5.3.1.
The following describes the result.

Lemma5 Let n
hi= lim —, (3.25)

p—o0 P

define theaelative throughpuof a soft biometrics system, and lét:= fn, 0 < f < 1. Then the
asymptotic behavior aP(F') is bounded as

— lim
p—oo plog p

Proof of Lemmals: See Appendik A.

log P(f) > 2—h(1+ f). (3.26)

3.5.3.1 Interpretation of bounds

Lemmal® bounds the statistical behaviorfF') in the highp regime (for large values of
p). To gain intuition we compare two cases corresponding t different relative-throughput
regimes. In the first case we ask thatis close top, corresponding to the highest relative-
throughput ofr = 1, and directly get from[(3.26) thak(h, f) := 2 — h(1 + f) = d(1, f) =
1—f, 0 < f < 1. Inthe second case we reduce the relative-throughput tesmond to the
case wherer is approximately half opp (h = 1/2), which in turn givesd(h, f) = d(%,f) =
31 0< f<1/2 Asexpectedi(l, f) > d(1,f), Vf < 3.

Towards gaining further insight, let us use this same exanplshed some light on how
Lemmd® succinctly quantifies the increase in the probglihiat a certain amount of interference
will occur, for a given increase in the relative-throughpfithe soft biometrics system. To see
this, consider the case where there is a deviation away fhentypical f = h by some small
fixede, to a newf = h — ¢, and note that the value efdefines the extend of the interfereﬂ;e
because a largerimplies a smallerf, and thus a reduce# for the samex. In the high relative-
throughput case of our example, we have that h — e = 1 — ¢, and thus thatl(1,1 — €) = e,
which implies that the probability of such deviation (andlué corresponding interference) is in
the order ofp—rd(11-¢) — ,=rc_ On the other hand, in the lower relative-throughput caserevh
f=h—e=1—¢ wehavethatl(},1—¢) = 2+, whichimplies that the probability of the same
deviation in the lower throughput setting is in the ordepofd(z:3=9) = p=r(i+5) << p=re.

7. Note that interference may occur onlyif> 0.
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In other words the bound in Lemnha 5 implies that, a reductibthe relative-throughput from
its maximal value of./p ~ 1 to a sufficiently smallern/p ~ % for high enouglp, results in a
substantial and exponential reduction in the probabilitynterference, fromP(h = 1) ~ p~¢ to
P(h=1)~ pPats),

We have up to now focused on the interference limited scenahere errors occur only due to
more than one subject belonging to one category. In the eekibs[3.5.4 we consider estimation
error and a more pragmatic way to improve the overall rdligtof a SBS.

3.5.4 Estimation reliability

In the aforementioned operational setting of interest, rdtiability of an SBS captures the
probability of false identification of a randomly chosengmer out of a random set af subjects.
In such a setting, the reliability of an SBS is generally tedato:

— the number of categories that the system can identify.

— the degree with which these features/categories refrésechosen set (of subjects) over

which identification will take place

— n, where a highen corresponds to identifying a person among an increasirgtelset of

possibly similar-looking people

— robustness with which these categories can be detected

We here proceed to study the general SBS error probabibitytaning inevitably all above
mentioned factors including the algorithmic categorizmaterror—probabilities. With other words
we examine, the re—identification error probability, retiess of the underlying source, which can
be both due to misclassifcation or due to interference.

Given the knowledge of the population statistics and magetve exact algorithmic reliabil-
ities (true detection rates and additionally the confugaobabilities), we can use a maximum-—
likelihood (ML) optimizing rule to compute the maximal pesbr probability for each category.
We note here that the ML optimizing rule for the most probafaitegory in which a chosen subject
belongs, is given by:

¢ = argmax,., P(¢) - P(y/9), (3.27)
wherey is the observation vectoR(¢) is the pdf of the set of categories over the given population

(note>>f_, P(¢;) = 1), and P(y/¢) the probability that y is observed, given that the subject
belongs in category.

3.5.4.1 Improving SBS reliability

In the most common case of a training set, which providedficgent information on all con-
fusion factors as of alP(y/¢), we can find heuristic rules to combat the overall error ppdta
P.... Given the large amount of empty categories, see the disiuib of over-all-categories in
the FERET population in Figufe 3.1, and furthermore the elmesented correlations between
traits, certain misclassifications can be identified andmeited. An example for a heuristic error
conciliation attempt can be the following.

Example 6 We take into account the given large FERET population andfA8 presented in
sectio 3.311. We simulate again the same identificationasa® where here we simulate an esti-
mation error of10% for the color soft biometric traits (hair, skin and eye cglowhen fusing the
traits on decision level (hard fusion) those errors natiyadd up. That is why a soft decision,
taking into account the confidence levels of the extractatlifes and also the reliability of the
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Table 3.4. Example for a heuristic rule. SBS endowed with 4 categories and a given known
population (distribution in the categories). If our SBS estimates categoryfor a subject to
belong into, due to thé® probability of occurrence, the system decides for the neabable

category, namely; .
Category puqy po Probability for occurrence of ¢; givenn

b1 0 0 0.5
b0 0 1 0

b3 1 0 0.3
b4 1 1 0.2

underlying algorithm is used, since it will discriminatense error cases. In the classification
step we can easily identify subjects classified into "emgayggories. Since those categories are
of probability 0 to occur, due to the known population, an intelligent clsation system recog-
nizes these cases and reclassifies those subjects in "Sicdliegories with higher probabilities
of occurrence(=non—empty categories). A "similar" catgghereby is a category with highest
probability for misclassification, given the wrongly desxt category. We here assume that an
error caused by misclassification of one trait is more prdbaiban the misclassification of two
or more traits. For visualization see Taklile B.4: if a subjiectlassified into the category,, the
system recognizes thag is an empty category and searches for the next probable @aateghich

in this case would bé,. This simple heuristic rule leads already to a significardaeciliation of
the added up estimation error of the SBS, see Figure 3.7.

Figure 3.7: Errors in a SBS system: interference limitedregstimation reliability error, com-
pensated error.

In the following we outline an additional error, which candssociated to SBSs when used in
a scenario, where the traits are re—identified based on arhdeszription.

3.5.4.2 Human machine interaction

The immense benefit of having human understandable and @orhgbft biometric traits over
classical biometrics, enables a computer aided biomeatdcch to have as an input a human de-
scription of the target subject. The importance of relagplieations becomes evident in cases,
such as a loss of a child in a mall, where the mother can jusigea description of the child and
computer based search can be performed on available seadab material. Along with the ben-
efit of human compliance come though additional quantificatind human-machine interaction
errors. Such errors can have different causes.
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— Quantification error: the discrete values of soft bioneetiraits are mapped onto a limited
amount of bins and cause such an error. A lower amount of lwregponds to less mis-
classifications at the cost though of decreasing distieoggs of this trait, as elaborated
above.

— The nomenclature of traits varies and is ambiguous. Fanpleaa hair color that might be
denoted with "red" can be labeled by different subjects aariety of synonyms: auburn,
orange, copper, reddish; but also as a completely diffdraitte.g. brown. A related study
establishing labels for soft biometric traits with the Manktal Turk was recently conducted
by the authors ir@l].

— Different people perceive different traits (e.g. colat#jerently. Specifically if the witness
of a crime has a different color understanding than the SB®mmeing the search it can
lead to an erroneous search. This aspect though can be madirifithe witness is asked to
point at reference colors than just human labeling.

— The awareness of people can be bad or wrong in how they reerdralis.

— Often occurring mixed categories like red-brown for hailoc can be challenging for all,
human perception, the SBS - training and - classificatiop. ste

To visualize just the quantification error introduced by allan understandable SBS we have

the following simulation. We display in Figuke 3.8 on the dvad purely the collision probability
of subjects with 8 quantification bins(=traits instanceshair color (light blond, dark blond, red,
brown, black, grey, white and bald). On the other hand we llgee—identification of non—
guantified and discrete computer—to—computer searcholtigerest, that even in the presence of
an estimation error the over all error probability is desesghin the absence of quantification error.
A full computer—to—computer is presented in Chapter 5 amdifipally in Figure 5.4, where the
performance of a SBS employing AdaBo@T 98] boostedrétyms for hair, skin and cloths
color, their textures and patch histograms is illustratétie system is used for frontal-to—side
re—identification.

09—
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03f= = : —— Error probability of non-quantification, estimation error prone re-identification | .._|
<= = Collision probability of 8-bin-quantified
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Subjects N

Figure 3.8: Re—identification error for hair color in arsized authentication group.

3.6 Summary

In this chapter we explored the use of multi-trait SBSs famhua identification, studying an-
alytically the relationship between an authenticatiorugro, its sizen, the featured categorigs
and the effective categorids. Then we proceeded to show that in the interference limiggithg,
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for a given randomly chosen authentication graymf a given sizen, the reliability of identifi-
cation (averaged over the subjectvinis a function only of the number of non-empty categories
F(v). Furthermore we provided statistical analysis of thisatglity, over large populations. The
latter part provided bounds that, in the interference Bohisetting suggest axponentialreduc-
tion in the probability of interference patterns, as a restila linear increase inp. Finally we
made some observations regarding algorithmic estimatiingave an example of how to coun-
teract, given known population statistics.

Having analyzed in this chapter pertinent measures andnaigsan the process of human
identification based on SBSs, we proceed in the next chajiestidy the process of employing
SBSs for pruning a large database search. The goal will lpertbieto identify a subject, but rather
to pre-filter such a large database for a consecutive priogessth a more reliable algorithm, e.g.
classical face recognition.
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Chapter 4

Search pruning in video survelillance
systems

In recent years we have experienced an increasing needuttius and organize an expo-
nentially expanding volume of data that may take the formaafipng other things, images and
videos. Crucial to this effort is the often computationadypensive task of algorithmic search
for specific elements placed at unknown locations insidgelatata sets. To limit computational
cost, pre-filtering such as pruning can be used, to quiclfyieate a portion of the initial data, an
action which is then followed by a more precise and complexcdewithin the smaller subset of
the remaining data. Such pruning methods can substardjgdigd up the search, at the risk though
of missing the target, thus reducing the overall reliapilfommon pre-filtering methods include
video indexing and image classification with respect to rc], patterns, object4],
or feature vectormG].

4.1 Categorization-based pruning

Our interest in analyzing this speed vs. reliability traflefocuses on the realistic setting
where the search is time-constrained and where, as we wilbser on, the environment in which
the search takes place is stochastic, dynamically chapngmijcan cause search errors. We note
here that there is a fundamental difference between seanahsiructured versus structured data,
where the latter can be handled with very efficient algorghsuch as the sphere decoding algo-
rithm. One widely known practical scenario that adheresh&above stochastic setting, is the
scenario of biometric-based video surveillance. In thisirsg a time constrained search seeks
to identify a subject from within a large set of individualgeat may consist of, for example, the
people surrounding the subject in a specific instance at efgpcation. In the language of
biometrics we provide analysis on the general speed-ifjabehavior in search pruning. In this
scenario, a set of subjects can be pruned by means of caiatyami that is based on different
combinations of soft biometric traits such as facial cofbrapes or measurements. The need for
such biometrically-based search pruning often comes téotlee such as in the case of the 2005
London bombing and the 2011 London riots where a sizeabttidraof the police force worked
for days to screen a fraction of the available surveillarideas relating to the event.

We stay focused on search pruning based on soft biometriceeimind the reader that this
analysis can be generally applied to several domains of awmpision or other disciplines that
adhere to the setting of categorization-based pruningrie-tonstrained searches over error-prone
stochastic environments. We clarify that we refeptaning the searclas the categorization and
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further elimination of categories, which limits large dzdaes of subjects to a fraction of the initial
database, see Figure.1. In the context of this chaptetithimation or filtering of the employed
categories is based on the soft biometric characterisfitsesubjects. The pruned database can
be subsequently processed by humans or by a biometric sdiabeasecognition.

The approach of pruning the search using SBSs, can applyé¢oaee-identification scenar-
ios, including the following:

— Atheftin a crowded mall is observed by different people \ghe partial information about
the thief's appearance. Based on this information, a fiasssearch applies SBS methods
to cut down on the long surveillance video recordings froress cameras.

— A mother has lost her child and can describe traits likehelgtcolor and height of the child.
Video surveillance material can be pruned and resultingsstipns can be displayed to the
mother.

The above cases support the applicability of SBSs, but alsat that together with the benefits
of such systems, come considerable risks such as that aesusly pruning out the target of the
search. This brings to the fore the need to jointly analyeegins and risks of such systems.

In the setting of human identification, we consider the sdemnvahere we search for a specific
subject of interestlenoted as’, belonging to a large and randomly draamthentication group
v of n subjects, where each subject belongs to one oftegories The elements of the set
(authentication groupy are derived randomly from a larger population, which adfi¢oea set
of population statistics. A category corresponds to subjedio adhere to a specific combination
of soft biometric characteristics, so for example one maysiter a category consisting of blond,
tall, females. We note the analogy to the scenario from ehnhtbut proceed to elaborate on the
different goal of the current chapter.

With n being potentially large, we seek to simplify the search fdsjsctv’ within v by al-
gorithmic pruningbased on categorization, i.e., by first identifying the eaty that potentially
belong to the same category s and by then pruning out all other subjects that have not been
estimated to share the same traita‘adruning is then expected to be followed by careful search
of the remaining unpruned set. Such categorization-baseuing allows for a search speedup
through a reduction in the search space, froto some smaller and easier to handleSethich
is the subset ofy that remains after pruning, see Fighrel 4.1 and Figuie 4.4.r€duction though
happens in the presence of a set of categorization erroabpilifes {¢, }, called confusion proba-
bilities, that essentially describe how easy it is for categs to be confused, hence also describing
the probability that the estimation algorithm erroneouystynes out the subject of interest, by
falsely categorizing it. This confusion set, together vifie set of population statistk{gof};i:1
which describes how common a certain category is insideattye Ipopulation, jointly define the
statistical performance of the search pruning, which wé exiplore. The above aspects will be
precisely described later on.

Example 7 An example of a sufficiently large population includes theabitants of a certain
city, and an example of a randomly chosen authenticatiomumi@-tuple) v includes the set of
people captured by a video surveillance system in the alméoned city between 11:00 and
11:05 yesterday. An example SBS could be able to classitdnices of hair color, 6 instances of
height and 2 of gender, thus being able to differentiate betw = 5-6-2 = 60 distinct categories.
An example search could seek for a subject that was descitbbelong to the first category of,
say, blond and tall females. The subject and the rest of tlieeatication group of» = 1000
people, were captured by a video-surveillance system abajpately the same time and place
somewhere in the city. In this city, each SBS-based categmgugars with probability, - - - , pso,
and each such category can be confused for the first categiinyprobability e, - - - , €g0. The
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Figure 4.1: System overview.

SBS makes an error whenevéis pruned out, thus it allows for reliability ef,. To clarify, having
p1 = 0.1 implies that approximately one in ten city inhabitants alend-tall-females, and having
€2 = 0.05 means that the system (its feature estimation algoritherg)d to confuse the second
category for the first category with probability equald®s.

What becomes apparent though is that a more aggressivengrohsubjects irv results in a
smallerS and a higher pruning gain, but as categorization entailmatbn errors, such a gain
could come at the risk of erroneously pruning out the suhjéthat we are searching for, thus
reducing the system reliability.

Reliability and pruning gain are naturally affected by, agother things, the distinctiveness
and differentiability of the subjeat from the rest of the people in the specific authenticatiomgro
v over which pruning will take place that particular instande several scenarios though, this
distinctiveness changes randomly becaw#iself changes randomly. This introduces a stochastic
environment. In this case, depending on the instance inhwHiand its surroundings — v were
captured by the system, some instances would magensist of bystanders that look similar to
the subject of interest, and other instances would haveonsist of people who look sufficiently
different from the subject. Naturally the first case is gatigrexpected to allow for a lower
pruning gain than the second case.

The pruning gain and reliability behavior can also be affiddby the system design. At one
extreme we find a very conservative system that prunes outnabereofv only if it is highly
confident about its estimation and categorization, in wisiese the system yields maximal relia-
bility (near-zero error probability) but with a much reddgeruning gain. At the other extreme,
we find an effective but unreliable system which aggresgipelines out subjects in, resulting
in a potentially much reduced search spdeé® €< n), at a high risk though of an error. In the
above,|S| denotes the cardinality of sét

4.2 Contributions

In the next section we elaborate on the concepprahing gainwhich describes, as a func-
tion of pruning reliability, the multiplicative reductioof the set size after pruning: for example a
pruning gain of 2 implies that pruning managed to halve the sf the original set. Secti¢n 4.5.1
provides average case analysis of the pruning gain, as adorf reliability, whereas Sectidn 4.5
provides atypical-case analysis, offering insight on hé&ropruning fails to be sufficiently help-
ful. In the process we try to provide some intuition througtaraples on topics such as, how
the system gain-reliability performance suffers with easing confusability of categories, or on
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~--p=3,p, =01

—p=8,p,=01]

Figure 4.2: Pruning gain, as a function of the confusabibitgbability ¢, for the uniform error
setting, and fop; = 0.1. Plotted forp = 3 andp = 8.

whether searching for a rare looking subject renders theclsgaerformance more sensitive to

increases in confusability, than searching for commonilopkubjects. We then present nine dif-

ferent soft biometric systems, and describe how the emglogieegorization algorithms (eye color

detector, glasses and moustache detector) are appliedlaracteristic database of 646 people.
In Sectior[ 4.6.11 we provide simulations that reveal theallity and range of the pruning bene-

fits offered by different SBSs. In Sectibn 4.7 we provide é¢emclosed form expressions on the
measures of pruning gain and goodput, provide simulatesmsell as derive and simulate aspects
relating to the complexity costs of different soft biometsiystems of interest.

Before proving the aforementioned results we hasten to giwvee insight, as to what is to
come. In the setting of large, Sectior{ 4.5]1 easily tells us that the average pruning ig&ies
the form of the inverse of_/_, pyey, which is illustrated in an example in Figure 4.2 for dif-
ferent (uniform) confusability probabilities, for the eawhere the search is for an individual that
belongs to a category that occurs once every ten people parigef case of two different systems
that can respectively distinguish 3 or 8 categories. Thpiedy analysis in Section 4.5 is more
involved and is better illustrated with an example, whicksaghat is the probability that a system
that can identifyp = 3 categories, that searches for a subject of the first catetguay has30
percent reliability, that introduces confusability parterses = 0.2, e3 = 0.3 and operates over a
population with statisticg; = 0.4, po = 0.25, p3 = 0.35, will prune the search to only a fraction
of 7 = |S|/n. We note that here is the inverse of the pruning gain. We plot in Figlrel 4.3 the
asymptotic rate of decay for this probability,

J(7) = Jim io—/gpp(|3| > ) @.1)
for different values of-. From theJ(7) in Figure[4.3 we can draw different conclusions, such as:
— Focusing onr = 0.475 where J(0.475) = 0, we see that the size of the (after pruning) set
S is typically (most commonly - with probability that does na@inish withn) 47.5% of the
original sizen. In the absence of errors, this would have been equgj te 40%, but the
errors cause a reduction of the average gain by abigigt
— Focusing onr = 0.72, we note that the probability that pruning removes less thai 72 =
28% of the original set is approximately given lby™, whereas focusing on = 0.62, we
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Figure 4.3: Asymptotic rate of decay &f(|S| > 7n), for p = 3, reliability 0.8, population
statisticsp; = 0.4, po = 0.25, p3 = 0.35 and confusability parametees = 0.2, ¢35 = 0.3.

note that the probability that pruning removes less than0.62 = 38% of the original set,
is approximately given by~"/2. The probability that pruning removes less than half the
elements is approximatel(r > 0.5) ~ e~"/10,

The expressions from the above graphs will be derived inldatar.

4.3 Gainvs. reliability in soft biometric systems

As an intermediate measure of efficiency we consider theafitaneouspruning gain de-
fined here as

G(v) = (4.2)

E7
which simply describebthe size reduction, fromne to S, and which can vary from (no pruning
gain) ton. In terms of system design, one could also considerdladive gain

r(v):=1-— % € [0,1], (4.3)

describing the fraction of people #mthat was pruned out.

It is noted here thaf(v), and by extension(wv), vary randomly with, among other things, the
relationship betweew and+’, the current estimation conditions as well as the error luitipas
of the system. For example, we note thavifindv’ are such that’ belongs in a category in
which very few other members efbelong to, then the SBS-based pruning is expected to produce
a very smallS and a high gain. If though, at the same time, the estimatipatéties (algorithms
and hardware) of the system result in the characteristias being easily confusable with the
characteristics of another populous categoryjrthenS will be generally larger, and the gain
smaller.

As a result, any reasonable analysis of the gain-religbléhavior must be of a statistical
nature and must naturally reflect the categorization refargnthe corresponding estimation error
capabilities of the system, as well as the statistics ofdrgel population.

1. We here assume that the SBS is asked to leave at least gaetsnls.
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Category Cs

Category Ca
Authentication group v=[1%, V%, ..., Vx] Unpruned subset .§

Figure 4.4: Pruning process: categorization and elinomabif categories.

4.4 General setting

For this chapter, as mentioned above, we consider the gettirere there is a search for a
subject of interest’, from within a largerauthentication groupf n subjectspy. The subject of
interestv’ is randomly placed inside, and in turnv is randomly drawn from a larger population.

Each member ob belongs to one of categories”s C v, f = 1,---, p, with probability equal
to
C
pf = 'U|n—f|7 f:17 » Py (44)

whereE is used to denote the statistical expectation. Such categor be for example (labeled
as) 'blue eyed, with moustache and with glasses’. The sofnbtric system goes through the
elements € v, and provides an estima(Aé(v) € [1, p] of the category that belongs in. FoC’
denoting the actual category of, where this category is considered to be known to the system,
then each elementis pruned out if and only iﬁ(v) # C'. Specifically the SBS produces a set

S={vev: Cl)=C"YCw

of subjects that were not pruned out. The pruning gain comms fhe fact thatS is generally
smaller tharw.
It is the case that pruning which results in generally smales associated to a higher gain,
but also a higher risk of erroneously pruning out the targbfecty’, thus reducing theeliability
of the SBS. Both reliability and pruning gain are naturalffeeted by different parameters such
as
— the category distribution of the authentication graeyp
— the distinctiveness of the category to whi¢tbelongs
— the system design: a conservatively tuned system willgooumy with low risk to prune out
v/, allowing for a high false acceptance rate FAR, on the otlaadhan aggressive system
will prune stronger with the cost of a higher false rejectiate FRR.
Furthermore, the gain is clearly a functionwaf Consequently any meaningful analysis of an SBS
will have to be statistical in nature. We here consider theraye behavior of such systems. In
such a case we will see that two aspects prove to be cruci&fininlg the average case behavior
of the system. The first aspect is the population statistickthe second is the error behavior of
the different categorization algorithms. Specifically veeenconsider the vector

p:=[p1,p2,- - ,ppl" (4.5)
which defines the entire population statistics. In termsarebehavior, we define

€ij = P(@(v) = Cj v E CZ) (4.6)
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to be the probability that the algorithms will categorizeoithejth categoryC};, an element which
actually belongs to theéth categoryC; (see Figuré4l5 for a graphical illustration). Simply
i,7 € [1, p] is the element of thé&h row and;th column of what is known as thex p confusion
matrix, which we denote here &

€11 €12 1t €l
€21 €22 "'t €3

E:= ) . 4.7)
€p1 €p2 1t Epp

Related to these parameters we also define

€f = Z €fi (4.8)
i=1,i£f

to denote the probability that a member of categOpyis wrongly categorized. Finally we use the
notation

€= [617627"' 76p]- (49)
Real _
categories Estlmat.ed
b € categories
C System reliability €1 61
C2 &
Co @

Figure 4.5: Confusion parametefs }.

4.5 Statistical analysis using the method of types and infonation
divergence

Let us consider a scenario where a search for a subjdcirned out to be extremely inef-
fective, and fell below the expectations, due to a very unfaate matching of the subject with
its surrounding. This unfortunate scenario motivates the natural questfdrow often will a
system that was designed to achieve a certain average ajahbiity behavior, fall short of the
expectations, providing an atypically small pruning gamndl éeaving its users with an atypically
large and unmanageahfe It consequently brings to the previously related questisurch as for
example, how will this probability be altered if we change tardware and algorithmic resources
of the system (change the andp), or change the setting in which the system operates (change
thep,).
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We proceed to analyze these issues and first recall that forea guthentication group,
the categorization algorithm identifies setof all unpruned subjects, defined 8s= {vewv :
C(v) = 1}. We are here interested in the size of the search after pruspegifically in the
parameter

T = ﬂ, 0<7<p, (4.10)
n/p
which represenﬂa relative deviation ofS| from a baseline:/p. It can be seen that the typical,
i.e., common, value of is (see also Sectidn 4.5.1)

e sl &
To = Evn—/p = pfz_:lpfejc. (4.12)

We are now interested in the entire tail behavior (not justtyipical part of it), i.e., we are inter-
ested in understanding the probability of having an autbatbn groupv that results in atypically
unhelpful pruning(t > 1), or atypically helpful prunind < 7).
Towards this let
_lol
n/p’
let ag(v) = {ag,f(v) ?:1 describe thanstantaneousiormalized distribution (histogram) of
{]Cf]}fczl for the specific, randomly chosen and fixed authenticationgp, and let

ag,f(v) : (4.12)

C
pi={ps}ti_, = {Ev% yamy (4.13)

denote thenormalized statisticapopulation distribution o{\Cf\}?zl.
Furthermore, for a givem, let

¢S]

< < 4.14
n/p aO_al,f_pa ( )

af(v)

let oy (v) = {aLf('U)}?:p anda(v) := {ap(v), a1 (v)}, and lef]

p
V() := {0 < ayy < min(r, ap,y), Z oy =7}, (4.15)
F=1

denote the set of valiek for a givenr, i.e., describe the set of all possible authentication gsou

and categorization errors that can resultSh= T
Given the information thaty; has onay, given thatr is implied by a1, and given that the

algorithms here categorize a subject independently ofr gthigjects, it can be seen that for any

a € V(7), itis the case that

Pla,7) = Pag, 1) = Plapg)P(aule) (4.16)
p p

=[] Peoys) [] Plorslooy): (4.17)
F=1 F=1

2. Note the small change in notation compared to SeEfidn#hia change is meant to make the derivations more
concise.
3. For simplicity of notation we will henceforth ugey, a1, e, a5, a1, @nd let the association twbe implied
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The following lemma describes the asymptotic behavioP¢#, 7), for anya € V(7). To
clarify, the lemma describes the asymptotic rate of decath@fjoint probability of an authen-
tication group with histogranay, and an estimation/categorization process correspondiag t
given that the group and categorization process result impruned set of size

S| =2 (4.18)
P

for some0 < 7 < p. This behavior will be described below as a concise funabiotine binomial
rate-function (see [CT06])

B zlog(£)+ (1 —z)log(+=L) f>
If(z) = { xlog(l_{) + (1 — =) log(L “{’) f (449

The lemma follows.

Lemma 6

10 P aq f
— i —P = pD Ir(—=
Nl—r>noo n/p (a T) p (a0||p)+fz_:1a07f f(OZO,f)’

where
D(av|lp) = Zawlog

is the informational divergence betweeq and P (see ]).

The proof follows soon after. We now proceed with the maimnltesvhich averages the out-
come in Lemm&l6, over all possible authentication groups.

Theorem 2 In SBS-based pruning, the size of the remainingSgtsatisfies the following:

J(1) == — lim —>P(|S| = T%) = 1npraoflog +Za0fff f . (4.20)
00 =1

Furthermore we have the following.

Theorem 3 The probability that after pruning, the search space is biggesp. smaller) than
7%, is given forr > 1y by

log n
and forr < 7
log
~ Jim =2 /p P(S| < p> = J(7). (4.22)

The above describe how often we encounter authenticatmupge and feature estimation behav-
ior that jointly cause the gain to deviate, by a specific degi®m the common behavior described
in (4.11), i.e., how often the pruning is atypically ineffiee or atypically effective. We offer the
intuition that the atypical behavior of the pruning gain @ninated by a small set of authenti-
cation groups, that minimize the expression in Thedrém ZhSuinimization was presented in
Fig.[4.3, and in examples that will follow after the proofs.

Please see the AnnEx B for the proofs.

The following examples are meant to provide insight on taésttcal behavior of pruning.
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Example 8 (How often will the gain be very small?) We recall the discussion in section4.2 where
a pruning (surveillance) system can identify= 3 categories, operates with reliabilityy = 0.8

over a population with statistics; = 0.4, p, = 0.25, p3 = 0.35 and has confusability parameters

€2 = 0.2,e3 = 0.3. In the context of the above theorems we note that the relsefidy shown

in Figure[4.3 applies by substitutingwith 7/p = 7/3. Consequently from Figufe 4.3 we recall
the following. The size of the (after pruning) sets typically 47.5% of the original sizen. The
probability that pruning removes less than- 0.72 = 28% of the original set, is approximately
given bye="" = 73" because, as Figufe 4.3 shows0.72) ~ 1 (recall p = 3). Similarly the
same Figure tells us that the probability that pruning ree®less than — 0.62 = 38% of the
original set, is approximately given lay 7"/2 = ¢=3"/2 because/(0.62) ~ 1/2.

In the following example we are interested in understanttiegoehavior of the search pruning
in the case of rare authentication groups.

Example 9 (Which groups cause specific problems?ronsider the case where a (soft biomet-
rics based) pruning system has = 2 identifiable categories, population probabilitigs =
[p, 1 — p|, and confusion probabilitiee = [1 — €, €] (this means that the probability that the
first category is confused for the second, is equal to makiegdverse error). We want to un-
derstand what types of authentication groups will causepsuning system to prune out only, for
example, a fourth of the populatiorS( ~ 3n/4). The answer will turn out to be that the typical
groups that cause such reduced pruning, hds# of the subjects in the first category, and the
rest in the other category.

To see this we recall that (see Theofem&)~ 7% |S| = 3n/4 which implies that = 3/2.
For o denoting the fraction of the subjects @) that belong in the first category, and after some
algebra that we ignore here, it can be shown that g’:—: which yieldsa = 3/7 ~ 43%.

A further clarifying example focuses on the case of a statiby symmetric, i.e., maximally
diverse population.

Example 10 (Male or female?) Consider a city witib0% male and50% female populationd =
2,p1 = p2 = 0.5). Let the confusion probabilities as before to be equalhm sense thate =
[1—e, €]). We are interested in the following questions. For a systeahdearches for a male (first
category), how often will the system prune out only a thirdghef population (as opposed to the
expected one half)? How often will we run across an authatitio group witha = ag 1 = 20%
males, and then have the system prune out 4l of the overall size (as opposed to the expected
80%)? As it turns out, the first answer reveals a probabilitatsoute —"/#, and the second answer
reveals a probability of about—"/. For n ~ 50, the two probabilities are about five in a million
and forty-five in a million respectively.

To see this, first note that; ; = a7. Then we have that

1
im =2 P(S| = 57 a10),

eon) = Jm 8

irgf Ia,on1,7) =1I(a, 7,011 = aT)=
2alog2a+2(1 —a)log2(1 — o) + Tlog T+ (2 — 7) log(2 — 7).

To see the above, just calculate the derivativé wfith respect tay; ;. For the behavior of-
we see thaf (7) = inf, inf, , I(a, 01,1, 7) = I(a = p1, 01,1 = p17,7)
= 1log 7+ (2—7) log(2—7), which can be seen by calculating the derivativendf I («, o1, 7)
with respect tax.
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4.5.1 Typical behavior: average gain and goodput

We here provide expressions for the average pruning gairehsisvthe goodput which jointly
considers gain and reliability. This is followed by sevetalrifying examples.

In terms of the average pruning gain, it is straightforwdndt tthis takes the forng :=
Ey wG(v) = (Z/;:lpfﬁf)_l, and similarly the average relative gain takes the fé@m,r(v) =
Z?lef(l — ¢5). We recall that reliability is given by;.

In combining the above average gain measure with relighilie consider the (averaggdod-
put, denoted a#/, which for the sake of simplicity is here offered a conciserfof a weighted
product between reliability and gain,

U:=e'g” (4.23)
for some chosen positive , v that describe the importance paid to reliability and to prgrgain

respectively.
We proceed with clarifying examples.

Example 11 (Average gain with error uniformity) Intheuniform error settingwhere the prob-
ability of erroneous categorization of subjects is assutodae equal ta: for all categories | i.e.,
wheree; = € = 1/)‘_611, Vf =2 ---,p, itisthe case that

G=(p1+e—piep) . (4.24)

This was already illustrated in Fig. 4.2. We quickly notettfwai p; = 1/p, the gain remains equal
to 1/p; irrespective ot and irrespective of the rest of the population statisfigs f > 2.

Example 12 (Average gain with uniform error scaling) Now consider the case where the uni-
form error increases witlp ase = M/\, 8 > 1. Then for any set of population statistics,
itis the case that B

-1
B P B
g<A>—<p1[1+<p BN+ ) , (4.25)

which approachesj(\) = (pi[1 + (p — B)A] + A) ! as p increases. We briefly note that, as
expected, in the regime of very high reliability ¢ 0), and irrespective o{pf}§:2, the pruning

gain approache%l—l. In the other extreme of low reliability\(— 1), the gain approachesl‘l.

We proceed with an example on the average goodput.

Example 13 (Average goodput with error uniformity) Under error uniformity where erroneous
categorization happens with probabiliey and fOF”{1 = 73 = 1, the goodput takes the form

Ule) = Rt (4.26)

To offer insight we note that the goodput starts at a maximbih & pil for a near zero value of
¢, and then decreases with a slope of

ou o P1 — 1

e [e+pi(l—pe)*’
which as expecteﬂjls negative for allp; < 1. We here see thaé%é(; leso — 2pp1 which is

positive and decreasing im . Within the context of the example, the intuition that we deaw is
that, for the same increase aﬁ a search for a rare looking subject{( small) can be much more
sensitive, in terms of goodput, to outside perturbationgifiations ine) than searches for more
common looking individuals( large).

(4.27)

4. We note that asking fg§| > 1, implies thate + p1 (1 — pe) > 2 (see[[4.2W)) which guarantees tigt s finite.
5. An example of such a deterioration that causes an incieasean be a reduction in the luminosity around the
subjects.
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We now proceed with the application of the derived measunesal life SBSs and furthermore
guantify these SBSs.

4.6 Practical application of above analysis on proposed SBS

We adopt the results &f real soft biometric trait categorization algorithms frommaptei ¥ by
specifically taking over the related confusion matricesesghalgorithms are error prone systems
for

— categorization oft eye colors: based on Gaussian Mixture Models with expectatiaxi-

mization classification of hue and saturation values intise i

— moustache detection: based on skin color and hair colopadson in the region below the

nose,

— glasses detection: based on edge and line detection betheeyes.

Using the three traits, we construct nine different SBS<chvimie list below in Table4]1. All re-
lated confusion matrices and related population stagistie listed in AppendixIB. The large pop-
ulation in which we employ those SBSs is based on the sttisfithe FERET databa ri1].
For this purpose we annotated the 646 subjects in the FER&Dake in terms of glasses, mous-
tache and eye color.

| SBS | Description o |
‘2e’ Categorization of 2 eye colors 2
‘m’ Moustache detection 2
‘0’ Glasses detection 2
‘4e’ Categorization of 4 eye colors 4
‘mg’ Moustache and Glasses detection 4
2em’ 2 eye color categories and moustache detection 4
‘2eq’ 2 eye color categories and glasses detection| 4

‘2emg’ | 2 eye color classes, moustache and glasses detectin

‘4emg’ | 4 eye color classes, moustache and glasses detectién

Table 4.1: SBSs labeling and description of th@ssociated categories

In the following we analyze the pruning gain related to thespnted systems.

4.6.1 Simulations: the instantaneous pruning gain

A pertinent characteristic of an SBS is the amount by whiehiiitial database is reduced. As

a measure of this we adopt the pruning gain from above to be:

r(v):=1- % € [0,1], (4.28)
describing the fraction of subjects fromwhich was pruned out. This ranges franno pruning
gain) tol.

We proceed to illustrate the variability ofv), as a function ob but also ofv’. To understand
this variability we can note that if belongs in a rare category (e.g. green eyes), then we gbneral
expect a higher gain, thanif belonged in a more common category (e.g. black eyes). Slpila
if v happens to comprise of people who look similawtdhen the gain will be smaller than the
case where anothercomprised of people who looked sufficiently different fram

To illustrate these relationships we proceed with soméfgilag simulations involving the
presented SBSs. In these simulations we randomly pick l&lzaéons ofv, each consisting of
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n = 50 subjects, out of which we randomly pick, and we perform error-prone pruning according
to the confusion matrices presented in the Appendix.

In Figure[4.6 we demonstrate this pruning gain in an expertrimeolving the SBS labeled as
‘4e’ (see Tabl€4]1), which employs= 4 categories, and which acts on the population that shares
the distribution of the FERET database.

10 20 30 40 50 60 70 80 90 100
ation

Figure 4.6: SBS ‘4e’, n=50, target subjec¢tbelongs to a random categofy.

For further understanding we proceed with some variatidrisi® simulation.
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Figure 4.7: SBS ‘mg’, n=50, target subjectbelongs to categorg’="moustache - glasses".

One point we observed is that generally, even in the presaiibe confusion matrices, having
more categories generally (but not always) translates tghehgain.

We note that fop = 16, n = 20, and a target persost who is blue eyed and has no glasses
and no moustache, Figure 4110 reports pruning gain valuge 0j95. This corresponds to the
pruning out of95% of v, which in this specific case is equivalent to saying that tB& $as
entirely identifiedv’.

Furthermore we note that, as expected, an increasing digdiion group sizen generally
introduces a smaller variability in the gain; see for exarfgurd 4. withh = 200.

The Figured 417 and 4.8 allow for a gain comparison, whereifspaly the first considers
the case where’ belongs in the rare category of people having glasses andtaahe, and in
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Figure 4.8: SBS ‘mg’, n=50, target subje¢toelongs to categorg’=“no moustache - no glasses".
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Figure 4.9: SBS ‘mg’, n=200, target subject belongs to category’’=“no moustache - no
glasses”.

the other more common case wherebelongs in the category of people without glasses and
moustache. The operating ranges of the pruning gain refiiestly the distinctiveness of the
target subject, given in both cases the same populationyateins characteristics.

4.7 Average case analysis of gain, reliability and computainal-cost
effects of pruning

4.7.1 Average pruning gain and related error

We proceed with presenting a concise description of theageegain of an SBS, where the
gainr(v) is averaged over all possible authentication groupand over the randomness of the
categorization errora, as elaborated in 4.3.

The following describes the average gain and reliabilitaSBS.

Proposition 1 An SBS system endowed with a categorization confusionxiiagmd error vector
e, and operating over a general population with statisticgegi byp, allows for a probability of
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Figure 4.10: SBS ‘emg’, n=20, target subjetbelongs to categorg’="Blue eyes - no moustache
- no glasses".

error given by
Perr = pTe

and an average gain of
7= Eyr(v) =1 — p'Ep. (4.29)

A relevant question is whether it is better, in terms of iasiag the average gain, to invest in
soft biometric traits like tattoos, scars and birth markiiol are rare, but distinctive, or if it is of
more value to invest in facial measures and facial colorsyhith subjects are distributed more
uniformly. The above proposition addresses this questimhcan show that investing towards a
uniform category distribution for a given population is mealuable in terms of gain.

We illustrate the average gain and pruning error for the gsed SBSs in Figurie 4111 and
provide the exact values in Table 2.

At this point we can establish also the measurgarfdput which was introduced in4.5.1 as a
measure that jointly considers both the gain and the réitialbapabilities of an SBS.

Average goodput of search pruning The measure of goodput, combines as introducéd inl4.5.1
the pruning gain with reliability. For the sake of simplcithe measure, denoted here Agakes
the form of a weighted product between reliability and gain

Z/{ = (1 - Perr)’yl'r"’y2 (430)

for some chosen positive,, v, that respectively describe the importance paid to relistbéind
to pruning gain. We note the change of the expression froriosdd.5.1, which forms though
are both equivalent. We proceed to evaluate and rank the @BSs in terms of the introduced
characteristics gain, error and goodput and set herebyiieg variablesy;, = v, = 1.

Table[4.7.11 provides the results on the proposed nine SBSs.oberve that the highest
goodput is attributed to system ‘4e’ endowed with 4 eye coliegories. The enhanced systems
‘2emg’ and ‘4emg’ introduce a gain increase, but at the cbanhancreased error probability. On
the other hand the systems ‘2e’, ‘m’, ‘g’, and ‘2eg’ intro@ulower error probabilities but at a
cost of low average pruning gain. The intertwined relatigpdetween error, gain and goodput
is illustrated in Figuré 4.11. Given the measure of goodpaican compare SBSs, by prioritizing
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ISBS [ Por | v | U |
‘2’ [0.0750] 0.4743] 0.4388
‘m 0.1420| 0.2538| 0.2177
'y’ 0.0690| 0.3275| 0.3049

‘4e’ 0.1522| 0.7039| 0.5968
‘mg’ 0.2012| 0.4982| 0.3979
2em’ | 0.2063| 0.6077| 0.4823
‘2eq’ 0.1388| 0.6465| 0.5568
2emg’ | 0.2611| 0.7362| 0.5440
‘4emg’ | 0.3227| 0.8514| 0.5766

Table 4.2: Pruning error, gain and goodput of the proposessSB
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Figure 4.11: Pruning error, gain and goodput of the prop&ie8s.

the gain or the error contribution depending on the appticascenario. If we are interested in
pruning aggressively a big database, we would emphasizheogain and choose a system like
‘4emg’, at the cost though of an increased FRR. If we want t@areaconservative search prune
with a low risk of pruning out the target subject, then syst@eg’ is more suitable to be our
system of choice. The question arises here of how to boundase when an enhancement of a
system is profitable in terms of goodput. With other wordsnigddition of a soft biometric trait
a positive contribution to the SBS or does the related aeeesugpr outweighs the related pruning
gain? This is addressed in Equatibn (4.30) and can be andwepending on a given application,
population statistics and error probability.

4.7.2 Computational cost reduction

We briefly discuss the computational savings that resulregguing a computationally expen-
sive algorithm (e.g. full person recognition) with prunibgsed on generally simpler categoriza-
tion algorithms. In terms of analysis, létbe the total number of soft biometric traits (e.g. system
‘4emgq’ corresponds t@' = 3 traits: ¢t = 1 for eyes,t = 2 for moustachet = 3 for glasses). Fur-
thermore letV; be the average computational complexity required to implencategorization,
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for one person, for trait, t = 1,2,--- ,T. Atthe same time LelV;, be the average complexity
associated with the face recognition algorithm, per persBiven a naive way of pruning, we
conclude that the overall computational complexityis given as

T
N =n> N +|S|Nyp, (4.31)
=1

which reflects the fact that the categorization algorithorgtieT traits would be employed on
people, and the computationally expensive face recognaigorithm would be employed only on
|S| people. We relate this computational complexifyto the computational complexity required
if only the face recognition system was employed on the entir Towards this we have the
following.

Proposition 2 Pruning results in a computational cost reduction to a fraatof nNy, that is
equal to
EN LN
anr n Nfr

+pTEp. (4.32)

Example: We proceed with the evaluation of our presented SBSs wittethifferent esti-
mated relationships between the computational compl@fityie face recognition systeiy,,
and that of implementing a trait, i.e., 6.

11
c T
2 0.
S |/
= O A
8o
2 \
80
[ T N 2 I
€ EE
go. ~mNIN=7 S, X
0.5 ™ Ni/N=4-6 AL
-A- Nfr/N[=3.5 B 'o/T
0. Il Il Il Il Il
%e m g 4e mg 2em 2eg 2emg 4emg
SB System

Figure 4.12: Complexity cost reduction provided by the pnésd SBSs. In the above, the ratio
Ny, /Ny varies.

Figure[4.12 reflects on the computational cost reductioh@proposed SBSs. In this context
the best systems are ‘4e’ and ‘4emg’, which reduce the caatipnl cost by more than half. The
system ‘4e’ specifically has very low complexity, since tlwenputation involves just one trait,
but where the four categories are sufficient to increase #ie gnd hence reduce the number
of people on which the face recognition system is appliednil@rly system ‘4emg’ achieves
good complexity, mainly because of its high pruning gainjotsubstantially reduces the cost
of applying the face recognition system. Also interestiogée is the cost increase for systems
‘m’ and ‘mg’. This means that those systems reduce the Idtiéabase insufficiently and cannot
justify their computational costs.
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4.8 Summary

The current chapter provided statistical analysis of thie giad reliability in pruning the search
over large data sets, where these sets are random and wlerestla possibility that the pruning
may entail errors. In this setting, pruning plays the rolgretfiltering, similar to techniques such
as video indexing. The analysis may offer insight on betesighing pre-filtering algorithms for
different search settings. We further studied nine differactual, soft biometric systems, as well
as analyzed and experimented with factors like average, gmmoning gain and goodput. Using
these factors, we provided a quantifiable comparison oetegstems. Furthermore we identified
relations between SBS enhancement, error probability pruning gain- and goodput/. These
findings bring to the fore some SBS design aspects. Finallgave insight on the computational
cost reduction related to person recognition systems wittuaing mechanism. This insight re-
vealed some of the benefits of applying SBS for pre filtering.

We here studied and analyzed the pertinent charactenistetted to search pruning performed
by SBSs. In the next chapter we examine a third scenariar (@ftean identification and pruning
the search), namely human re-identification. In such a swemawhat follows, we explore the
capability and limitations of existing SB algorithms. Wedilgy introduce an additional challenge
of frontal-to-side pose variation.
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Chapter 5

Frontal-to-side person re—identification

Typically biometric face-recognition algorithms are deped, trained, tested and improved
under the simplifying assumption of frontal-to-frontakgen recognition. Such algorithms though
are challenged when facing scenarios that deviate fromrdiiv@irig setting, such as for example
in the presence of non-constant viewpoints, including tbatal-to-side scenario. Most person
recognition algorithms, whether holistic or based on fdeiatures, only manage to optimally han-
dle pose differences that are less than aliéutegrees. As a result, a variation in the pose is often
a more dominant factor than a variation of subjects. Thigetspf pose variation comes to the fore
in video surveillance, where a suspect may be picturedyfifisihtal, whereas the corresponding
testimages could be captured from the side, thus introdwadimntal-to-side recognition problem

Towards handling this problem, we draw as already in the tehsi® and ¥4 from the way
humans perform frontal-to-side recognition, that is byngssimple and evident traits like hair,
skin and clothes color. One of our tasks here is to get somghingito the significance of
these traits, specifically the significance of using haim slnd clothes patches for frontal-to-
side re-identification. We mention that we work on the colBRET datase@ill] with frontal
gallery images for training, and side (profile) probe imafpstesting. Towards achieving re-
identification, the proposed algorithm first analyzes thHercand texture of the three patches, as
well as their intensity correlations. This analysis is tf@fowed by the construction of a single,
stronger classifier that combines the above measures, itteméfy the person from his or her
profile.

5.1 Related work

Pose invariant face recognition has been addressed inafitfapproaches which, as described
in ], can be classified in following three categaries

— mapping methods: construction of a 3D model based on maneathe 2D imagOS])

— geometric methods: construction of a 3D model based orgies2D image (see [SVRND7

— statistical methods: statistical learning methods #late frontal to non-frontal poses (séﬁFO&.
An overview of these frontal-to-side face recognition noethwas given i9], which work
also addressed some of the methods’ limitations in handlifigrent pose variations. Such meth-
ods can be originally found in [WMRO1] and [WA®S5], which recorded a true recognition rate
of 50-60% over an authentication group of 100 subjects.eBetsults on pose-variant face recog-
nition were recorded i [PEWF08] which employed statistivethods to achieve reliability of
92% over an authentication group with the same size.
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We here take a rather different and more direct approacteisghse that the proposed method
does not require mapping or a-priori learning. In applyimg approach, we provide a preliminary
study on the role of a specific set of simple features in filelstside face recognition. These
selected features are based on soft biometrics, as sualrdeatre highly applicable in video
surveillance scenarios. To clarify, we referrgidentificationas the correctly relating of data to
an already explicitly identified subject (sée [MSINO3]). Qused traits of hair, skin and clothes
color and texture also belong in this category of soft bigrotaits, and are thus of special interest
for video surveillance applications.

5.2 System model, simulations and analysis

In what follows we empirically study the error probability a system for extraction and
classification of properties related to the above descridmolr soft biometric patches. We first
define the operational setting, and also clarify what weidenso be system reliability, addressing
different reliability related factors, whose impact we ewae. The clarifying experiments are then
followed by a preliminary analytical exposition of the arfrobability of a combined classifier
consisting of the above described traits.

5.2.1 Operational scenario

The setting of interest corresponds to the re-identificatioa randomly chosen subjetafget
subjecj out of a random authentication group, where subjects ileiyahnd probe images have
approximately 90 degrees pose difference.

Patches retrievalWe retrieve automatically patches corresponding to thiensgpf hair, skin
and clothes, see Figure b.1, based on the coordinates oéfaceyes. The size of each patch is
determined empirically by one half and one third distanceenfter-to-center eye distance. The
frontal placement of the patches is following, horizontalertically respectively:

— hair patch: from nose towards left side / top of the head,

— skin patch: centered around left eye / centered betweethnaod eyes,

— clothes patch: from left side of the head towards left / megmouth-top of head distance).
The horizontal side face placements of the patches are:-(nose-chin distance), eye towards
left, head length-chin. Those coordinates were providedaalvith the images from the FERET
database, but are also easily obtainable by state of thaaatdetectors, like the OpenCV imple-
mentation of the Viola and Jones aIgoritOla].

Following the extraction of the patches we retrieve a seeafure vectors including the color
and texture information. In this operational setting otnaist, thereliability of our system cap-
tures the probability of false identification of a randomhosen person out of a random setmof
subjects. This reliability relates to the following paraers:

— Factor 1. The number of categories that the system carifijeatt in the previous chapters

and4 we refer to as.

— Factor 2. The degree with which these features / catege@esent the chosen set of

subjects over which identification will take place.

— Factor 3. The robustness with which these categories cdatbeted.

Finally reliability is related (empirically and analytitg to »n, where a higher corresponds to
identifying a person among an increasingly large set ofipbssimilar-looking people.

We will proceed with the discussion and illustration of theee three named pertinent factors.
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Figure 5.1: Frontal / gallery and profile / probe image of gjecth Corresponding ROIs for hair,
skin and clothes color.

5.2.2 Factor 1. Number of categories that the system can idéfy

Our system employs soft biometric traits, where each tsastubdivided intdrait-instances
that directly have an impact on the number of overall caieggr. We here note that in the sci-
entific work @b] the terminology trait and semantic temas used instead. For this specific
scenario, our system is endowed with the traits hair, skahsmrt color as well as texture and
intensity correlation. It is to be noted that, as alreadywsha the chapterg]3 arid 4 the more
categories a system can classify subjects into, the maeblelthe system is in terms of distinc-
tiveness.

We proceed with the description of population of categories

5.2.3 Factor 2. Category representation of the chosen set siibjects

The distribution of subjects over the setwfategories naturally has an impact on the specific
importance of the different traits and thus also affects libbavior of the system for a given
population. Tablé 5]1 and Table b.2 give example distriimstj with respect to skin and hair
color traits, based 0265 subjects from the color FERET database. For clarifying erpents we
attributed this subset into three subcategories of skioratd eight subcategories of hair color.
It is evident that the trait hair color has a higher distwetiess and thus greater importance than
skin color, since it has more instances in which the subgasubdivided into. This observation
is illustrated in Figur€5]2 and we follow with the explawati

| Categories] 1 [ 2 | 3 |
| Skin Color | 62.64% | 28.66% | 8.7% |

Table 5.1: Distribution of FERET subjects in the three slatoc categories.

| Categories] 1 | 2 | 3 [ 4]5] 6 [ 7 | 8 |
[ Hair Color | 4.2% | 26.8% | 46.4% | 3% | 3% | 3.4% | 1.5% | 11.7% |

Table 5.2: Distribution of FERET subjects in eight hair catategories.

In the case of (re-)identification the only way to unambiglpuecognize a person is an
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exclusive category membership, with other words a subgttonly be (re-)identified if he or she
is the only one assigned to a category. Hereby it is of intethat the target subject does not
collide with any other subject inside the authenticatioougrin terms of category, see 314.2.

In the example, of subjects-categories distribution phdhis illustrated in Tablé 5]1 and
Table[5.2 the probabilities for collision for skin and haiar as functions of. are portrayed in
Figure[5.2. For this experiment we randomly piclsubjects out of the color FERET subset, pick
randomly one of the: subjects as target subject and examine if the target sutpdides with
somebody else from the given authentication group. We teglaperform this experiment and
compute finally an averaged collision error probability dsrection ofn.

0.9
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Figure 5.2: Probability of collision in the FERET databasedkin and hair color.

This collision error can be decreased by considering magndiive or multiple traits. We
note here that the collision error probability is the minmerror bound a system can achieve
given the specific traits in a certain population.

In what follows we will include automatic category classation and analyze the influence of
estimation errors caused by algorithm limitations.

5.2.4 Factor 3. Robustness of categories estimation

In this section we take into consideration the over all eprmbability, containing inevitably
of the above discussed collision error- and furthermorehefdlgorithmic categorization error-
probabilities. With other words we examine, how often thigdéasubject is wrongly re-identified,
regardless of the underlying source, which can be both atm or collision error character.
Thereby we again randomly pick an authentication groum &ubjects and randomly declare
one of then subjects as the target subject for re—identification. Thenpvoceed to train our
algorithms with the feature vectors extracted from the lpedoof the frontal gallery images. As
feature vectors we here firstly consider the color infororaprovided by the selected patches. For
this purpose we work in the HSV (hue, saturation, value) ce and use the hue and saturation
information as feature vectors. We train an AdaBoost dias ] with these feature vectors
and subsequently re-identify the randomly picked targbjesii by matching their feature vectors
of the probe patches (retrieved from the profile image) withttained ones (frontal). We repeat
the procedure and average the error probability over adltitns for all values of.. We note here
that we do not consider anymore the manual annotation ofjoaés used for the experiment in




65

1 T T
0.9} O Skin color N
*  Hair color
0.8 O Shirt color o o o f;
L
Y All * (] * ® *
07k : & @ u] : : i
¥ 6 ©
L Q...0..9 K
0.6 R - 56
5 Bk o o o
o 0.5 * (O] ° ° [ R )
o
o @] ° °
0.4 ° ® P ° ° L4 —
5 o] O ° L]
0.3 . 4
® L4 o
02f ® B
[
0.1 1 1 1 1 1 1 1 1
2 4 6 8 10 12 14 16 18 20

Subjects N

Figure 5.3: Boosting of soft biometric patches.

Section 5.2, instead we use the discrete HS distributi@olors. By doing so we do not have
anymore human compliant categories, but a more refined #inakef classification.

5.2.4.1 Boosting of patch color

Boostingis referred toadditive logistic regressiorand is the combination of weak classi-
fiers, which classifiers alone should perform slightly betibén random into one higher accuracy
classifier. This combined classifier is a sum of the weighedkna@assifiers, where the weight
of each classifier is a function of the accuracy of the coordmg classifier. This concept is
consistent with the concept of soft biometrics, where weetamwnultitude of weak biometric in-
formation that we want to combine to a stronger classificalippothesis. We selected a discrete
AdaBoost.MH algorithm, se@%] for multi class clasatian, for its good performance and
robustness against overfitting.

We train hue and saturation (HS) per gallery patch using AdaBand evaluate posterior
probabilities of the HS vectors of the probe patch relatethéotarget subject and each patch of
then trained subjects. An error occurs, if the HS vectors of galiind probe patch of the target
subject do not match. The results on error probability asnatfon of the authentication group
sizen for each patch color and the combined color patches arardhesl in[5.8. As expected,
and similar to the collision experiment in Section 5.2.2 th-identification error probability is
increasing with an increasing authentication group. Wih&rrobserve that clothing color has the
strongest distinctiveness. The explanation thereforkasdlothing color is distributed in a high
range of colors and is thus easier to distinguish. Furthezsme surprisingly notice a much higher
performance of skin or hair color than in the pure collisioralgsis, see Figufe 3.2. For example,
in an authentication group &fsubjects, AdaBoost re-identification provides an errobphility
for skin color of abouD.48, where in the collision analysis we achieve oflg5. This interesting
error decrease is due to the limited human capability fairgjsishing and classification of skin
color in only three categories, which classification was/arsled in the collision analysis. In the
current AdaBoost estimation setting the classificationidslén, non human compliant but of a
higher efficiency.

As expected the combined classifier has a stronger classificcuracy than the single clas-
sifiers. The performance of the combined classifier is thaemgited by several factors. Firstly
the traits used are partly correlated, ee 8.4.1. Furtherthe estimation errors of traits are cor-
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related as wWelly ggyimationerror(HairColor,SkinColor) = 0.22, which shows a tendency of jointly
occurrence of classification errors, for both hair and skiorcclassification. On a different note
we point out that each further trait and its classificatiawecontributes negatively to the over all
categorization error and thus the over all error probabititincreasing with an increasing num-
ber of traits and categorigs On the other hand with each further trait the collision pdaibty
decreases.

We proceed with the description and inclusion of two furtpeoperties of the employed
patches, namely texture and intensity difference.

5.2.4.2 Patch texture

We formalize a descriptor for textur@ including following four characteristics and compute
them on the graylevel images for each patch.

Contrast measure of the intensity contrast between a pixel and ighber over the whole
image. The contrast in an image is related to its variancdrarta and is:

wr= Y [i—j[*p(i, ), (5.1)
i,J

wherei andj denote the gray scale intensities of two pixglsgfers to the gray level co-occurrence
matrix, which describes the co-occurrence of gray scadmgities between two image areas. Each
element(s, j) in a gray level co-occurrence matrix specifies the numbenw#g that the pixel with
value i occurred horizontally adjacent to a pixel with vajue

Correlation measure for correlation of neighboring pixels and is deda@ts:

i — i) (G — py)pli, j
=Y (i — ) (J — p5)D( >J)’ (5.2)
. UZ'UJ'

Zh]
wherey; andy; stand for the mean values of the two areas araunttlj, o; ando; represent the
related standard deviations.

Energy sum of squared elements or angular second moment. Enenigl/tecpne corresponds
to a uniform color image.

vs=> p(i,j)° (5.3)
0.
Homogeneitymeasure of the closeness of distribution of elements.
PR i JUF )i (5.4)
14—l

5.2.4.3 Patch histogram distance

Along with the color information we integrate into our clédies a simple relation measure for
the divergence between the intensity probability densibcfions (pdf) of patches concerning one
subject. With other words we express the three relatiosshitween intensities within a subject:
hair—skin, skin—clothes and hair—clothes. Speaking inxamgle we expect to have a higher
distance measure for a person with brown hair and light diam tfor a person with blond hair
and light skin. For the computation we convert the patchegdy level intensities and assess the




67

0.9

0.8 i

0.6 1
0.5 1
0.4F +++++++f
0.3 + + + T 1
0.2f + + 1
0.1} + + .

Perr

| |
2 4 6 8 10 12 14 16 18 20
Subjects N

Figure 5.4: Overall-classifier obtained by boosting cdiexiure and intensity differences.

L1-distance three times per person for all relations betvibe patches. For two distributioms
ands of discrete random character the measure is given as:

255

D= |r—sllh=>_Ir(k) - s(k), (5.5)
k=1
where k represents a bin of the 255 intensity bins in a gralg scege.

5.2.5 Combined overall-classifier

The combined over—all—classifier, which boosts all descritaits, color, texture and intensity
differences performs with a decreased error probabilitytans outperforms expectedly the color
classifier shown in Figufe3.3. Still the achieved error phulity of 0.1 in an authentication group
of 4 subjects is not sufficient enough for a robust re-iderdiifon system. This limited enhanced
performance is due to the strong illumination dependeno®lof and furthermore due to correla-
tions between traits, e.g. hair color—skin color or skiroceskin texture, s€e 3.4.1. We here note
that the FERET database is a database captured with cedtlighting conditions, so with a dif-
ferent testing database we expect the performance to decaeditionally. Towards increasing the
performance the amount of sub-classifiers can be extendesleas emphasis should be placed
on classifiers not based on color information. The systertsinurrent constellation can be used
as a pruning system for more robust systems or as an addiggsizm for multi-trait biometric
systems.

5.3 Summary

Motivated by realistic surveillance scenarios, we addréda this chapter the problem of
frontal-to-side facial recognition, providing re—iddidation algorithms/classifiers that are specif-
ically suited for this setting. Emphasis was placed on diass that belong in the class of soft
biometric traits, specifically color—, texture— and inigns based traits taken from patches of
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hair, skin and clothes. Towards providing insight, the wpr&sented different identification ex-
periments that adhere to the frontal-to—side setting, isamg@resented a preliminary analytical
study that seeks to impart intuition on the role of the aboagst in improving algorithmic reli-
ability. Our analysis described the overall error prokighiboth as a function of collisions and
of erroneous categorizations for given sizes of authetmticagroups. In the presence of a mod-
erate reliability of the patches-based method, the arsabtgjgests promising applications of this
method in settings such as pruning of searches.

After the analysis of the three security related applicetiof human identification, pruning
the search and human re—identification in the chaptérs 3@ ain the following chapter deviate
from security and introduce a commercial applications ofdée facial aesthetics. We note that
in the employment of a SBSs, the system remains the saméy gwdelast analytic step changes
when moving from security to entertainment.
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Chapter 6

Soft biometrics for quantifying and
predicting facial aesthetics

With millions of images appearing daily on Facebook, Pic&dkr, or on different social
and dating sites, photographs are often seen as the cdrtier first and deciding impression of a
person. At the same time though, human perception of fae&thatics in images is a priori highly
subjective. The nature of this perception has long beeroexgbseparatelyfrom psychological
and photographical points of view, respectively focusimgtive properties of the subject and of
the image. The photographical point of view, correspondmgphoto-quality assessment and
enhancement, has recently attracted further attentiorly pdue to the vast amount of digital
images that are now available, as well as due to the ease witthwligital image manipulation
can now be achieved.

6.1 Related work

The present work draws from former work in three areas, namlaksical facial aesthetics,
photo—quality and aesthetics and image processing baseddeognition.

6.1.1 Facial aesthetics

There are substantial amounts of works, both from psycledbgnd sociological points of
view, studying human perception of facial attractiveness lbeauty. Such perception is highly
subjective and is influenced by sociological and culturatdes and furthermore by individual
preferences. Although appreciation of beauty is subjedativin other words "beauty is in the eye
of the beholder"”, there are some characteristics that titiemave identified to evoke superior
pleasure when looking at. One such characteristic geyeasdiociated to beauty and perfection is
the golden ratiop ~ 1.6180339887. When this divine proportion appears in both nature or art,
they are perceived harmonic and aesthetic, ocOS].ttﬁacﬂve human face containsin
several proportions, e.g face height / width and face hédilgittation of eyes, see Figure 6.1.

A further main characteristic symmetrywhich was evolutionary beneficial in its direct anal-
ogy to health M]. Another sign for health and fertility averagenessf facial character-
istics, not to be confused with faces of average person] the authors present a study
showing that mathematically average faces are considezadtiful. This study though contra-
dicts with other theorems stating that attractivenessignplistinctive facial features. In terms
of such features in literature following specifications associated with beauty: a narrow face,
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Figure 6.1: Golden ratio applied in a human face.

fuller lips, long and dark eyelashes, high cheek bones amadad sose @1 . An overview of
psychological studies based on face proportions and synasiét presented irLL]TLiO].

Finally thebabyfacenessr cute faces elicit sympathy and protective urges. Traitgbyfaces
include a big round forehead, low located eyes and mouthydiigd eyes and small chin, see
Figure[6.2.

Figure 6.2: Babyfacesness theorem: females with childtiéiés are perceived sympathetic.

6.1.2 Beauty and image processing

From an image processing point of view, few attempts seelkpioi and validate some of
the aforementioned psychological results and even int®early methods for beauty prediction.
In ] for example, the authors present a multi-layeuronal network for beauty learning
and prediction regarding faces without landmarks. Suchagghes often accept interesting appli-
cations, as the automatic forecast of beauty after a plastgery in @4]. The same work deals
with beauty classification, considering facial measurdasand ratios, such as ratios of distances

from pupil to chin and from nose to lips (see also the work irMAE01] and [MJIDOSY]).

6.1.3 Photo—quality and aesthetics

Broad background work on image quality assessment (IQAkedad in applications such
as image transmission, lossy compression, restoratioreanancement. The subjective criteria
intertwined with image quality are assessed in numerousicadbr mobile phones, electronic
tabs or cameras. A number of automatic IQA algorithms has bedt on those metrics. For an
overview of related works, see [WBS$04] and [SSB06].

From a photographic point of view, the presence of peopleir flacial expressions, image
sharpness, contrast, colorfulness and composition ater$awhich play a pivotal role in subjec-
tive perception and accordingly evaluation of an image,[@]. Recent works on photog-
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raphy considerations incIud@lO] am 10]. Her#i®yauthors reveal that appealing
photographs draw from single appealing image regions alsasdheir location and the authors

use this proposition to automatically enhance photo-gudiihoto-quality can be also influenced
by image composition, selO]. Finally there are curséudies, which model aesthetic
perception of videomm. Such methods have becomeasangly relevant due to the preva-
lence of low price consumer electronic products.

6.2 Contribution

In this chapter we study the role of objective measures inetwagl the way humans perceive
facial images. In establishing the results, we incorpoaatew broad spectrum of known aesthet-
ical facial characteristics, as well as consider the rolbasfic image properties and photograph
aesthetics. This allows us to draw different conclusionsherintertwined roles of facial features
in defining the aesthetics in female head-and-shouldeg@sieas well as allows for further insight
on how aesthetics can be influenced by careful modifications.

Towards further quantifying such insights, we construcaisiblinear metric that models the
role of selected traits in affecting the way humans perceieh images. This model applies as a
step towards an automatic and holistic prediction of faagsthetics in images.

The study provides quantitative insight on how basic messuan be used to improve pho-
tographs for CVs or for different social and dating websifEis helps create an objective view
on subjective efforts by experts / journalists when retougimages. We use the gained objective
view to examine facial aesthetics in terms of aging, faciejery and a comparison of average
females relatively to selected females known for their beau

The novelty in here lies mainly in two aspects. The first ortbas we expand the pool of facial
features to include non permanent features such as malgaggnce of glasses, or hair-style. The
second novelty comes from the fact that we seek to combinethits of both research areas, thus
to jointly study and understand the role of facial featuned af image processing states.

6.3 Study of aesthetics in facial photographs

In our study we conside37 different characteristics that include facial propori@and traits,
facial expressions, as well as image properties. All thésgacteristics are, manually or auto-
matically extracted from a database32b facial images. The greater part of the database,
images, is used for training purposes and furtieimages are tested for the related validation.
Each image is associated with human ratings for attracs®&nas explained in Section 613.1. The
database forms the empirical base for the further study @endifferent features and properties
relate to attractiveness.

We proceed with the details of the database and relatedathestics.

6.3.1 Database

The database consists3#5 randomly downloaded head-and-shoulders images from the we
site HOTorNOT [Hot1ll]. HOTorNOT has been previously usednrage processing studies
(see [[_QISY_G_lb] lLS_B_tIJlO]), due to the sufficiently large lityraof images, and the related rat-
ings and demographic information.

Each image depicts a young female subject (see for examgl&Ei and Figl 6]4.) and was
rated by a multitude of users of the web site. The rating, otadesof one to ten, corresponds to
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the notion of attractiveness. The relevance and robustrifedbe provided ratings was confirmed
in an experiment in], where subjects re-rated a collection of images. Faregging
robustness, we consider only images that have receivedfiaienily high number of ratings,
specifically more thafi0 ratings. We will henceforth refer to these ratings asNfean Opinion
Score(MOS). Among the chosen images of the database the méary was7.9, the standard
deviation wasdl .4, whereas the minimum value was} and the maximum value wa&s9.

The JPEG images in our database are of different resoludiod®f different qualities.

We now proceed with the description of the two groups of aergid features: the photograph-
aesthetics (image properties), and the facial aesthatitsharacteristics, from both groups, are
stated in Table 6.1.

6.3.2 Photograph aesthetics

The considered photograph aesthetic features are herdicglgcchosen to be simple and
objective. Firstly we include characteristics such as ienaggsolution, image format (portrait or
landscape) and illumination. Furthermore, we considerdhegive angle of the face in the pho-
tograph (this angle is denoted asn Fig.[6.3). We also incorporate the zoom-factor, spedifica
how large the face appears in comparison to the image heigintally we also connect three
novel image quality traits with facial aesthetics, whichpmevious work have been associated to
photograph-aesthetics: thaative foreground positiorthe BIQI and theJPEG quality measure

Regarding theelative foreground positionwe essentially compute if the distance of the fore-
ground’s center of mass, (left eye, right eye or nose tippeetvely, sel]) to one of the stress
points (see@m]) is shorter than to the center of the em&gr clarity Figuré 613 illustrates
the stress points of the image, where each of the four st@assgs in a distance oI/3”d the
image width and/3’"d the image height from the boundary of the image, an aspeiviedeirom
the "Rule of thirds". In case that the foreground’s centamass is equidistant to all stress points,
which is the case in the image center, it has been shown thgcss lose their attention and
interest.

The BIQI measureis based on the distorted image statistics and it employpstipector
machines for classification (Sé;e_LMBj)%] ahd_LMBIOQa]). laislind quality measure; specifically
it is a no-reference assessment measure on image quality.

TheJPEG quality measuren the other hand considers artifacts caused by JPEG cosiqres
such as blockiness and blurriness, evaluating again afaceree score per ima02].

6.3.3 Facial characteristics

Literature related to facial beauty (S@all]) idergtifiertinent traits including the size of
the face, the location and size of facial features like eyese, and mouth, brows, lashes and lids,
facial proportions, as well as the condition of the skin. Islikerature confirms the role of these
facial features in affecting human perception of beautg (sealll] and [BL10]). Drawing from
this previous work, we also consider ratios of facial feesuand/or their locations by relating a
multitude of measures, specifically including known fadiahuty ratios adhering to the golden
ratio, e.g.z1¢ (See Table 6.1 for notations).

Moreover we proceed a step further and consider soft bigengtaracteristics, such as eye-,
hair- and skin-color, face- and brows-shape, as well agpoesof glasses, make-up style and hair
style.

The full set of facial features is listed in Table 6.1 and carcategorized in the following five
groups:
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Figure 6.3: Example image of the web site HOTorN@®TQO S = 9.8. The white disks represent
the stress points, the red cross the image center.

Ratios of facial features and their locations,
Facial color traits,
Shapes of face and facial features,
Non permanent traits, and
Expression.
Features related to the mouth and nose width were not egglaiiie to the variety of expres-
sions within the database. This expression variety caugeiicant diversity in the measurements
of both, mouth and nose. All selected traits are listed ind#&hbl (the photograph aesthetics are

Figure 6.4: Example image of the web site HOTorN@T(Q.S = 9.2 with employed facial mea-
sures.

highlighted for a better overview). Table C.1 and Table ®@.2hie Appendix exhibit the traits,
trait instances and furthermore the range of magnitude [fgghetograph aesthetics and facial
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aesthetics respectively.

Table 6.1: Characteristics listed in decreasing order with respect to the
absolute Pearson’s correlation coefficient, related Pearson’s correlation
coefficients and related M OS-model weights, see Figure 6.3 and Figure 6.4
for notations of facial measures

Trait x; Pearson’s MOS-
correlation Model
coefficient weight
Fimos Vi

)fc/:; Ratio (eye height / head length) 05111 18.3506
E;;]Ratio (head width / head length) 0.4487 45780
x;. Eye make up 0.3788 0.3055
xy4. Face shape 0.3521 0.1606
xs. Eye Brow shape 0.2523 0.3337
xs. Fullness of Lips 0.2242 0.2019
x;. Ratio (from top of head to nose / 0.2198

head length) (d-+c)/a 78277
x;s. Glasses -0.2095 -0.6707
xy. Lipstick 0.1997 0.0502
X;0. Skin goodness -0.1856 -0.3930
x1;. Hair Length / Style -0.1851 -0.0657
x12. Ratio (from top of head to mouth 0.1818 41919
/ head length) (d+c+e)/a )

x;3. Ratio (from top of head to eye / 0.1774

head length) d/a 49.3939
x14. Image format 0.1682 0.1695
x;s5. Ratio (eye width / distance 0.1336 0.8982
between eyes) (h-i)/(2.i)

x16. Ratio (from nose to chin/ eye to -0.1204 0.0970
nose) (a-d-c)/c

x17. Left eye distance to middle of 0.1183 0.4197
image or to mass point )

x;5. Right eye distance to middle of 0.1155 0.2042
image or to mass point

X19. Ratio (from top of head eye / eye -0.1012 -1.0091
to nose) d/c

X20. Image Resolution 0.1012 -0.3493
x2;. Expression -0.0913 -0.3176
x22. Ratio (outside distance between -0.0833 -1.7261
eyes / top of the head to eye) h/d

X23. JPEG quality measure 0.0802 0.9007
x24. Eyes symmetry, 0.93<(left eye -0.0653 -0.0552
width)/(right eye width) <1.06

X;5. Ratio (from eye to nose / nose to 0.0642 0.0462
mouth) c/e

X26. Nose distance to middle of image | 0.0537 0.0168
of mass point

X27. Illumination 0.0374 0.0127
X25. Skin Color -0.0368 -0.0549
X29. Ratio (from top of head to eye / 0.0328 -6.2474
eye to lip) d/(cte)

X30. Ratio (eye-nose/head width) ¢/b 0.0252 -0.6324
X31. Zoomf: a/lmage resoluti -0.0201 -148.738
x32. Eye Color -0.0177 -0.0156
x33. Hair Color -0.0167 0.0312
X34. Angle of face -0.0137 -0.2688
x35. BIQI 0.0121 -0.0053
X36. Ratio (from nose to chin / lips to -0.0057 -1.6907
chin) (a-d-c)/(a-d-c-e)

X37. Ratio (Distance eyes/ head -0.0028 13.9586
length) g/a

6.4 Results

6.4.1 Effect of traits on the M OS rating

Ouir first goal is to find correlation measures for each of¥hextracted traits and th& O S
in order to observe the importance of each characteristioifman perception. The preprocessing
step for theM OS related study includes the removal of abatt of the images, due to their
outlier character (i.e> 20 x, given thatr; is each function of the described traits).
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A direct way to find a relationship between théO.S and each of th87 traits is using Pear-

son’s correlation coefficient. We remind the reader thatar vectors,X = z1,z»,...,z, and
Y =wy1,99,...,Yn, the Pearson’s correlation coefficient is given by
cov(X,Y El(X —ux)(Y — py
ry — (X,Y) _ E[( ) )]’ 6.1)
oXOy oxX0y

whereox andoy are being the standard deviations férandY’, respectively. The coefficient
ranges between-1 and 1, with the two extreme points being obtained when the vaemlalre
maximally linearly related.

Pearson’s correlation coefficients are calculated foBaNectors, each vector corresponding
to a feature. Per feature,280-valuesX vector describes each feature for each one of2tite
training image. The260—-values vectol” describes each image relat®?f0 S rating. Table 6.1
itemizes these coefficients in decreasing order of impogavith respect to the absolute Pearson’s
correlation coefficient.

6.4.2 Insight provided from empirical data

The first notable result reveals the strong correlation betwthe best ranked traits and the
MOS, which even exceeds a Pearson’s correlation coefficiertt.®ffor the trait 'ratio eye-
height/face-height’. Particularly in regard to an autdmatf O.S prediction image processing tool
these results are very encouraging. Further we observehoéd-quality features play a less sig-
nificant role than facial aesthetics, as expected, but treepa@t to be neglected, since they achieve
anri4,mos = 0.168. Moreover we note that the high ranked trai{s =2 andx,4, which represent
the ratios (eye-height/face-height) and (head-widthdkezight), and furthermore face shape, see
Table 6.1 are features corresponding strongly to persoeight. This outcome brings to the fore
the strong importance of low human weight for aestheticsttheéumore it is worth noting that
Table 6.1 reveals the surprising fact among others, thatpeomanent traits place a pivotal role
in raising theM OS rating. Eye make-up, lipstick, glasses and hair-style h@ng@ong the topl 1
of the obtained ranking. These results hint the high modifiplof facial aesthetics perception
by simple means like make-up or hair styling. The relevari@ye make-up had been previously
observed inO]. Together with the different conchrs that one may draw from Table
6.1, it also becomes apparent that different questionsaised, on the interconnectedness of the
different traits. This is addressed in Section 8.4.3. Bnak note that traits, such as, x7,

12 and x5 directly comply with the well known babyfaceness hypothe(s'ee@l]), which
describes that childlike facial features in females inseegttractiveness, such features include big
eyes, e.g.x; and a relative low location of facial elements, eag., 21> andx3. One measure
known for increasing attractiveness, if equal to the golddio ¢ = 1.618, is x15.

6.4.3 Interconnectedness of different traits

To get a better understanding of the role of the differeritistia raising thedM O S, it is helpful
to study the inter-relationship between these traits. iBrasldressed in Table C.3 in the Appendix,
which describes the correlation between selected traiig. tb lack of space we limit the correla-
tion matrix to just a group of the first six traits. Table C.31@swer different questions such as
for example the validity of the conclusion in Table 6.1 on itt@ortance of the make-up feature.
In this case, the question arises whether it is truly the mugkkéhat affects thé/O.S or whether

1. For information on denotation of features and accordiigyalues, please refer to the Appendix, Table C.2
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already attractive subjects use make-up more heavily. eTal® suggests a low correlation be-
tween the facial proportions (representing beauty) andnegiee-up, which validates the strong
role of makeup in raising th&70.S.

6.5 Model for facial aesthetics

We choose a linear metric due to its simplicity and the lingzracter of the traits with in-
creasingM OS. We perform multiple regression with the multivariate dated obtain a\/O.S
estimation metric with the following form:

37
=1
The resulting weights; corresponding to each trait are denoted in Table 6.1.

We here note that the weights of the model are not normalirneldda not give information
about the importance of each characteristic. With othedsjove did not normalize for the sake
of reproducibility -MOS can be computed with features labeled as in Table C.1 ané& T8lin
Appendix C and related weights from Table 6.1. The impoiasfadhe characteristics is conveyed
by the Pearson’s correlation coefficientg 170s.

6.5.1 Validation of the obtained metric

To validate our model we compute the following three paramset
— Pearson’s correlation coefficient. As described abow jtaa computed to be

TNIOS.MOS = 0.7690. (6.3)

— Spearman’s rank correlation coefficient, which is a maeasfirhow well the relation be-
tween two variables can be described by a monotonic functibhe coefficient ranges
between -1 and 1, with the two extreme points being obtaineehvthe variables are purely
monotonic functions of each other. This coefficient takesftmm

6> .d;
62 di (6.4)

T Cn(n?-1)

whered; = rank(z;) — rank(y;) is the difference between the ranks of iHeobservation
of the two variables. The variable denotes the number of observations. The coefficient,
which is often used due to its robustness to outliers, wasized here to be

roxiosar0s = 0-7645. (6.5)

— Mean standard error of the difference between the estiaiiectivel/OS and the actual

subjectiveM OS.
MSE = 0.7398 (6.6)
These results clearly outperform the outcomes from Eig}mfa)frm MOS) = 0.18, as well as
neural networks ;- , - = 0.458 (seel[GKYG1D]), but the comparison is not very adequate as

we would compare manual extraction with automatic extoactif facial aesthetics. Nevertheless
the potential of our approach is evident and we proceed witbbast validation of the facial

aesthetics metric. For this purpose we annotate@Theaits beyond the training set, in an extra
testing set 065 images. Once more we excluded outliegsniages) and we computed the metric

verification measures for the estimatetDS and the according actuaf OS
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— Pearson’s correlation coefficient:

T308.MOS = 0.7794. (6.7)

— Spearman’s rank correlation coefficient:

T STIOS.MOS = 0.7860. (6.8)
— Mean standard error:
MSE = 1.158. (6.9)

The high Pearson’s coefficient implies a robust predictioougacy of the facial aesthetics
metric. The Spearman’s coefficient gives an indication altioel correlation between estimated
and realM OS, but without the restriction of linear dependence. It cdass each monotonic
function connecting the two vectors. In our case this caefiiicis relatively high as well. The
MSE on the other hand gives an idea about the absolute ermweeée the predicted and actual
values. It is interesting to observe that the testing satiges even higher correlation coefficients
than the calibration set, but the MSE reveals that the ateseluor increases for the testing set,
and thus that the actual performance decreases.

We proceed with three experiments using the validdtad S—prediction metric.

6.6 Experiments with /05

The above designed MOS prediction metric is in this sectinpleyed towards (partial) quan-
tification of the general concept of beauty. We are spedyicaterested in addressing questions
such as:

— Are famous females known for their beauty more beautifahtaverage females?

— What is the influence of age on beauty?

— How much does facial surgery change the beauty score?

Towards addressing the above, we proceed to apply our noetilmages drawn from the internet
and from official databases such as the FG—NET and the Ptastiery database.

6.6.1 Metric verification on highly ranked females

Towards verification of its usefulness, we applied the alamsgned\/ O S—prediction metric
on images of females who have been highly ranked by the popddia. Specifically we consid-
ered images of females leading the listPebple’'s magazinas the ‘most beautiful people’ from
1991 to 2011, as well as the top 10 entries from the same tighéoyear 2010. The considered im-
ages included, among others, those of Jennifer Lopez (w2BEL), Julia Roberts and Angelina
Jolie. After annotation and calculation of the related eadices, we contrasted the results from
the above lists, to those we obtained when we consideredeisnagm the HOTorNOT database
(see Figuré 6]5). The test validated our choice of metridth the entries from the above ‘beau-
tiful people’ lists, consistently scoring significantlyghier scores, as well as exhibiting a lower
variance. We displayed, for both image sets, the average Mifes, as well as those within a
confidence interval d§5%.

6.6.2 Dependence between beauty and age: FG—NET aging datske

Towards investigating the dependence between beauty andaegconsidered images from
the FG-NET databas 11], as this database providestbswuiltiple images of subjects as
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MOS -

People's magazine HOTorNOT
most beautiful females females

Figure 6.5: Comparison of averagéO.S for subjects of the HOTorNOT database and of average
MOS for subjects of the People’s magazine most beautiful pdigtleAverageM OS andM O.S
values with related a confidence interval $61%.

they age. We specifically selected females with imagesahlailfrom a broad time spectrum,
e.g. images available from an age abo®iyyears old ta60 years old. We annotated labeled these
images with the facial and photographic traits from Sedfidh2 and Section 6.3.3 and computed
the correspondinm values. We obtained per subject several beauty scoresespamar time.
Since the range of these beauty functions differed on the Bikaf& between different females, we
normalized the functions tb with 1 being the maximundZOS per female. We then averaged the
normalized beauty over time functions and estimated baséldeoresult a polynomial function of
the 5th degree. Figufe .6 displays the merged functionghencklated estimation function. The
resulting beauty function over time bares a maximum betwkerage=<3 to 33. The outcome
can be explained on the one hand by traits changes like vesn&hd presence of glasses with
advancing age, as well as on the other hand by a reducedsitereegards to make up or hair
style.

Normalized ¢

Figure 6.6: MOS for females of different ages normalized toper female, withl being the
maximumM O.S per female, and furthermore averaged over all consideradlés.

6.6.3 Facial surgery

We also examined the effect bfepharoplasty(eyelid lifting surgery) on the beauty index.
Our choice of this specific parameter and surgery was metiMay the fact that eye size has been
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shown to have a high impact on our chosen beauty metric. Wionaly selected 20 image pairs
(before and after the surgﬂysee Figuré€6l7) from thglastic surgery databa], and
after annotation, we computed the related beauty indiggerdstingly our analysis suggested a
relatively small surgery gain in th&7OS increase. Specifically the increase revealed a modest
surgery impact on the beauty index, with variations rangingverage between 1% and 4%.

Figure 6.7: Examples of the Plastic Surgery Database. Thierlages depict the subjects before
surgery, the right images after surgery.

We proceed with the analysis and simulation of an automadicfor facial beauty prediction.

6.7 Towards an automatic tool for female beauty prediction

An automatic tool including classification regarding 3l above presented traits will have
the benefit of a maximal achievable prediction score, atdneestime though each automatically
detected trait will bring an additional classification erimto the prediction performance. Thus in
designing such an automatic tool a tradeoff between pa@spigldiction score and categorization
error has to be considered. We illustrate an analysis ofigifed scores evoked by different
combinations of traits in Table 6.2.

Table 6.2: Sets of combined traits and related Pearson’s correlation coefficients

Trait x; Pearson’s correlation
coefficient r; o5

X1 0.5112
Xp X 0.5921
X X3 X1 0.5923
X1y Xz X3 0.6319
Xpp X Xg 0.6165
Xpy X X120 Xp5 0.5930
Xpp Xp X3 Xg 0.6502

X1y Xp X120 X155 0.6070
X1y X3 Xy X2 X7s 0.6392
Xpp Xp Xy X5 X1 X5 0.6662

0.6711
0.6357

Motivated by this Table 6.2 and towards simulating a realistitomatic tool for beauty pre-
diction, we select a limited set of significant traits, =2, xs, with other words factors describing
how big the eyes of a person are, the ratio head width/heaghthend the presence of glasses.
Moreover we add acquisition traits with no extra error intpaach ase4, x99, x23, Namely im-
age format, JPEG quality measure and image resolution. &egttoceed to appropriate reliability
scores related to,, x5, zg based on state of the art categorization algorithms:

2. For this experiment all values attached to non permangits tvere artificially kept constant for "before surgery"
and "after surgery" images.
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— facial landmark recognition with accuracy of®@®3 pixels and2.1%, reported in the work
[DMod],

— face localization with accuracy betwe@its and98% depending on the database presented

in [GLW*11] and

— glasses detection with accuracyddfs shown in M].

We deteriorate the manually annotated data with the abalestie algorithmic estimation
accuracies and compute the Pearson’s correlation coeffibetween user MOS rating and the
predictedzm based on simulated error prone algorithms. We obtain sstiEadimulated beauty
prediction performance presented in Table 6.3. Such amaiio tool, based only on three traits
provides related results that would outperform outcomes fEigenfaces of —— =0.18

MOS,MOS)
(seel[GKYG10]) and neural networkm vos = 0458 (see[GKYG10]).

Table 6.3: Simulated automatic tool for beauty prediction

Combined Traits x; Pearson’s correlation
coefficient r; 05
X7 0.5112
Xp X2 0.5921
X1 X3 Xg 0.6165
xp X3 X5, 0.6357
Degraded x; 0.4927
Degraded x,, x, 0.5722
Degraded x;, x5, xg 0.5810
:h and degraded x;, x5 xg 0.6007

6.8 Summary

In this chapter, we presented a study on facial aesthetighatographs, where we compared
objective measures (namely photograph quality measureml fbeauty characteristics and soft
biometrics), with human subjective perception. Our anglyevealed a substantial correlation be-
tween different selected traits, and the correspondin@S-related beauty indices. Specifically
we presented that non permanent features can influencey tiighd/ O.S, and based on our anal-
ysis we conclude that facial aesthetics in images can inbBeesubstantially modifiable. With
other words parameters such as the presence of makeup @séglthe image quality as well
as different image post—processing methods can signifycaffiéct the resulting/OS. Further-
more we constructed a linear MOS-based metric which wasesafidly employed to quantify
beauty-index variations due to aging and surgery. Our wpgties towards building a basis for
designing new image-processing tools that further auterpegdiction of aesthetics in facial im-
ages. Towards this we provided a simulation of an automa#idigtion tool based on state of the
art categorization algorithms and the designed MOS—ptiedienetric.

By now we ensured the user of the practicality of SBS for sgcas well as entertainment
applications. In a next step we provide a chapter 7 featuilassification algorithms of a SBS, as
employed and analyzed in the chapfdrs 3[adnd 4.
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Chapter 7

Practical implementation of soft
biometrics classification algorithms

7.1 Set of facial soft biometrics

As elaborated in Chaptét 2 higher and more satisfactoryndisteness can be achieved by
using more than one trait, rather than a single trait. Thusheare propose a set of facial soft
biometrics that can be exploited for human identificatiyshown in Chaptdrl 3. In an effort to
find a good balance between identification—reliability andhplexity, we here propose a soft—
biometric system that focuses on simple and robust claasdit from a bounded set of traits
and their trait—-instances. In what follows, we will deserithese basic elements, as well as the
employed classification algorithms.

In the presented set of facial soft biometric traits, wecte6 traits, which we choose and
label as shown in Table 7.1.

Table 7.1: Table of Facial soft biometric traits

SB trait Algorithm Database

Skin color Deduced from [KMB] FERET
Hair color  Deduced from [ZSHO08] FERET

Eye color Own developed UBIRIS2
Beard Own developed FERET
Moustache Own developed FERET

Glasses Deduced from [JBABOO] FERET

We proceed now to specify basic aspects of the classificaligorithms that were used for
trait—instance identification.

7.1.1 Classification algorithms

The basic classification tool consisted of an automatictéiidace and facial features detector,
which was partially drawn and modified from the algorithms[@]. Implementation of the
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different classification algorithms (see Tablel 7.1 for aergiew) was performed using Openﬁv

Before describing some basic aspects of the implementédkagasification algorithms, we
note few pertinent issues that accompany categorizatiegafling coordinate determination, we
note that typical eye, skin and hair color classifiers raglitowledge of the eye coordinates, and
similarly hair color categorization requires knowledgetizé coordinates for the upper head re-
gion. The precise computation and extraction of the charistic regions of interest (ROI) (see
Figure[7.1) for the eyes, mouth, nose and upper face codedinare essential for the subsequent
classification. For higher accuracy, only in the trainingpstall coordinates were manually an-
notated. The considered ROIs for the selected soft biom@tits are illustrated in Figufe_7.1.
Identification of the ROI was generally followed by acquasit of the Hue, Saturation and Value
(HSV) values. We note that the HSV color—space was chosehdimg robust to illumination
changes, as well as for the fact that it allows for a high degfeindependence between the H,
S, and V parameters, which renders the system capable & bettdle light changes or shad-
ows. Regarding outlier filtering, we used a simple threstmidhe HSV values, based on the
color standard—deviation. This was followed by HSV normalization. Regarding theistiial
modelling, the probability density functions of skin, eymdehair color were computed using 3—
component Gaussian mixture models whose parameters waratesl using the EM algorithm.
Posterior probabilities over the observed HSV vectors fbtrained trait instances were com-
puted, followed by a majority vote decision on the categatirait instance.

Face and features ROl extraction Outliers
detector elimination

|H - py|>2-0 H
IS —s1:|> 205 S

[V7,u,,|> 2-0,

Figure 7.1: ROI for the set of facial soft biometrics. Outliétering was a function of the standard
deviationo and the meap for each of the H,S and V parameters.

1) Eye Color classificationin this setting, careful and precise consideration of thé WRé&s
particularly important, due to the region’s inherently #rseze. The specific ROIs were retrieved
using the circular Hough transform, followed by pupil anfleetion extraction, and then by ac-
quisition of the HSV vectors. Regarding the training steggheeye color group was trained using
images from the UBIRIS2 database. A more elaborate study on eye detection and ege col
classification follows in Sectidn 7.2.

2) Hair color classification: The hair color ROl was chosen as a thin bar in the upper head
region, as indicated in FigukeT.1. Training utilized 30 e images for each of the hair colors,
where the annotation was done manually.

3) Skin color classification:Classification of skin color was done in accordance to the eye
coordinates which defined the ROI for the skin color classiion to be the area underneath the
ocular region. Training utilized 33 FERET images per skitocgroup, which were again anno-
tated manually.

1. OpenCV webpage on Source forge http://souceforgenogtfiis/opencvlibrary/
2. available for download at http://iris.di.ubi.pt/ulsii. html
3. available for download at http://www.itl.nist.gov/iddmanid/feret
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4) Eye glasses detectioowards glasses detection, we considered that the areasdatioe
eyes can be searched both for hints of glasses as well asaks gdflections. Challenges related
to the fact that glasses frames are either occasionallynglsethat they often resemble wrinkles,
brows, shades and hair. A further challenge came from thettat illumination variations hin-
dered the appearance of reflections. These challenges amaéel by placing emphasis on a ROI
corresponding to the nose part of the glasses. The spedificithin consisted of eye position
estimation, grey—level conversion, histogram equaliratextraction of region between the eyes,
Laplacian edge detection and finally line detection.

5) Beard and Moustache Detectiom this case, face detection and feature localization were
followed by identification of the ROIs. These ROIs include tthin for the beard, and the area
between the mouth and nose for the moustache. The coloragstimwas followed by outlier
extraction and HSV normalization. The presence of beard/ ananoustache was based on the
Euclidean distance between the processed observatiorkiarahsl hair—color information respec-
tively. The presence of moustache was determined indepépnde

Algorithmic dependenciesAs is the case with general optimization problems, ide it
of algorithmic dependencies endows the system with ineckasliability and computational ef-
ficiency. Towards this we refer to notable examples of sugieddencies, such as that between
skin color and glasses where, due to ROI overlap, the preseiglasses has an impact on the
perceived skin color. This information can be utilized angpyed by modifying the ROI for
skin color classification. Additionally we recall that skdnlor is employed in the classification of
hair, detection of beard and moustache, where furthernheréatter two traits are also contingent
upon hair color. Figure_712 sketches further dependendigseanentioned facial soft biometric
traits. Some of these dependencies were partly exploitdteiprocess of classification.

Skin color Hair color
detection detection

> Eye color Bec:rcti or:\d
detection e Pldche
detection

Glasses
detection

Figure 7.2: Facial Soft Biometric traits algorithmic dedencies.

7.1.2 Experimental results

The above introduced algorithms for categorization of thesen facial soft biometric traits
are here examined and evaluated. It is to be noted that tkedlasses, beard and moustache are
of a binary character, whereas the color based facial padsess discrete traits instances.

Glasses:Tests for eye glasses detection were performed on a testirng snages of FEREF
database. The threshold based algorithm provided a calesstification rate (containing the true
positive and true negative rate) &f.17% (see Tablé 7]2) comparable to the resulthOO].

Color based Facial Soft biometric traits: Eye, Skin and H@olor: In the context of the
color based facial soft biometrics it is to be noted, thatthenber of the established classification
groups was adjusted to both, the performance and limisdimuman perception and estimation
capabilities. Results are presented in true positive rabesconfusion matrices in Figure177.3.

4. available for download at http://www.itl.nist.gov/iddmanid/feret




84 7. FRRACTICAL IMPLEMENTATION OF SOFT BIOMETRICS CLASSIFICATIO ALGORITHMS

Table 7.2: Glasses, beard, and moustache detection reButexperiments are conducted on the

well known FERET database.
SBtrait Detectionrate FPR FNR

Glasses 87.17% 717% 5.66%
Beard 80.7% 8.1% 11.2%
Moustache 72.8% 12.7%  14.5%

Table 7.3: Eye, Skin and Hair Color True Positive Rates
Eye Color Skin Color Hair Color

True Positive Rate  72.6% 79.2% 70.08%

For the latter the values range from white (no confusion)léxh (maximum confusion). The
diagonal fields correspond to the true positive rates. Ei@ cesults were performed on a testing
set containing 5 eye color groups, namely black, brown,,lljugy and green. The images were
retrieved from the UBIRIS2 database and results are preséntTabld 7.8 and in Figute 7.3.(a).
We here briefly note the peak confusion rate between blue &ydeye color, mostly responsible
for the overall break—in in the true positive rate. Hair cafoclassified in 5 groups, black, brown,
red, blond and grey. A testing set of FERET images providedrthirabldZ.B and Figufe 7.3.(b)
presented results. Skin color exhibits low variation inoc@paces and thus slight illumination
changes result in wrong classifications. Due to this chg#iehe limitation of 3 skin color groups
was adopted with related results presented in Table 7.3 apoidfZ.3.(c). The confusions were
mostly due to illumination variances and detected shadaivigh result in a shift on the skin color
shades.

Real\detected |1 |2 |3 |4 |5 Real\detected |1 |2 |3 |4 |5

Black (1) Black (1)
Brown (2) Brown (2)
Blue (3) Red (3)
Gray (4) Blond (4) Skin color 2(2)
Green (5) Gray (5) Skin color 3(3)

(@) (b) ()

Real\detected
Skin color 1(1)

Figure 7.3: Confusion matrices: (a) Eye Color (b) Hair Calod (c) Skin Color.

Beard and Moustache detectio®@nce more a set of FERET images was employed for the
validation of beard an moustache. The binary charactereofrtlits (present or not present) is in
real images ambiguous, due to various lengths and shapesaal bnd moustache. This factor
made a unique annotation and then in turn estimation diffiant led to the results shown in
Table[Z.2. A small fraction of the wrong detections is duen®niot correspondence between hair
color and beard/moustache color, which we assumed in tleetitat algorithm.

To understand the presented experimental results, werpedaletailed study on one of the
traits namely eye color.
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7.2 Eye color as a soft biometric trait

In this section we focus on eye color as a soft biometric,tvelitere we spot eye color infor-
mation, previously mostly disregarded by classical iriftgra and texture recognition methods.
We then specifically examine extraction and categorizadiagye color and conduct an additional
study where we illustrate the influence of surrounding fiectike illumination, eye glasses and
sensors on the appearance of eye color.

7.2.1 The human iris color

The human ocular region bears a plethora of biometric tvaitis different importance, such
as iris, sclera and retina patterns, eye shape, eye brove slmpsize and eye color. Eye color
has been mainly neglected, probably for the reason that $08aroans have brown eyes. The
distribution of eye colors characterizing Caucasian amttifpally European subjects is of a big-
ger deviation than in the rest of the world, as an example @fGkerman speaking region proves
in M]. Eye color is determined by the amount and typeighments in the eye’s iris and
is genetically inherited. It is of more permanent charatie@n other soft biometric traits. We
note though that 'hazel’ eye color is a special case, wheiekhown to change its colors. A
study @E] shows that eye color changes slightly over the span oleésy The extraction
of eye color is of very sensitive character, since the aremal (around 11mm) and color itself is
difficult to deduce because of its illumination sensitivigyfurther difficulty is the variable size of
the pupil (mainly due to illumination), fror@ — 4mm up to5 — 9mm. Then again, positive factors
for the feasibility of eye color classification are the sreafind lower-priced surveillance sensors,
which are increasingly available, and furthermore provigger resolutions.

7.2.2 Related work

Few preliminary scientific works on eye color exist, as onjectivity of human eye color
grading |S§GQQ], IFCBO$], on human analysis of eye color photogra] and first
preliminary classification attempﬂs_LMRG_IJOO] arid.LEDH-IO:We clearly differentiate our work,
by presenting a full automatic eye color categorizatiortesysand furthermore by providing in-
sight on related pertinent factors.

We present here a preliminary study towards a robust eye classifier. In Sectioh 713 we
describe an automatic eye color classification algorithimckvcontains automatic iris extraction
and Gaussian mixture models for classification. Simultaslyorelated results on the reliability
are presented. Sectibnl7.4 offers a preliminary study dofsevith impact on eye color classifica-
tion, such as illumination, camera sensor, presence asegasnd consideration of the left or right
eyes. Such an eye color classifier can serve as a prepragsssnof an iris pattern classification
system, where we do not expect to increase the reliabilith@foverall system (iris patterns are
considered as highly reliable biometrics), but our systatiar can pre prune the database to save
computational complexity and time, see Chapter 4 M]JPQQ

7.3 Iris color classification

In designing an automatic eye color classification systdm,choice of the method for iris
extraction as well as the color classification have to mettheria of reliability, of time and of




86 7. FRACTICAL IMPLEMENTATION OF SOFT BIOMETRICS CLASSIFICATIO ALGORITHMS

Table 7.4: GMM eye color results for manually segmentecesid

Black Brown Green Blue
100% 100% 87.5% 81.8%

computational efficiency. In accordance with these aspetlss section we present an iris extrac-
tion technique and a classification method and jointly exentiiem on a large color eyes database
captured in visual light, the UBIRIS]. It contains261 subjects featuring diverse illu-
minations and iris positions. We manually annotated a sulifsthe database and obtained the
following four eye color sets for both, training and test{afpout3 /4 and1/4, respectively):

— Black: 100 images

— Brown: 85 images

— Blue: 81 images

— Green: 60 images
Those colors were specified, as on the one hand they arehstomigard and human distinguish-
able and on the other hand, enough images are availablesféoltbwing modeling.

7.3.1 Gaussian Mixture Models and color spaces

Manual region of interest (ROI) extractiofowards the statistical modeling, the selected and
annotated subset of UBIRIS2 images are manually croppeebtd effects of reflections or traces
of the pupil. An illustration of the manual performed colottraction is shown in Figure_7.4.
The four probability density functions (pdf), one for eadior, are then computed considering
all pixels of the extracted region of interest (ROI), usingd@nponent Gaussian mixture models
(GMM). The GMM parameters are estimated using the expectatiaximization (EM) algorithm.
We refer to this step as training and perform it for the fouocepaces: RGB, HSV, CieLAB and
CieLuv in order to assess the color space best suited foragedescription.

Figure 7.4: Manual iris color region extraction.

For the testing step, the set of images is again manuallypebjand posterior probabilities
over all observed pixels are computed, followed by a majmate decision on the categorized eye
color. The analysis is performed on manually extracted gseg prove the suitability of GMM
for color distinguishing. The best results are acquireghrgsingly on the RGB color space; see
Table[Z.4, for which reason, the rest of the study consideedysthe RGB color space.

In the first case of wrong classifications, blue is confusedyfeen and in the second case,
green for brown.

Automatic region of interest (ROI) extractiorEurthermore, the test was performed on au-
tomatically extracted color irides of UBIRIS2 images. Weéilxy segment the color part of the
irides by the automatic extraction method presentemwhsed on circular Hough transfor-
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Table 7.5: GMM eye color results for automatically segmerntieles

Det\ Real Black Brown Green Blue

Black 90.9% 5.26% 6.25%
Brown 89.47% 14.28%

Green 4.54% 78.57% 18.75%
Blue 454% 5.26% 7.14% 75%

mation. We then proceed to again compute, pixel by pixel, spay the means of GMM and
EM for the training. For the testing again the posterior pilities for a new, again automatically
segmented testing set are computed. This time the majaotsy nule is extended and contains
following considerations. An eye appears as brown, gredsiug, if it contains pigments repre-
senting those colors, but the brown, green or blue fractaesdot necessarily have to possess the
highest percentage. Mainly the pupil and the dark boundamngribute to a higher occurrence of
black color, and often brighter irises enclose a multitufiugher darker pigments, which con-
stitute in patterns. In black eyes on the other hand, theklaccentage is at lea8y3 of the iris
pixels. Following rules were deduced from the above comatds and adhere with priority to
the majority vote rule:

1. If the iris contains more than 70% of black pixels, the gatized color is black.

2. If black is the majority, but accounting less than 50%nttiee second strongest color is the
categorized color.

3. If black is the majority, but accounting less than 50% araim and green are in the same
range, the categorized color is green.

The related results following those rules can be found inél@@. The values in the diagonal,
highlighted in gray, represent the true classifications.agdl other fields illustrate the confusions
between the real and estimated eye colors.

Two examples of confusions are provided in Figuré 7.5. Ifitsecase a green eye is confused
with black. It is to be noted that the pupil, iris boundarngHas and an unfavorable illumination
establish a high percentage of the image and thus of the plaekfraction. In the second case a
blue eye is categorized as green. On the one hand the eyensogiteenish pigmentation, and on
the other hand the presence of the lid and pupil account &owtlong estimation.

Figure 7.5: Examples of wrong classified eye colors.

7.4 Influential factors

Eye color classification is a challenging task, especialigar real life conditions, mainly
due to the small size of the ROI and the glass-like surfacehefapple of the eye. Smallest
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Table 7.6: Eye color database for influential factors study

Subjects 8

Eye colors 8: black, brown, hazel, green-brown, light gregeen-blue, blue, light blue
Camera sensors 2: white balanced Cannon 400D, webcam tlogiteMegapixel
llluminations 4: (in office) daylight, daylight+room lightflashlight, fluorescent table light
Pair of glasses 2

external changes may have impact on the perception andcaiipn of eye color. To understand
the magnitude of the impact we here study following pertiremd frequently occurring factors:
illumination variation, presence of glasses, differemcpearception of observation of left and right
eye, and finally the influence of two camera sensors. Fortiniysve captured a small database of
eight subjects (see Talile I7.6), each with a different cdieyes. For each subject we produced 7
different images: four of the images under real life illuations, one image with a second camera
sensor, and finally two images, one for each pair of glassesn®é that for the further analysis
the ROIs were extracted manually (see Fiduré 7.4) to elitminay traces of the pupil and light
reflections.

In the following study performed on the presented datab&se;onsider red and green chro-
maticities, following similar studies, regarding skin lscand we note that: = R/(R + G + B)
andg = G/(R+ G + B).

7.4.1 lllumination variation

The spectrum of incoming light plays a major role in many kebmnes applications and es-
pecially in color based ones. Intuitively, it is expectedttilumination has also a strong impact
on eye color. That is why we here study the subjects of the @eorded database in 4 real
illumination conditions.

0.395
X dark blue eyes
038 .
0385+ 4
dark green eyes
0351 §
0375+ .
= blue eyes hazel eyes

037t } 1

0.385 1 b

©  daylight+lights
B = daylight .
+  flashlight brown eyes
0355 O fluorescence — e b
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Figure 7.6: lllumination variation of eye colors.

We here captured the subjects of our database in followitigminations conditions: daylight
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and office lights, daylight, flashlight and a fluorescentadlght. Clear shifts in the color space
can be observed. For conciseness and to avoid overlap wayortly 5 subjects. It is clear that
a robust eye color categorization technique must considagrcape with illumination variations.
A possible solution is to estimate the illumination corutfiti A self suggesting illumination esti-
mation method is proposed HMOG], where the color of ttlera serves as estimator of the
ROI.

7.4.2 Glasses influence

The presence of glasses is another interfering factor,giiyrexamined in the context of face
recognition and naturally of importance in the current eyleiccategorization study.
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Figure 7.7: Eye colors behavior with and without glassesgtant illumination).

The subjects were asked for this test to wear 2 differenspiglasses. It is interesting to
compare this graph with the illumination variation one (Fg[Z.6) in order to comprehend the
immense drift eye glasses cause in eye color. It is evidexitalstable eye color categorization
system should include a priori glasses detection. To détegpresence of glasses in an efficient
and robust manner, we can perform histogram normalizat@iowed by Canny edge detection
on the area between the eyes. A further line detection itedde presence of the frame part of
the glasses. This algorithm was deduced f@BOO]. fFeroelor classification in the case of
presence and absence of glasses the eye color classifi¢d fleable to estimate and compensate
the color shift of the estimated values.

7.4.3 Consideration of left and right eye color

We here show that the strong illumination influence has nbt immpact on images captured
under different illumination conditions, but also on thdaroperception of left and right eye.
Although none of our subjects has the seldom condition adrioehromia (different iris colors of
left and right eye), a drift between the colors of left andhtigye can be observed. The illumination
for this graph was constant daylight falling sidely on thesfaf the subjects, to achieve in order a
maximum illumination difference between left and right eye




90

7. RRACTICAL IMPLEMENTATION OF SOFT BIOMETRICS CLASSIFICATION ALGORITHMS

0.45 T T T T
< dark blue LEFT eye
044+ 4 +  dark blue RIGHT aye |7
+  brown LEFT eye
043 F » brown RIGHT eye
042+ )
041 ]
= 04 + 7
+
038+ ]
&
+* o
0381 ]
0.37 - )
D36 ]
* * g
0.35 : ; : : =
0.2 0.25 03 035 0.4 0.45

Figure 7.8: Eye colors of left and right eyes for 2 subjeats 4f different illuminations).

7.4.4 Camera sensors

For the sake of completeness we proceed to provide a gragiehift between two camera
sensors (Logitech Webcam and Cannon 400D). The measureddaté is clearly influenced by
the characteristics of the cameras.
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Figure 7.9: Eye colors captured with two camera sensorsstantillumination).

We note that the presented study identifies each one of theieed influential factors as
disturbing for eye color categorization. The measure ofartgnce for each one of them is ascer-
tained by the embedding application.
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7.5 Summary

This chapter presented classification algorithms relatsiktfacial soft biometric traits, namely
the color of eye, skin and hair and moreover beard, moustacteglasses and provide accord-
ing results. We then specifically focused on and examinectelge, developed an automatic eye
classification system and studied the impact of extern&bfaon the appearance of eye color. We
have identified and illustrated color shifts due to variatd illumination, presence of glasses, the
difference of perception of left and right eye, as well astugaving two different camera sensors.

In the last chaptdr] 8 we deviate from the analysis and dexedop point of view towards SBS
and examine instead the user friendliness of such a systemobigling a study on user acceptance
towards such systems. In this study we compare SBSs to oithvelric systems, as well as to
the classical PIN system toward access control.
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Chapter 8

User acceptance study relating to soft
biometrics

The pervasiveness of biometric systems, and the corresgpgdowth of the biometric mar-
ket, see,@a}, has successfully capitalized on thegitref biometric-based methods in ac-
curately and effectively identifying individuals. As a uds modern state-of-the-art intrusion de-
tection and security systems include by default at leastoom@etric trait. It is the case though
that little emphasis has been given to better understangeg-acceptance and user-preference
regarding such systems. Existing usability related wasksh as in 3] anmﬂ, fo-
cus on establishing functional issues in existing ATM maehj or on studying the influence of
user interaction on the performance of fingerprint basetesys (seel [KED11]) and interfaces
(see M%. Other interesting works (see [usa11b506], [CIMR09]), analyze possible
methods that improve interface design. Our emphasis hesa [@oviding insight on the atti-
tudes and experiences of users towards novel and emergingetsic verification methods, and
to explore whether such novel biometric technologies carirb&rms of user acceptance, valid
alternatives to existing prevalent PIN based systems. @uusf in addition to considering the
traditional PIN based method, is to explore the usabilifyeats of systems based on classical
biometrics such as fingerprint and face recognition, antiéo proceed to study the usability of
systems based on the emerging class of soft-biometric mgtt@ur evaluation is based on having
the users rate and rank their experiences with differeresscmethods.

8.1 Usability of access control methods

A successful access control system must ds_e_e_LBH90]LanLQ_ﬂ‘})imcorporate common user
understanding and knowledge in order to enable a naturaliacohstrained interaction with the
user. Generally this interaction involves a number of défee subtasks, which must be planned
and structured to allow for simplicity and comfort. The sedpsent mapping of such tasks onto the
interface should be intuitive, obvious and user friendlyrtRermore such designs should impart
feedback in the form of descriptions or state indicationsdpess bar, message window). Finally
the selected design should be robust against human errbesaliove considerations will be the
guiding principles of our tests and of the correspondindilisastudy.
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8.1.1 Testing Methodology

Test Setup A set of 15 users (5 female, 10 male) of different nationaditg ethnicity between
26 and 37 years old was randomly selected from an office compitlh the condition to not
work on biometrics. The participants were not paid. The vess consistent with the ITU-T
recommendatio@OO], that is to say we followed methodénteractive user tests of setting,
equipment and environment, as well as subjects trainingsafditation of opinions. We used
rating methods according to the absolute category rati@R)A Specifically for the ratings of the
four access systems we presented each one at a time andusetirate them independently. We
denote this rating as MOS (mean opinion score), which spars five grade scale, five being
"excellent” and one being "very poor". The user study to@celin a computer laboratory, with
similar conditions to an office. The duration per test wasualhalf an hour. We performed a
Wizard of Oz study, se3], specifically the employeiifaces were functional, however
the acquired data was not processed. Hence processing\uahgion is not part of this study,
neither the verification accuracy of the presented methddi®e employed laptop was a DELL
E4310. The documentation of the study contains the notesesgtmpnnaires and related observer
notes.

Plaase anteryour usemanme
Corfim . )

swr/corre | HENNENNENERERNER
Processing Fingerprint

m i

uuuuuuuu [T
[ Access denied [ 100E] Access granted

=

Figure 8.1: Interfaces of the soft biometrics, face, PIN famglerprint based access methods.

Procedure :The four access methods, see Fiduré 8.1, were presentee@anumstrated by the
observer of the study. Additional information on the methoak of the differences between the
methods, was provided. Subsequently participants of taesiady freely explored the available
systems. In the next step users were asked to log in with eatdfesystems. Subsequently
an interview about the user experience was conducted. Hers were asked to absolutely rate
(from 1 to 5, 5 being excellent) and comment on different alpéeasiness, clarity, comfort and
speed of the methods). Then users were confronted with termasios, where in the first scenario
the user accesses his/ her personal computer; whereas $e¢had scenario the user acquires
the right of entry for a lab in a crowded corridor. The suiliépiof the methods was enquired
for both scenarios. Additionally to the absolute ratings tisers were asked to rank the methods
in terms of speed, easiness, privacy preservation andIbsatisfaction. Finally the users were
invited to select freely one method to log in with a task tadredile. This preference was noted
as spontaneous and practical preference. In the followiagiwe details on the different access
methods.

8.1.2 Access methods

We selected four substantially different accessing methodterms of both, interface and
technology, namely soft biometrics, face, PIN and fingatdrased access. In consent of recom-
mendations for user friendly human computer interfaces t&l_9_¢], [QQ_O_‘B] andLLNLeQS]) we
developed four access systems, see Figuie 8.1. All fourfates were designed to be similar in
terms of structure and processing time in order to place asiplon the four interaction elements:
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Table 8.1: User experience on access methods.

Soft Biometrics Face PIN Fingerprint
0/15 2/15 15/15 12/15

camera capturing, fingerprint scanning and PIN entry. Alirfmterfaces initially asked for the
entry of the username. In the following the methods diffeaedhey acquire the following diverse
information:

Soft biometrics, denoted as SB : For the soft biometric based authentication method the user
is captured by the laptop integrated webcam and weak biariatial classifiers including age,
gender, hair and skin color are extracted. He / she can utteored capture his / her face by
pressing a button. An indicator in the related window déssithe one-by-one processing of each
trait.

Face, denoted as Face : Similar to soft biometrics, in the face based system the tddbe
user is captured, but he / she is asked to place their facerigrdgiined blue elliptical mark. This
constraint is originally designed in order to differengistte first two access methods. Furthermore
it indicates the common pose-constrain of face recognition

PIN, denoted as PIN : Additionally to the username for the PIN based verificatidive-digit
password was requested, along with a button confirmatioa smrccessful verification.

Fingerprint, denoted as FP : In this access method a scanner acquired the user fingedptant
of the index finger of the left hand. To initiate the scannimgcess the user had to press the
confirm button. The processing time of all systems, inditdtg progressing bars, was designed
to be very similar in order not to affect the user preference.

8.2 User study related results

Firstly we inquired previous experience of users on thegiresl access methods, see Ta-
ble[8.1. All users employ PIN based verification system daily personal computers, ATMs,
mobile phones or web pages. This fact can be biasing on thbamétowards PIN, on the other
hand it accelerates the awareness of related drawbacksqristugly the majority of user had
previous experience with fingerprint based verificationeys incorporated in personal laptops
or for border control. Soft biometrics was a novel technitpuell subjects, whereas face based
verification was used before by two users.

Then we proceeded with the questions about usability iblateasures in context of the dif-
ferent methods.

8.2.1 Ease of access, user friendliness, time to acquire adkrity

The first graph in Figure_8.2 reflects on how intuitive usensnfibthe system. All methods
provide according to the users an intuitive access, butlsofhetrics was significantly best re-
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Figure 8.2: User rating of the provided access methodsiimtef ease of access, user friendliness,
speed and clarity: MOS and standard deviation.

ceived in terms of both, user friendliness and ease of accé&s explain this result with the
seamless soft biometrics based verification without custdree additional interaction (as in all
other cases, placing finger on scanner, face in blue markigr @fa PIN). The majority of female
users expressed though concerns regarding the non-perasaokcaptured soft biometric traits
such as hair color. Few users questioned the distinctigeoka soft biometrics related system.
Some users stated that they would prefer an access constehsyvithout any contact. The ma-
jority stated to be biased by the prevalent use of PIN basg@is\g, but was still convinced such a
system bears disadvantages as of forgetting a passwordiogha keep too many. Few test par-
ticipants had hygienic concerns related to the fingerpgoeas system. As of time of acquisition,
users were asked to evaluate the time used for operatingtiessasystem (different from system
processing time). All systems exhibit similar acquisitiome ratings. The clarity of the systems
was a measure for the feedback a user gets from each system.ustas appreciated the blue
mark of the face recognition based system as it helped dah&aapturing, whereas in regards
to PIN they valued the feedback to each step (e.g. the "*" gysior how many digits they had
already have entered).

8.2.2 Access of private computer vs. crowded environment aess

In the next step the access methods were associated in twarkse personal computer ac-
cess and crowded environment access, and rated. Confiiitethe thought of employing those
methods for personal verification, the majority of usergegped immediate concern about the ac-
curacy of the systems. They were asked to disregard for tidy $his factor. Figure 8l3 illustrates
the access method preference in terms of personal compmdessa There was no strong user
preference; all methods were basically comparably rateeke ldne user noted the illumination
dependence of the camera based traits and stated not bewaladjust to that in this scenario.

6
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2
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SB Face PIN FP

Figure 8.3: User preference of access methods for persongbuter use: MOS and confidence
intervals for a confidence of 0.95.

In the second scenario users showed a significant prefetengse fingerprint in crowded
environments. The PIN based verification is last with theoeahat user had experienced or were
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scared of their PIN being spying. Regarding face and softbtacs, two users reported not to be
fully comfortable to be captured by a camera in front of cadjees. It is interesting to compare
the two scenarios (see Figlirel8.3 with Figuré 8.4), wheré¢aslewas basically the same, given a
different environment. The ratings though are partly digantly different (see FP and PIN).

4 I -

2

0 T T T T 1
S8 Face PIN  FP

Figure 8.4: User preference of access methods in crowdddoament:. MOS and confidence
intervals for a confidence of 0.95.

8.2.3 Time to Acquire, Ease of Use and Data Security

To evaluate statistical significance of the differencesvben the access methods, we per-
formed additionally Wilcoxon test@SG], due to the tiglely small sample size. Hence we
asked users to rank the four access methods (1 to 4, 1 beimmthieer one) in terms of speed,
ease to access and data security. For the following graphsnballer the bars are the better the
access method was ranked.

5 SB
4

W Face
3
2 HPIN
1 m Finger

rint

0 P

Speed Simplicity Privacy

Figure 8.5: User comparison of presented access methodss bf speed, simplicity and data
security: MOS and standard deviation. Small bars reprdsgghtrankings.

In terms of acquisition time and simplicity soft biometrigsre ranked significantly better than
the other methods. In respect to privacy, users were madedhet their data, in particular face
image, list of soft features, PIN and fingerprint, would b&ratl on a database. This data can be
on the one hand misused by operators, and on the other hakelhadsers felt most comfortable
with providing both, PIN or a soft biometrics based list fetorage on a database. Users were
ambiguous about which they found is the riskiest trait teegiway, fingerprint or a face image.

8.2.4 Ranking of favorite access methods

The last question regarded the overall satisfaction of tadotds. Users named in this context
different priorities. On the one hand privacy preservati@s named by three users as justification
for their ranking, on the other hand the easiness of use. &hats on this ranking are displayed in
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Figure[8.6. The majority of users, although not stronglyif@amwith biometrics, emphasized that
the ranking as it is, holds only in the case of equal accestoation accuracies for all methods.

5

MOsS {

Overall satisfaction

SB

W Face

H PIN

mFP

Figure 8.6: Overall user preference of access methods.| 8aralrepresent high rankings.

However, to verify the ranked preference users were alsengive final task to freely choose
one of the four systems with the goal of reading a file. Figuikil8istrates the ranking ordered
by number of selections. The Soft biometrics module was witsh chosen and thus the favorite,
followed by PIN and fingerprint and finally face based vertiiima (due to similarity with soft
biometrics, but longer acquisition due to the blue mark).

SB
W Face

HPIN

mFP

Figure 8.7: Freely selected access methods for performiagka

To recapitulate the testing, generally users were eagexgmre both the known and new
access methods. The primary concern of all users was rdfatediability and accuracy of the
presented methods. Furthermore about half of the userd asiceit spoofing methods (e.g. hold-
ing a photo in front of the camera) and related countermeasuihese reactions are evidence that
users are aware of novel techniques and have a need to bediiea on system characteristic in
order to gain the trust of the users for the access methods.

8.3 Comparison of access control systems

Using the above usability study we proceed to perform a moadmparison by including
characteristics pertinent to access control systems, asidost efficiency, accuracy, processing
speed and maximum amount of enrolled users. We identifiesfiegicommercially available ac-
cess control systems based on fingerprint, face and PIN bastads, see Talle 8.2. We selected
cost efficient appliances representing each method andisetand related specifications in com-
parison. We note that the PIN based system is the most widellable access control system,
followed by fingerprint based systems, and only few facegaitmn based systems. There are no
commercially available soft biometrics access controlesys yet.
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Table 8.2: Comparison of existing access control systemscs:

Trait Cost Accuracy Users Speed
FP $140 FRR = 1%, FAR=0.0001% 500 2s
Face  $320 >99.9% 100 <ls
PIN $15.99 100% 500 2s

We illustrate usability and presented system performaméerims of cost, accuracy, users and
processing speed in FigureB.8.

Users capacity 7 ] e % Accuracy

Processing - =
Sk

Figure 8.8: Comparison of fingerprint (FP), face recognitamd PIN based access control sys-
tems.

8.4 Summary

We presented a user study investigating the preference eff af $est participants on access
methods, namely soft biometrics, face, PIN and fingerpiiseld access methods. This preference
was evaluated generally in terms of usability measures) as@ase of use, intuitiveness and log-
in-speed. Furthermore two scenarios were hereby assegmaifically personal computer access
and entrance of a security lab in a crowded environment. Tihgising outcome is that although
all users were strongly biased towards the PIN based vditficanethod, by daily using it, the
biometric based options were overall equally or even sicgnifily better rated than the PIN based
system. Users appreciated the comfort, easiness and spesatlern technology. Specifically
they favored the soft biometrics system, due to the provae@cy preservation and ease of use.
We demonstrated furthermore a broader comparison of egiaticess control systems, taking into
account the evaluated usability and moreover cost effigiggrocessing speed and accuracy.
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Conclusions

This dissertation explored the role of soft biometrics inus#y related applications, as well
as in quantifying and predicting female facial aesthetf@sr analysis was accompanied by con-
structions of practical trait classification algorithmattvere tested on existing image databases.
We also performed a usability study of systems that emploi soft biometric identifiers.

In terms of security, we focused on three related applinatimamely: a) applying SBSs to
achieve complete person identification, b) applying SBSgrtme a large database in order to
reduce the search space, and c) applying soft biometrigseision re-identification, with a focus
on the frontal vs. side scenario.

Applying SBSs to achieve complete person identification

We explored in this context the use of multi-trait SBSs fomlam identification, studying
analytically the identification capabilities of the systeams a function of the authentication group
v, its sizen, the featured categorigs and the effective categorids. We showed that in the
interference limited setting, for a given randomly chosathantication group, of a given size
n, then the reliability of identification (averaged over thijects inv) is a function only of the
number of non-empty categoridd(v). Then we provided statistical analysis of this reliabjlity
over large populations. The latter part provided boundg thahe interference limited setting
suggest amxponentiakeduction in the probability of interference patterns, assalt of alinear
increase irp.

Applying SBSs to prune a large database in order to reduce theearch space

We provided statistical analysis of the gain and reliapilit pruning the search over large
data sets, where these sets are random and where there silalippshat the pruning may en-
tail errors. In this setting, pruning plays the role of pileefing, similar to techniques such as
video indexing. The average-case analysis presented deseribed the typical assistance that
pruning provides in reducing the search space, whereas-thgations based analysis provided
insight as to how often pruning can behave in an atypicallyelpful, or atypically helpful man-
ner. The analysis may offer insight on better designingdfittexing algorithms for different search
settings. We further studied nine different, actual, saftrietric systems, as well as analyzed and
experimented with factors like average error, pruning @aid goodput. Using these factors, we
provided a quantifiable comparison of these systems. Funtire we identified relations between
SBS enhancement, error probabiRty,., pruning gain- and goodput/. These findings bring to
the fore some SBS design aspects. We also gave insight ootigutational cost reduction that
can be introduced by SBS-based pruning in the setting obpeeognition.
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Applying soft biometrics for person re-identification, with a focus on the frontal vs.
side scenario

Motivated by realistic surveillance scenarios, the worllradsed the problem of frontal-to-
side facial recognition, providing re—identification algloms/classifiers that are specifically suited
for this setting. Emphasis was placed on classifiers thaniggh the class of soft biometric traits,
specifically color—, texture— and intensity— based traiken from patches of hair, skin and clothes.
Towards providing insight, the work presented differemntfication experiments that adhere to
the frontal-to—side setting, as well as presented a prdirgianalytical study that seeks to impart
intuition on the role of the above traits in improving algbmic reliability. Our analysis described
the overall error probability, both as a function of cobliss and of erroneous categorizations for
given sizes of authentication groups. In the presence ofdenate reliability of the patches-based
method, the analysis suggests promising applications®ftbethod in settings such as pruning of
searches.

Applying soft biometrics quantification and prediction of female facial aesthetics

In terms offemale facial aestheti¢csve presented a study on facial aesthetics in photographs,
where we compared objective measures (namely photogragiitygmeasures, facial beauty char-
acteristics and non permanent facial features), with husudnjective perception. Our analysis
revealed a substantial correlation between differenttadetraits, and the correspondingO.S-
related beauty indices. Specifically we presented that Bomanent features can influence highly
the M OS, and based on our analysis we conclude that facial aesthetitnages can indeed
be substantially modifiable. With other words parametechsas the presence of makeup and
glasses, the image quality as well as different image postegsing methods can significantly
affect the resulting/ OS. Furthermore we constructed a linear MOS—based metrichmis
successfully employed to quantify beauty-index variaiolne to aging and surgery. Our work
applies towards building a basis for designing new imagegssing tools that further automate
prediction of aesthetics in facial images. Towards this vaided a simulation of an automatic
prediction tool based on state-of-art classification athors and the designed MOS—prediction
metric.

The above approaches were accompanied by a more practicedhted part where we de-
signed arautomatic soft biometrics classification to@pecifically we focused on eye, skin and
hair color, as well as on the presence of beard, moustachglassks.

In terms ofusability analysiswe presented a user study investigating the preferencesetf a
of test participants on access methods, namely soft bigagtace, PIN and fingerprint based
access methods. This preference was evaluated generabynis of usability measures, such
as ease of use, intuitiveness and log-in-speed. Furthermar scenarios were hereby assessed,
specifically personal computer access and entrance of aityelalp in a crowded environment.
The surprising outcome is that although all users were glyobiased towards the PIN based
verification method, by daily use, the biometric based optivere overall equally or even signif-
icantly better rated than the PIN based system. Users dpfgéd¢he comfort, easiness and speed
of modern technology. Specifically they favored the sofiedrics system, due to the provided
privacy preservation and ease of use.
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Future Work

It is becoming apparent that surveillance will increagmafifect our quality of life and secu-
rity. Research in this area has been embraced by both academiindustry. For this reason,
security related biometric systems will become larger aondendlynamic. We see the area of soft
biometrics having from now on a solid position in such systeffowards this we will need better
understanding of the component parts of such SBSs, andesponding better understanding of
novel trait classification algorithms, as well as novel wafysombining and analyzing such algo-
rithms. Our aim will be to allow for more efficient SBSs, bud@bevelop a rigorous understanding
of the capabilities and limits of such systems.

Our aim in the future will also be, in addition to developingvel algorithms for SBSs, to also
identify and develop new commercial applications that cameffit by the power of soft biometrics.
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Appendix A

Appendix for Section[3

A.1 Proofs

Proof of Lemmall et ngb denote the estimated category and¥t5,,) denote the probability
that the chosen subject belongs to category indexetl by= 0,1, --- , F'. Then we have

F
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which gives

S|, 1y
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In the abovea) is due to Bayes rulgp) considers that
P(enSo, ¢ = 0) = P(enfSy, ¢ # 0) =1
and that
P(SO> 5 = O)P(err|50> $ = 0)
+ P(S0,6 # 0)P(emSo, ¢ # 0)
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(c) considers thaP’(S,) = ‘—f,' thatP(¢ = ¢|Sy) = 1 — Py, thatP(err|Sy, ¢ # ¢) =1, and that
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and finally(d) considers thay_/_, |Sy| = |S].
]
Proof of Lemmal® et Cr be the total number a¥-tuplesw that introducer” effective feature
categories. Then

B p! N! _
=GR )

where the first tern?pf—!F)! describes the total number of wakscategories can be chosen to host
subjects, the second term/v_!—F)! describes the total number of waysinitial people, out of N

people, can be chosen to fill theBecategories, and where the third teff¥ — describes the total
number of ways thé" effective categories can be freely associated to the/Yest ' subjects.

Finally we note that
Cr

Zz]\;1 Ci
which completes the proof. O

P(F) =

)

Example 14 Consider the case whepe= 9, N = 5, F' = 3. Then the cardinality of the set of all
possibleN-tuples that sparf’ = 3 effective categories, is given by the product of the folhgwi
three terms.
— Thefirsttermigp-(p—1)---(p— F+ 1)) = (,)_L!F)! = 9.8 -7 = 504 which describes
the number of ways one can pick whieh= 3 categories will be filled.
— Having picked thes& = 3 categories, the second term(®& - (N —1)--- (N - F+1)) =
(N%’F)! = 5-4-3 = 60, which describes the number of ways one can place exactly one
subject in each of these picked categories.
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— We are now left wittV — F' = 2 subjects, that can be associated freely to any offthe 3
specific picked categories. Hence the third tern¥%$— = 32 = 9 corresponding to the
cardinality of {1,2,--- , F}V—F,

Proof of LemmalRecall from [3.2R) that
FN—F

P(F) = , A.6
o (p— PN =PI V=i (N = i)l(p —4)!) "0

and note that

SN (N =) —i)) T (p— !

=1
corresponding to th&’th summandi = V), and corresponding to the fact that all summands are
non-negative. As a result
FN—F

PR S o =i =1

Using Stirling’s approximatior@Z] that holds in the agytotically highp setting of interest,
we have

FN—F
(0= FYF(N = F)N T (p— Ny Ve

P(F)< (A7)

and as a result
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In the above we usé to denoteexponential equalitywhere
1
f=p P = - lim 08 f =B (A.9)
p—ee plog p

with <, > being similarly defined. The result immediately follows.
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Appendix B

Appendix to Section4

B.1 Proofs

Proof of Lemm&l6We first note that

P(oy) = e—nD(ew/pllp) _ =5 D(exollop) (B.1)

Olof

where as previously stateB(aw|lp) = > ; ao,slog —>* is the information divergence (also
called the Kullback-Leibler distance) betweay andp. We use= to denote exponential equal-

L . I
ity, i.e., we write f(n) = ¢~ "¢ to denote lim log f(n)

n—00 n

establishingP (a1 |ay), we focus on a specific categofy and look to calculate

= d and<, > are similarly defined. In

P(lsnofl = 2ans | 16y = o). ©2)

i.e., to calculate the probability that pruning introduc%esl,f elements, fronC; to S, given that
there arel’ o,y elements of’'y. Towards this we note that there is a total of

|Cy| = ;aof (B.3)

possible elements i@y which may be categorized, each with probability to belong toC; by
the categorization algorithm. The fraction of such elerséhat are asked to be categorized to
belong toC, is defined by to be
o |S N Cy _ %al,f _ o
PTG TG T any

an event which happens with probability

(B.4)

P(zy) = <13ﬂ0f\ ;Oélf | 1Cy| = ;%f)

= ¢~ |Gl (=s)  (B.5)

where in the abovés (v ¢) = z¢log(=L)+ (1 —xy) log( o 71 is the rate function of the binomial
distribution with parameter; (cf. [E'E@]) Now given that

p

n
Plasja) = [ P (\Smcf\:—al,f 10yl = —aOf) (8.6)
= p p
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we conclude that

log
- hm —logP (a1|evg) = Zao fIf (B.7)
con/p
Finally given thatP(a, 7) = P(cq)P(a]ayg), we conclude that- limy_, oo -2 ey & log Pla,7) =
D(cw|lpp) + X 00, [ (221,
U

Proof of Theoren]2:The proof is direct from thenethod of typesgcf. [@D, which ap-
plies after noting thatV(r)| < n* < €™ V6 > 0, and thatsup,ey () Pa) < P(r) <
V(1) supgey(r) Ple).

O
Proof of Theorerhl3The proof is direct by noting that for ady> 0, then forr > 7, we have
. log n log n
— lim —=P(|S]| > (t+9 —hm —P(|S]| > 1), (B.8)
Jim R P(S| > (7+8)2) > lim R P(S] > )
and similarly forr < 7y we have
. log log n

0

B.2 Confusion matrices and population characteristics foproposed
systems

| | Light eyes| Dark eyes|
Light eyes| 0.9266 0.0734
Dark eyes| 0.0759 0.9238
| pc | 03762 | 0.6238 ]

Table B.1: Confusion matrix related to ‘2e’: 2 eye color gatges

| | No moustache Moustache]

No moustachg 0.8730 0.1270
Moustache 0.2720 0.7280
| pc | 0.7340 0.1623 |

Table B.2: Confusion matrix related to ‘m’: moustache detec

| | No glasses| Glasses

No glasse§ 0.9283 | 0.0717
Glasses 0.0566 | 0.9434

| pc [ 0.0849 | 0.0188]

Table B.3: Confusion matrix related to ‘g": glasses detecti
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| | Blue | Green | Brown [ Black |
Blue 0.75 | 0.1875 0 0.0625
Green | 0.0714| 0.7858| 0.1428 0

Brown | 0.0526 0 0.8948| 0.0526
Black | 0.0455| 0.0455 0 0.909

[pc__ ] 0.3251] 0.0511] 0.2399] 0.3839]

Table B.4: Confusion matrix and population statisticstezleto ‘4e’. 4 eye color categories

No moustachg No moustachg Moustache| No moustacheg
No glasses Glasses No glasses| Glasses
00 01 10 11
00 0.8104 0.0626 0.1179 0.0091
01 0.0494 0.8236 0.0072 0.1198
10 0.2525 0.0195 0.6758 0.0522
11 0.0154 0.2566 0.0412 0.6868
| pC | 0.7340 | 0.1623 | 0.0849 | 0.0188 |

Table B.5: Confusion matrix and population statisticsteglao ‘mg’: moustache - glasses system

light eyes light eyes dark eyes | dark eyes
no moustachg moustache no moustachg moustache
00 01 10 11
00 0.8089 0.1177 0.0641 0.0093
01 0.2520 0.6746 0.0200 0.0534
10 0.0663 0.0096 0.8065 0.1173
11 0.0207 0.0553 0.2513 0.6725
|pc| 03371 | 0.0390 | 05591 | 0.0647 |

Table B.6: Confusion matrix and population statisticsteago ‘2em’: 2 eye color and moustache
classification

light eyes | light eyes| dark eyes| dark eyes

no glasseg glasses | no glassey glasses
00 01 10 11

00 | 0.8602 0.0664 0.0681 0.0053

01 0.0524 0.8741 0.0042 0.0693

10 | 0.0705 0.0054 0.8575 0.0662

11 0.0043 0.0716 0.0523 0.8715

[pc | 03080 | 0.0681 | 0.5109 | 0.1130 |

Table B.7: Confusion matrix and population statistics telato ‘2eg’: 2 eye color and glasses
classification

| T'—' 0... no glasses, 1... glasses

0... no moustache, 1... moustache
0... light eyes, 1... dark eyes

Figure B.1: Category nomenclature for ‘’2emg’
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\ | 000 [ 001 | 010 | 011 | 100 | 101 | 110 | 111 |
000 0.751] 0.058] 0.109] 0.008] 0.059 [ 0.005] 0.009 | 0.001
001 | 0.046 | 0.763| 0.007| 0.111| 0.004 | 0.060| 0.001 | 0.009
010| 0.234| 0.018| 0.626| 0.048 | 0.018 | 0.001| 0.050 | 0.004
011| 0.014| 0.238| 0.038| 0.636 | 0.001| 0.019| 0.003 | 0.050
100 | 0.061| 0.005| 0.009 | 0.001| 0.749 | 0.058| 0.109 | 0.008
101 | 0.004| 0.062| 0.001| 0.009 | 0.046 | 0.761 | 0.007 | 0.111
110 0.019| 0.001| 0.051| 0.004 | 0.233 | 0.018| 0.624 | 0.048
111 0.001| 0.019| 0.003| 0.052| 0.014 | 0.237| 0.038 | 0.634

pc | 0.276] 0.061] 0.032] 0.007] 0.458 | 0.101] 0.053] 0.012]

Table B.8: Confusion matrix and population statisticsteslato ‘2emg’: 2 eye color, moustache
and glasses classification; see Fidurd B.1 for the nomemelat
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Appendix C

Appendix for Section[6

Table C.1: Photograph aesthetic traits, according trait instances

and annotations

Trait x;

Trait instance

x;4. Image format

1:Portrait, 2:Landscape

x;7. Left eye distance to middle
of image or to mass point

1: shorter distance to middle
of image

2: shorter distance to mass
point

x;s. Right eye distance to middle
of image or to mass point

1: shorter distance to middle
of image

2: shorter distance to mass
point

X9 Image Resolution

Normalized from 0 to 1;
Discrete

X23. JPEG quality measure [14] Continuous

x6. Nose distance to middle of 1: shorter distance to middle

image of mass point of image
2: shorter distance to mass
point

X;7. [llumination 0: poor; 0,5: medium; 1:
excellent

x3;. Zoomfactor a/Image Continuous

resolution

X34. Angle of face

Continuous

X35 BIQI (cf. [12][13])

Continuous
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Table C.2: Facial aesthetic traits, according trait instances and annotations

Trait x;

Trait instance

x;. Ratio (Eye height /
head length) f/a

Continuous

x;. Ratio (Head width /
Head length) b/a

Continuous

x;3. Eye make up

0:No make up, 0.5: light make-up, 1:strong make-
up

xy. Face shape

.0,0,0.U

5:2&3,6:1&3, 7:1&2

xs5. Eye Brow shape

1:/2-/\3-/\

x. Fullness of Lips

0:Thin lips, 0.5:medium, 1:full lips

x7. Ratio (from top of head
to nose)/head length
(d+c)/a

Continuous

x;s. Glasses

0:No glasses, 1:glasses

Xy. Lipstick

0:No lipstick, 1:bright lipstick, 2:flashy lipstick

X10. Skin goodness

1:Clear skin, 2:not clear skin (pimples)

x;7. Hair Length / Style

1:Short, 2:shoulder, 3:long, 4:half tied back, 5:tied
back

x;2. Ratio (from top of
head to mouth)/head
length (d+c+e)/a

Continuous

x;3. Ratio (from top of
head to eye/head length)
d/a

Continuous

x;5. Ratio (eye width /
distance between eyes) (h-
i)/(2.i)

Continuous

x16. Ratio (from nose to
chin / eye to nose) (a-d-
c)le

Continuous

X79. Ratio (from top of
head eye / eye to nose) d/c

Continuous

x2;. Expression

1:Smile + teeth, 2:smile, 3:neutral, 4:corner of the
mouth facing down, 5:non of all

x22. Ratio (outside distance
between eyes/ top of the
head to eye) h/d

Continuous

X4 Eyes symmetr

0.93<(left cye width)/(right cye width) <1.06

X»5. Ratio (from eye to
nose / nose to mouth) ¢/e

Continuous

X2s. Skin Color

1,2, 3 (from light to dark)

X29. Ratio (from top of Continuous
head to eye / eye to lip)

d/(cte)

X3. Ratio (eye-nose/head Continuous

width) ¢/b

X32. Eye Color

1:blue, 2:green, 3:brown, 4:black, 5:mix

X;33. Hair Color

1:blond, 2:brown, 3:black, 4:red, S:dark blond

X36. Ratio (from nose to
chin / lips to chin) (a-d-
c)/(a-d-c-e)

Continuous

x37. Ratio (Distance eyes/
head length) g/a

Continuous

Table C.3: Correlation matrix of selected non permanent and

permanent traits, see Table 1 for notations of x,

X X, X3 Xy X5 Xg

X 1 0.317 | 0.308 0.153 0.151 0.161
x; | 0317 1 0.132 0.268 0.034 0.092
x; | 0.308 0.132 1 0.140 0.158 0.108
xy | 0.153 0.268 | 0.140 1 -0.0036 0.122
x5 | 0.151 0.034 | 0.158 | -0.0036 1 0.155
x5 | 0.092 0.092 | 0.108 0.122 0.155 1
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Appendix D

Publications

The featured list spans over all published and to be puldistoteuments of the author. None
of these publications appear in the Bibliography.

Journals

A. Dantcheva and C. Velardo and A. D’Angelo and J.-L. Duget®ag of soft biometrics for
person identification. New trends and challengediiltimedia Tools and Applicationsol.
51, no. 2, pp. 739 - 777, 2011.

A. Dantcheva and J.-L. Dugelay, “Perception of Female F&8=auty based on Anthropometric,
Non Permanent and Acquisition Characteristics,” to be stibch

A. Dantcheva, P. Elia and J. L. Dugelay, “Human-like perssridentification using soft biomet-
rics,” to be submitted.

Conference Papers

A. Dantcheva, J.-L. Dugelay, and P. Elia, “Person recognitising a bag of facial soft biometrics
(BoFSB),in Proc. of IEEE MMSPR010.

A. Dantcheva and J.-L. Dugelay and P. Elia, “Soft biometyisteams: reliability and asymptotic
bounds,’in Proc. of BTAS2010.

A. Dantcheva and N. Erdogmus and J.-L. Dugelay, “On the biig of eye color as a soft
biometric trait,”in Proc. of WACV2011.

A. Dantcheva and J.-L. Dugelay, “Female facial aesthetacssetd on soft biometrics and photo-
quality,” in Proc. of ICME,2011.

A. Dantcheva and J.-L. Dugelay, “Frontal-to-side face destification based on hair, skin and
cloths patches,h Proc. of AVSS2011.

A. Dantcheva, A. Singh, P. Elia, J. L. Dugelay, “Search pngnvideo surveillance systems:
Efficiency-reliability tradeoff,” in Proc. of ICCV Workshop IWITINCVPR, 1st IEEE Work-
shop on Information Theory in Computer Vision and Pattercdgeition in the Interna-
tional Conference on Computer Visidz011.

A. Dantcheva, P. Elia and J. -L. Dugelay, “Gain, reliabibityd complexity measures in biometric
search pruning based on soft biometric categorizatiorpfrstied to ICME 2011.

A. Dantcheva, J. -L. Dugelay, “User Acceptance of Accesstfobbased on Fingerprint, PIN,
Soft Biometrics and Face Recognition,” submitted to ICB201




116 D. PUBLICATIONS

M. Quaret, A. Dantcheva, R. Min, L. Daniel, J. -L. Dugelay, IB-ACE, a biometric face
demonstrator,” ACMMM 2010, ACM Multimedia 2010, October-29, 2010, Firenze, Italy
, pp 1613-1616.

Book Chapter

C. Velardo, J. -L. Dugelay, L. Daniel, A. Dantcheva, N. Erdags, N. Kose, R. Min, X. Zhao,
“Introduction to biometry Book chapter of "Multimedia Imagnd Video Processing™ (2nd
edition); CRC Press; 2011
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Ce travail présente comment les biométries douces peuvent étre utilisées pour
I’identification et la vérification de personnes. Les systémes de biométries douces
présentent I’avantage d’étre non-intrusifs et d’avoir une faible complexité de calcul.
De plus, ils permettent une analyse biométrique rapide et sans-enregistrement
préalable et peuvent employés en I’absence du consentement et de la coopération du
sujet sous surveillance.

Poussés par les potentielles utilisations de la biométrie douce, nous présentons
une analyse statistique de la fiabilité de systémes de biométries douces utilisant
plusieurs traits pour [I’identification des personnes. Nous aborderons tout
particuliérement certains aspects de la conception de systéme de biométrie douce.
On s’intéressera aussi aux caractéristiques statistiques des traits, des instances de
trait et a la taille du groupe d’authentification. Nous analyserons les performances et
les limites de systémes de biométrie douces. Cette analyse nous permettra d’avoir
une meilleure compréhension des erreurs de d’identification qui sont dues aux
interférences ou aux erreurs de classification.

1. Introduction

La biométrie traditionnelle offre une solution naturelle et fiable d’identification
des individus d’ou la croissante utilisation des caractéristiques physiques et
comportementales dans les systémes de sécurité. Cette approche présente I’avantage
d’étre universelle, robuste, permanente et accessible : ¢’est pour ces raisons que les
mécanismes et systémes de sécurité actuels, peu importe leur fonction
(gouvernementale ou commerciale), s’appuie sur au moins une caractéristique
biométrique. Fort de cette constatation, les biométries douces s’inspirent et
complétent les avantages de la biométrie classique.

Le premier systéeme d’identification des personnes basée sur la biométrie fut
introduit au 19eme siécle par Alphonse Bertillon [RHO 56]. Ce systéme utilisait tout
aussi bien les traits tels que la couleur des yeux, des cheveux et de la peau, la forme
et la taille de la téte que les discriminateurs généraux comme la taille, le poids ou
encore des marques indélébile telles que les taches de naissance, les cicatrices et les
tatouages. Ces descripteurs constituent principalement ce qui est connu aujourd’hui
sous I’appellation de biométries douces.

Les traits de la biométrie douce sont des caractéristiques physiques,
comportementales ou externes a I’homme (écharpe, sac) qui peuvent étre classifiées
comme étant conforme a I’homme. A I’inverse de la biométrie classique, ces
catégories sont établies dans le temps par I’expérience humaine afin de différencier
les individus. En d’autres termes les traits de la biométrie douce sont créés de
maniére naturelle et sont utilisés par les personnes afin de caractériser d’autres
personnes.



Les termes biométries légeres [AIL 04], traits sémantiques [SAM 08],
comparaison [KUM 09] et attributs [VAQ 09] sont des descripteurs de traits
associes aux biométries douces.

1.1. Domaines d’application

Les biométries douces sont utilisées soit comme systéme uni-modal c’est-a-dire
en ne classifiant qu’un seul trait soit en combinaison avec d’autres systémes. Nous
pouvons différencier les domaines d’application suivants :

— Fusion avec des traits de la biométrie classique : les systémes de biométrie
douce sont incorporés dans des systémes biométriques multimodaux avec comme
I’objectif d’accroitre la qualité globale. Cette approche a été expérimentée dans [JAI
04] ou les auteurs montrent notamment que 1’utilisation des biométries douces en
plus de ’empreinte digitale permet une amélioration des performances de 5%.

— Elagage de la recherche : les systémes de biométries douces peuvent également
étre employés pour préfiltrer de larges bases de données avec comme objectif
d’augmenter 1’efficacité. Des travaux scientifiques sur 1’usage des biométries douces
a des fins d’élagage sont présentés dans [KUM 08], [KUM 09], [GIV 97], [NEW
95]. Dans [KUM 08], [KUM 09], les auteurs utilisent les attributs tels 1’age, le
genre, les cheveux et la couleur de peau pour la classification faciale tandis [GIV
97], INEW 95] montrent que les attributs tels que 1’age, le genre et la race
permettent d’améliorer les performances de systémes de biométries classiques.

— (Re-) Identification des humains: pour I’identification des humains, les
limitations de la biométrie douce, a savoir la non-permanence et non-unicité, sont
contournées en combinant plusieurs traits. Le concept de sac de biométries douces,
en anglais « Bag of Soft Biometrics » est directement inspire de 1’idée de sac de
mots [WOL 06], [JOA 98] et de sac de caractéristiques [LAZ 06] développée dans le
contexte de ’extraction automatique de texte et de la recherche d’images basée sur
le contenu. Dans le cadre du sac de biométries douces, les éléments du sac sont les
signatures de la biométrie douce extraites de I’apparence visuelle du sujet.

1.2. Travaux connexes

Dans ce paragraphe nous présentons les travaux les plus pertinents des
biométries douces. Cet apergu ne prétend pas étre un état de I’art exhaustif mais
serait plutét une mise en évidence sélective de quelques études scientifiques de la
littérature existante.

La biométrie douce est un domaine de recherche trés récent et les travaux sur le
sujet s’étendent sur domaine de recherche. Les contributions les plus récentes
peuvent étre divisées en trois principaux domaines de recherche :



—Le plus grand comprend 1’étude et 1’identification de trait tout en y associant
des algorithmes de classification et de détection utilisé€s en traitement d’images.

— Le deuxiéme domaine en expansion identifie les scenarios opérationnels pour
les algorithmes mentionnés ci-dessus et fournit des résultats expérimentaux pour ces
scenarios. Ici, ’objectif principal est de réduire le temps de calcul tout en
augmentant I’efficacité du systéme.

—Le troisitme domaine et aussi le moins exploré pour l’instant comprend
notamment 1’étude globale et théorique de I’utilisation des applications des
biométries douces.

Les travaux scientifiques appartenant au premier domaine englobent les
algorithmes de traits tels que ’iris [STA 10] ou les marques faciales [LEE 11]. Pour
une présentation plus large et détaillée sur ces algorithmes, 1’auteur pourra se référer
a [DAN 10a].

Le second domaine peut, a son tour, étre divisé en sous-domaines qui se
différencient les uns des autres par leur maniére d’utiliser les biométries douces. On
distingue notamment le cas ou les biométries douces sont employées comme
systétmes autonomes, comme mécanismes de pré-filtrage ou comme systémes
paralléles. Les applications incluent I’identification continue [NII 10], la vidéo-
surveillance (voir [DEN 10], [FOO 10], [MEL 10]), la vérification de personnes
[PAR 10] et enfin I’identification de personnes [ZEW 04]. Un exemple récent de
systéme d’identification de personnes basé sur les biométries douces consiste en la
recognition faciale dans le tri d’images de catastrophes [CHH 11].

Enfin, le troisiéme domaine inclue 1’étude du placement des biométries douces
dans des applications telles que la criminologie [JAI 11] et la métrologie de
I’homme [ADJ 10].

Les autres applications possibles concernent la capacité de relier les personnes en
se basant sur leurs préférences de traits biométriques, 1’acquisition de propriétés
statistiques d’identificateurs biométriques de groupes de personnes, la modélisation
d’avatar basée sur les caractéristiques faciales instantanées (lunettes, barbe, couleur
des cheveux), I’échantillonnage statistique d’audiences et plusieurs autres domaines.

2. Les biométries douces pour I’identification humaine

Dans cette partie, nous analysons un scenario dans lequel un ensemble de
biométries douces est utilisé pour ’identification des personnes. Nous essayerons de
donner un apercu des facteurs pertinents a la conception et des limitations

Le dispositif d’étude correspond a un scénario général selon lequel un groupe
d’authentification de N personnes est aléatoirement prélevé d’une population plus
large. De ce groupe d’authentification de N personnes, une personne est & son tour
arbitrairement sélectionnée pour authentification et différenciée des autres membres



du groupe. Notons que ce scénario général inclue tout aussi bien les cas de la
vérification de personnes que les cas d’identification. Tout systéme général de
biométries douces effectue la détection en employant A traits de la biométrie douce
(couleur des cheveux, couleur de peau, etc.) ou chaque trait i (avec i=1,2,..., 1) peut
étre subdivisé en instances de traits u; c’est-a-dire que chaque trait i peut prendre
une des valeurs ;. Ainsi, nous dénotons catégorie tout ensemble de A éléments, les
éléments étant ici les instances des différents traits. Soit ®={; ip=1 I’ensemble de p
catégories c’est-a-dire I’ensemble de toutes les p combinaisons d’instances traits de
biométrie douce. Le nombre de catégories p dont est doté le systéme, s’exprime
comme suit

p=T1}oq e [1]

Moyennant un léger abus de langage, nous dirons qu’un sujet appartient a une
catégorie ¢ si ses instances de traits sont un ensemble (de A éléments) appartenant a
la catégorie @. Notons que pour avoir une authentification concluante d’un sujet, et
par conséquent sa différenciation des autres sujets du groupe d’authentification,
nous devons étre dans le cas ou ledit sujet n’appartiendrait pas a la méme catégorie
que les autres membres du groupe d’authentification.

Etant donne un groupe d’authentification spécifique, la régle d’optimisation du
maximum de vraisemblance (MV) de détection de la catégorie la plus probable a
laquelle un sujet appartient s’écrit comme suit :

® = arg maxyeq P(@) P(y/9), (2]

ou y est le vecteur d’observation, P(p) est la fonction de densité de probabilité de
I’ensemble des catégories pour une population donnée et P(y/p) est la probabilité
d’observer y sachant que le sujet appartient a la catégorie ¢. Rappelons au passage
que X5_, P(¢) = 1.

Nous tenons a souligner que tout comme A, ; et p, les paramétres tels que la
taille, les statistiques du groupe d’authentification sont des paramétres importants
pour un systeme de biométrie douce. Dans la suite, nous détaillerons le
fonctionnement du systéme de biométries douces introduit précédemment. L’analyse
qui suit n’est en aucun cas exhaustive et s’attachera notamment a fournir des détails
sur les paramétres tels que :

— La propagation des catégories effectives pour un groupe d’authentification
donné. La propagation est utilisée ici comme une mesure de la convenance de ©
pour I’authentification de sujets d’un certain groupe d’authentification.

— La relation entre N et sa probabilité d’interférence correspondante en fonction
® (la probabilit¢ que deux utilisateurs partagent la méme catégorie et soit
indissociable)

— La probabilité¢ de I’erreur d’authentification due aux interférences doit aussi
étre considérée comme mesure de la fiabilité du systéme.



2.1. Propagation de la catégories @

Nous considérons ici le cas ol un systeme de biométries douces serait congu
pour la distinction parmi p catégories distinctes. Dans le scenario considéré, le
groupe d’identification occupe de fagon arbitraire un petit nombre de catégories ; ces
catégories étant substantiellement corrélées entre-elle. Mettons les problémes de
corrélation pour I’instant et définissons 1’ensemble de catégories effectives @,
comme étant ’ensemble des catégories présentes (c’est-a-dire non vides) dans un
groupe d’authentification spécifique. Dans ce contexte, la cardinalité p, = | @, | est
une mesure qui nous renseigne sur la diversité et les performances du systéme.
Rappelons néanmoins que @, et p, sont des variables aléatoires dont les réalisations
peuvent avec chacune des occurrences du groupe d’authentification.

Afin de mieux comprendre le caractére aléatoire ci-dessus, nous considérons le
cas ou les groupes d’authentification sont tirés d’une population générale qui est un
ensemble de K = 646 sujets pris dans la base de données FERET, avec p = 1152
catégories, correspondant a une densité de probabilité P(¢) illustrée en Figure 1.
Cette densité de probabilité correspond aux traits et instances de traits du systéme
proposé.
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Figure 1. P() correspondant a la distribution de Feret et au systéme proposé

Etant donné la description précédente, Figure 1. decrit I’équation du nombre
moyen de catégories vides :

p— E[pc](N), (3]

en fonction de N et ou I’espérance est effectuée sur différentes réalisations du
groupe d’authentification.
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Figure 2. Nombre moyen de categories vides en function de N (Feret)

Il devient évident que la solution naturelle pour augmenter E[p,] consiste en
augmenter p, ce qui revient naturellement a se poser la question a savoir si
I’augmentation de p devrait se traduire par une augmentation des nombres de traits
ou par une augmentation du nombre d’instances de traits. Nous nous intéresserons a
ce probléme d’allocation de ressources sous 1’hypothése simplificatrice de symétrie
ou y; = y, pour tout i=1,...,A. Avec cette hypothése de symétrie, nous posons

p=pt (4]

c’est-a-dire que p augmente de fagon polynomiale avec p et de fagon exponentielle

. c. . dp d S L
avec A. Une comparaison des deux derlveesd—z ,d—g, permet d’identifier la région

limite de trait d’un systéme de biométrie comme étant la région définie par
A< pulnp [5]

ou p augmente plus rapidement avec A qu’avec p et ou ’accent doit étre mis sur
I’augmentation de A plut6t que de p.

Exemple — Augmentation pratique d’un systéme pour p croissant: Nous proposons la
structure de sac d’un systéme augmenté, systéme dans lequel 1’augmentation des
ressources (amélioration de la résolution des capteurs, augmentation de la capacité
de calcul) peut étre alloué de fagon a aussi inclure une augmentation de 1’ensemble
des traits et d’instances de traits tel que décrite dans Table II et entrainant ainsi des
valeurs de p de 'ordre de quatre-vingt millions et qui conviendrait a diverses
applications.
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Couleur Coule | Coule | Présence | Présence Présence Age Genre
de peau ur des | ur des | de de barbe de
cheve | yeux lunettes moustache
ux
3 8 6 2 2 2 3 2
Maqui | Forme | Formes des | Mésures | Mésures des | Marques et | Longueu
llage de caratéristiques | faciales caractéristiques | grain de | 1 des
visage | du visage du visage beauté du | cheveux
visage
4 3 3 3 6 6 3

Tableau 1. Ensemble augmenté des traits du visage de la biométrie douce et leur nombre
d’instance de traits

2.2. Limites de N pour une probabilité d’interference donnée

Dans cette partie, nous allons notamment décrire la relation entre N et la

probabilit¢ d’interférence correspondante en fonction de ®. Nous définirons
clairement I’événement de collision ou interférence.
Définition: on parle de collision ou interférence lorsque deux ou plusieurs sujets
quelconques appartiennent a la méme catégorie. En parlant d’un sujet précis, nous
dirons qu’un sujet subit une interférence s’il/elle appartient a une catégorie qui
contient aussi des sujets du groupe d’authentification.

Au regard de ceci, nous nous intéressons a deux mesures de probabilité. La
premiére est la probabilité p(N; p) que le groupe d’authentification de taille N,
choisi arbitrairement dune grande population de sujets, soit telle qu’il comporte
deux sujets en collision. Rappelons brievement la relation de p(N; p) et du fameux
paradoxe de I’anniversaire. Pour les autres mesures de la fiabilité du systéme, nous
considérons le cas ou un groupe d’authentification de taille N est aléatoirement
choisi parmi une large population de sujets et ot un sujet quelconque de ce groupe
de ce groupe d’authentification serait en collision avec un autre membre de ce méme
groupe. Nous dénotons cette probabilité q(N) et rappelons également que q(N) <
p(N). Pour résumer, p(N) décrit la probabilité que I’interférence existe, bien qu’elle
puisse induire des erreurs tandis que q(N) décrit la probabilité d’erreur causée par les
interférences.

Exemple: Dans un groupe de 10 sujets p(N) décrit la probabilité que deux sujets
arbitrairement choisis parmi les 10 sujets appartiennent a la méme catégorie ¢y. q(N)
représente la probabilité qu’un sujet particulier entre en interférence avec un ou
plusieurs des 9 sujets restants. La probabilit¢ que n’importe quelle collision se
produise est donc supérieure a la probabilité qu’un sujet précis entre en collision : ce
qui se traduit par q(N) < p(N).
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Nous nous attacherons d’abord a calculer et représenter p(N) sous I’hypothése
simplificatrice d’uniformité statistique des catégories. La forme fermée de
I’expression de cette probabilité est démontrée (voir [DAS 05]) comme étant

1= (1-7) N<p

p(N;p) = [6]
1 N>p
et peut équivalemment étre développée comme suit
) =1-(1-21 _2 e _ A
p(N;p) =1-(1 ,,) (1 ,,) (1 ; )=1 e [7]

Notons que sous I’hypothése d’uniformité, la probabilité p(N;p) ci-dessus
constitue une limite inférieure de cette méme probabilité (ici en absence de
I’hypothése d’uniformité). De maniére équivalente, nous pouvons déterminer la
valeur maximale de N pour une probabilité de collision donnée. Selon 1’expression
en forme fermée, ce calcul s’appuie suit I’approximation suivante

N(N-1)

pW;p) ~1-(22) 8]

issue de [AHM 00] et dont la résolution suivant N donne

N@ip) ~ J2p-in (L) [9]

Ce qui correspond a la valeur de N pour laquelle le systéme aura une probabilité
d’interférence p. A titre d’exemple, pour p = 1152 et p=0.5 on obtiendrait N = 39.
En d’autres termes, étant donné un systéme de biométries douces doté de 1152
catégories, une répartition uniforme des sujets dans ces catégories et la probabilité
de 50% qu’une collision survienne est vérifiée pour tout groupe de 39 sujets.

L’expression en forme fermée de q(N) est la suivante

a(N) =1 - (%)N [4.10]

A titre d’exemple, étant donné p = 1152 et q = 0.5 et toujours sous hypothese
d’uniformité, on a N>700, ce qui, comme on pourrait s’y attendre, est largement
supérieur a sa valeur pessimiste correspondant a p(N, p).

Dans un souci de généralisation, nous nous éloignerons de [’hypothése
d’uniformité afin de considérer un scénario plus réaliste ou la distribution des
catégories provient d’une base de données de la vie courante. Dans ce cas, la
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probabilité que tous les N sujets soient dans des catégories différentes est la somme
des produits des événements de non-collision [AHM 00] :

pP(N; p) = 1= Yaspsmro P@IP(@p) - P(@0), [11]

ou I’indice de sommation correspond aux catégories non-vides selon le groupe
d’authentification. Cette probabilité est schématisée en Figure 3. Cette figure nous
montre que cette probabilité dépasse, bien que ce soit de peu, la probabilité obtenue
sous I’hypothése d’uniformité.

1 T T T

]
=== p(N) tous traits
0.9r| p(N) sans lunettes ¢
= P(N) sans couleur de peau
0.8r| _ p(N) sans couleur cheveux T
s p(N) sans couleur des yeux
06F - , : S
Probabilite 0-°| g .
de collision > L
04r p > - 7;”4,,:‘;'.»*":'1: =1
ay q(N) tous traits
o2l " g(N) sans lunettes
: A q(N) sans couleur de peau
1 £ q(N) sans couleur cheveux
i . q(N) sans couleur des yeux
(of 1 Il L

2 4 6
Nombre de sujets N

12 14

Figure 3. q(N) et p(N) pour une distribution réelle et uniforme

4.2.3. Simulation d’évaluation du systéme dans les interferences sont limitées
par des capteurs de trés hautes resolutions

Dans ce qui suit, nous simulerons la probabilité d’erreur d’identification pour le
scénario d’intérét et sous I’hypothése que les erreurs ne sont dues qu’aux
interférences, c’est-a-dire sous 1’hypothése que les erreurs se produisent si et
seulement si le sujet choisi partage la méme catégorie qu'un autre quelconque sujet
du groupe d’authentification. Ceci correspond au cas ou le systeme de biométries ne
pourrait fournir une authentification concluante. Dans cette simulation, la plus
grande population était constitué de 646 personnes de la base de données FERET et
la simulation a été effectué pour différentes tailles N du groupe d’authentification.
La probabilité d’erreur d’authentification est représentée dans la figure suivante.
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La Figure 3. montre la probabilité de collision lorsque différent traits sont enlevés
comme mesure de I’'importance de chaque trait. La présence de moustache et barbe
semble avoir le moins d’influence sur les résultats de détection tandis que les
couleurs de cheveux et d’yeux ont une grande influence la différenciation des
individus.

3. Probabilité d’erreur totale d’un systéme de biométries douces

Dans le scenario opérationnel décrit ci-dessus, la fiabilité d’un systéme d’un
systeme de biométries douces dépend de la probabilité de fausse identification d’une
personne quelconque de I’ensemble des N personnes.

Dans un tel contexte, la fiabilité du systeme de biométries douces est
généralement liée:

—au nombre de catégories que le systeme peut identifier,

—au degré avec lequel les caractéristiques/catégories représentent 1’ensemble
choisi (de sujets) sur lequel porte 1’identification,

—a N sachant que les valeurs élevées de N reviennent a identifier une personne
parmi de plus larges ensembles de personnes similaires,

—a la robustesse avec laquelle ces catégories peuvent étre détectées.

Nous procédons ici a 1’étude de la probabilité d’erreur générale du systéme de
biométries douces (voir [DAN 11a]), incluant ici en plus des facteurs cités ci-dessus,
les probabilités d’erreur de catégorisation algorithmique. En d’autres termes, nous
examinons la probabilité d’erreur et ce quelque soit la source d’erreur. Rappelons
que les erreurs de notre systéme peuvent dues a une mauvaise classification ou a
I’interférence. Le premier aspect est lié aux statistiques de la population étudiée et le
second au comportement de 1’erreur des différents algorithmes de classification.
Nous

.
p.=[p1, pz,...,pp} [12]

qui définit entierement les statitisques de la population.

En termes d’erreur de comportement, nous regardons le systtme de biométries
douces comme un systéeme capable de classer un sujet de la catégorie ¢; a la
catégorie estimée ¢ ou de classer ledit sujet dans la mauvaise catégorie, voir Figure

3. Nous definissons ci-aprés

gij = P((Z)(v) = goj Ve wi) [13]
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la probabilité que le systéme de biométries douces mette les sujets de la i°™ classe
dans la j*™ classe ¢; (voir Figure 4. pour I’illustration graphique). Plus simplement,
&ij est ’élément de la i°™ ligne et de la ™ colonne de ce que I’on nomme dans la

littérature matrice de confusion et que nous notons E :

&1 1 glp
& & e &
E=| 21 22 2p | [14]
& & e &
L P p2 PP

Toujours en lien avec ces parametres, définissons
e, = 2 & [15]
i=li=f

Pour dénoter la probabilité quun membre de la catégorie ¢ soit mal classe.
Finalement, nous utilisons la notation

e = [51,52,...,5/)} [16]
Catégories Catégories
réelles estimées

Fiabilité du systeme g;;

/VP(/
Mlité du systéme e,

Figure 4. Paramétres de confusion {es}
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Un systéme de biométrie douce de matrice de confusion E et de vecteur d’erreur e
qui opere sur une population dont les statistiques sont données par p a une
probabilité d’erreur Py

P.=pe [17]

4.3.1. Probabilité d’erreur d’un systéme de biométries douces en cas de re-
identification frontale-latérale

Pour quantifier et mieux analyser P,,, nous présentons ici un réel systéme de
biométries douces, de matrice de confusion E, employé sur la population de la base
de données de FERET. Pour cette expérience, nous prenons une fois de plus, un
groupe d’authentification de N sujets. Un sujet de ces N sujets est ensuite
arbitrairement comme sujet-cible de 1’authentification. Nous procédons ensuite a
I’entrainement des algorithmes de classification (voir [DAN 11b]) afin d’extraire un
vecteur de caractéristiques contenant les traits suivants :

Contraste : mesure sur toute 1’image de 1’intensité du contraste entre un pixel et
ses voisins. Le contraste d’une image est lié & sa variance et a son inertic et
s’exprime comme suit :

x =2 li-ifaG i, [18]

i

ou i et j représente le niveau de gris de deux pixels, g se réféere au niveau de gris de

la matrice de co-occurrence. La matrice de co-occurrence décrit la co-occurrence de

niveaux de gris entre deux images : chaque ¢lément (i,j) indiquant alors le nombre

de fois que le pixel de valeur i est horizontalement adjacent au pixel de valeur ;.
Corrélation: mesure la corrélation des pixels voisins et noté

DTS V7 S ((%))
X, = [19]

ou u; et y; représentent, respectivement, les valeurs moyennes des voisinages de i et j
tandis que o; et o; représentent leurs variances respectives.

Energie: La somme des carrés des ¢léments ou moment angulaire d’ordre 2. Une

énergie de 1 correspond a une image de couleur uniforme.

X, = 9(, j)* [20]
i]
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Homogeénéité : mesure de la proximité de la distribution des ¢léments

_~ 9(@,))
% _;1+|i—j| =

— distance: en conjonction avec les informations de couleur et de texture, nous
intégrons une mesure de relation simple en notre classificateur. Cette mesure
s’intéresse a la divergence entre la densité de probabilité de I’intensité des parcelles
relative & un sujet. Autrement dit, nous exprimons les trois relations entre les
differentes intensités du sujet : cheveux—peau, peau—habits et cheveux—habits.
Nous nous attendrions par exemple a avoir une distance plus élevée avec une
personne ayant des cheveux couleur chatain et une peau claire qu’avec une personne
ayant des cheveux blonds et une peau claire. Nous convertissons ensuite les
parcelles en niveau de gris et évaluons trois fois par personne la distance L1 et ce
pour toutes les relations entre les parcelles. Pour deux distributions r et s de
caractéres aléatoires, cette mesure est donnée par :

255

D =|r —s|, = > _|r(k)—s(k)| [22]

k=1

ou k représente un point parmi les 255 points d’intensité pour une image en niveau
de gris.

Un tel vecteur de caractéristiques est extrait de chaque gallérie d’images. Apres
I’étape d’entralnement, nous re-identifions le sujet-cible en faisant correspondre
son/ses vecteurs de caractéristiques avec les vecteurs de caractéristiques des N sujets
fournis par de 1’étape d’entrainement. Dans cette expérimentation, les images de la
gallérie sont des portraits de face de sujets et pour 1’étape de tests, les sujets sont
photographiés de profil.
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Figure 5. Portrait de face et de profil pour un sujet de la galérie avec
correspondance entre les régions d’intérét pour les cheveux, la couleur de peau et la
couleur d’habits.

Cette procédure est répétée afin de moyenner la probabilité d’erreur sur toutes
les itérations pour toutes les valeurs de N. La classification correspondante est
effectuée par I’algorithme AdaBoost et la probabilité d’erreur P, est représentée en
Figure 6.

08—

Subjects N
Figure 6. Probabilité d’erreur P,,. d’un systéme de biométries douces basée le
classificateur a entrées multiples Adaboost

Le systéme de biométrie douce qui booste tous les traits décrits, couleur, texture
et intensité fonctionne pour un scenario ou la différence entre les 2 poses est
d’environ 90 degrés. Notons ici que les algorithmes classiques de reconnaissance
faciale, qu’ils soient holistiques ou basés sur les caractéristiques faciales, sont
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capables de gérer des différences de pose de moins de 15 degrés. Néanmoins le
systetme de biométrie douce présenté a une probabilité d’erreur de 0.1 pour un
groupe d’authentification de 4 sujets, ce qui ne serait pas suffisant pour en faire un
systetme d’identification robuste. Ces performances limitées sont liées a la
corrélation entre traits i.e. couleur de cheveux—couleur de peau ou couleur de
peau—texture de peau (voir [DAN 10b]). Une solution pour améliorer ces
performances consiste en augmenter le nombre de catégories. Dans ce cas, il
faudrait aussi prendre en compte 1’erreur ajoutée et évaluer cette probabilité par
rapport au gain apportée par la nouvelle catégorie.

4. Conclusions

Dans ce chapitre, nous avons exploré I’utilisation de systéme de biométries
douces a plusieurs traits pour 1’identification de personnes. Nous avons notamment
étudié la relation entre le groupe d’authentification, sa taille N, les catégories p et les
catégories effectives @..

Il devient évident que la surveillance affectera de plus en plus nos qualité de vie
et sécurité. Pour cette raison, les systémes de sécurité utilisant les biométries vont
étre de plus dynamiques. Nous voyons le domaine des biométries douces avoir une
position de plus en plus forte dans de tels systémes.

Dans cette optique, nous devons avoir une meilleure compréhension des
composantes telles que les systémes biométries douces sans toute fois négliger la
compréhension d’algorithmes de classification de nouveau traits et de nouvelles
combinaison de ceux-ci. Notre objectif serait d’améliorer 1’efficacité de systémes de
biométries douces tout en développant une compréhension rigoureuse de ces
capacités et limites.
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Abstract

This dissertation studies soft biometrics traits, thepliability in different security and com-
mercial scenarios, as well as related usability aspectplside the emphasis on humtacial soft
biometric traitswhich constitute the set of physical, adhered or behavimaian characteristics
that can partially differentiate, classify and identifynhans. Such traits, which include charac-
teristics like age, gender, skin and eye color, the presehgiasses, moustache or beard, inherit
several advantages such as ease of acquisition, as welbagralrtompatibility with how humans
perceive their surroundings. Specifically, soft biometraits are compatible with the human
process of classifying and recalling our environment, a&@ss which involves constructions of
hierarchical structures of different refined traits.

This thesis explores these traits, and their applicatiogoiih biometric system&BSs), and
specifically focuses on how such systems can achieve diffgreals including database search
pruning, human identification, human re—identification ,amwl a different note, prediction and
guantification of facial aesthetics. Our motivation oragies from the emerging importance of
such applications in our evolving society, as well as from phacticality of such systems. SBSs
generally benefit from the non-intrusive nature of acggisoft biometric traits, and enjoy com-
putational efficiency which in turn allows for fast, enrolntefree and pose—flexible biometric
analysis, even in the absence of consent and cooperatidrelgvolved human subjects. These
benefits render soft biometrics indispensable in apptioatithat involve processing of real life
images and videos.

In terms of security, we focus on three novel functionaited SBSs: pruning the search in
large human databases, human identification, and humattergiication.

With respect tchuman identificatiorwe shed some light on the statistical properties of per-
tinent parameters related to SBSs, such as employed tradt$rait—instances, total categories,
size of authentication groups, spread of effective categ@nd correlation between traits. Further
we introduce and elaborate on the event of interference the event where a subject picked for
identification is indistinguishable from another subjecttie same authentication group.

Focusing onsearch pruning we study the use of soft biometric traits in pre-filteringgka
human image databases, i.e., in pruning a search usingisofetic traits. Motivated by practi-
cal scenarios such as time—constrained human identificetioiometric-based video surveillance
systems, we analyze the stochastic behavior of searchngruover large and unstructured data
sets which are furthermore random and varying, and wherdditian, pruning itself is not fully
reliable but is instead prone to errors. In this stochastitrgy we explore the natural tradeoff that
appears between pruning gain and reliability, and proceduist provide average—case analysis
of the problem and then to study the atypical gain-religbltiehavior, giving insight on how of-
ten pruning might fail to substantially reduce the searcatep Moreover we consider actual soft
biometric systems (nine of them) and the correspondinggoatzation algorithms, and provide a
number of experiments that reveal the behavior of such mstelogether, analysis and exper-
imental results, offer a way to quantify, differentiate aswnpare the presented SBSs and offer
insights on design aspects for improvement of such systems.

With respect tchuman re—identificationve address the problem of pose variability in surveil-
lance videos. Despite recent advances, face-recognilimmitams are still challenged when ap-
plied to the setting of video surveillance systems whickenehtly introduce variations in the pose
of subjects. We seek to provide a recognition algorithm ithapecifically suited to a frontal-to-
side re-identification setting. Deviating from classicairbetric approaches, the proposed method
considers color- and texture- based soft biometric trajiecifically those taken from patches of




hair, skin and clothes. The proposed method and the sifyadiithese patch-based traits are then
validated both analytically and empirically.

Deviating from security related themes, we focus on a cotalyleifferent application: em-
ploying soft biometrics in evaluation démale facial aestheticsThis approach is novel in that,
in the context of female facial aesthetics, it combines Isioftnetrics with previous approaches on
photo quality and beauty assessment. This study helps usdierstand the role of this specific
set of features in affecting the way humans perceive fanialges. Based on the above objec-
tive parameters, we further construct a simple linear meivat suggests modifiable parameters
for aesthetics enhancement, as well as tunes systems thit seek to predict the way humans
perceive facial aesthetics. Moreover using the designedamwee evaluate beauty indices with
respect to aging, facial surgery and females famous for tiesuty. We simulate an automatic
tool for beauty prediction with both realistic accuracy gsiformance.

Remaining in the realm of human perception, we also provickenaparative study of different
access control systems based on fingerprint, PIN, soft lifccee&nd face recognition. Towards
comparing these systems, we design real-life access taomedfaces, each based on the above
mentioned methods, and then proceeded to empirically aeathe degree of usability for each of
these interfaces. Our study is based on the recorded ass#gssof a set of users who rated their
interaction with each interface, in terms of privacy, eabese, user-friendliness, comfort and
interaction time. The results reinforce, from a usabilibirp of view, the employment of novel
biometric authentication methods as viable alternatieethé currently predominant PIN based
methods for access control.

Overall this dissertation has contributed the following:

— identification and introduction of novel applications fwft biometrics, such as human
identification (bag of soft biometrics), re—identificatias well as aesthetics prediction

— development of theoretical framework for SBSs in the aaions: pruning the search and
human identification

— application of the developed theoretical framework omstaxj SBSs

— construction of a novel image processing tool for clas#ifim of soft biometric traits and
employing such a tool in challenging scenarios

— obtaining evidence for the high user friendliness of safiretric based control access
systems.

This work was conducted in part within the European ProjeCTBIO [@] and was

supported in part by the European Commission under corffRIt215372.

Soft Biometrics

Traditional biometrics offer a natural and reliable sadntifor establishing the identity of an
individual, and for this reason, the use of human physicdltahavioral characteristics has been
increasingly adopted in security applications. With tipprmach maintaining various advantages
such as universality, robustness, permanence and adtigssibis not surprising that current
intrusion detection and security mechanisms and systechgli| by default at least one biometric
trait.

Building on this progress, the latest addition of soft bittics builds and adds on the main
advantages of classical biometrics.

The beginnings of soft biometric science were laid by Algd®Bertillon in the 19th century,




who firstly introduced the idea of a person identificationesysbased on biometric, morphological
and anthropometric determinations, 056]. In higrgfBertillon considered traits like
colors of eye, hair, beard and skin; shape and size of the heackll as general discriminators like
height or weight and also indelible marks such as birth maars or tattoos. These descriptors
mainly comprise what is now referred to as the familysoft biometricsa term first introduced
by Jain et aI.b] to describe the set of charactesistiat provide (some) information about
an individual, but that are not generally sufficient for yutlescribing and identifying a person,
mainly due to the lack of distinctiveness and permanencedf fraits. As stated Iat4a],
such soft biometrics traits can be inexpensive to compuwn,be sensed at a distance, do not
require the cooperation of the surveillance subjects, amdbe efficiently used to narrow down
a search for an individual from a large set of people. Along lthes ofsemantic annotation
([|S_G_ND_$] and[LBNJJO]) we here note the human compliance aftsometrics as a main difference
between soft biometrics and classical biometrics - a diffee that renders soft biometrics suitable
for many applications. The termigiht biometricssee in M], similessee in MQ]
andattributessee in ] have been describing traits we associate to soft bigrsetmhe
following definition clarifies what is considered here ag-$fodmetric traits.

Definition: Soft biometric traits are physical, behavioral or adherach&éin characteristics,
classifiable in pre—defined human compliant categoriessd hategories are, unlike in the classi-
cal biometric case, established and time—proven by humperiexice with the aim of differenti-
ating individuals. In other words soft biometric traits areated in a natural way, used by people
to characterize other people.

Our interest in this thesis is in understanding the role sléitbiometrics can play in security
and commercial systems of the future. In brief we begin byi$yiag soft biometric traits that
adhere to the above definition. After an overview of relatextkywe proceed to explore differ-
ent applications that benefit from soft biometric systen33§), focusing on surveillance related
person identification, and on pruning of large surveillarelated searches. We also consider the
specific scenario of applying soft biometrics for human fabito-side re-identification. We then
change gear and deviate from security related applicatmti'e more commercially oriented ap-
plication of employing soft biometrics in quantifying ancegicting female facial aesthetics. The
above approaches are then complemented by a more practioadatic soft biometric classifica-
tion tool that we present. Finally, motivated by human ataeqe issues, we proceed to provide a
usability study relating to soft biometrics.

Achievements of the dissertation

We proceed with an explicit description of the scenarios applications of interest in the
thesis.

Soft biometrics: characteristics, advantages and relatedvork

We illustrate in Tablé]l) a range of facial characteristidsiol accept the definition stated
in for soft biometrics. In a first attempt to differentiatetlveen soft biometric traits we firstly
identify the affiliation toface or accessorycategories. We abuse slightly annotation and include
hair color in the group of facial soft biometrics. The presentraits list is not exhaustive and
will naturally increase with technological progress.Weeheote that even though classicadlg-
cessorieslo not belong to biometrics, the new stated definition cleiadorporates such traits in
the class of soft biometrics. The motivation for includirgg@ssories to soft biometrics lays in the
associated highly descriptiveness and discriminatiorttabates such as clothes color, e.g. “the




person in the red shirt”. Further significant factors forssifying soft biometric traits ardistinc-
tivenessand permanenceDistinctivenesss the strength with which a trait is able to distinguish
between individuals. As an example 'beard’ has a low disitieness, since it can only be applied
to the male part of the population and furthermore posseamdggwo sub—categories (present or
not). This example points out a certain correlation betwaistinctivenessand nature of value
Traits with continuous sub-categories are in general mténdtive than traits with discrete and
moreover binary sub-categories. In this context the difiee betweenature of valueand human
labeling of traits is the following: while hair color has peipally different nuances and is thus of
continuous character, humans tend to discrete labelingadtpt this human approach for devel-
oped soft biometric estimation algorithms, detecting faraple hair color in categories such as
black, blond, brown, rather than RGB values.
Thepermanencef a trait plays a major role for the application for which aSSB employed. As
an example an application, where identification within a dasequired, will accept low perma-
nence traits like age, weight or clothing color (inter vdrarsession observation).
The final subdivisiorsubjective perceptiorefers to the degree of ambiguity associated in identi-
fying or labelling specific soft biometric traits sub-cadeigs. We note the relation of subjective
perception to the nature of value, where an increased anafustbcategories leads to a more
difficult classification. In fact subjectivity lays even imet decision of the nature of value. In other
words, colors for example can be argued to be continuoustaltiee huge variance in nuances
blending into each other, or to be discrete due to the fattciblars can be described by discrete
RGB values.
We note that soft biometrics can be classified by additiospkets such as accuracy and im-
portance, which are deducible from the named classificati@sses, depending on the cause for
specification (e.g. suitability for a specific application)

Characteristics, advantages and limitations

Soft biometrics has carried in some extent the attributeslasfsical biometrics over, as the
general idea of identification management base@ba you ares still being pursuit. The traits
provide weak biometrical information about the individaald correspondingly have inherited the
predicates to beniversal] measurableandacceptable furthermore the trait’s classification algo-
rithm(s) performanceshould be able to meet the application’s requirements. Tertaio degree
also the aspectsmiquenesgpermanencandcircumventiorplay a role for soft biometrics, but are
treated to a greater extent flexible.
Initially, soft biometric traits have been employed to warrdown the search of a database, in or-
der to decrease the computational time for the classicahéioc trait. An additional application
is the fusion of soft biometrics and classical biometrigt$réo increase overall system perfor-
mance. Soft biometrics impart systems substantial adgastathey can be partly derived from
main detected classical biometric identifier, their actjois is non intrusive and does not require
enrolment; training can be performed in advance on indalslout of the specific identification
group. Summarizing soft biometric traits typically are:

— Human compliant: Traits conform with natural human dexdizmn labels.
Computationally efficient: Sensor and computational ireguents are marginal.
Enrolment free: Training of the system is performed offeland without prior knowledge
of the inspected individuals.
Deducible from classical biometrics: Traits can be paitdyived from images captured for
primary (classical) biometric identifier (e.g. eye colarrfr eye images).
— Non intrusive: Data acquisition is user friendly or can biy/fimperceptible.
— Classifiable from a distance: Data acquisition is achievablong range.
— Classifiable pose flexible: Data acquisition is feasildenfia number of poses.




Table 1: Table of soft biometric traits

Soft Biometric Face / Nature e Subijective
trait Accessory  of value Permanence  Distinctiveness perception
Skin color Face Continuous Medium Low Medium
Hair color Face Continuous Medium Medium Medium
Eye color Face Continuous High Medium Medium
Beard Face Binary Low/Medium Low Medium
Moustache Face Binary Low/Medium Low Medium
;aecalzlurements Face Continuous High Medium Medium/High
Facial shapes Face Discrete High High High
Facialfeature ... Continuous High High Medium/High
measurements

Facial feature Face Discrete High High High
shapes

Make—up Face Discrete Low Low Medium
Ethnicity Face Discrete High Medium Medium
Marks Face Discrete High Medium/High Low
Gender Face Binary High Low Low
Age Face Continuous Low/Medium Medium Medium
Glasses Accessory Binary Low/Medium Low Low
Hat Accessory Binary Low Medium Low
Scarf Accessory Binary Low Medium Low




— Not requiring the individual's cooperation: Consent andtdbution from the subject are

generally not needed.

— Preserving human privacy: The stored signatures are llyisanilable to everyone and

serve in this sense privacy.

The plethora or utilities has motivated an increasing nunabeesearch activities related to
soft biometrics. We give an overview of scientific work gamifrom the benefits related to soft
biometrics.

Related workiVe here outline work, pertinent to soft biometrics. Thisrmei@yv does not claim
to be an exhaustive state of the art, but rather a highlightsen on performed scientific studies.

Soft biometrics is a relatively novel topic and related wenifolds over several research fields.
Recent work can be mainly classified in three research fields:

1. The first and largest field includes the study and identiinaof traits and associated image
processing algorithms for classification and detectioruchs

2. The second fast growing field identifies operational seesdor the aforementioned algo-
rithms and provides experimental results for such scesario

3. The third and smallest field comprises of the global andrdtecal investigation of the
employment of soft biometrics applications and relatedistu

Scientific works belonging to the first field cover algorithfostraits such as iris pattern, see
in ], or facial marks, see i09].

The second field can be sub-classified in subgroups whicdtrdiitiate the way soft biometrics
are employed, as stand—alone systems, as pre-filteringamisafs of bigger systems, or as fused
parallel systems. Related scenarios include continuoiireatication 0], video surveillance
see |DFB§§19 , |FDIifld], IMKSl(b], person verificatio4] and moreovergmr iden-
tification [B_llg)]. An interesting recent associated saerfar SBS based person identification is
the recognition of faces in triage images of mass disadigatiins 1].

Finally the third field involves studies on the placementadt biometrics in applications such
as forensic@l] and human metrold@RlO}.

Bag of facial soft biometrics for human identification

We consider the case where a SBS can distinguish betweeroatssts (categories), which
set is large enough to allow for the classification that agsehuman identification. The concept
of person identification based on soft biometrics origisdtethe way humans perform face recog-
nition. Specifically human minds decompose and hierartihisructure complex problems into
fractions and those fractions into further sub-fracticsee [Ley96],[Simd6]. Consequently face
recognition performed by humans is the division of the facedrts, and subsequent classification
of those parts into categories. Those categories can beattf physical, adhered or behavioral
nature and their palette includes colors, shapes or measuts, what we refer to here as soft
biometrics. The key is that each individual can be categdrin terms of such characteristics,
by both humans or by image processing algorithms. Althoegiures such as hair, eye and skin
color, facial hair and shape, or body height and weight,, gdith color and human metrology
are generally non distinctive, a cumulative combinatiosuth features provides an increasingly
refined and explicit description of a human. SBSs for persentification have several advan-
tages over classical biometric systems, as of non intrnes& computational and time efficiency,
human compliance, flexibility in pose- and expressionarae and furthermore an enrolment free
acquirement in the absence of consent and cooperation abiserved person. Soft biometrics
allow for a reduced complexity determination of an identay the same time though, the named




reduced computational complexity comes with restrictionghe size of an authentication group.
It becomes apparent that a measure of performance must gad@#ye classical biometric equal
error rate of the employed detectors and include a diffesadtnew parametrization. Our general
interest here is to provide insightful mathematical arialgs reliability of general soft biometric
systems, as well as to concisely describe the asymptotiaviehof pertinent statistical param-
eters that are identified to directly affect performancebeftl its asymptotic and mathematical
nature, the approach aims to provide simple expressionémayield insight into handling real
life surveillance systems.

We introduce the setting of interest, which correspondbeaeneral scenario where, out of a
large population, an authentication group is randomlyaetéd as a random set ofpeople, out
of which one person is picked for identification (and is difiet from all the other members of
the authentication group). We note that this general saeigconsistent with both, the case of
person verification as well as of identification. A generdt-bmetric system employs detection
that relates to\ soft biometric traits (hair color, skin color, etc), wheeeeh traiti, : = 1,2,..., A,
is subdivided intou; trait instancesi.e., each trait can take one of:; values. We henceforth
denote as category to be amtuple of different trait-instances, and we et= {¢;}"_, define
a set of allp categories, i.e., the set of allcombinations of soft-biometric trait-instances. The
number ofp, that the system is endowed with, is given by

p =10 p; (1)

In this setting we elaborate on pertinent factors, such asetlof the authentication group,
traits, traits instances, overall categories and thegrietations. We then proceed to introduce and
explain the event ofollision, which is of significant character when employing SBSs faspe
identification. event where any two or more subjects belonipé same categoky. Focusing on
a specific subject, we say that this subject experiencedentace if he/she belongs in a category
which also includes other subjects from the authenticagimup. In regards to this, we are inter-
ested in gaining insight on two probability measures. Thet fireasure is the probabilip(n; p)
that the authentication group of size chosen randomly from a large population of subjects, is
such that there exist two subjects within the group thatdmllWe briefly note the relationship of
p(n; p) to the famousirthday paradox For the other measure of system reliability, we consider
the case where an authentication group of size chosen randomly from a large population of
subjects, and where a randomly chosen subject from withinatthentication group, collides
with another member of the same group. We denote this priitlyads (), and note that clearly
q(n) < p(n). To clarify, p(n) describes the probability that interference exists, ebeugh it
might not cause error, whereaén) describes the probability of an interference induced error
Example:In a group ofN subjectsp(n) would describe the probability that any two subjects will
belong to the same categapy. On the other hand(n) reflects the probability that a specific sub-
ject will interfere with one or more of th& — 1 remaining subjects. In the following we provide a
simulation of the probability of identification error, indlsetting of interest, under the assumption
that the errors are due to interference, i.e., under thexgssons that errors only happen if and
only if the chosen subject shares the same category witlh@npérson from the randomly chosen
authentication group. This corresponds to the setting evtiee soft-biometric approach cannot
provide conclusive identification. In the simulation, theger population consisted of 646 people
from the FERET database, and the simulation was run forrdiftesizes n of the authentication
group. The probability of identification error is descriliadhe following figure.

As a measure of the importance of each trait, Figlire 1 desscthie collision probability when
different traits are removed. The presence of moustachéeemd seem to have the least influence
on the detection results, whereas hair and eye color havyadghest impact on distinctiveness.
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Figure 1: Collision probability in an n sized authenticatigroup.

Furthermore we introduce thmumber of effective categorids which we identify as an im-
portant parameter related to collision, and is shown toctlireaffect the overall performance of
an SBS. We analyze the statistical distribution and meah ahd furthermore offer an insight
regarding the bounds of the statistical behavioF'a@ver large populations. These bounds address
the following practical question: if more funds are spemtdds increasing the quality of an SBS,
then what reliability gains do we expect to see?

We examine the influence of algorithmic estimation erroé gime an example on the overall
performance of a realistic SBS. We improve the performayaediudy of the distribution between
population in the overall categories. We then proceed toogie on the human compliant aspect
of soft biometrics in re—identification, hereby specifigalh the quantification of traits and on the
human interaction view of an SBS.

Search pruning in video surveillance systems

We explore then the application using soft-biometric etatategorization-based pruning to
narrow down a large search.

In recent years we have experienced an increasing needitbuse and organize an exponen-
tially expanding volume of images and videos. Crucial tg #ifort is the often computationally
expensive task of algorithmic search for specific elemelatsgal at unknown locations inside large
data sets. To limit computational cost, soft biometricsnprg can be used, to quickly eliminate a
portion of the initial data, an action which is then followlegla more precise and complex search
within the smaller subset of the remaining data. Such pguniethods can substantially speed
up the search, at the risk though of missing the target duéassiéication errors, thus reducing
the overall reliability. We are interested in analyzingstepeed vs. reliability tradeoff, and we
focus on the realistic setting where the search is timetcained and where, as we will see later
on, the environment in which the search takes place is sstichaynamically changing, and can
cause search errors. In our setting a time constrainedbssageks to identify a subject from a
large set of individuals. In this scenario, a set of subjeats be pruned by means of categoriza-
tion that is based on different combinations of soft biomdtaits such as facial color, shapes or
measurements. We clarify that we limit our use of “pruning slearch” to refer to the categoriza-
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Figure 2: System overview.

tion and subsequent elimination of soft biometric-basddgmies, within the context of a search
within large databases (Figuré 2). In the context of thiskyire elimination or filtering our of
the employed categories is based on the soft biometric ctegistics of the subjects. The pruned
database can be subsequently processed by humans or byetriiguch as face recognition.

Towards analyzing the pruning behavior of such SBSs, wediite the concept giruning
gain which describes, as a function of pruning reliability, thaltiplicative reduction of the set
size after pruning. For example a pruning gain of 2 implied ffruning managed to halve the
size of the original set. We provide average case analysiseopruning gain, as a function of
reliability, but also moreover an atypical-case analysifering insight on how often pruning
fails to be sufficiently helpful. In the process we providensointuition through examples on
topics such as, how the system gain-reliability perforneasiaffers with increasing confusability
of categories, or on whether searching for a rare lookingestilbenders the search performance
more sensitive to increases in confusability, than seagcfir common looking subjects.

We then take a more practical approach and present nineatiffeoft biometric systems, and
describe how the employed categorization algorithms (ej@r cletector, glasses and moustache
detector) are applied on a characteristic database of 6gigneWe furthermore provide simula-
tions that reveal the variability and range of the pruningdfiés offered by different SBSs. We
derive concise closed form expressions on the measuresuningrgain and goodput, provide
simulations, as well as derive and simulate aspects rglatirthe complexity costs of different
soft biometric systems of interest.

Frontal-to-side person re-identification

Typically biometric face-recognition algorithms are deped, trained, tested and improved
under the simplifying assumption of frontal-to-frontakgen recognition. Such algorithms though
are challenged when facing scenarios that deviate fromrdir@rig setting, such as for example
in the presence of non-constant viewpoints, including tbatal-to-side scenario. Most person
recognition algorithms, whether holistic or based on fdeiatures, only manage to optimally han-
dle pose differences that are less than aliéutegrees. As a result, a variation in the pose is often
a more dominant factor than a variation of subjects. Thigetspf pose variation comes to the fore
in video surveillance, where a suspect may be picturedyfifsihtal, whereas the corresponding
testimages could be captured from the side, thus introduadimntal-to-side recognition problem

Towards handling this problem, we employ multiple soft batrnts related traits. One of our
tasks here is to get some insight into the significance ofktlests, specifically the significance
of using hair, skin and clothes patches for frontal-to-gieledentification. We are working on
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the color FERET datas@ll] with frontal gallery imaf@sraining, and side (profile) probe
images for testing. Towards achieving re-identificatidmg proposed algorithm first analyzes the
color and furthermore texture of the three patches, sea&§uThen we study the intensity cor-
relations between patches. This analysis is then followetthd construction of a single, stronger
classifier that combines the above measures, to re-idah&fyperson from his or her profile, see
Figure[4.

Figure 3: Frontal / gallery and profile / probe image of a stihj€orresponding ROIs for hair,
skin and clothes color.
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Figure 4: Overall-classifier obtained by boosting colaxtuee and intensity differences.

Deviating from the above security related applicationscaasider then an application closer
to entertainment, and specifically consider the applicabb soft biometrics in analyzing and
guantifying facial aesthetics.

Soft biometrics for quantifying and predicting facial aesthetics

With millions of images appearing daily on Facebook, Pic&dikr, or on different social
and dating sites, photographs are often seen as the cdrtier first and deciding impression of a
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person. At the same time though, human perception of fae&thatics in images is a priori highly
subjective.

We related among others soft biometric traits with this satdye human perception. In the
provided study we quantify insight on how basic measure$earsed to improve photographs for
CVs or for different social and dating websites. This helgsate an objective view on subjective
efforts by experts / journalists when retouching images. Uake the gained objective view to
examine facial aesthetics in terms of aging, facial surgeny a comparison of average females
relatively to selected females known for their beauty. 8jmadly we provide intuition on the
role of features, image quality and facial features, se@rgi@, in human perception. We use
these accumulated conclusions to construct a basic linedehthat predicts attractiveness in
facial photographs using different facial traits as wellimsige properties. We then examine
and validate the designed metric. We employ the developeadarte conduct experiments and
answer questions regarding the beauty index in three cdse$amous attractive females, for
aging females and in case of facial surgery. Finally we pedd® simulate, based on both, the
presented metric, as well as state of the art algorithmiaractes an automatic tool for beauty
prediction.

Figure 5: Example image of the web site HOTorN@T(O.S = 9.8. The white disks represent the
stress points, the red cross the image center.

Practical implementation of soft biometrics classification algorithms

Towards practical implementation of the related conceptsideas we develop a tool (con-
catenation of classification algorithms) for classificataf facial soft biometric traits, where we
specifically emphasize on the most obvious facial idengfi@rimarily mentioned by humans,
when portraying an unknown individual. The constructed i®atreamlined to achieve reliabil-
ity of identification at reduced complexity, and hence f@suen simple yet robust soft-biometric
traits, including hair color, eye color and skin color, adlvas the existence of beard, moustache
and glasses, see Table 2. We then specifically focus on eatraand categorization of eye color,
and present an additional study where we illustrate theanfte of surrounding factors like illu-
mination, eye glasses and sensors on the appearance ofleye co

We create based on those traits a bag of six facial soft biicegsee Figurél6, for which
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Table 2: Table of Facial soft biometric traits

SB trait Algorithm Database

Skin color Deduced from [KMB] FERET
Hair color  Deduced from [ZSHO08] FERET

Eye color Own developed UBIRIS2
Beard Own developed FERET
Moustache Own developed FERET

Glasses  Deduced from [JBABOO] FERET

Face and features ROl extraction Outliers
detector elimination

|H - py|>2-0 H
IS —s1:|> 205 S
[V7M|> 2-0y

Figure 6: ROI for the set of facial soft biometrics. Outlidteiing was a function of the standard
deviationo and the mean for each of the H,S and V parameters.

estimation algorithms are featured, along with the relaguerimental results. We then proceed
to focus on eye color as a soft biometric trait and examinewdonaatic eye color classifier in
challenging conditions, such as changing illuminatiomspnce of glasses and camera sensors.

User acceptance study relating to soft biometrics

Finally we conclude with a usability study that verifies tts=uacceptance of SBSs, specifi-
cally when compared to existing PIN or fingerprint accesgrobsystems.

The pervasiveness of biometric systems, and the corresmpgrbwth of the biometric market
see [[_u_aal.p_ia], has successfully capitalized on the strefgtbmetric-based methods in accurately
and effectively identifying individuals. As a result, medestate-of-the-art intrusion detection and
security systems include by default at least one biometait it is the case though that little em-
phasis has been given to better understanding user-ancemad user-preference regarding such
systems. Existing usability related works, such a@iﬂhd ], focus on establish-
ing functional issues in existing ATM machines, or on studythe influence of user interaction
on the performance of fingerprint based systems (see [KE)IIa:hb] interfaces (se09]).
Other interesting works (seb |usah1b|, |Cb05|, CJMROQ]‘)aIyze possible methods that im-
prove interface design. Our emphasis here is on providisigl on the attitudes and experiences
of users towards novel and emerging biometric verificati@thods, and to explore whether such
novel biometric technologies can be, in terms of user aecept valid alternatives to existing
prevalent PIN based systems. Our focus, in addition to denisig the traditional PIN-based
method, is to explore the usability aspects of systems basedassical biometrics such as fin-
gerprint and face recognition, and to then proceed to stidysability of systems based on the
emerging class of soft-biometric methods. Our evaluat®ohased on having the users rate and
rank their experiences with different access methods.
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We briefly describe the user test setting, as well as the tondiand the performed test pro-
cedures. We then proceed to elaborate on the chosen véuificaethods and on the designed
interfaces. We present the results obtained from the usdy,sh terms of evaluation and quan-
tification of the different usability measurement charesties. We provide the user test outcomes
of direct comparisons between the four presented methaodallyrwe draw connections to other
significant traits such as cost efficiency, accuracy andgssing speed, see Figlile 7.

FP

Users capacity ¢~ W Accuracy

«sesses Face

- PIN

Processing'-... ol
Speed

Figure 7: Comparison of fingerprint (FP), face recognitiod &N based access control systems.

We finally note that this dissertation is supported by ddfeérjournal and conference publica-
tions, which are not cited throughout the thesis, but whighliated in full in Appendix??.

Future Work

It is becoming apparent that surveillance will increagirafifect our quality of life and secu-
rity. Research in this area has been embraced by both academiindustry. For this reason,
security related biometric systems will become larger aondendlynamic. We see the area of soft
biometrics having from now on a solid position in such systeffowards this we will need better
understanding of the component parts of such SBSs, andesponding better understanding of
novel trait classification algorithms, as well as novel wafysombining and analyzing such algo-
rithms. Our aim will be to allow for more efficient SBSs, bud@bevelop a rigorous understanding
of the capabilities and limits of such systems.

Our aim in the future will also be, in addition to developingvel algorithms for SBSs, to also
identify and develop new commercial applications that cameffit by the power of soft biometrics.
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Chapter 1

Publications

The featured list spans over all published and to be puldistoteuments of the author. None
of these publications appear in the Bibliography.

Journals

A. Dantcheva and C. Velardo and A. D’Angelo and J.-L. Duget®ag of soft biometrics for
person identification. New trends and challengediiltimedia Tools and Applicationsol.
51, no. 2, pp. 739 - 777, 2011.

A. Dantcheva and J.-L. Dugelay, “Perception of Female F&8=auty based on Anthropometric,
Non Permanent and Acquisition Characteristics,” to be stibch

A. Dantcheva, P. Elia and J. L. Dugelay, “Human-like perssridentification using soft biomet-
rics,” to be submitted.

Conference Papers

A. Dantcheva, J.-L. Dugelay, and P. Elia, “Person recognitising a bag of facial soft biometrics
(BoFSB),in Proc. of IEEE MMSPR010.

A. Dantcheva and J.-L. Dugelay and P. Elia, “Soft biometyisteams: reliability and asymptotic
bounds,’in Proc. of BTAS2010.

A. Dantcheva and N. Erdogmus and J.-L. Dugelay, “On the biig of eye color as a soft
biometric trait,”in Proc. of WACV2011.

A. Dantcheva and J.-L. Dugelay, “Female facial aesthetacssetd on soft biometrics and photo-
quality,” in Proc. of ICME,2011.

A. Dantcheva and J.-L. Dugelay, “Frontal-to-side face destification based on hair, skin and
cloths patches,h Proc. of AVSS2011.

A. Dantcheva, A. Singh, P. Elia, J. L. Dugelay, “Search pngnvideo surveillance systems:
Efficiency-reliability tradeoff,” in Proc. of ICCV Workshop IWITINCVPR, 1st IEEE Work-
shop on Information Theory in Computer Vision and Pattercdgeition in the Interna-
tional Conference on Computer Visidz011.

A. Dantcheva, P. Elia and J. -L. Dugelay, “Gain, reliabibityd complexity measures in biometric
search pruning based on soft biometric categorizatiorpfrstied to ICME 2011.

A. Dantcheva, J. -L. Dugelay, “User Acceptance of Accesstfobbased on Fingerprint, PIN,
Soft Biometrics and Face Recognition,” submitted to ICB201
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M. Quaret, A. Dantcheva, R. Min, L. Daniel, J. -L. Dugelay, IB-ACE, a biometric face
demonstrator,” ACMMM 2010, ACM Multimedia 2010, October-29, 2010, Firenze, Italy
, pp 1613-1616.

Book Chapter

C. Velardo, J. -L. Dugelay, L. Daniel, A. Dantcheva, N. Erdags, N. Kose, R. Min, X. Zhao,
“Introduction to biometry Book chapter of "Multimedia Imagnd Video Processing™ (2nd
edition); CRC Press; 2011
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BIOMETRIES FACIALES DOUCES

METHODES, APPLICATIONS ET SOLUTIONS

Antitza DANTCHEVA

Cette thése s’intéresse aux biométries dites douces, et notamment a leurs utilisations en termes de
sécurité, dans le cadre de différents scénarii commerciaux, incluant des aspects usage. L'accent sera ainsi
porté sur les caractéristiques faciales qui constituent un jeu de traits significatifs de I’apparence physique
mais aussi comportementale de I’utilisateur permettant de différencier, classer et identifier les individus.

Ces traits, qui sont I'age, le sexe, les cheveux, la peau et la couleur des yeux, mais aussi la présence de
lunettes, de moustache ou de barbe, comportent plusieurs avantages notamment la facilité avec laquelle ils
peuvent étre acquis, mais également du fait qu’ils correspondent a la fagon dont les &tres humains
pergoivent leurs environnements.

Plus précisément, les traits issus de la biométrie douce sont compatibles avec la manieére dont [’humain
tend a catégoriser son entourage, une démarche impliquant une structuration hiérarchique des différents
traits.

Cette thése explore ces différents traits et leurs applications dans les systémes de biométries douces
(SBS), et met ’accent sur la maniére dont de tels systemes peuvent atteindre des buts différents, y
compris la recherche accélérée dans des bases de données, l'identification et la ré-identification
d’individus, mais également la prédiction et la quantification de l'esthétique d’un visage. Ce travail est
motivé notamment par l'importance croissante de ces applications dans notre société en constante
évolution, mais aussi par le coté peu contraignant du systeme. En effet, les SBS sont généralement non-
intrusifs, et nécessitent le plus souvent de faibles temps de calculs, permettant ainsi une analyse
biométrique rapide, sans imposer obligatoirement ’accord et la coopération de I’individu. Ces atouts
rendent la biométrie douce indispensable dans les applications qui ont besoin de traitement d'images ou de
vidéos en temps réel.
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