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par les modèles utilisateur et par la structure des données

Directeur de thèse : Mihai DATCU
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T H È S E

pour obtenir le grade de docteur délivré par
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Résumé

Nous nous sommes intéressés au problème de l’extraction d’information dans des images
(Image Information Mining IIM) pour Mieux comprendre et exploiter des données en
provenance du high resolution Synthetic Aperture Radar (SAR) les avancements dans ce
champ de recherche contribuent à l’élaboration d’outils d’exploration interactive et l’ex-
traction du contenu de l’image Dans ce contexte , analyser et évaluer les modèles d’image
et méthodes d’extraction d’information adéquats selon les conjectures de l’utilisateur,
constituent des problèmes difficiles. Notre travail contribue avec des solutions pour la
modélisation de SAR de haute résolution et pour l’estimation du contenu en utilisant
une approche d’évaluation pilotés par les données (data-driven), et avec la conception
de scénarios pour l’extraction d’information dans des images en y associant l’utilisateur
et ses conjectures, réalisée par une approche d’évaluation axée sur l’utilisateur.

Pour représenter les données et pour permettre l’extraction de l’information, nous
nous concentrons sur les propriétés des images à haute résolution SAR et comment les
modèles stochastiques peuvent représenter et caractériser le contenu de l’image après
une étape d’estimation des paramètres. Nous réalisons une évaluation et une valida-
tion guidée par les données des méthodes d’extraction automatique d’informations pour
des scènes en haute résolution SAR basée sur le modèle Gibbs Random Field (GRF).
Plus précisément, des modèles Gauss Markov Random Field (GMRF) et Auto-binomial
(ABM) sont mis en place dans les méthodes d’extraction d’information suite aux deux
niveaux d’inférence bayésienne : ajustement du modèle et sélection du modèle. Les deux
méthodes donnent comme résultat une image sans tache (speckle-free) et ses paramètres
de la structure. Afin d’évaluer la qualité de ces méthodes, nous réalisons des tests de
détection sur des classes telles que les villes, la végétation et des plans d’eau ; en uti-
lisant des paramètres qualitatifs spécifiques pour quantifier la qualité de l’enlèvement
de la tâche (speckle) La précision de la modélisation et la caractérisation du contenu de
l’image sont déterminées en utilisant des classifications supervisées et non supervisées,
et les matrices de confusion. Nous concluons que les deux méthodes améliorent l’image
pendant le processus de nettoyage de l’image. Le modèle GMRF est plus approprié pour
les scènes naturelles et le modèle ABM pour les structures artificielles (man-made). Tou-
tefois, l’évaluation des méthodes d’extraction d’information ne suffit pas pour une va-
lidation complète de systèmes de type IIM, parce que nous devons nous adapter aux
conjectures de l’utilisateur en créant des scénarios de validation et en évaluant le degré de
satisfaction des utilisateurs ainsi comme l’efficacité du processus de récupération. Nous
concevons et générons deux cas d’étude, qui reflètent les besoins des utilisateurs dans la
résolution rapide d’applications de cartographie.

L’utilisateur final est inclus dans la méthode d’évaluation en créant deux scénarios
d’évaluation dans le cadre de la surveillance des catastrophes : détection des déversements
de pétrole et d’inondation. Les scénarios sont effectués en utilisant des produits Scan-
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SAR et High Resolution Spotlight TerraSAR-X, respectivement. Les métriques quantita-
tives comme la précision et le rappel (recall) sont utilisés comme facteurs de qualité Afin
d’avoir des mesures sur le degré de satisfaction des utilisateurs, un groupe d’évaluateurs
sont invités à classer de façon qualitative les résultats récupérés. Nous concluons que
l’efficacité du processus de récupération est supérieure à 80 pour cent et le degré de sa-
tisfaction des utilisateurs est bonne pour les deux scénarios.
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Abstract

We are concerned in this thesis by the problem of Image Information Mining (IIM) for
exploitation and understanding of high resolution Synthetic Aperture Radar (SAR) data.
Advances in this field of research contribute to the elaboration of tools for interactive
exploration and extraction of the image content. In this context, analyzing and evalua-
ting adequate image models and image information extraction methods according to
user conjectures, constitute challenging issues. Our work contributes with solutions to
high resolution SAR modeling and content estimation with a data-driven evaluation ap-
proach, and with the design of image mining scenarios by involving the user and his
conjectures, achieved through an user-driven evaluation approach.

To represent the data and to allow extracting the information, we focus on the pro-
perties of high resolution SAR images and how the stochastic models can represent and
characterize the image content through a parameter estimation step. We perform a data-
driven evaluation and validation of automatic information extraction methods for high
resolution SAR scenes based on Gibbs Random Field (GRF) models. Specifically, Gauss
Markov Random Field (GMRF) and Auto-binomial (ABM) models are implemented in
information extraction methods following the two levels of Bayesian inference : model
fitting and model selection. Both methods provide as results the speckle-free image and
its structure parameters. In order to assess the quality of these methods, we perform
detection tests on classes such as cities, vegetation, and water bodies ; using specific qua-
litative metrics to quantify the quality of speckle removal. The accuracy of modelling and
characterization of the image content are determined using both supervised and unsu-
pervised classifications, and confusion matrices. We conclude that both methods enhance
the image during the despeckling process. The GMRF model is more suitable for natural
scenes and the ABM model for man-made structures. However, evaluating the informa-
tion extraction methods is not enough for a complete validation of IIM systems, as we
need to adapt to the user conjectures by designing validation scenarios and assessing the
user satisfaction degree as well as the effectiveness of the retrieval process. We design
and generate two study cases, which reflect the user needs in solving rapid mapping ap-
plications. The end-user is included in the loop in the user-driven evaluation approach
by creating the two evaluation scenarios in the framework of disaster monitoring : oil
spill and flood detection. The scenarios are carried out using ScanSAR and High Reso-
lution Spotlight TerraSAR-X products, respectively. Quantitative metrics such precision
and recall are used as figures of merit. In order to have measurements about the user
satisfaction degree, a group of evaluators are asked to qualitatively rank the retrieved
results. We conclude that the effectiveness of the retrieval process is more than 80 percent
and the degree of user satisfaction is good for both scenarios.
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Bref Rapport

Des images de Radar à ouverture synthétique (SAR) ont été utilisées dans un grand
nombre d’applications dans différents domaines tels que la télédétection, reconnaissance
automatique de cible, de recherche et sauvetage, de détection des mines, car un capteur
SAR a un certain nombre d’avantages par rapport aux systèmes optiques comme pour
par exemple, le radar est indépendante de toute illumination par le soleil, peut fonction-
ner pendant la journée et la nuit, le radar ne dépend pas des conditions météorologiques
telles que la couverture nuageuse. Ainsi, les acquisitions d’image peut être prévue pour
toute heure et zone. Aujourd’hui, l’analyse des images spatiales SAR à haute résolution
avec un maximum de résolution spatiale de 1 mètre est devenue possible avec l’avènement
des missions allemandes, italiennes et canadiennes et leur distribution ultérieure des
données. Par exemple, comparativement aux précédentes missions avec une résolution
beaucoup plus bas, mission de l’allemand TerraSAR-X fournit des images haute résolution
SAR contenant une quantité accrue de détails et le contenu des informations. Ce genre
d’images vous offre la possibilité de détecter de nouvelles structures (créés par l’homme),
les petits objets, etc. Cependant, l’analyse automatique du contenu d’image est plus
difficile en raison de l’énorme quantité de contenu de l’information et de la nature des
données SAR à savoir chatoiement, la géométrie, la rétrodiffusion, etc En conséquence,
afin de profiter de l’interprétation automatique des images SAR à haute résolution est
nécessaire de s’appuyer sur les approches appropriées qui suppriment automatiquement
le chatoiement conservant les détails et en extraire le contenu informationnel. En par-
allèle, l’acquisition continue croissante d’imagerie de observation de la Terre (EO) (par
exemple optiques et SAR) ont motivé à développer des méthodes sophistiquées, des al-
gorithmes et des systèmes afin de gérer avec le montant de ces données. Généralement,
les images sont stockées dans des dépôts de grande envergure pour lesquels l’accès au
contenu des informations d’image, en comparaison avec autres types de données, est
plus compliqué, résidant principalement dans l’énorme volume de données et le con-
tenu riche en informations. Par conséquent, Image Information Mining a surgi comme
nouveau champ d’étude afin d’aider les utilisateurs à traiter les collections image de
grande taille en accédant et en extrayant automatiquement leur contenu, permettant
l’interrogation et l’exploitation des informations pertinentes, et compléter les connais-
sances sur les modèles cachés dans les images. En général, ces systèmes sont basés sur
l’approche Content-Based Image Retrieval (CBIR) et comportent des composants afin
d’en extraire les informations pertinentes à partir des images (fonctions primitives), pour
générer des fichiers de classe par le regroupement des fonctions primitives en grappes, et
de rechercher de manière interactive le contenu de l’image à travers de l’interface utilisa-
teur graphique (GUI) qui permet la communication homme-machine. Par exemple, dans
notre cas précis, le système basé sur connaissances pour l’extraction d’information de
l’image (KIM) est intégré au segment du sol de TerraSAR-X, en permettant de stocker les
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images EO et d’exploiter le contenu de l’image automatiquement en appliquant diverses
méthodes d’extraction d’information et la création de différents scénarios d’application
en fonction des intérêts des utilisateurs et propose à des portées différentes.

Afin d’exploiter l’imagerie EO, au fil des années, de nombreuses techniques ont été
proposées dans les méthodes d’extraction de caractéristiques qui peuvent être incorporés
dans les systèmes d’extraction automatique de contenu. Toutefois, afin d’améliorer ces
techniques et systèmes est nécessaire de s’appuyer sur des stratégies d’évaluation qui
soit d’exposer les aspects qui doivent être améliorées ou soit d’exposer la nécessité de
nouvelles méthodes. Par ailleurs, l’évaluation donne un feedback sur les performances
du système permettant de découvrir les forces et les faiblesses du système. Ce sont les
raisons pour lesquelles cette thèse est orientée vers l’évaluation des IIM et des méthodes
d’extraction des caractéristiques pour des images de grande résolution SAR. Ce travail
est organisé en deux sections principales, la première présente l’évaluation des données
axées sur des méthodes d’extraction de l’information alors que la deuxième présente
l’évaluation axée sur l’utilisateur des systèmes d’IIM.

Évaluation guidé par les données des méthodes
d’extraction d’information SAR

Dans cette section, nous proposons des méthodes automatisées qu’il peut extraire et
d’interpréter les informations contenues dans des images SAR haute résolution réelles.
Le contenu informationnel image est extraite à l’aide du modèle basé sur des méthodes
basées sur des modèles de Gibbs Random Fields combinée avec une approche d’inférence
bayésienne. L’approche améliore l’adaptation locale en utilisant un modèle antérieur,
qui apprend de la structure de l’image, il permet le déchatoiement avec une perte min-
imale de résolution et d’estimer simultanément la description locale des structures. De
ces nous pouvons obtenir la détection, la classification et la reconnaissance du contenu
des images. Dans ce contexte, cette section évalue le déchatoiement bayésienne et les
méthodes d’extraction des informations basées sur Gauss Markov et Auto-binomiale de
Gibbs Random Fields avec application aux données TerraSAR-X. La première méthode
évaluée, nommée ici MAP-GMRF, utilise un Gauss Markov Field (GMRF) comme modèle
avant afin de préserver la texture (Walessa et Datcu, 2000). La deuxième méthode utilise
un modèle d’auto-binomiale (ABM) en tant que préalable (Hebar et al., 2009). Il est men-
tionné comme MAP-ABM dans ce travail. Les deux méthodes sont basées sur une esti-
mation maximale a posteriori, et le cadre de maximisation des preuves. L’objectif global
de cette section est d’effectuer une évaluation comparative des deux déchatoiement et
les méthodes l’extraction des informations des des images SAR. Plusieurs quantités qui
peuvent être considérées comme des mesures objectives sont proposées pour évaluer
la qualité du processus de déchatoiement. L’extraction de l’information est exprimée
comme un problème d’estimation de paramètres (Datcu et al., 1998), où l’évaluation porte
sur la détermination de la robustesse de l’extraction de texture utilisant des classifications
supervisé et non supervisé, qui nous donnent des indices pour décider quel modèle doit
être utilisé en respectant les type de structure de l’image SAR à extraire. L’évaluation
est réalisée en utilisant deux types de données 1) Données simulées ou synthétiques
générées par un modèle connu avant (GMRF ou ABM), et ses paramètres respectifs pour
les données, et un modèle de probabilité pour speckle (distribution Gamma). 2) les im-
ages de TerraSAR-X en tant que données de SAR réel, qui suivent une distribution de
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chatoiement connue, nous permettant ainsi de prouver à quel point le modèle a priori
s’adapte aux données. L’évaluation vise à répondre à la question: Comment pourrait
ainsi le modèle expliquer la nature des données?

Description des méthodes des SAR d’extraction d’information basé sur modèle

Le chatoiement dans les images SAR est modélisée comme un bruit multiplicatif (Touzi,
2002) représentant une des images SAR comme suit

y = x · z, (1)

où y représente une image SAR, x désigne un idéal d’image sans bruit , et z représente
le chatoiement, qui est modélisée comme unité de distribution moyenne Gamma (Good-
man, 1975; Oliver and Quegan, 1998).

La fonction de densité de probabilité (pdf) pour la probabilité de l’intensité de la
racine carrée de (1) est bien approchée par une distribution Gamma (Oliver and Que-
gan, 1998) donnée par

p(ys|xs) = 2

(
ys
xs

)2L−1 LL

xsΓ(L)
exp

(
−L

(
ys
xs

)2
)
, (2)

où ys est le pixel de l’image SAR, xs représente le pixel sans bruit, Γ(.) désigne la fonc-
tion Gamma, et L est le nombre de regards de l’image SAR. Lorsque le chatoiement est
entièrement développé au sein de l’image SAR, L est égal à 1. Regards multiples peuvent
être générés en faisant la moyenne de la résolution sur l’azimut ou la plage de l’image, ce
qui dégrade la résolution spatiale, mais réduit le chatoiement (De Vries, 1998). Le terme
Nombre équivalent de Looks (ENL) est utilisée pour estimer le nombre de L regards, et est
défini comme le nombre de valeurs d’intensité moyenne indépendante par pixel (Oliver
and Quegan, 1998), qui est exprimée en

ENL =
(mean)2

variance
, (3)

sur une zone homogène.

Approche bayésienne

L’approche d’inférence bayésienne dans le domaine du traitement de l’image a été présentée
dans (Datcu et al., 1998). L’idée d’une méthode bayésienne basée sur l’extraction déchatoiement
et l’information est de trouver un modèle a priori, qui se rapproche ainsi de la distribu-
tion de l’image, et un modèle de vraisemblance, qui estime le chatoiement de l’image
SAR, afin d’obtenir le pdf postérieur. Les deux niveaux d’inférence sont ajustement du
modèle (l’estimation des paramètres) et la sélection du modèle. Le cadre de maximisation
des preuves et le maximum a posteriori (MAP) estimateur sont utilisés afin de trouver les
meilleurs paramètres du modèle. L’inférence bayésienne est donnée par le théorème de
Bayes comme suit

p(x|y,θ) = p(y|x,θ)p(x|θ)
p(y|θ)

, (4)
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où x est l’image sans bruit, y représente l’image SAR, et θ tient pour les paramètres
inconnus du modèle. Le pdf conditionnelle notée p(x|y,θ) indique le pdf postérieure,
qui signifie l’image idéale sans bruit,p(y|x,θ) représente la probabilité pdf,p(x|θ) désigne
l’avant pdf, et p(y|θ) est le terme preuve, qui agit comme une constante de normalisation
dans le premier niveau d’inférence.

Selon l’inférence bayésienne le premier niveau est utilisé pour modéliser au mieux les
données SAR, l’estimation du MAP de l’image sans bruit, ce qui est exprimé par le pdf
postérieur et est obtenue en utilisant la probabilité et les fonctions antérieures en même
temps, comme suit

x̂(y) = argmax
x

p(y|x,θ)p(x|θ), (5)

où x̂ représente l’image despeckled. L’inférence bayésienne de second ordre permet
d’estimer le paramètre θ en utilisant la maximisation des preuves.

p(y|θ) =
∫

p(y|x)p(x|θ)dx. (6)

Cette preuve caractérise la façon dont les données estimées aptes à l’original. En
sélectionnant le meilleur modèle, et en tenant compte la vraisemblance du chatoiement,
la solution peut être trouvée en maximisant les preuves en fonction de θ présentés dans
(6).

Maximum a Posteriori de déchatoiement en utilisant Gauss Markov Random Field
(MAPGMRF) et la maximisation des preuves

le cadre de l’estimation d’un maximum a posteriori (MAP) et de maximisation des preuves
a été proposée dans (Walessa and Datcu, 2000) en utilisant le modèle basé sur l’extraction
d’information et de déchatoiement au moyen d’un modèle Markov Gauss Random Field
( GMRF). Il utilise l’approche bayésienne en profitant du premier niveau d’inférence
bayésienne pour obtenir une estimation MAP de l’image despeckled. Cette méthode
utilise comme vraisemblance (2) et comme préalable, un modèle GMRF, qui nous permet
de préserver et de caractériser la texture. Elle est donnée par

p(xs|θ) =
1√
2πσ2

exp

(
−
(
xs − µs

)2
2σ2

)
, (7)

où xs représente le pixel à être évalué au site s, σ2 indique la variance, et µs est donnée
par

µs =
∑
k∈Ωs

bk · (xk + x′k), (8)

où θ = [bk] with k = 1, 2..p peut être noté comme le modèle du vecteur de paramètre
décrivant l’information de texture, p est le total des éléments p, et θ est le système de
voisinage autour du pixel central Ωs. La complexité de la méthode est déterminée par
la taille du système de quartier, donné par l’ordre du modèle (Chellappa and Chatterjee,
1985).
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Estimation MAP (5) de l’image sans bruit est obtenue en trouvant le produit de la
probabilité (2) et avant (7) comme suit

∂

∂xs
log p(xs|ys) =

∂

∂xs
log

[
2
( ys
xs

)2L−1 LL

xsΓ(L)
exp

(
− L

( ys
xs

)2)]

+
∂

∂xs
log

[
1√
2πσ2

exp

(
−
(
xs − µs

)2
2σ2

)]
,

(9)

où la solution pour (9) est fourni en définissant la dérivée première du logarithme postérieure
à zéro. Par conséquent, un polynôme de quatrième ordre est obtenu avec quatre solu-
tions, comme suit:

x4s − x3sµs + 2Lσ2x2s − 2Lσ2y2s = 0. (10)

Une solution valable pour xMAP
s doit être un valeur réel et positive et peut être trouvé par

l’étude d’un cas s des quatre possibles à valeurs complexes des racines, à l’aide de l’ICM
(Iterative modes conditionnels) (Besag, 1986), (Winkler, 1995) algorithme pour parvenir
à une convergence de la méthode (Walessa, 2001). Cette convergence est atteinte après 5
itérations en moyenne, par conséquent, le calcul de l’ICM à l’est limité à 10 itérations.

L’estimation du paramètre θ est déterminé en utilisant la maximisation des preuves
en fonction de θ, telle que donnée par (6), dans le deuxième niveau de l’inférence bayésienne.
En raison de la complexité de l’intégrale ne peut pas être calculé analytiquement, par
conséquent, plusieurs approximations doivent être faites (Walessa and Datcu, 2000):

1. L’intégrale (6) se compose des variables aléatoires mutuellement indépendantes,
brisant le pdf joint dans les produits de ses composants.

2. Le pdf multidimensionnelle est approché par une gaussienne multivariée pdf avec
matrice hessienne (H), qui est centré sur le pdf du MAP.

Rapprochement des preuves p(y|θ) est donnée par

p(y|θ) =
∫

p(y|x,θ)p(x|θ)dx,

≈
∫ S∏

s=1

p(ys|xMAP
s )p(xMAP

s |θ) · exp−1

2
(x − xMAP )TH(x − xMAP )dx,

≈ (2π)
|S|
2

√
det H

|S|∏
s=1

p(ys|xMAP
s )p(xMAP

s |θ),

(11)

où xMAP
s est l’estimation MAP de xs obtenus en utilisant le vecteur de paramètres fixes

θ et (10). S est l’ensemble des sites (en pixels) de l’image et |S| désigne son cardinal. H
est la matrice hessienne, qui est la matrice carrée des dérivées partielles du second ordre
d’une fonction d’une variable donnée par

H = −∇∇
S∑

s=1

log
(
p(ys|xMAP

s )p(xMAP
s |θ)

)
. (12)

Le déterminant de la matrice H est donnée par

det H ≈
|S|∏
s=1

hss, (13)
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où hss sont les éléments sur la diagonale principale de la matrice H, qui sont trouvés par
(Walessa, 2001))

hss =
6Ly2s
x4MAP
s

− 2L

x2MAP
s

+
1

σ2

(
1 +

∑
kϵΩs

θ2k

)
. (14)

Afin d’obtenir la plus haute preuve, l’ensemble des paramètres choisis θ changent itérativement
en utilisant un algorithme de maximisation des preuves (Datcu et al., 1998).

Maximum a Posteriori déchatoiement utilisant la modèle Auto-binomiale (MAP-ABM)
et la maximisation des preuves

Le modèle ABM appartient au groupe de modèles de Markov. L’ABM est un modèle
discret, qui est capable de générer de plus grands ensembles de textures, par rapport à
la GMRF. Le GMRF est souvent utilisé dans le rapprochement des scènes naturelles et
est capable de générer des textures, comme par exemple pour les forêts, champs, etc. Le
modèle ABM est capable de générer des textures type blob, qui sont souvent présents
dans les images SAR. L’ABM a été utilisé avec succès pour l’estimation de la texture SAR
et déchatoiement (Hebar et al., 2009) et montre des résultats supérieurs au ceux du GMRF
pour la déchatoiement des images SAR.

Une estimation a posteriori maximale en utilisant la méthode du modèle auto-binomiale
(Hebar et al., 2009) est également basé sur l’approche bayésienne. La probabilité de
vraisemblance est modélisée par une distribution Gamma (2). Cette méthode utilise un
modèle auto-binomial comme un préalable pdf exprimée comme formula

p(xs|θ) =
(
G

xs

)
ρxs
s (1− ρs)

G−xs , (15)

où xs est le pixel observé au site s, G est la valeur maximale de gris de l’image
l’analysé , ρs est une fonction deθ = [as,bk] et ρs = 1

1+exp(−ηs)

ηs = as +
∑
kϵΩs

bk ·
(xk + x′k

G

)
. (16)

La valeur de a paramètre les distribution de probabilité de xs sans interaction spatiale.
Le nombre de paramètres bk dépend de l’ordre du modèle et xk et x′k sont voisins k pixels
autour du pixel analysé (Chellappa and Chatterjee, 1985).

Le MAP (5) se trouve en utilisant comme vraisemblance (2) et ABM avant (15).

∆

∆xs
log p(xs|ys) =

∆

∆xs
log

[
2
( ys
xs

)2L−1 LL

xsΓ(L)
exp

(
− L

( ys
xs

)2)]

+
∆

∆xs
log

[(
G

xs

)
ρxs
s (1− ρs)

G−xs

]
.

(17)

Dans (17), le premier terme peut être résolu analytiquement. Toutefois, le second, qui
représente le modèle auto-binomiale, est résolu en soustrayant log p((xs+1)|θs)−log p(xs|θs),
numériquement. Les différence finie (∆) est introduit afin de résoudre l’estimation MAP
numériquement, depuis la solution analytique étant difficiles à dériver au (Hebar et al.,
2009). Le résultat est donné par les zéros de

−2L

xs
+ 2L

y2s
x3s

+ log

(
G− xs
xs + 1

)
+ log

(
ρs

1− ρs

)
. (18)
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L’estimation MAP (18) a été trouvée en utilisant l’algorithme de la méthode de Brent
(Brent, 1973) pour la solution numérique des racines (18).

1. Set initial parameters

2. Compute ENL

3. Remove Super Strong Scaterers

4. MAP estimation
MAP-GMRF (eq. 5.10)

MAP-ABM (eq. 5.11)

5. Evidence maximization
MAP-GMRF (eq. 5.18)

MAP-ABM (eq. 5.19)

6. Final MAP estimation

8. Insert super strong scaterers

Despeckling an information
extraction methods

MAP-GMRF and MAP-ABM

Input Parameters:
SAR image, M, N, Enl, MO

Max evidence
?

No

Yes

Results:
Despeckled Image

Estimated parameters 

MAP & EVM

Figure 1: Organigramme de MAP-GMRF et MAP-ABM. Les principales étapes sont ef-
fectuées à l’intérieur de la boı̂te bleue, qui montre les approches MAP et de l’EVM. Ils
diffèrent dans l’équation. MAP-GMRF utilise (10) et (11) et MAP-ABM utilise (18) et (19).
Les deux méthodes fournissent comme résultats l’image despeckled (x̂) et le vecteur de
paramètre du modèle estimé θ̂, ce qui correspond à l’estimation de la texture.

Au deuxième niveau de l’inférence bayésienne, la maximisation des preuves (6) a été
adapté dans la forme logarithmique en utilisant le modèle binomial automatique (15),
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comme suit:

log p(y|θ) =
S∑

s=1

[
1

2
(S log 2π − log hss)

+ log

(
2

(
ys
xs

)2L−1 LL

xsΓ(L)
exp

(
−L

(
ys
xs

)2
))

+ log

((
G

xs

)
ρxs
s (1− ρs)

G−xs

)]
,

(19)

où hss est la composante approximative de la matrice Hessienne H donné par (Hebar
et al., 2009)

hss ≈
S∑

s=1

(
6Ly2s
x4MAP
s

− 2L

x2MAP
s

+
1

G− xMAP
s

+
1

xMAP
s + 1

)
. (20)

Le rapprochement final du déterminant de H est donnée par

det H ≈
|S|∏
s=1

hss, (21)

où seuls les éléments de la diagonale de la matrice Hessienne sont considérés.
Le déchatoiement et extraction d’information à partir d’images SAR sont effectués

par MAPGMRF et MAP-ABM en suivant les étapes décrites dans la Figure 1.

Description de l´ensemble des données de test

Les méthodes ont été évaluées à l’aide des données avec mouchetées générés par sim-
ulation et images SAR réelles. Images TerraSAR-X (DLR, 2009)(Breit et al., 2006) ont
été sélectionnés comme données SAR réels. TerraSAR-X est une nouvelle génération du
satellite radar allemand de haute résolution opérant dans le X-Band.

Des données SAR réels

Les méthodes ont été évaluées à l’aide d’une mosaı̈que de données TerraSAR-X réelles et
une sous-scène TerraSAR-X orientée application décrites comme suit

1. Textures d’images de TerraSAR-X

Une mosaı̈que de neuf sous-scènes TerraSAR-X a été créé. La taille de chaque image
est de 200 × 200 pixels. Il est représenté dans la Figure 2. Les différentes images corre-
spondent à radiométrique amélioré polarisation unique à des produits haute résolution
Spotlight avec une large terrain multi-look détectés, dont l’espacement de pixels = 1,25
m, plage de résolution = 2,89 m, azimut résolution = 2,90 m, et ENL = 8,23 (DLR, 2009).
Les données sont étiquetés de T1 à T9, à partir de la partie supérieure gauche de l’image.

2. Sous-scène TerraSAR-X

Une sous-scène TerraSAR-X de 2000 × 2000 au cours de Hambourg en Allemagne a
été utilisé. L’image correspond à radiométrique amélioré polarisation unique produits
Stripmap , multi-look distance au sol détectées, dont l’espacement de pixels = 2,25 m,
plage de résolution = 5,77 m, azimut résolution = 5,77, et ENL = 6,03 (DLR, 2009). La
Figure 3 montre l’image SAR.
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Figure 2: Mosaı̈que de 9 sous-scènes TerraSAR-X. Texture T1 représente les champs
agricoles avec quelques arbres dans le coin inférieur droit, en T2, il ya plusieurs pe-
tites maisons avec des jardins, mais il a dans la partie supérieure des fortes diffuseurs
qui représente les maisons de taille moyenne, en T3 une forêt profonde est montré, T4
représente les champs agricoles et des serres, en T5 il ya des bâtiments élevés, T6 corre-
spondent à des champs secs, T7 a des maisons de taille moyenne, T8 représente une forêt
homogène, et enfin T9 est un parc avec plusieurs arbres. Petits carrés dans les images
représentent les zones où des mesures quantitatives ont été calculées.

L’évaluation quantitative de déchatoiement

Une manière courante pour évaluer la qualité déchatoiement se sert d’une inspection
visuelle. L’observation visuelle nous fournit notre première indication de la qualité de
l’image despeckled. Cependant, il est basé sur l’interprétation des utilisateurs et la manière
dont l’utilisateur perçoit l’image, nous apportant des critères différents par rapport à
l’opinion des utilisateurs, introduisant ainsi un facteur subjectif. Dans cette thèse, nous
proposons des mesures quantitatives qui peuvent être utilisés comme indicateurs pour
qualifier la qualité de l’image despeckled.

Quantitative quality measurements

Mesures quantitatives de la qualité

Les paramètres pour l’évaluation de déchatoiement en utilisant SAR simulé sont la fidélité,
qui est exprimée comme l’erreur quadratique moyenne (MSE) (Papoulis, 1991). Rap-
port signal-bruit (SNR), Peak SNR (PSNR), indice de similarité structurelle (SSIM) (Wang
et al., 2004).

Il convient de souligner que ces critères ont été utilisés uniquement pour évaluer le
déchatoiement des données synthétiques, à cause d’images sans bruit disponibles. Les
paramètres pour l’évaluation des déchatoiement des SAR réelles et simulées sont Bias,
qui est calculée comme la valeur absolue de la différence entre l’estimation de l’image
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Figure 3: Exemple de sous la scène TerraSAR-X (2000 × 2000 pixels) sur Hambourg en
Allemagne. Le petit carré orange dans la partie supérieure représente la zone où certaines
mesures quantitatives ont été calculées.

bruitée et l’estimation de l’image filtrée. Rapport est donné par l’estimation du rapport
entre les images bruitées et filtrées. Depuis le chatoiement est considéré comme un bruit
multiplicatif. Smoothness est aussi appelé l’ENL, il mesure la façon dont le chatoiement
a été supprimée sans affecter les zones homogènes et en insérant des distorsions. Netteté
représente le niveau de la préservation des détails et des structures dans une image.

Les résultats expérimentaux basés sur des données SAR réels

Dans la suite nous présentons les résultats expérimentaux de 1) les images despeckled et
les mesures quantitatives obtenues avec les deux méthodes utilisant la mosaı̈que de tex-
tures à partir d’images de TerraSAR-X. 2) L’impact de la taille de la fenêtre d’estimation
et de l’ordre du modèle sur les performances du déchatoiement. Toutes les expériences
ont été réalisées en utilisant une fenêtre d’estimation de la taille de 31× 31 pixels, la taille
de pas de 1× 1, et un modèle d’ordre de 4, qui ont été choisis expérimentalement (Hebar
et al., 2009), (Espinoza-Molina and Datcu, 2010).

Figures 4(b) et 4(c) montrent des images du type mosaı̈que despeckled obtenus avec
MAP-GMRF et MAP-ABM, respectivement. Les résultats quantitatifs de cette mosaı̈que,
sont présentés dans le tableau 1 pour les deux méthodes.

• Résultats MAP-GMRF

Dans la Figure 4(b) les images despeckled T2 et T6 ont été bien dépoussiéré, ici, les
textures et les structures ont été bien préservés. Cependant, les images despeckled
T1, T3, T8 et T9 ont été sur-lissées. Texture T5 est une image controversée, car elle
présente des diffuseurs très fortes qui devraient être préservé par des méthodes
déchatoiement.
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(a) Mosaı̈que originale de TerraSAR-X

(b) Mosaı̈que TerraSAR-X Despeckled en utilisant MAP -
GMRF

(c) Mosaı̈que TerraSAR-X Despeckled en utilisant MAP-
ABM

Figure 4: (a) Mosaı̈que TerraSAR-X. Mosaı̈que Despeckled TerraSAR-X obtenue avec (b)
MAP-GMRF, (c) MAP-ABM.
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Table 1: Nettoyage de l’image qualité de: les critères d’évaluation quantitative des
données calculées pour TerraSARX. Les meilleures valeurs sont en gras. ENL∗∗ = 8.23
dans tous les cas.

Data Mean∗ Bias Ratio Smoothness Sharpness
MAP-GMRF

Fig. 4(b)-T1 116.99 0.33 0.99 496.07 33.23
Fig. 4(b)-T2 149.72 3.30 1.00 13.22 12.74
Fig. 4(b)-T3 86.55 0.15 0.99 20.47 27.85
Fig. 4(b)-T4 141.72 0.64 0.99 30.59 28.37
Fig. 4(b)-T5 416.02 40.50 1.10 2.22 1.80
Fig.4(b)-T6 129.52 0.16 0.99 55.02 34.50
Fig. 4(b)-T7 86.64 0.38 0.99 439.20 30.55
Fig. 4(b)-T8 84.68 0.29 0.99 28.43 27.40
Fig. 4(b)-T9 85.84 0.29 0.99 10.61 27.21

MAP-ABM
Fig. 4(c)-T1 116.99 7.95 0.93 540.69 31.72
Fig. 5.9(c)-T2 149.72 1.76 0.95 19.17 10.45
Fig. 5.9(c)-T3 86.55 3.95 0.94 16.39 30.70
Fig. 5.9(c)-T4 141.72 5.84 0.94 42.55 20.06
Fig. 5.9(c)-T5 416.02 83.67 1.08 5.32 1.97
Fig. 5.9(c)-T6 129.52 4.43 0.95 58.16 30.57
Fig. 5.9(c)-T7 172.23 8.51 0.97 6.17 8.17
Fig. 5.9(c)-T8 86.64 7.36 0.92 490.01 36.72
Fig. 5.9(c)-T9 84.68 7.49 0.90 112.41 19.42

* Mean se réfère à la moyenne d’images SAR originales. ** ENL se réfère à un
nombre équivalent de Looks de l’image SAR avant la déchatoiement.

Selon les mesures quantitatives du tableau 1, les images réelles SAR étaient bien
dépoussiéré en utilisant la méthode MAP-GMRF, puisque la moyenne est bien es-
timée et le biais est très faible indiquant une bonne conservation des structures et
des textures dans les scènes. Les meilleurs résultats pour biais ont été obtenus pour
les scènes T3 et T6. Les résultats de ces images ratio ont été très bons, la meilleure
valeur appartenait à la texture T2, et les meilleurs critères de douceur pour la tex-
ture T1. Cependant, les valeurs de netteté est trop élevé, ce qui démontre que cer-
taines distorsions ont été introduits.

• Résultats MAP-ABM

De bonnes impressions visuelles pourraient être fait à partir de la Figure 4(c). Ici
presque toutes les images sont bien dépoussiérés. Cependant, la texture T8 est plus
lissée dans sa partie droite.

La méthode MAP-ABM a introduit un biais, comme indiqué dans le tableau 1, et
n’a pas été en mesure d’estimer le bruit de speckle, car la moyenne des ratios des
images n’a pas été très proche de 1. Les mesures quantitatives nous disent que le
meilleur biais a été obtenue pour la scène T2, le meilleur ratio et la netteté pour la
scène T7, et finalement, T1 présenté le meilleur critère de finesse. Le déplacement
de la moyenne de l’image SAR est connecté avec les propriétés du modèle de ABM.
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La valeur maximale G (15) de l’image, quand est modélisé avec l’ABM, doit corre-
spondre au double de la moyenne de l’image. Les scènes SAR ne correspondent
pas à ces valeurs, donc la méthode MAP-ABM a introduit un biais qui se produit
lorsque la valeur maximale n’est pas égale à deux reprises la moyenne de l’image.
Dans toutes les expériences, la valeur de G a été fixé à huit fois la moyenne de
l’image pour toutes les scènes. Le biais peut être éliminé en utilisant l’estimation
adaptative de la valeur G en utilisant des statistiques locales de la fenêtre d’analyse.

Les deux méthodes étaient incapables d’estimer les textures de la scène T5, donc les
résultats étaient mauvais pour cette scène, parce que cette scène avait diffuseurs forts et
la présence de speckle a été minime. En comparant les deux méthodes, nous constatons
que le modèle ABM a été en mesure d’estimer des textures du type blob beaucoup
mieux que le modèle GMRF. Cependant, le modèle GMRF modélisé scènes naturelles
bien. MAP-ABM donne de meilleurs résultats en termes de finesse et de netteté, mon-
trant un compromis entre déchatoiement des zones homogènes et préservation du détail,
tandis que MAP-GMRF fournit un meilleur résultat en termes de biais et le rapport de
critères, montrant la valeur moyenne de l’image originale est préservée.

L’impact de la taille de la fenêtre et l’ordre du modèle sur la performance déchatoiement

Les méthodes MAP-GMRF et MAP-ABM ont besoin de la fenêtre d’estimation pour ef-
fectuer les déchatoiement et d’estimer les paramètres de texture. La taille de la fenêtre
d’estimation doit être déterminé par la complexité de la scène ou la texture, par exemple,
on peut deviner que une plus grande fenêtre d’estimation pourrait mieux estimer les plus
grandes structures, étant une conséquence de l’utilisation de davantage de données pour
les calculs. Cependant, l’utilisation de une plus grande fenêtre d’estimation augmente le
temps de calcul.

L’ordre du modèle est également déterminée en fonction de la complexité structurelle
de la scène car un ordre de modèle supérieur utilise des quartiers plus grandes, ce qui
permet de capturer une grande complexité structurelle dans les images. Pour utiliser un
ordre modèle plus élevé cela implique utiliser une plus grande fenêtre d’analyse. Ensuite,
nous devons trouver un bon compromis entre l’ordre du modèle, la taille de la fenêtre
d’estimation, et le temps de calcul.

Dans les expériences suivantes, l’impact de la fenêtre d’estimation et de l’ordre du
modèle sur les performances de déchatoiement est évaluée en utilisant un ordre du modèle
entre deux jusqu’à quatre et une taille de la fenêtre d’estimation de (2×2) à (32×32) pixels.

Nous commençons par présenter 1) les mesures quantitatives par rapport aux temps
de calcul et 2) le niveau de la préservation des détails.

1. Les mesures quantitatives en fonction du temps de calcul

Le tableau 2 montre les résultats objectifs pour le déchatoiement, où la fenêtre d’estimation
et l’ordre du modèle de MAP-GMRF et MAP-ABM ont été modifiées. Les résultats
expérimentaux ont été effectués en utilisant deux textures synthétiques de la mosaı̈que
Brodatz (B7 et B4) et deux images SAR réelles de TerraSAR-X mosaı̈que (T1 et T7).

• Résultats MAP-GMRF
Les résultats expérimentaux obtenus avec la méthode MAP-GMRF sont rapportés
dans le Tableau 2(a) montrent que taille de la fenêtre par l’augmentation de la fidélité
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a diminué et les meilleurs résultats en moyenne, sont obtenus avec une taille de
fenêtre de 32 × 32 pixels. La fidélité est aussi en baisse par l’augmentation l’ordre
du modèle. Les meilleurs résultats ont été obtenus avec une ordre modèle 4. Les
images reconstruites sont de plus en plus lisses à cause de l’augmentation de la
taille de la fenêtre et l’ordre du modèle, ce qui indique que le chatoiement est bien
enlevé. Le bruit par chatoiement est bien estimée, parce que les images reconstruites
n’ont presque aucun parti pris et la moyenne des taux est très proche de 1.

• Résultats MAP-ABM
La méthode MAP-ABM se comporte comme à la méthode MAP-GMRF, quand l’ordre
du modèle et la taille des fenêtres sont changées. Les résultats expérimentaux dans
le tableau 2(b) montrent que la fidélité est en baisse en augmentant la taille de la
fenêtre et l’augmentation de l’ordre du modèle de l’ABM. Le chatoiement est bien
estimée, les images ne sont pas biaisées, et la moyenne des estimations de speckle a
été proche de 1. Le SSIM augmenté lorsque l’ordre du modèle devient plus élevés
et plus les images ne sont pas lissés en changeant la taille de la fenêtre, ce qui sig-
nifie que certaines textures sont bien conservés. La méthode MAP-ABM donne de
meilleurs résultats objective, mais il est de 3 − 5 fois plus exigeant en temps de cal-
culs que la méthode MAP-GMRF. La raison est l’estimation des textures et le calcul
numérique de la MAP.

2. Niveau de détail préservant

Dans la Figure 5, nous affichons l’image despeckled pour de petites parties du sous-
image Hambourg. Ici, nous pouvons remarquer le niveau de déchatoiement et du préservation
de détail. D’images Despeckled avec une ordre du modèle plus élevé et avec une taille
de fenêtre plus grande produisent des images plus détaillées despeckled, quant à l’ordre
de modèle 2 et une taille de fenêtre petite produis des images floues, comme le montrent
les Figures 5(a) et 5(b), en utilisant la méthode MAP-GMRF.

Les résultats obtenus avec le déchatoiement MAP-ABM, présentés dans les Figures 5(c)
et5(d) montrent que la qualité de déchatoiement s’améliore lorsque vous utilisez des
tailles de fenêtre plus grande. Détails et diffuseurs forts sont bien conservés en utilisant
le modèle 4 et taille de fenêtre de 32× 32 pixels.

Évaluation quantitative de l’extraction d’information SAR

Dans notre travail, la modélisation de la texture est basé sur de Gibbs-Markov Random
Fields, où la texture est caractérisée par le de modèle du vecteur de paramètres (θ) (De-
scombes and Zhizhina, 2008). Avec cette approche, l’extraction d’information est défini
comme un problème de l’estimation des paramètres stochastiques, ou autrement dit,
l’estimation des paramètres du modèle stochastique à partir des données (image). Ainsi,
le contenu de l’image est non seulement décrite par des attributs ¨ spectrales, mais aussi
par des paramètres estimés basés dans le modèle de texture (Schröder et al., 1998).

Comme précédemment présenté dans la section 5.1, les méthodes évaluées (MAP-
GMRF et MAP-ABM) fournissent un ensemble de paramètres estimés (θ̂), ce qui corre-
spond à l’estimation de la texture, au deuxième niveau de l’inférence bayésienne. Après
avoir les paramètres vectoriel du modèle estimé, l’évaluation se concentre sur la qualité
de l’extraction d’information, ce qui implique 1) la détermination de la robustesse de
l’extraction de texture en termes de classifications et de matrices de confusion. 2) En
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Table 2: Quantitative despeckling criteria versus run-time processing, estimation win-
dow and model order in the case of MAP-GMRF and MAP-ABM despeckling methods.

(a) MAP-GMRF

Fig. ????-B7
Model Criterion Estimation window
Order 2× 2 4× 4 8× 8 16× 16 32× 32

Time(s) 11.1 13.7 23.2 49.9 140.2
2 Bias 0.6 0.6 0.59 0.59 0.58

Ratio 1.00 1.01 1.01 1.01 1.00
Smoothness 4.82 5.51 5.08 4.57 4.44
Fidelity 3993.75 3973.52 3960.65 3912.97 3894.14
SSIM 0.44 0.45 0.46 0.46 0.46
Time(s) 12.9 15.5 27.6 64.7 185.3

3 Bias 0.64 0.51 0.46 0.59 0.51
Ratio 1.68 1.69 1.71 1.75 1.77
Smoothness 2.17 2.24 2.04 2.04 1.92
Fidelity 3974.10 3917.56 3905.76 3985.11 3901.07
SSIM 0.44 0.44 0.45 0.45 0.45
Time(s) 24.2 31.5 58.0 131.4 340.4

4 Bias 0.53 0.53 0.46 0.59 0.51
Ratio 1.67 1.68 1.70 1.75 1.77
Smoothness 2.16 2.21 2.03 2.03 1.91
Fidelity 3876.67 3868.50 3825.87 3813.75 3794.31
SSIM 0.44 0.44 0.44 0.44 0.44

Fig. ????-B4
Model Criterion Estimation window
Order 2× 2 4× 4 8× 8 16× 16 32× 32

Time(s) 10.8 13.4 23.5 53.2 142.7
2 Bias 0.2 0.2 0.21 0.21 0.21

Ratio 1.01 1.01 1.01 1.01 1.01
Smoothness 4.91 5.58 5.17 4.66 4.88
Fidelity 1483.61 1413.26 1352.29 1267.20 1174.42
SSIM 0.92 0.92 0.91 0.89 0.88
Time(s) 12.7 16.3 31.0 71.5 192.4

3 Bias 0.19 0.18 0.17 0.14 0.13
Ratio 1.01 1.01 1.01 1.01 1.01
Smoothness 4.84 5.53 5.06 4.57 4.59
Fidelity 1346.12 1248.28 1176.93 1092.10 1003.08
SSIM 0.91 0.91 0.91 0.89 0.88
Time(s) 20.4 27.9 56.4 133.5 354.7

4 Bias 0.02 0.02 0.00 0.14 0.21
Ratio 1.00 1.01 1.01 1.01 1.00
Smoothness 4.82 5.51 5.08 4.57 4.44
Fidelity 1233.75 1190.52 1173.65 1012.97 994.14
SSIM 0.90 0.91 0.91 0.89 0.88

Fig. 2-T1
Model Criterion Estimation window
Order 2× 2 4× 4 8× 8 16× 16 32× 32

Time(s) 6.0 6.6 10.9 25.5 74.3
2 Bias 0.19 0.20 0.25 0.22 0.15

Ratio 0.99 0.99 0.99 0.99 0.99
Smoothness 316.34 412.51 601.24 341.39 337.79
Time(s) 6.4 7.7 13.9 33.2 97.8

3 Bias 0.17 0.19 0.24 0.26 0.18
Ratio 0.99 0.99 0.99 0.99 0.99
Smoothness 234.44 268.78 814.61 426.36 445.15
Time(s) 8.4 12.6 23.6 65.7 171.9

4 Bias 0.24 0.26 0.24 0.29 0.19
Ratio 1.00 0.99 0.99 0.99 0.99
Smoothness 122.40 175.35 1012.00 494.19 496.07

Fig. 2-T7
Model Criterion Estimation window
Order 2× 2 4× 4 8× 8 16× 16 32× 32

Time(s) 6.8 8.9 14.7 33.0 87.5
2 Bias 0.57 0.24 0.07 0.91 0.44

Ratio 1.00 1.01 1.01 1.01 1.02
Smoothness 8.13 6.07 5.69 5.27 5.91
Time(s) 9.0 10.4 17.5 38.6 107.7

3 Bias 0.29 1.19 0.03 0.20 0.65
Ratio 1.00 1.00 1.00 1.00 1.00
Smoothness 5.88 4.12 4.06 3.21 3.53
Time(s) 10.8 17.5 31.0 68.8 171.7

4 Bias 0.94 0.50 0.56 0.75 0.23
Ratio 1.00 1.00 0.99 1.00 1.00
Smoothness 6.47 6.80 6.79 6.03 6.17

(b) MAP-ABM

Fig. ????-B7
Model Criterion Estimation window
Order 2× 2 4× 4 8× 8 16× 16 32× 32

Time(s) 112.32 219.76 555.12 1892.38 5072.89
2 Bias 0.34 0.31 0.46 0.59 0.51

Ratio 1.11 1.11 1.10 1.09 1.09
Smoothness 12.86 9.60 6.91 5.05 4.90
Fidelity 3214.98 3163.44 3096.65 3027.77 2994.98
SSIM 0.41 0.42 0.44 0.46 0.49
Time(s) 163.12 307.52 800.33 2790.64 7583.60

3 Bias 0.34 0.31 0.46 0.59 0.51
Ratio 1.09 1.09 1.08 1.07 1.07
Smoothness 12.99 10.27 7.06 4.90 4.74
Fidelity 2963.64 2958.28 2946.84 2942.56 2822.17
SSIM 0.41 0.43 0.45 0.48 0.50
Time(s) 253.99 474.58 1281.53 4318.00 11886.13

4 Bias 0.60 0.59 0.56 0.59 0.57
Ratio 1.07 1.07 1.06 1.05 1.05
Smoothness 15.32 11.31 7.23 4.96 4.66
Fidelity 2933.74 2909.37 2915.09 2861.90 2794.35
SSIM 0.41 0.43 0.45 0.60 0.63

Fig. ????-B4
Model Criterion Estimation window
Order 2× 2 4× 4 8× 8 16× 16 32× 32

Time(s) 80.69 157.31 395.79 1199.30 3539.06
2 Bias 0.52 0.52 0.52 0.52 0.52

Ratio 1.14 1.15 1.17 1.18 1.18
Smoothness 243.41 677.73 149.11 149.03 85.18
Fidelity 700.42 719.20 766.86 835.41 854.01
SSIM 0.67 0.66 0.66 0.65 0.66
Time(s) 112.98 221.58 579.71 1881.03 6194.95

3 Bias 0.52 0.52 0.51 0.51 0.52
Ratio 1.14 1.15 1.17 1.19 1.19
Smoothness 271.04 754.26 142.16 91.08 40.67
Fidelity 699.73 718.04 770.50 850.84 886.94
SSIM 0.67 0.66 0.66 0.66 0.67
Time(s) 186.317 367.54 966.08 3143.31 10913.78

4 Bias 0.56 0.52 0.51 0.51 0.51
Ratio 1.14 1.15 1.17 1.19 1.19
Smoothness 11.80 11.99 11.50 11.40 11.61
Fidelity 930.16 915.61 866.27 845.92 595.63
SSIM 0.59 0.60 0.67 0.66 0.66

Fig. 2-T1
Model Criterion Estimation window
Order 2× 2 4× 4 8× 8 16× 16 32× 32

Time(s) 26.03 47.07 111.06 295.76 875.61
2 Bias 8.27 7.70 7.11 6.67 5.87

Ratio 0.93 0.93 0.94 0.94 0.94
Smoothness 271.88 305.74 431.18 316.59 317.83
Time(s) 39.92 73.21 177.61 478.98 1551.342

3 Bias 8.77 8.04 7.38 6.82 6.01
Ratio 0.92 0.93 0.93 0.94 0.94
Smoothness 338.24 386.75 553.78 374.74 401.87
Time(s) 70.36 120.72 314.37 842.02 2785.59

4 Bias 9.57 8.67 7.76 7.08 6.17
Ratio 0.92 0.93 0.93 0.94 0.94
Smoothness 402.80 485.10 697.62 456.27 488.99

Fig. 2-T7
Model Criterion Estimation window
Order 2× 2 4× 4 8× 8 16× 16 32× 32

Time(s) 73.78 153.49 399.44 1160.64 3410.69
2 Bias 27.82 28.93 30.97 32.46 34.59

Ratio 1.12 1.12 1.14 1.15 1.17
Smoothness 20.42 17.18 14.68 12.85 12.16
Time(s) 106.40 212.15 536.42 1395.08 3996.9

3 Bias 28.61 30.01 32.34 33.42 35.27
Ratio 1.12 1.13 1.15 1.16 1.17
Smoothness 18.27 15.39 12.29 11.70 11.85
Time(s) 168.12 343.83 962.23 2437.73 6831.13

4 Bias 28.21 29.61 32.09 33.43 35.29
Ratio 1.12 1.13 1.15 1.16 1.17
Smoothness 20.37 16.95 13.40 11.98 12.42
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(a) Despeckled images using MAP-GMRF with Model Order 2.

(b) Despeckled images using MAP-GMRF with Model Order 4.

(c) Despeckled images using MAP-ABM with Model Order 2.

(d) Despeckled images using MAP-ABM with Model Order 4.

Figure 5: Despeckled images provided by (a-b) MAP-GMRF and (c-d) MAP-ABM
method with model order 2 and 4, and estimation window of (from left to right) 4 × 4,
16 × 16, and 32 × 32 pixels, respectively. A good quality of the despeckled images is ob-
tained with estimation windows bigger than 4 × 4 pixels. A good compromise is model
order 4 and estimation window 32× 32.
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outre, puisque les résultats dépend du réglage des paramètres d’entrée des méthodes
évaluées, nous abordons l’impact de la fenêtre d’estimation et de l’ordre du modèle sur
l’extraction de caractéristiques et les classifications.

Robustesse d’évaluation d’extraction de caractéristiques en termes de classifications

L’évaluation de la robustesse de l’extraction des caractéristiques des paramètres est ef-
fectuée en termes de classifications non supervisés et supervisés, car la précision de la
classification est fortement dépendu des caractéristiques primitives utilisées. Les deux
méthodes donnent une texture comme caractéristique primitive. Les paramètres de tex-
ture estimées fournies par les deux méthodes ont été classées en utilisant des classifieurs
supervisés et non supervisés. Un algorithme K-moyens (MacQueen, 1967) avec 9 classes
a été utilisé dans le cas de la classification non supervisée. La classification supervisée
a été réalisée en utilisant une méthode du maximum de vraisemblance, en utilisant 9
classes. Ici, la moitié des données ont été utilisées pour la formation (vérité du terrain).
L’image mosaı̈que de TerraSAR-X, montré dans la Figure 2, ont été utilisés pour estimer
les paramètres de texture utilisant les deux méthodes. Figures 6(a)-(b) montrent com-
ment apparaissent le paramètre θ1 de la texture estimé pour la mosaı̈que TerraSAR-X en
utilisant MAP-GMRF et MAP-ABM, respectivement.

(a) paramètres de texture θ1 pour TerraSAR-X en
mosaı̈que.

(b) (b) paramètres de texture θ1 pour TerraSAR-X
en mosaı̈que.

Figure 6: Paramètres de texture θ1 pour TerraSAR-X mosaı̈que obtenue en utilisant (a)
MAP-GMRF et (b) MAP-ABM.

Dans la suite, nous présentons les résultats des classifications en utilisant les données
réelles SAR. Toutes les expériences ont été réalisées en utilisant une fenêtre d’estimation
de la taille de 32 × 32 pixels, et un modèle d’ordre de 4, qui ont été choisis de manière
expérimentale. Selon l’évaluation prévue dans la dernière section, une fenêtre d’estimation
de la taille de 32 × 32 pixels est un bon compromis entre la précision de l’estimation et
des résultats.
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Résultats de la classification basée sur les données réels SAR

Dans la suite, le classement des résultats en utilisant la mosaı̈que d’images des sous-
scènes TerraSAR-X et TerraSAR-X à Hambourg sont présentés.

1. Mosaı̈que d’images TerraSAR-X

La mosaı̈que d’images TerraSAR-X présenté dans la Figure 2 montre des scènes de texture
différentes. Les paramètres de la texture de cette mosaı̈que ont été extraites et plus tard,
classés.

• Résultats MAP-GMRF
Les résultats des classifications non supervisés et supervisés en utilisant les paramètres
de texture estimées fournies par MAP-GMRF, sont présentés dans les Figures 7(a)-
(b), respectivement. Selon la matrice de confusion de la classification non supervisée
résumées dans le tableau 3, cette méthode a été en mesure de bien reconnaı̂tre les
quatre classes (T1, T4, T5 et T7). Toutefois, dans le scène T2, les petites maisons ont
été bien reconnus et certains bâtiments ont été séparés dans la partie supérieure. Ces
types de bâtiments peuvent être trouvés dans la scène T7. T7 a été en fait reconnu
par la grande majorité. Scène T3 a été confondu avec la scène T9, qui représentaient
différents types de végétation. Scènes T4 et T6 avait deux types de champs agri-
coles, mais, la méthode a placé tous les champs en une seule classe. La matrice de
confusion présentée dans le tableau 3 explains the goodness of the extracted features
explique la bonté de les caractéristiques extraites.

• Résultats MAP-ABM
Figures 7(c)-(d) montrent les classifications non supervisés et supervisés en utilisant
les paramètres estimés fournis par le MAP-ABM. La classification non supervisée
montre une qualité inférieure par rapport à la classification non supervisée obtenus
en utilisant les paramètres estimés de la méthode MAP-GMRF. La méthode MAP-
ABM a bien séparé la scène T1, T5 et T6, mais il a également reconnu la scène T2,
T3 et T9 avec plus de 30 pour cent. Toutefois, la classification supervisée obtenue
en utilisant le MAP-ABM a été supérieure. La matrice de confusion, présentés dans
le tableau 1.4 présente les résultats de la classification. Huit textures ont été séparés
avec plus de 85 pour cent de précision, et seulement la scène T8 a été classé avec
seulement 55 pour cent.

En comparant les deux méthodes, nous observons que la précision moyenne de classifi-
cation non supervisée montre la supériorité de MAP-GMRF (76.96% vs 61.17%), tandis
que dans le cas supervisé MAP-ABM (85.20%) surpasse MAP-GMRF (81.30%).

L’impact de la taille de la fenêtre et l’ordre du modèle sur l’extraction de caractéristiques

Le choix de l’ordre du modèle approprié et taille de la fenêtre d’estimation est déterminée
par la complexité de la scène à classé. Dans cette sous-section, l’impact de la fenêtre
d’estimation et de l’ordre du modèle sur l’extraction de caractéristiques est discuté en
utilisant l’ordre du modèle qui varie de deux à six et une fenêtre d’estimation à partir
de (4 × 4) à (32 × 32) taille de pixel. Nous commençons par présenter les résultats de la
Figure 8, ici, l’inspection visuelle est utilisée pour évaluer l’extraction de caractéristiques
et donne une idée de comment la taille de fenêtre d’estimation et de l’ordre du modèle
affectent les résultats de classification.
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(a) Classification non supervisée de TerraSAR-X en
mosaı̈que. Précision moyenne 76.96

(b) Classification supervisée de TerraSAR-X en
mosaı̈que. Précision moyenne 81.30

(c) Classification non supervisée de TerraSAR-X en
mosaı̈que. Précision moyenne 61.17.

(d) Classification supervisée de TerraSAR-X en
mosaı̈que. Précision moyenne 85.20.

Figure 7: Classement mosaı̈que de TerraSAR-X basé sur le paramètres de texture estimées
fournies par (a, b) méthode MAP-GMRF et (c, d) méthode MAP-ABM. MAP-GMRF est
supérieure dans le cas de la classification non supervisée, tandis que MAP-ABM fournit
de meilleurs résultats dans le cas de la classification supervisée.

1. L’inspection visuelle

Nous avons choisi un sous-image de la scène de TerraSAR-X d’Hambourg pour extraire
les caractéristiques de texture primitive et à démontrer comment la taille des fenêtres
différentes et les commandes du modèle ont une incidence sur les résultats de classifi-
cation non supervisée. Les résultats sont résumés dans la Figure 8. Ici, les résultats de
classification ont été superposées avec le scène original de TerraSAR-X afin de faciliter
l’inspection visuelle.

• Résultats MAP-GMRF
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(a) Une classification non supervisée basée sur MAP-GMRF, paramètres de texture en utilisant ordre du
modèle 2.

(b) Une classification non supervisée basée sur MAP-GMRF, paramètres de texture en utilisant ordre du
modèle 4.

(c) Une classification non supervisée basée sur MAP-ABM, paramètres de texture en utilisant ordre du
modèle 2

(d) Une classification non supervisée basée sur MAP-ABM, paramètres de texture en utilisant ordre du
modèle 4.

Figure 8: classification non supervisée en utilisant les paramètres de texture estimées
fournies par (a-b) MAP-GMRF et (c-d) MAP-ABM méthode avec ordre du modèle 2 et
4, et la fenêtre d’estimation de (de gauche à droite) 4 × 4, 16 × 16, et 32 × 32 pixels,
respectivement.



CONTENTS 37

Table 3: Matrices de confusion pour TerraSAR-X textures obtenues dans le cas des clas-
sifications non supervisés et supervisés à l’aide des paramètres de texture estimées et
fournies par MAP-GMRF.

(a) Classification non supervisée

Class: T1 T2 T4 T5 T7
Yellow 95.57 4.12 0.31 0.00 0.00
Magenta 0.35 29.12 0.43 0.00 70.10
Blue 4.22 93.02 2.77 0.00 0.00
Cyan 6.86 7.84 83.37 0.00 1.92
Sea Green 0.00 0.11 0.00 79.85 20.04
Red 2.97 10.16 86.86 0.00 0.00
Maroon 0.00 2.13 0.06 0.90 96.91
Green 95.21 0.00 4.78 0.00 0.00
Purple 17.20 76.08 1.43 0.00 5.28
Average accuracy 76.96

(b) Classification supervisée

Class: T1 T2 T3 T4 T5 T6 T7 T8 T9
T1 73.19 0.00 2.17 0.43 0.00 0.57 0.00 19.16 4.48
T2 0.00 81.14 5.76 0.84 1.39 0.04 9.94 0.01 0.88
T3 0.07 1.58 80.36 3.46 0.00 0.92 0.00 0.00 13.60
T4 0.44 1.78 0.70 90.64 0.22 0.27 0.09 2.92 2.94
T5 0.00 0.19 0.00 0.07 97.30 0.00 2.44 0.00 0.00
T6 0.39 1.56 1.67 3.59 0.00 90.68 0.00 0.53 1.58
T7 0.00 9.65 0.08 0.40 6.19 0.00 83.67 0.00 0.01
T8 23.28 0.00 0.09 6.29 0.00 0.87 0.00 68.66 0.81
T9 2.09 5.81 15.22 1.48 0.02 2.98 3.34 2.96 66.11
Average accuracy 81.30

Table 4: Matrices de confusion pour TerraSAR-X textures obtenues dans le cas des classifi-
cations non supervisés et supervisés à l’aide des paramètres de texture estimées fournies
par MAP-ABM

(a) Classification non supervisée.

Class: T1 T2 T3 T5 T6 T9
Blue 88.63 0.49 3.58 0.26 1.18 5.87
Magenta 0.14 36.50 38.10 18.87 3.46 2.94
Sea Green 0.12 8.74 34.60 54.90 0.63 1.01
Red 5.81 30.74 7.84 0.75 48.33 6.53
Maroon 0.00 2.76 4.40 92.80 0.00 0.04
Cyan 0.11 1.35 6.25 3.09 88.62 0.58
Green 0.00 12.05 17.88 70.07 0.00 0.00
Purple 53.85 4.25 10.82 3.46 2.17 25.45
Yellow 43.34 3.37 18.12 0.51 2.78 31.88
Average accuracy 61.17

(b) Classification supervisée

Class: T1 T2 T3 T4 T5 T6 T7 T8 T9
T1 85.80 2.64 0.20 0.93 0.00 0.53 0.01 3.15 6.75
T2 0.16 91.64 3.12 3.04 0.00 0.52 0.09 0.00 1.42
T3 0.00 6.98 91.30 0.18 0.01 0.01 1.02 0.20 0.28
T4 2.94 5.35 0.65 87.00 0.00 0.17 0.00 0.96 2.94
T5 0.00 0.03 1.87 0.00 89.81 0.00 8.30 0.00 0.00
T6 0.03 4.13 2.33 1.04 0.00 92.46 0.00 0.01 0.00
T7 0.00 0.39 3.74 0.03 7.42 0.00 88.42 0.00 0.00
T8 37.85 0.07 6.31 1.12 0.00 0.02 0.00 54.61 0.02
T9 3.83 6.39 2.72 1.08 0.00 0.01 0.15 0.03 85.80
Average accuracy 85.20

Avec des petites tailles de fenêtre de 4 × 4 pixels, MAP-GMRF modèles seulement
les statistiques locales de l’image SAR, par conséquent, les textures ne sont pas bien
séparées. La méthode MAP-GMRF avec la taille de fenêtre 16 × 16, sépare textures
telles que la ville et la forêt pour les ordres de modèle à la fois 2 et 4. Le MAP-
GMRF à l’ordre du modèle 2 et taille de la fenêtre 32×32, distingue deux catégories:
homogène en termes de structures (par exemple la végétation) et hétérogènes (par
exemple les bâtiments), comme le montre la Figure 8(a). MAP-GMRF avec l’ordre
du modèle 4 et taille de fenêtre de 32 × 32 pixels, séparés la forêt de la ville, et
d’autres ont trouvé trois classes à l’intérieur des zones hétérogènes, comme le mon-
tre la Figure 8(a).

• Résultats du MAP-ABM
MAP-ABM en utilisant des petites tailles de fenêtre de 4 × 4 pixels modèles seule-
ment les statistiques locales de l’image SAR, par conséquent, les textures ont été mal
séparés. La classification MAP-ABM a bien séparé les textures à partir de zones ho-
mogènes (par exemple, la végétation et l’eau), comme le montrent les Figures 8(c)
et 8(d). Avec une taille de fenêtre plus grande de plus en plus les textures peuvent
être séparés, cependant, avec une taille de fenêtre trop gros les petits détails peuvent
être floues. Les zones homogènes en termes de structures et de zones hétérogènes
sont bien discriminées à l’ordre du modèle 4 et 2 avec une taille de fenêtre de 32×32
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pixels.

Évaluation axée sur L’utilisateur des systèmes Image Information
Mining.

La plupart des systèmes Image Information Mining (IIM) et systèmes Content-Based
image Retrieval (CBIR) ont des fonctions pour extraire des informations pertinentes
à partir des données, pour générer un index de contenu et d’effectuer le processus de
recherche de manière interactive basée sur une interface graphique homme-machine.
Cela nous conduit à regrouper leurs fonctions en deux parties, une partie objective car
elle implique l’extraction de caractéristiques et les méthodes de classification effectué
automatiquement par la manipulation des données, et une partie subjective, car elle
implique la communication homme-machine. L’évaluation globale des systèmes d’IIM
pourrait être divisé dans l’évaluation de leurs composants (Smeulders et al., 2000), qui
concernent l’évaluation pilotée par les données (évaluation des méthodes d’extraction
de caractéristiques), et l’évaluation axée sur l’utilisateur (évaluation de la Recherche
probabiliste) impliquant l’utilisateur et ses conjectures dans le processus d’évaluation.
L’évaluation guidée par les données des méthodes adaptées d’extraction de caractéristiques
pour les images SAR a été réalisée dans la section 5.

Cette section terminerai l’évaluation globale en présentant l’évaluation axée sur l’utilisateur,
ce qui implique la création de scénarios de validation par l’utilisateur comme cas d’étude.

Le système basé sur de connaissances pour Image Information Mining (Datcu et al.,
2003), appelé KIM, sera utilisé dans ce travail comme un outil IIM, il nous serve de proto-
type pour effectuer cette évaluation. KIM nous permet de gérer et d’explorer d’importants
volumes d’images de télédétection avec une grande diversité du contenu qui sont en
général stockés dans une base de données énorme. KIM est conceptuellement défini
comme une hiérarchie de représentation de l’information en utilisant un modèle bayésien
d’apprentissage du niveau quatre (Schröder et al., 2000), comme le montre la Figure 9, en
permettant la communication entre les archives d’images et les utilisateurs.

L’efficacité des images KIM récupérer en fonction de leur contenu est la question de
cette évaluation, par conséquent, nous présentons une revue de la métrique utilisée à
cette fin. KIM nécessite une méthodologie pour évaluer son efficacité. La méthodologie
proposée est présentée dans la section 6.3. Il implique l’interaction des utilisateurs réels
et fournit une rétroaction sur leur degré de satisfaction avec les résultats récupérés. En-
fin, avec la collaboration de l’utilisateur, deux exemples de scénarios dans le cadre de
surveillance des catastrophes, le déversement de pétrole dans le Golfe du Mexique et les
inondations au Népal sont présentés6.4.

Métriques d’évaluation de l’efficacité

Dans le contexte de recherche d’information, l’une des distinctions principales à être for-
mulées dans l’évaluation des moteurs de recherche se situe entre l’efficacité et l’efficience.
Alors que l’efficacité mesures de la capacité du moteur de recherche pour trouver la
bonne information, l’efficacité mesures à quelle vitesse cela se fait. Pour une requête
donnée, et une définition précise de la pertinence, nous pouvons définir plus précisément
l’efficacité comme une mesure de la façon dont le classement produit par le moteur
de recherche correspond à un classement fondé sur des jugements de pertinence de
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Figure 9: Image Information Mining représentée comme la modélisation hiérarchique
du contenu des données. En la caractéristique espace , les caractéristiques primi-
tives sont extraites des données. Plus tard, ceux caractéristiques primitives sont re-
groupées en différents groupes, qui forme l’index de contenu. L’utilisateur définit les
étiquettes sémantiques en liant l’intérêt de l’utilisateur (étiquettes sémantiques) et les
classes génériques.

l’utilisateur (Croft et al., 2010). L’efficacité est définie en termes du temps et d’espace
requis par l’algorithme qui produit le classement. Nous sommes intéressés à évaluer
l’efficacité de KIM. Dans la suite, les mesures de précision et de rappel sont expliquées
comme mesures d’évaluation de l’efficacité et les mesures qui en découlent.

Précision et rappel

Intuitivement, le rappel mesures à quel point le moteur de recherche peux trouver tous
les documents pertinents pour une requête, et la précision mesures la façon dont il rejeté
les documents non pertinents. La définition de ces mesures suppose que, dans toute la
collection, pour une requête donnée, il y a un ensemble de documents qui est récupéré
et un ensemble qui n’est pas récupéré (le reste des documents), où une partie d’entre eux
sont concernés. Cela est expliqué dans la Figure 10.

Entire document colletion

Relevant
documents

Retrieved
documents

Figure 10: Explication graphique du précision et de rappel. La requête récupère un en-
semble de documents, où certains d’entre eux sont concernés.

Puis, Precision (P) est la fraction d’images récupérées qui sont pertinents, il est ex-
primé en
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Precision =
#(relevant items retrieved)

#(retrieved items)
(22)

et rappel (R) est la fraction des images pertinentes qui sont récupérées, il est donné par

Recall =
#(relevant items retrieved)

#(relevant items)
(23)

D’autres mesures intéressantes dérivés de précision et de rappel sont par exemple
l’exactitude et la F-mesure, la probabilité de sur-récupérer et d’oublier une image, les
images cible et mal classés, où une image interrogée est dit être une cible si elle con-
tient l’étiquette appris à partir du point de vue de l’opérateur, tandis que les images mal
classées ont été récupérées mais ne contient pas l’étiquette appris.

Méthodologie d’évaluation

La méthodologie d’évaluation implique 1) travailler avec l’utilisateur comme interprète
de la réalité de terrain ou comme évaluateur du système de KIM, 2) la création de la
réalité de terrain, et 3) la définition et l’exécution des méthodes d’évaluation du système.

Rôle de l’utilisateur

L’utilisateur est l’acteur principal dans le fonctionnement du système. Lors de l’évaluation
axée sur l’utilisateur, l’utilisateur a deux rôles: 1) en tant qu’interprète (expert): il crée
la base de données de référence en annotant les carreaux de l’image. Cette base de
données servira de réalité de terrain lors de l’évaluation, 2) comme évaluateur: il crée
des scénarios de validation en interagissant avec KIM, et plus tard les juges les résultats.
Ici, l’utilisateur est demandé de classer les résultats récupérés avec l’échelle qualitative al-
lant de faible valeur à des valeurs élevées comme suit: Insatisfait (U), Acceptable (A), Bon
(G), Very Good (VG) selon son degré de satisfaction . L’utilisateur essayera également
d’utiliser VG, seulement quand il est entièrement satisfait avec les résultats.

Création de la réalité de terrain

La création de la réalité de terrain implique les tâches suivantes: la première tâche con-
siste à la définition du critère de pertinence, quand une image est considérée comme
pertinente dans une recherche? ou dont l’examen n’a pas besoin d’être pris en compte
pour juger d’une image comme pertinente?. Plus tard, quand la pertinence est décidé,
vient la deuxième tâche qui implique la définition de normes permettant d’annoter les
carreaux de l’image.

Enfin, une structure pour stocker toutes les informations sur le contenu de l’image
doit être créée. Dans ce travail, nous définissons deux niveaux de pertinence, pertinentes
et non pertinentes, où la pertinence est évaluée selon le scénario de validation et les ex-
igences des utilisateurs. L’utilisateur en tant qu’expert supervise les images et décide
quelles classes sont contenues dans l’image.

Les méthodes d’évaluation du système

L’évaluation axée sur l’utilisateur de KIM se concentrera sur l’évaluation de la recherche
probabiliste (images récupérées) et l’apprentissage interactif (classification du contenu
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des images). Afin d’évaluer KIM, nous créons des scénarios différents, qui montrent
l’interaction de l’utilisateur-KIM par l’apprentissage interactif et la recherche probabiliste.
La méthodologie proposée pour la création des scénarios comporte trois étapes: 1) la
configuration du scénario, 2) la définition des étiquettes sémantiques par le biais de
l’apprentissage effectuée par l’utilisateur, et 3) évaluation de l’efficacité des résultats
récupérés et des classifications. Ces étapes sont décrites ci-dessous:

1. Configuration du scénario

Dans cette étape, l’utilisateur définit le but du scénario et de ses intérêts. Plus tard,
en conséquence de cette information, l’utilisateur sélectionne l’image, génère le terrain-
vérité, et ingère les données dans KIM.

2. Formation effectuée par l’utilisateur et la définition des étiquettes sémantiques

L’étiquette sémantique est définie de manière interactive par l’utilisateur. L’utilisateur
commence à sélectionner une certaine combinaison de caractéristiques primitives, qui
ont été fournis par les méthodes d’extraction des caractéristiques. Plus tard, l’utilisateur
de façon répétitive donnera des exemples positifs et négatifs par des clics différents sur
le contenu de l’image en s’arrêtant quand il est satisfait. Enfin, l’utilisateur recherche le
contenu des images similaires dans la collecte et classe qualitativement les résultats.

Lorsque l’utilisateur recherche les images pertinentes, une recherche probabiliste est ef-
fectué. Il donne comme résultat une liste des mieux classés. L’utilisateur juges de la
pertinence d’une image dans la liste des classés. Que l’utilisateur considère que l’image
n’est pas pertinent dans la liste classée, il peut améliorer les résultats en choisissant une
nouvelle image et d’effectuer une nouvelle formation interactif. Ce concept est similaire
à un cadre de contrôle de pertinence (Salton and Buckley, 1990).

3. Évaluation de la recherche probabiliste et l’apprentissage interactif

Après la formation du système grâce à l’apprentissage interactif, les étiquettes sémantiques
du type de couvert sont définis. Plus tard, l’utilisateur final (gestionnaire de réseau)
recherche une image basée sur son contenu. Plus tard, les résultats de la requête fournie
dans la recherche probabiliste nous dira comment bien les étiquettes sémantiques définies
par l’utilisateur et comment est l’efficacité du processus de récupération.

Dans ce travail, l’efficacité de la recherche probabiliste (résultats récupérés) sont évaluées
par le calcul de l’efficacité des mesures proposées ci-dessous. La qualité de l’apprentissage
interactif est évaluée par l’utilisateur à travers les impressions visuelles et des matrices
de confusion. Le degré de satisfaction des utilisateurs est obtenue en interrogeant les
évaluateurs à classer qualitativement les résultats de la recherche probabiliste et de clas-
sification supervisée en utilisant une échelle qualitative: Insatisfait (U), Acceptable (A),
Bon (G), et très bonne (VG).

Exemples de scénarios de validation: le suivi en cas de catastrophe

Dans le contexte de la surveillance des catastrophes, nous avons sélectionné un exemple
basé sur le travail développé dans le Centre d’information basée par satellite (ZKI) (Voigt
et al., 2007). Le scénario correspond à la détection des déversements d’hydrocarbures
dans le golfe du Mexique.
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Étude de cas: déversement de pétrole dans le golfe du Mexique

Une explosion, le 20 avril 2010, à bord du Deepwater Horizonled a provoqué le déversement
accidentelle de pétrole le plus grand de l’histoire.

Une estimation de jusqu’à 800.000 litres de pétrole fuient à partir de trois endroits du
puits et menacent l’écosystème marin du golfe du Mexique.

Figure 11 illustre l’ampleur de la tragédie.

(a) à bord de l’explosion de Deepwater Horizon (b) Pellicule d’huile sur l’océan Atlantique

Figure 11: Déversement de pétrole dans le golfe du Mexique, le 20 avril 2010. De gauche
à droite, Explosion sur Deepwater Horizon et de pétrole déversé dans l’océan Atlantique.
(images prises à partir time.com)

1. Configuration du scénario Dans ce scénario

L’utilisateur est intéressé à l’identification de la surface de pétrole de l’eau. Par conséquent,
seuls deux classes doivent être détectées: les plans d’eau et de pétrole déversé. L’analyse
de la scène TerraSAR-X utilisés dans cette étude de cas est montré dans la 12. Cette image
correspond au produit GEC RE SC S, qui est radiométrique amélioré polarisation unique
ScanSAR mode dans géocodées Ellipsoı̈de Corrigé de TerraSAR-X produit (DLR, 2009).
Il s’agit d’une image post-catastrophe et a été acquis le 11 mai 2010.

La scène entière a été ingérée dans le système de KIM et lors de l’ingestion, elle fut divisée
en 50 carreaux avec 1000 × 1000 pixels Taille chacun. MAP-GMRF (Voir la section 5.1.2)
a été utilisée comme méthode d’extraction de la fonction primitive, dont les paramètres
d’entrée était de 5 pour le ordre du modèle et la fenêtre d’estimation a une taille de 31×31
pixels.

Lors de la définition de réalité de terrain, l’image TerraSAR-X a été divisé en 50 carreaux
afin d’avoir les mêmes carreaux que celles ingérée dans le système KIM. Chaque carreau a
été annotée par l’interprète de l’utilisateur. Dans cette étude de cas, le contenu du carreau
est soit de l’eau de l’océan ou de l’huile. On a constaté que 43 carreaux contiennent de
l’eau des océans et 31 carreaux contiennent de l’huile.

2. Formation effectuée par l’utilisateur final
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Figure 12: TerraSAR-X image over Gulf of Mexico taken on 11 May, 2010. The image
shows an extensive oil film east of the Mississippi delta.

La création du scénario de validation commence avec l’apprentissage interactive réalisée
par l’utilisateur final ou d’évaluateur. L’utilisateur final doit apprendre le système afin
d’interroger la base de données et classer le contenu de l’image.

Pendant l’entraı̂nement et la définition des étiquettes sémantiques (eau de mer et huile),
la combinaison de plusieurs caractéristiques primitives comme par exemple la texture à
des échelles différentes, l’intensité, ou combinaison des deux ont été utilisés.

3. L’évaluation de la recherche probabiliste et l’apprentissage interactif

Les résultats d’efficacité pour les deux classes en utilisant toutes les fonctions primitives
définies dans l’apprentissage est résumée dans le tableau 6.6, voici également les critères
de l’utilisateur ont été inclus. Dans le tableau 6.6, nous pouvons observer que dans le cas
de deux classes, selon les résultats d’efficacité, la performance de KIM en utilisant deux
classes de niveau est assez bon (plus de 90

La classification supervisée du contenu de l’image entière pouvait être considérée comme
le résultat de l’apprentissage interactive. Les classifications supervisées du contenu des
images ont été combinées en une carte thématique de la marée noire comme le montre
la Figure 13. La matrice de confusion a été calculé et est présenté au tableau 6. Ici, elle
signale une précision globale de 88,7928 et le coefficient Kappa de 0,6809.

Perspectives des utilisateurs et satisfaction

Afin de consolider l’évaluation axée sur l’utilisateur, un groupe de 11 évaluateurs ont été
invités à classer qualitativement les résultats de la recherche probabiliste et la classifica-
tion dans le cas du pétrole et des classes d’eau de l’océan. Les résultats sont présentés
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Table 5: Oil spill in Gulf of Mexico: Effectiveness evaluation of the probabilistic search,
considering the 20 top ranked list for oil and water class versus the primitive features.
The user satisfaction (column U-satis) is expressed as Unsatisfied (U), Acceptable (A),
Good (G), and Very Good (VG).

Semantic label: Oil
Primitive feature∗ Targets Misclas.∗∗ Po Pf Accuracy F-measure U-satis.
embd0 95,00 5,00 0,05 0,05 0,73 0,75 VG
tex0 90,00 10,00 0,06 0,05 0,69 0,71 VG
embd1 60,00 40,00 0,08 0,05 0,44 0,47 A
tex1 80,00 20,00 0,06 0,05 0,60 0,63 G
embd0 + tex0 75,00 25,00 0,07 0,05 0,56 0,59 A
embd1 + tex1 75,00 25,00 0,07 0,05 0,56 0,59 A
tex0 + tex1 90,00 10,00 0,06 0,05 0,69 0,71 VG

Semantic label: Ocean Water
Primitive feature∗ Targets Misclas. Po Pf Accuracy F-measure U-satis.
embd0 100,00 0,00 0,05 0,05 0,52 0,63 VG
tex0 90,00 10,00 0,06 0,05 0,44 0,57 G
embd1 80,00 20,00 0,06 0,05 0,35 0,51 G
tex1 90,00 10,00 0,06 0,05 0,44 0,57 G
embd0 + tex0 90,00 10,00 0,06 0,05 0,44 0,57 G
embd1 + tex1 85,00 15,00 0,06 0,05 0,40 0,54 G
tex0 + tex1 90,00 10,00 0,06 0,05 0,44 0,57 G

* The primitive features are presented in Table 6.1 and detailed in section 5.1.
**Misclass refers to misclassified metric.

Figure 13: Détection des déversements de pétrole en utilisant KIM système de TerraSAR-
X. Le pétrole est présentée dans le brun et de l’eau en bleu dégradé.
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Table 6: Matrice de confusion de la détection des déversements de pétrole

pétrole Eau
pétrole 60.90 1.71
Eau 39.10 98.29
Total 100 100

dans la Figure 14. Dans le cas de la classe du pétrole, selon les mesures d’efficacité, les
résultats sont bons et très bons, cependant, les critères de l’utilisateur expriment que la
plupart des résultats sont bons et très bons, mais sont aussi acceptables. Dans le cas de
la classe océan, la plus parte de le degré de satisfaction de l’utilisateur varies entre le
pourcentage de bonnes et très bonnes et un petit pourcentage acceptables, tandis que les
mesures d’ efficacité de tous les résultats sont très bons.
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Figure 14: Degré de satisfaction par rapport Utilisateur efficacité de la recherche proba-
biliste dans le cas de deux classes: les classes OIL et l’océan.
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Chapter 1

Introduction

1.1 Motivation

Synthetic Aperture Radar (SAR) images have been used in a large number of applica-
tions in different fields, such as remote sensing for mapping, automatic target recog-
nition, search and rescue, mine detection, etc. Indeed, a SAR sensor has a number of
advantages compared with an optical sensor as for example it is independent of any illu-
mination by the sun causing that the SAR images can be acquired for any time and zone.
Nowadays, the analysis of spaceborne high resolution SAR images with up to 1 meter
spatial resolution has become possible with the advent of German, Italian, and Canadian
missions and their subsequent data distribution. For instance, compared to previous mis-
sions with much lower resolution, the German TerraSAR-X mission provides high reso-
lution SAR images containing an increased amount of details and information content.
This kind of images offers the possibility to detect new structures (man-made), small-
scale objects, etc. However, the automatic analysis of image content is more difficult due
to the huge amount of information content and the nature of SAR data i.e speckle, ge-
ometry, backscattering. As a consequence, in order to fully exploit at best the automatic
interpretation of high resolution SAR imagery it is needed to rely on proper approaches
that automatically remove the speckle, conserving the details and extract the information
content.

In parallel, the continuous growing acquisition of Earth-Observation (EO) imagery
(i.e optical and SAR) has motivated to develop sophisticated methods, algorithms and
systems in order to handle the amount of this data. Generally, the images are stored in
large repositories, where accessing the image information content, in comparison with
other data types, is more complicated, residing mainly in the huge volume of data and
the rich information content. Hence, Image Information Mining (IIM) has arisen as a new
field of study in order to help the users to deal with large image collections by accessing
and extracting automatically their content, allowing querying and mining relevant infor-
mation, and inferring knowledge about patterns hidden in the images. In general, these
systems are based on a Content-Based Image Retrieval (CBIR) approach and incorporate
components in order to extract relevant information from the images (primitive features),
to generate class files by grouping the primitive features in clusters, and to interactively
search for the image content through Graphical User Interface (GUI) that enables the
human-machine communication.

For example, in our specific case, the Knowledge-based Image Information Mining
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system (KIM) is integrated with the Ground-Segment of TerraSAR-X, enabling to store
the EO imagery and to automatically exploit the image content by applying diverse in-
formation extraction methods and creating different application scenarios according to
user interests and conjectures.

In order to exploit the EO imagery, along the years, many techniques have been
proposed in feature extraction methods that can be incorporated in automatic content-
based retrieval systems. However, in order to improve these techniques and systems it
is needed to rely on evaluation strategies that either expose which aspects should be im-
proved or expound the necessity of new methods. Moreover, the evaluation gives a feed-
back about the system performance allowing to discover the strengths and weaknesses
of the system. These are the reasons for which this thesis is oriented to the evaluation of
IIM and feature extraction methods for high resolution SAR images.

1.2 Goals of the thesis

The main goal of the thesis is the evaluation of Image Information Mining methods for
high resolution SAR images. The evaluation must take into account objective measure-
ments as well as user criteria. Behind this general objective lies three other important
goals:

• to have an overall evaluation procedure that enables quantifying the quality of in-
formation extraction methods using high resolution SAR image.

• to have performance indices of each component of the Image Information Mining
system when dealing with large databases of very high resolution SAR imagery.

• to elaborate validation scenarios involving the end-user in the creation and evalua-
tion.

1.3 Contribution of the thesis

An IIM system using high resolution SAR data has to face large image repositories rich
in volume and content. Actually, in order to deal with these issues, the IIM systems are
organized as hierarchical levels starting from the low level (data base) to high level (user
interaction). In the low level, the automatic extraction of the information content is per-
formed by different methods. Here, the accuracy of the results depends on an adequate
modeling and understanding of the image content by the method. In this context, the first
contribution of this thesis is the data-driven evaluation of despeckling and feature ex-
traction methods using high resolution TerraSAR-X data, which is achieved through a
deep study of high resolution SAR data properties and how the stochastic models can
represent and characterize the image content. In practice, the stochastic models: Gauss
Markov Random Field (GMRF) and Auto-binomial model (ABM) are used to model the
image content. The performed detection tests show that they are able to recognize differ-
ent kinds of structures as for example vegetation, water bodies, and urban area. In order
to assess the models, we design several experiments and propose representative metrics
for qualifying (the quality of) the results. The data-driven evaluation leads us to provide
recommendations of usage of the models according to the type of image content, that can
further be translated by the user in a real tool for automatic information extraction.
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Once the feasibility of the methods is studied, they are tested with a high number of
SAR images, which really point out the robustness of the information extraction method
used within the context of IIM and automatic interpretation and understanding of the
image. Therefore, in the high level of an IIM system, the user accesses to the image repos-
itory using a graphical interface, which allows the interactive human-machine commu-
nication. Here, the user creates different queries reflecting his interests and conjectures.
Thus, the second contribution of this thesis, the user-driven evaluation, focuses on
the creation of real application scenarios with the collaboration of the end-user in the
configuration and evaluation. In practice, the end-user is involved in the creation of the
two evaluation scenarios in the framework of disaster monitoring: oil spill and flood de-
tection. The configuration of the scenarios is performed according to recommendations
provided in the data-driven evaluation. In order to have a effectiveness index of the re-
trieval process, quantitative metrics such as precision and recall are used. In order to
have measurements about the user satisfaction degree regarding the retrieved results, a
group of evaluators are asked to qualitatively rank the retrieved results.

1.4 Outline of the thesis

In chapter 2, we deal with the main concepts of SAR image acquisition and formation.
Here, we explain the usefulness of the side-looking geometry and synthetic aperture, in
increasing the image resolution. We also present the backscattering mechanisms as well
as the geometrical and radiometrical properties. We also review the statistics of SAR
images since they are used in the feature extraction methods. In the last part of this
chapter, the study of TerraSAR-X data is of particular interest since all the experiments in
this work are performed using these images.

In chapter 3, we give an introduction into CBIR and IIM systems by presenting the
main architecture, their components, and examples of this kind of systems. In this chap-
ter, we also explain, the problematic of the evaluation in CBIR analyzing different ap-
proaches suggested in previous works.

In chapter 4, we study in detail the analysis of SAR images in terms of despeckling
and information extraction. Here, we explain the Bayesian inference approach and the
basic concept of information extraction via stochastic modeling using Gibbs Random
Field models; specifically we detail Gauss Markov Random Field and Auto-binomial
model as prior models for image characterization and texture modeling. In the last part
of this chapter, we also provide a review of SAR image analysis involving despeckling
and information extraction.

In chapter 5, we contribute with the data-driven evaluation of despeckling and fea-
ture extraction methods based on Bayesian inference using TerraSAR-X images. Here, we
start by describing the evaluated methods, which are based on Gauss Markov Random
Field and Auto-binomial model. Both methods are adequate for modeling high resolu-
tion SAR images. In order to perform the assessment, some quantitative measurements
are proposed for evaluating the quality of the feature extraction and despeckling. More-
over, we carry out the impact of model parameters such as model order and estimation
window on the performance of the methods.

In chapter 6, we elaborate the user-driven evaluation of the KIM system. Here, we
propose an evaluation methodology in order to deal with the user involvement, his con-
jectures and opinions, during the assessment. We introduce KIM as an IIM system by
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proving a complete description of its functionalities as well as an example of operation.
In this chapter, we also suggest two validation scenarios in order to carry out the eval-
uation of KIM functions. Here, KIM is evaluated in terms of effectiveness metrics and
the user criteria. The degree of user satisfaction is taken into account as a performance
metric in the evaluation.

Finally, chapter 7 gives some conclusions summarizing the main results and suggests
some perspectives for future work.
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Chapter 2

Synthetic Aperture Radar

Synthetic Aperture Radar (SAR) images have been used during the past years for a large
number of applications in different fields such as mapping, surface surveillance, search
and rescue, target recognition, etc. In contrast to optical systems, radar technology allows
us to record images through clouds, during night and day. Thus, image acquisitions can
be planned for any time.

In this chapter, we start with describing the fundamentals of SAR technology, specif-
ically the side-looking geometry, image formation, resolution in range and azimuth in
section 2.1. Then, in section 2.2, the geometrical and radiometrical distortion of the SAR
images, in addition to the radiometric correction are explained. The statistical proper-
ties of SAR data in a complex and multi-look domain are presented in section 2.3, and
finally, the description of TerraSAR-X products and information content are detailed in
section 2.4. Here, it exhibits the characteristic of typical urban-area and natural scenes in
TerraSAR-X images.

2.1 Fundamentals of SAR

RADAR is an acronym used for RAdar Detection And Ranging. It refers to a method
developed for target acquisitions and distance measurements by means of radio or mi-
crowave measurements. A radar system has three primary functions: 1) It transmits
microwave (radio) signals towards a scene; 2) It receives the portion of the transmitted
energy backscattered from the scene; and 3) It observes the strength (detection) and the
time delay (ranging) of the return signals. Radar provides its own energy source and,
therefore, can be operated both during day or night and through cloud cover. Hence,
images can be acquired completely independently of solar illumination, which is partic-
ularly important in high latitudes ( polar night ) or cloudy regions. This type of system
is known as an active remote sensing system.

The modern uses of radar are highly diverse, including air traffic control, radar as-
tronomy, military application such as : air-defense systems, antimissile systems, nautical
radars to locate landmarks and other ships, guided-missile target-locating systems, etc.
Moreover, during the last twenty years, radar has been widely used in remote sensing
imagery and Earth observation.

Imaging radar is an active illumination system, which is used for image generation. It
has an antenna, mounted on a platform, which transmits a radar signal in a side-looking
direction towards the Earth’s surface. The reflected signal, known as the echo, is backscat-
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tered from the surface and received a fraction of a second later at the same antenna. Two
types of imaging radar systems with side-looking view can be distinguished 1) systems
with real aperture (RAR: Real Aperture Radar) and 2) systems using synthetic aperture
radar (SAR: Synthetic Aperture Radar). In the radar context, aperture means the length
of the antenna. In the following, we focus on the use of SAR images and point out only
the most important characteristics of SAR systems. More details of SAR systems can be
found on (Bamler and Schättler, 1993), (Oliver and Quegan, 1998).
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Figure 2.1: Geometry of a side-looking radar system used for surface imaging. The radar
with an antenna of length L is flying at altitude h with speed v. The incidence angle
between the radar beam and the ground surface is θ. The direction of the flight or azimuth
is denoted by x and the range direction is denoted by y. The resolution in azimuth and
range are denoted by Rx and Ry, respectively.

2.1.1 Principle of SAR

The basic geometry of a SAR is shown in Figure 2.1. A platform moving with a velocity v
at altitude h carries a side-looking radar antenna that illuminates the surface of the Earth
with pulses of electromagnetic radiation. The swath illuminated by the microwave beam
is called footprint. The direction of travel of the platform is known as the azimuth and is
denoted by x. The distance from the radar track is measured in the range direction and is
denoted by y (Oliver and Quegan, 1998). The incidence angle θ is the angle between the
radar beam and ground surface, which increases, moving across the swath from near to
far range. The antenna length is denoted by L. For sake of simplicity, we deal only with
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the case where the antenna is oriented parallel to the flight line.

2.1.2 SAR image formation

Since SAR is an active system, the actual sensor resolution has two dimensions: range
resolution and azimuth resolution. Resolution of a SAR sensor should not be confused
with pixel spacing which results from sampling done by the SAR image processor.

2.1.2.1 Range resolution

The range resolution corresponds to the minimum distance between two distinguish-
able different objects. Radar data are created in the slant range domain, but usually
are projected onto the ground range plane when processed into an image. Therefore, in
range, two resolutions: slant and ground range resolutions are considered.

Ry

R

h

y

v

Figure 2.2: Slant (∆R) and ground (Ry) range resolutions.

Figure 2.2 shows a radar system mounted on a platform, either airborne or space-
borne. Here, the sensor is flying at altitude h above ground, its distance from the target
to be imaged is R0 and the incidence angle is denoted by θ. Hence, an emitted pulse is
received after ∆t = 2R0/c, where c represents the speed of light (c ≈ 3, 0 · 108m/s). We
assume that the emitted waves can be described by rectangular pulses of duration τ that
are repeatedly sent with the pulse repetition frequency fT = 1/T , with T ≫ τ .

In this context, the slant range resolution can be calculated as

∆R =
cτ

2
, (2.1)

which is dependent on the length of the processed pulse. In the case of ground range
resolution, it results in (See Figure 2.2)

Ry =
cτ

2 sin θ
. (2.2)

It is worth to note that Ry is independent of h and that better resolutions are achieved by
larger values of θ. Hence, resolution is improved with growing range distance y. Since θ
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is constrained to a certain range, e.g. due to the signal-to-noise ratio, the main parameter
to increase resolution remains the pulse length τ . The emitted pulses must be as short as
possible, but at the same time, they must contain enough energy to guarantee a sufficient
amount of reflected intensity at the receiver.

2.1.2.2 Azimuth resolution

SAR does get its name from the azimuth processing, which can achieve an azimuth reso-
lution of maybe hundreds of times smaller than the transmitted antenna beam width.
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Figure 2.3: Azimuth resolution.

Azimuth resolution describes the ability of an imaging radar to separate two closely
spaced scatterers in the flight direction. The resolution in azimuth denoted by Rx de-
pends on the slant range distance R0 to the target (T ) and on the antenna aperture in
azimuth θa. The width of the main antenna lobe at -3dB, conventionally computed at
-3dB, is given by

θa ≈ λ

L
, (2.3)

where λ is the wavelength of the emitted signal and L denotes the antenna length in
azimuth. Then, the resolution in azimuth direction can be shown as

Rx = R0θa ≈ R0λ

L
. (2.4)

In (2.4)1 it can be observed that the resolution depends mainly on the antenna length
L and, moreover on the wavelength and range, so that finer azimuth resolution can be
achieved with longer antenna, and therefore, the resolution is limited by the antenna
length. However, in practice, it is impossible to build an antenna large enough to produce
high resolution data.

1Here, Rx is referred for azimuth resolution in RAR systems, where two targets in the azimuth or along-
track direction can be separated only if the distance between them is larger than the radar beam width.
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In order to improve the resolution in azimuth and to overcome the limitation of an-
tenna length, SAR synthesizes electronically an extremely long antenna or aperture by
using the forward motion of a small antenna (with length L) and a special recording and
processing of the backscattered echoes. Figure 2.3 illustrates how the long synthesized
antenna is achieved. As a target T first enters the radar beam (t−n), the backscattered
echoes from each transmitted pulse begin to be recorded. Then, while the radar contin-
ues to move forward, all echoes from target T for each pulse are recorded during the
entire illumination time. The point at which the target leaves the view of the radar beam
(tn), determines the length of the synthesized antenna Ls. Hence, Ls is equivalent to the
beam width

Ls = R0θa ≈ R0λ

L
. (2.5)

From Figure 2.3 we could also observe that during the illumination time of the target
T , the range distance R, from the radar to the target will be different for every received
pulse. The change in range from pulse to pulse may only be a few millimeters, but that
is enough to give the signal, which is received from the target, a different phase at each
pulse. This change in phase is analogous to the Doppler effect. Flying at speed v, the
radar travels the distance ∆x = v∆t within the time ∆t. The radial distance R0 obtained
at time t0 when the radar is at x0, is minimal. Since ∆x ≪ R0, the distance R(t) to the
target as a function of the time t = x/v can be approximated by

R(t) ≈ R0 +
v2t2

2R0
, (2.6)

which results in a phase (φ) of

φ(t) = −4π

λ
R(t) ≈ −4π

λ

(
Ro+

v2t2

2R0

)
. (2.7)

The doppler frequency fD at a distance x can later be written as a linear function of
the time t

fD(t) = − 1

2π

d

dt
φ(t) ≈ 2v2

λR0t
, (2.8)

with t ∈ [t−n, tn]. The formula (2.8) can be interpreted as another linear modulation of
the frequency as a function of the time t, and could thus be processed in the same way as
the range direction. The bandwidth of the doppler frequency equals

Bd =
2v2|tn − t−n|

λR0
. (2.9)

Since |tn − t−n| = Ls/v ≈ R0λ/vL, then, (2.9) is given by

Bd = 2
v

L
. (2.10)

Similarly to (2.4), the resolution in azimuth equals

Rx =
v

Bd
=

L

2
. (2.11)

Therefore, the azimuth resolution depends only on the length of the small antenna L
and no more on the wavelength and range.
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2.1.3 Basic scattering mechanisms

The principle of radar system is to emit electromagnetic waves with wavelengths rang-
ing from a few centimeters up to one decimeter and to receive the backscattered reflection
from the ground surface. Thus, SAR images represent an estimate of the radar backscat-
terer to a specific area in the ground. For example, darker areas in the image represent
low backscatter, while brighter areas represent high backscatter. Figure 2.4 illustrates
examples of different levels of backscattering according to the target area. Urban areas
appear as bright features meaning that a large fraction of the radar energy was reflected
back to the radar, while dark features (asphalt in a road) imply that very little energy was
reflected. In the case of vegetation, it appears as medium bright since not all the signal is
backscattered

Flat suface Forest
City

Figure 2.4: Examples of different levels of backscattering. Flat surface will appear as dark
area in a SAR image. Forest areas, reflects medium backscattering. Backscattering over
cities will appear as bright area in a SAR image.

Generally, backscatter for a target area at a particular wavelength will vary for a vari-
ety of conditions, such as the physical size of the scatterers in the target area, the target’s
electrical properties and the moisture content, with wetter objects appearing bright, and
drier targets appearing dark. However, the exception to this is a smooth body of water,
which will act as a flat surface and reflect incoming pulses away from the sensor. These
bodies will appear dark. The wavelength and polarization of the SAR pulses, and the
observation angles will also affect backscatter.

2.1.3.1 Surface and Volume Scattering

Flat and dry surfaces (smooth surfaces) reflect little or no radio or microwave energy
back toward the radar, they will appear dark in radar images. However, rough surfaces
reflect the wavefront in multiple directions, then, only a part of the emitted energy is
received by the sensor. This effect is called diffuse scattering. Figures 2.5(a)-(b) show
examples of smooth and rough surfaces, respectively. Smooth surfaces reflect very few
of the incoming energy back to the emitting antenna, when the incidence angle θ between
sensor and surface is zero and if no double bouncing occurs.

In volume scattering, the same effect could be seen, e.g. vegetation is usually moder-
ately rough on the scale of most radar wavelengths, then the wavefront partly penetrates
the scatterers. It is illustrated in Figure 2.6.
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Flat suface

(a) Smooth surface.

Cropland

(b) Rough surface.

Figure 2.5: Smooth and Rough surfaces. (a) Flat surfaces reflect little or no energy back
toward the radar, while (b) rough surfaces reflect in multiple directions.

Figure 2.6: Volume scattering.
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2.1.3.2 Single and Double Bounce

Figure 2.7 depicts examples of single and double bounce. Single bounce occurs when
the entire power is reflected back to the sensor like a mirror. Double bounce occurs
when these are two surfaces, one flat on the ground (horizontal) and the other upright
(vertical), and the reflected pulse hits both surfaces one after the other as shown in Figure
2.7, i.e. the grass (horizontal) hits the tree’s stump (vertical). This type of scattering will
appear light gray to white in the radar image.

Mountains

Figure 2.7: Single and double bounce.

Another examples is, when city streets or buildings are lined up in such a way that
the incoming radar pulses are able to bounce off the streets and then bounce again off
the buildings (called a double-bounce) and directly back towards the radar. They will
also appear very bright (white) in radar images. Roads and freeways are flat surfaces and
will therefore appear dark. Buildings which do not line up so that the radar pulses are
reflected straight, back will appear light grey, like very rough surfaces.

2.2 Geometrical and Radiometrical effects

SAR systems detect the distance between the sensor emitting a microwave pulse and the
target reflecting the energy back to the receiving antenna. This range measurement prin-
ciple leads to specific geometric distortions in the processed SAR image, which makes
SAR images more difficult to interpret than optical images.

In the following, the most common geometric distortions presented in the specific
topography are described in section 2.2.1. A review of the radiometric and geometric
corrections are detailed in section 2.2.2 and 2.2.3, respectively.

2.2.1 Geometrical effects

Figures 2.8-2.10 sketch the principal geometrical effects in SAR images. Here, the points
a, b, and c are imaged as a′, b′, and c′ in the slant range plane. This shows how minor
differences in elevation can cause considerable range distortions. These induced effects
are called foreshortening, layover and shadow and are described in the following.
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2.2.1.1 Foreshortening

Foreshortening is a geometrical effect that causes slant range differences between two
points located on foreslopes of mountains to be smaller than they would be in flat areas.
Foreshortening occurs specially in mountaineous areas, where the mountains seem to
lean towards the sensor. An example is shown in Figure 2.8. Here, the point a, b and c are
equally spaced when vertically projected on the ground. However, the distance between
a′ and b′ is considerable shortened compared to b′ and c′, because the top of the mountain
is relatively closer to the SAR sensor.

Foreshortening

a’

a

b

c

b’

c’

slant range

Figure 2.8: Foreshortening effect. The point a, b and c are equally spaced. However, the
distance between a′ and b′ is considerable shortened compared to b′ and c′, because the
top of the mountain is relatively closer to the SAR sensor.

The foreshortening situation has two consequences: 1) Due to the change in ground
resolution, foreshortening areas appear compressed in SAR images, i.e. their extension
in range direction is reduced; and 2) foreshortening areas are characterized by brighter
image gray values. The received energy within a resolution cell is higher due to the larger
imaged area.

2.2.1.2 Layover

Layover is an extreme case of foreshortening and occurs in the case of very steep terrain
slopes, when the top of a mountain is closer to the sensor than its bottom. Layover areas
appear as particularly bright regions in the image with an inverted geometrical order. In
Figure 2.9, this is depicted by points b′ and a′. Note that the ordering of surface elements
on the radar image is the reverse of the ordering on the ground.
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Layover
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Figure 2.9: Layover effects. The ordering of surface elements on the radar image is the
reverse of the ordering on the ground. Points b′ and a′ appear inverted.

2.2.1.3 Shadows

Shadows occur in the areas, which are not illuminated by the radar beam. Points b and c
in Figure 2.10 illustrate the shadow effect.

Shadow
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Figure 2.10: Shadow effect is caused by objects, which cover part of the terrain behind
them.
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2.2.2 Radiometric corrections

For radiometric correction of SAR layover areas, the energy accumulated in one image
pixel has to be redistributed among those ground resolution cells, which are mapped
onto that particular pixel. This problem of energy redistribution is also encountered in
foreshortening areas, where each image pixel contains the energy from a larger area, com-
prising generally more than one ground resolution cell.

Radiometric correction of SAR data are performed by using Digital Elevation Model
(DEM) information. Basically, the radiometric correction can therefore be performed by
a division by the size of the imaged area, which, as a first approximation, is a function
of the local incidence angle. In general, the local incidence angle is calculated by using
DEMs of similar or, if available, higher resolution.

2.2.3 Geometric corrections

Two different range measures are commonly used for SAR Images: slant range and
ground range. The first one refers to the actual SAR measurement subject to any cali-
bration corrections made in the processing. However, the geometry is distorted to a map
projection. Alternatively, the data can be geocoded to ground range so that the geometry
is correct in the map projection. The geometric corrections or geocoding (Schreier, 1993)
is the procedure of minimizing geometrical distortions and resampling the image to a
homogeneous, predefined map grid, e.g. to the Universal Transversal Mercator (UTM)
grid.

In order to perform this operation, the exact elevation of each pixel must be known
which is usually taken from a DEM. It is clear that the success of accurate geocoding, as
for radiometric correction, depends on the DEM quality and its resolution. The purpose
of geocoding is to generate a map-like representation of the satellite image, where the
SAR image is aligned with a Cartesic map projection grid. Otherwise, uncorrected data
can hardly be interpreted due to effects in slant range images, such as mountains which
appear to be leaning towards the sensor.

2.3 SAR image statistics

SAR images are affected by a multiplicative process called speckle, which is produced
by coherent systems such as SAR or laser systems (Goodman, 1975). It is caused by ran-
dom interferences, either constructive or destructive, between the electromagnetic waves
which are reflected from different scatterers present in the imaged area as shown in Fig-
ure 2.11(a). When illuminated by a SAR instrument, each sub-pixel scatterer contributes
to backscatter energy which, along with phase and power changes, is then coherently
summed for all local scatterers (Oliver and Quegan, 1998). It becomes evident as a point-
like random structure affecting the amplitudes of the image pixels as shown in Figure
2.11(b).

Speckle becomes visible only in the detected amplitude or intensity signal. The com-
plex signal by itself is distorted by thermal noise and signal processing induced effects
only.

Since the speckle presence in SAR images reduces the detectability of objects in the
image and also the capability to separate and classify distributed targets, as a conse-
quence, the interpretation of detected SAR images is highly disturbed. The speckle hides
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(a) Speckle effect inside of a resolution cell.
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(b) Speckle effect seen in the complex plane.

Figure 2.11: Speckle is represented as a random walk in the complex plane.

this information contained in the image and makes the extraction of important informa-
tion within the image difficult. Therefore, speckle reduction has been the focus of many
works, which are detailed in section 4.3.

In the following, we start by presenting in section 2.3.1, the speckle effect, which
causes a SAR image to be represented by a complex number. The statistics of the backscat-
tered signal (complex image) and their derived probability density functions (pdfs) are
presented in section 2.3.2. In the case of multilooked SAR images, their statistics are
presented in section 2.3.3.

2.3.1 Speckle effect

The SAR data are known as the complex image since the estimation of the local reflectiv-
ity at each pixel can also be represented by the complex number AeiΦ. From the complex
images a variety of other products can be formed, for example, images of the real part
A cosΦ, the imaginary part A sinΦ, the amplitude A, the phase Φ, the intensity I = A2,
the log intensity log I . For a properly calibrated system, these are all true measurements
of the scattering properties of the Earth’s surface, but usually they produce quiet differ-
ent representations. From all these image types, the amplitude and log images are often
preferred.

An explanation of why the speckle effect arise is given by how the the world might
appear to the radar nature since the SAR is making a true measurement of the Earth’s
scattering properties. In distributed targets we can think of each resolution cell as con-
taining a number N of discrete scatterers as shown in Figure 2.11(a). As the wave inter-
acts with the target, each scatterer k contributes a backscattered wave with a phase Φk

and amplitude Ak. Therefore the total returned modulation of the incident wave is given
by

AeiΦ =
N∑
k=1

Ake
iΦk . (2.12)

This summation (2.12) is over the number of scatterers illuminated by the beam. The
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individual scattering amplitudes Ak and phases Φk are unobservable because the indi-
vidual scatterers are on much smaller scales than the resolution of the SAR, and there are
normally many such scatterers per resolution cell.

2.3.2 Statistical properties of the backscattered signal

An immediate conclusion from (2.12) is that the observed signals will be affected by infer-
ence effects as consequence of the phase differences between scatterers. Actually, speckle
can be understood as an interference phenomenon in which the principal source of the
noise-like quality of the observed data is the distribution of the phase terms Φk. To in-
fer this distribution, note that the slant range resolution is typically many wavelength
across. Hence, scatterers at different parts of the resolution cell will contribute very dif-
ferent phases to the return (2.12) even if their scattering behavior is identical. In practice,
we can think of the phase Φk as being uniformly distributed in [−π, π] and independent
of the amplitude Ak. The sum (2.12) then looks like a random walk (See Figure 2.11(b)) in
the complex plane, where each step of length Ak is in a completely random direction. For
a large number of statistically identical scatterers (N), several properties of the received
signal can be derived (Goodman, 1975; Oliver and Quegan, 1998):

1. Joint probability density function

The observed in-phase and quadrature components, z1 = A cosΦ and z2 = A sinΦ,
are independent identically distributed Gaussian random variables with zero-mean
and whose variance σ/2 is determined by the scattering amplitudes Ak. Their joint
probability density function (pdf) is given by:

Pz1,z2(z1, z2) =
1

πσ
exp

(
− z21+z22

σ

)
. (2.13)

2. Phase pdf

The observed phase Φ is uniformly distributed over range [−π, π].

3. Amplitude pdf

The amplitude A = |z| =
√

z21 + z22 follows a Rayleigh distribution:

PA(A) =
2A

σ
exp

(
− A2

σ

)
A ≥ 0 (2.14)

with mean value E{A} =
√
πσ
2 and standard deviation

√
(1− π

4 )σ. Another widely
used statistic in the SAR community is the Coefficient of Variation (CV) defined as
the ratio between the standard deviation and the mean. Hence, for amplitude data,
this takes the value

√
4/π − 1 = 0.52.

4. Intensity pdf

The observed intensity or power I = A2 does have a negative exponential distribu-
tion:

PI(I) =
1

σ
exp

(
− I

σ

)
I ≥ 0 (2.15)



64 2. SYNTHETIC APERTURE RADAR

with mean value and standard deviation equal to σ. Hence, in this case the CV is
1, showing the high statistical uncertainty of the measured intensity. This uncer-
tainty is directly reflected in the noisy appearance of detected SAR images and is
interpreted as speckle noise.

The distribution 1 to 4 are of fundamental importance in handling SAR data. It is
worth noting that with exception of the phase distribution, they are completely charac-
terized by a single parameter σ, which carries all the available information about the
target and corresponds to the average intensity.

The implications of the presented speckle model are important. In fact, if our interest
is on single SAR scenes of distributed targets, and hence phase provides no information
(since its distribution is target independent), we can get rid of it and use only amplitude
or intensity data. Actually, in general, the phase information results to be important
only in the case of polarimetric and interferometric data, which is not the scope of this
thesis. It is worth to mention that all the experiments developed in this work are based on
amplitude data and the despeckled methods were adapted for this kind of SAR images.

2.3.3 Statistical properties of Multi-Look data

Speckle can not be completely removed by filtering using the multi-looking technique.
Multi-look processing is applied during image formation, and this procedure averages
several statistically independent looks of the same scene to reduce speckle (Porcello et al.,
1976).

The multi-looking can either be performed in the frequency domain by extraction of
complex looks and averaging them or, in the spatial domain, by averaging neighboring
pixels. The variance of speckle is reduced by L, the number of incoherently summed
looks or pixels. Hence, V ar(P )/1 = L. This increase in radiometric resolution is gained at
the expense of spatial resolution, which is reduced by the same factor. So, a compromise
between spatial and radiometric resolution has to be found.

2.3.3.1 Intensity images

The separate images are referred to as looks, so that this process of averaging in intensity
is known as multilooking and the resultant image is known as L-look. The L-look average
intensity is given by

I =
1

L

L∑
k=1

Ik L ≥ 0 (2.16)

where the Ik are independent exponentially distributed variables with a mean σ, known
to obey a Gamma distribution with order parameter L

PI(I) =
1

Γ(L)

(
L

σ

)L

IL−1 exp−LI/σ I ≥ 0 (2.17)

The average intensity has moments

⟨Im⟩ = Γ(m+ L)

Γ(L)

(σ
L

)m
(2.18)
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with special cases ⟨I⟩ = σ (mean) and var(I) = σ2/L (variance). The latter relation induces
the definition of the Equivalent Number of Looks (ENL) as

ENL =
(mean)2

variance
(2.19)

where the averages are carried out in intensity over a uniformly distributed target. The
ENL is equivalent to the number of independent intensity values averaged per pixel. It is
often applied not just to describe the original data but also to characterize the smoothing
effects of post-processing operations such as speckle filtering (Oliver and Quegan, 1998).
ENL should be computed in homogenous areas being recommended a window of 35×35
pixel size for its computation.

The conditional pdf also known as the likelihood function of the L-look average
intensity I given its mean values uI are obtained by changing the variables E{I} = σ = uI
and this is given by

PI(I|uI) =
1

Γ(L)

(
L

uI

)L

IL−1 exp−LI/uI , (2.20)

with conditional mean E{I|uI} = uI and conditional variance var(I|uI) = (uI)
2/L.

2.3.3.2 Square-root intensity images

The multi-look square-root intensity is calculated by averaging L uncorrelated pixel with
intensity Ik and taking the square root of a multi-looking intensity image. Therefore, the
effect of reducing the variance is equivalent to

S =

√√√√ 1

L

L∑
k=1

Ik (2.21)

The equation (2.21) is used for display purposes since this has been a reduced dy-
namic range. The conditional square root Gamma distribution is obtained by changing
the variables S =

√
I and us =

√
ui, resulting in

PS(S|us) =
2

Γ(L)

(
L

u2s

)L

S2L−1 exp−LS2/u2
s , (2.22)

which is the Rayleigh distribution for L=1. The condition mean and variance are found
to be

E{S|us} =
Γ(L+ 0.5)

Γ(L)
√
L

us ̸= us (2.23)

and

var(S|us) = u2s −E{S|us}2 = u2s

(
1− Γ(L+ 0.5)

(Γ(L)2L)

)
. (2.24)

This yields to the coefficient of variation

CV s =

√
Γ(L)2L

Γ(L+ 0.5)2
− 1. (2.25)
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2.3.3.3 Amplitude images

In the case of multi-look amplitude images, the distribution cannot be derived since the
multi-looked amplitude is computed by

A =
1

L

L∑
k=1

√
Ik. (2.26)

The pdf of A is determined by a convolution of L Rayleigh distributions.
As a consequence, images of this kind are seldom used, statistical conclusions are

difficult to be drawn, and accurate interpretation cannot be easily done. However, am-
plitude images exhibit one nice property: In contrast to square-root images, they easily
permit the computation of L out of the measured coefficient of variation CVA, which is
given by

CVA =
σ2
A

u2A
=

0.52272

L
, (2.27)

where σA denotes the standard deviation and uA represents the mean of A. Since the
coefficients of variation for amplitude and square-root images are almost identical; this
allows for square-root intensity images to analytically calculate L from an analysis of
mean and variance without having to deal with the Gamma functions of (2.25). Of course,
it is also possible to directly estimate L from the intensity image.

2.3.4 The multiplicative noise model for Speckle

In (Touzi, 2002) the multiplicative and product speckle models were presented in or-
der to approximate the speckle noise. However, the difference between them is very
vague (Oliver and Quegan, 1998) being the most widely used model for speckle the mul-
tiplicative model, which can be modeled following the Gamma distribution (Goodman,
1975),(Oliver and Quegan, 1998). In the case of full developed speckle, it is character-
ized by a negative exponential distribution in a singlelook intensity SAR image or equiv-
alently a Rayleigh distribution in an amplitude image (Goodman, 1975),(Ulaby et al.,
1981). The probability density function of the intensity follows a Gamma distribution in
multi-look images.

From the previous statistics, an interesting property of pdf (2.20) around a given mean
value uI is its interpretation as a multiplicative noise (Oliver and Quegan, 1998). It
can be seen that the distribution of I with mean uI is identical to the one obtained by
multiplying a fixed cross-section uI with a noise process nI that is distributed according
to PI(I|uI) = 1:

I = uI × nI = uI × IuI=1. (2.28)

Due to this property, speckle is considered to be a multiplicative noise with

PnI(I) = PI(I|uI = 1), (2.29)

which manifests itself only in the amplitude or intensity signal.
By analogy to the intensity case considered before, in the case of square root intensity

images, the speckle can be interpreted again as a multiplicative noise ns affecting the
mean value us with

S =
√
I =

√
uI · nI = us · ns = us · Sus=1. (2.30)
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As was previously pointed out, speckle found in SAR intensity or amplitude images
can be regarded as a multiplicative process. However, many image processing tech-
niques assume that an image is affected only by additive noise and perform poorly
otherwise. This problem, which hinders the analysis of SAR images containing multi-
plicative speckle, can be partly overcome by taking the logarithm of the image prior to
interpretation. The log-operation transforms the speckle to being additive

Z = log I = log uI + log nI = uz + nz. (2.31)

Speckle models can be incorporated in filtering techniques, and the most frequently
assumed model is the multiplicative model. In most of the despeckling filters, the speckle
noise is often assumed to follow a Gaussian or Gamma distribution. However, some de-
speckling techniques such as using wavelet decomposition transforms the speckle mul-
tiplicative model to additive model by using logarithms.

2.4 TerraSAR-X products and information content

TerraSAR-X is the German radar satellite launched on June 2007. It operates in the X-
band and is a side-looking Synthetic Aperture Radar (SAR) based on active phased array
antenna technology. It does supply high quality radar data for purposes of scientific
observation of the Earth for a period of at least five years.

In the following sections, the description of the TerraSAR-X instrument and its orbit
and altitude parameters are presented in section 2.4.1. The main TerraSAR-X available
products are described in section 2.4.2. Finally, examples of typical image content are
detailed in section 2.4.3. The following sections are based on the TerraSAR-X products
description published in (DLR, 2009).

2.4.1 TerraSAR-X Instrument

The TerraSAR-X characteristic values of the platform and the SAR instrument are pre-
sented in Table 2.1 (DLR, 2009).

2.4.1.1 Imaging Modes

In the case of TerraSAR-X, four imaging modes have been designed to support a variety
of applications ranging from medium resolution polarimetric imaging to high resolution
mapping. The standard imaging modes defined for the generation of basic product are:

• Stripmap mode (”SM”) in single or dual polarization

• ScanSAR mode (”SC”) in single polarization

• Spotlight mode (”SL”) in single or dual polarization

• High Resolution Spotlight mode (”HS”) in single or dual polarization

The configuration of the imaging modes offers products with different resolution in
azimuth and range, which are summarized in Table 2.2.
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Table 2.1: TERRASAR-X System, Orbit and Attitude Parameters.

System Parameters
Radar carrier frequency 9.65 GHz
Radiated RF Peak Power 2 kW
Incidence angle range for stripmap /
Scan- SAR

20◦ −45◦ full performance (15-60 ac-
cessible)

Polarizations HH, VH, HV, VV
Antenna length 4.8 m
Nominal look direction right Antenna
width

0.7 m

Number of stripmap / ScanSAR eleva-
tion beams

12 (full performance range) 27 (access
range)

Number of spotlight elevation beams 91 (full performance range) 122 (access
range)

Number spotlight azimuth beams 229
Incidence angle range for spotlight
modes

20◦ −55◦ full performance (15◦ − 60◦

accessible)
Pulse Repetition Frequency (PRF) 2.0 kHz −6.5 kHz
Range Bandwidth max. 150 MHz (300 MHz experimen-

tal)
Orbit and Attitude Parameters

Nominal orbit height at the equator 514 km
Orbits / day 15 2

11

Revisit time (orbit repeat cycle) 11 days
Inclination 97.44◦

Ascending node equatorial crossing
time

18 : 00± 0.25 h (local time)

Attitude steering Total Zero Doppler Steering

Table 2.2: Basic TerraSAR-X Imaging Mode parameters versus Azimuth and Range reso-
lution.

Imaging Mode Incidence
Ang. [deg.]

Azimuth Res.
[m]

Ground Range
Res. [m]

Stripmap (SM) 20 - 45
Single Polarization 3.3 3.49 - 1.70
Dual Polarization 6.6 3.49 - 1.70

ScanSAR (SC) 20 - 45 18.5 3.49 - 1.70
Spotlight (SL) 20 - 55

Single Polarization 1.7 3.49- 1.48
Dual Polarization 3.4 3.49- 1.48

High Resolution Spotlight (HS) 20 - 55
Single Polarization 1.1 3.49 - 1.48
Dual Polarization 2.2 3.49 - 1.48
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2.4.2 Basic TerraSAR-X products

In the context of TerraSAR-X ground segment, the SAR raw data are processed to basic
products by the TerraSAR-X Multi Mode SAR Processor (TMSP), which generates a set
of products depending on the appropriate algorithms and parameters as follows

• geometric and radiometric resolution

• geometric projection

• auxiliary information and annotation

2.4.2.1 Geometric resolution

The theoretical maximum slant range resolution of TerraSAR-X in single polarization is
0.89 meter based on the range bandwidth of 150 MHz if no spectral weighting is applied.
However, for all products the maximum resolution is deliberately reduced by weighting
the range and the azimuth spectrum with a Hamming window (α coefficient 0.6) in order
to suppress the sidelobes of the point target response (PTR) function (DLR, 2009). This
better side-lobe suppression is specifically important in imaging urban and industrial ar-
eas where the high spatial resolution of the system exposes high numbers of extremely
strong scatterers leading to high image contrasts. As well, the level of azimuth ambigui-
ties is decreased.

The geometric reduction offers two possible configurations: Spatially Enhanced
Products (SE) or Radiometrically Enhanced Products (RE); which are described in the
following.

1. Spatially Enhanced Products (SE)

The spatially enhanced product is designed for the highest possible square ground reso-
lution. Depending on the imaging mode, polarization and incidence angle the larger res-
olution value of azimuth or ground range determines the square pixel size. The smaller
resolution value is adjusted to this size and the corresponding reduction of the band-
width is used for speckle reduction.

2. Radiometrically Enhanced Products (RE)

The radiometrically enhanced product is optimized with respect to radiometry. The
range and azimuth resolution are intentionally decreased to significantly reduce speckle
by averaging approximately 6 (5 to 7) looks to obtain a radiometric resolution of about
1.5 dB. Therefore, the speckle is reduced at expense of spatial resolution reduction.

2.4.2.2 Geometric projections and data representation

Besides the different imaging modes, TerraSAR-X also allows a selection among different
geometrical projections and data representations. These are described in the following:

1. Single look Slant range (complex-valued) (SSC)

This product is the basic single look product of the focused radar signal. The data are
represented as complex numbers and the pixels are spaced equidistant in azimuth and
in slant range. The SSC product is intended for scientific applications that require the



70 2. SYNTHETIC APERTURE RADAR

full bandwidth and the phase information, e.g. SAR interferometry and interferometric
polarimetry. For this product, the geometric projection is Azimuth - Slant Range (time
domain).

2. Multi-look Ground range Detected (MGD)

This product is a detected multi look product with reduced speckle and approximately
square resolution cells on ground. The image coordinates are oriented along flight direc-
tion and along ground range. The pixel spacing is equidistant in azimuth and in ground
range. A simple polynomial slant to ground projection is performed in range using a
WGS84 ellipsoid and an average, constant terrain height parameter. The advantage of
this product is that no image rotation to a map coordinate system is performed and inter-
polation artifacts are thus avoided. Consequently, the pixel localization accuracy is lower
than in geo-coded products. The geometric projection is Azimuth - Ground Range (with-
out terrain correction).

3. Geo-coded Ellipsoid Corrected (GEC)

This product is a multi look detected product. It is projected and re-sampled to the
WGS84 reference ellipsoid assuming one average terrain height. Available grid formats
are UTM (Universal Transverse Mercator) and UPS (Universal Polar Stereograhic). The
pixel location accuracy varies according to the terrain since the ellipsoid correction does
not consider a DEM (Digital Elevation Model). The geometric projection is a map geom-
etry with ellipsoidal corrections only (no terrain correction performed).

4. Enhanced Ellipsoid Corrected (EEC)

This product is a multi look detected product. It is projected and re-sampled to the
WGS84 reference ellipsoid. The image distortions caused by varying terrain height are
corrected using an external DEM. Available grid formats will be either UTM or UPS. The
pixel localization in these products is highly accurate. However, the accuracy still de-
pends on the type of terrain as well as the quality and resolution of the DEM and on
the incidence angle. The geometric projection is map geometry with terrain correction,
using a digital elevation model (DEM).

2.4.2.3 Product identification Scheme

The different basic products for TerraSAR-X are identified and classified by a scheme,
which is split into 4 sub-identifiers. Thus, the global product name is composed as:

< projection > < resolution class > < imaging mode > < polarization mode >

The purpose of this scheme is to enable the identification of products that are com-
patible with respect to the imaging mode or polarization mode. Since the compatibility
requirements depend on the intended application, a minimal set of radar and product
parameters are used to compose a product identifier. Table 2.3 shows the values used in
the identification scheme for TerraSAR-X basic products.

For example, a TerraSAR-X product with a specification of MGD SE SM S stands for
a Spatially Enhanced (SE) Single Polarization (S) Stripmap product (SM) in Multi Look
Ground range projection (MGD). If a sub-identifier is not applicable, like the resolution
class for complex products, it is omitted.
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Table 2.3: TerraSAR-X Product identification scheme. The scheme is composed by pro-
jection + resolution + imaging mode + polarization mode.

Projection Identifier
Projection, data representation Identifier

Single Look Slant Range, Complex representation SSC
Multi Look Ground Range, Detected representation MGD
Geocoded Ellipsoid Corrected, detected representation GEC
Enhanced Ellipsoid Corrected, detected representation EEC

Resolution
Geometric resolution Identifier

Spatially Enhanced Products SE
Radiometrically Enhanced Products RE

Radar Imaging Mode Identifier
Imaging Mode Identifier

High Resolution Spotlight HS
Spotlight SL
Stripmap SM
ScanSAR SC

Polarization Mode Identifier
Polarization Mode Identifier

Single S
Dual D
Quad Q
Twin T
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2.4.3 Examples of TerraSAR-X image content

Figure 2.12 shows typical examples of TerraSAR-X image content. Figure 2.12(a) and
2.12(b) present scenes with low backscatterers, which appear in natural areas such as
rivers and lakes; while a medium brightness pattern appears in vegetation. The man-
made structures are presented in Figure 2.12(c) and 2.12(d), where some industrial area
and the Egypt pyramid are depicted. More detailed examples are presented in Appendix
A.

(a) Stripmap image of a lake (b) Stripmap of an agricultural field.

(c) High Resolution Spotlight of industrial area. (d) High Resolution Spotlight of Egypt pyramid.

Figure 2.12: (left) TerraSAR-X images and (right) corresponding Google Earth. (a) The
water bodies are the dark gray values in SAR image. (b) The image corresponds to an
agricultural field, which is represented as flat homogenous areas with different levels of
darkness. (c) The places with industrial areas appears with very high brightness. (d) The
pyramid presents a 3D effect thanks to the high resolution of the image.
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Chapter 3

Image Information Mining systems

Content-Based Image Retrieval (CBIR) systems allow to search for an image in a large
database by giving as query the image content. The term content in this context might
refer to colors, shapes, textures, or any other information that can be derived from the
image itself. This kind of systems have been widely used in many fields of applications
like medicine, face recognition, military applications, remote sensing, etc, because they
allow flexibility in the query without restriction to labels, text, coordinates, etc. Generally,
CBIR systems are composed by several modules such as feature extraction, clustering,
catalogue generation, semantic definition, and relevance feedback.

Later in early 2000 arose a new field of study, which integrates concepts of CBIR,
Knowledge Database Discovery (KDD) and data mining. This new science is known
as Image Information Mining (IIM). An IIM system allows the user to access a large
image repository, to extract and to infer knowledge about the patterns hidden in the
images retrieving dynamically a collection of relevant images, where the user provides
to the system high-levels of abstraction by defining semantics (Datcu et al., 2007). Thus
it enables the communication between heterogonous sources of information and the
user with diverse interests at semantic abstraction.

Many CBIR and IIM systems have been developed along the last two decades follow-
ing different approaches and using a wide range of images. Although many algorithms,
techniques and solutions have been proposed for successful information retrieval, only
little attention has been paid to system verification and evaluation. Most of the eval-
uations in CBIR systems were carried out using their own image databases and with
performance effectiveness measures that were arbitrarily selected to obtain good results.

Research groups like Text REtrieval Conference (TREC, 1999) or Evaluation frame-
work for interactive Multimedia Information Retrieval Applications (MIRA, 1999) have
been working on establishing a common benchmark test environment for testing Infor-
mation Retrieval (IR) systems. For example, TREC addressed methodologies for evalu-
ating document retrieval systems, while that MIRA work group stressed the user impor-
tance and user context in the evaluation and work with multimedia data. However, there
is not a common research group in evaluating CBIR and IIM systems.

Evaluation of CBIR systems includes in general comparison of image retrieval meth-
ods, selection of adequate image features that best represent the content, automatic eval-
uation of the generated content-index and verification of the user relevance (Smith and
Li, 1998). However, evaluation in CBIR systems becomes nowadays a complicated issue
due to the growing complexity of the systems, the lack of standard performance mea-
sures, the subjective user interaction, the increasing resolution in both optical and radar
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images, etc. Moreover, development and improvement of these systems are highly lim-
ited to an appropriate evaluation of their components and the overall performance. Thus
an evaluation methodology for an IIM system, when it comes to deal with large databases
of very high resolution imagery, and the user interaction is clearly justified.

This chapter presents a chronological review of CBIR systems showing the differ-
ent systems and their components developed along the years in section 3.1. Since the
main goal of this dissertation is the evaluation of IIM system, section 3.2 introduces IIM
systems, their general architecture, main components and examples of IIM system imple-
mentations. The main part of this chapter is described in section 3.3, which focuses on the
evaluation aspects in IIM presenting different approaches: data-driven and user-driven.
Finally, section 3.4 gives some conclusions.

3.1 Content-Based Image Retrieval

CBIR systems became very important during the last two decades due to the large cov-
erage of applications in different fields such as remote sensing systems, personal photos,
medical imaging, geographical information, education and training, etc. CBIR was first
proposed in the early 1990s mainly to overcome the problems of text-based image re-
trieval. (Kato, 1991) presented the query by visual example (QVE) and query by subjec-
tive description (QBD) as mechanisms of visual interaction for image database systems.
Later, (Kato, 1992) formulated the term Content-Based Image Retrieval to describe his
experiments into automatic retrieval of images from a database by color and shape fea-
tures. The term has since then been widely used to describe the process of retrieving
desired images from a large collection on the basis of features (such as color, texture and
shape) that can be automatically extracted from the images themselves.

Along those years many systems have been developed like Query By Image Con-
tent system (QBIC) (Flickner et al., 1995) by IBM that retrieves images based on visual
image content such as color percentages, color layout, and textures occurring in the im-
ages. Chabot (Ogle and Stonebraker, 1995) is a simple system which computes the color
histogram and provides search by a combination of text and color. Excalibur system by
Visual RetrievalWare (Dowe, 1993) used in Yahoo Image Surfer, allows several visual
query features like color, shape, texture whose weights are specified by the user. A sys-
tem used for image and video content based retrieval is VIRAGE (Gupta and Jain, 1997).
VisualSEEK (Smith and Chang, 1996) and WebSeek (Smith and Chang, 1997) use dia-
gramming spatial arrangements of color regions to form a query. PicToSeek (Gevers and
Smeulders, 2000) combines the color and shape invariants for indexing and retrieving
images, resulting in an excellent retrieval accuracy. However, all theses systems hardly
allow flexibility in the user requirements.

Later, CBIR systems incorporated relevance feedback to improve query formulation
by changing the original query. More specifically the user is included in the retrieval
loop, where the retrieval session is divided into few consecutive feedbacks, which are
provided by the user about the retrieval result and where he specifies whether images are
relevant or irrelevant (Kowalski and Maybury, 2000). Implementations of the relevance
feedback were presented for instance in the Photobook (Pentland et al., 1996) developed
by MIT, which has an interactive learning agent for retrieval. Later, MIT introduced the
FourEyes (Minka and Picard, 1996) system, which is a more recent version of Photobook
that combines multiple features. FourEyes looks at the user’s interaction with the data
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and learns the best features by letting the user give positive and negative example images
instead of choosing the relative weight between the features. This system is based on
a ”society of model” for learning the interaction between the user and a selection of
the image content. PicHunter (Cox et al., 2000) presented a general Bayesian framework
for using a relevance feedback to direct a search. A high level resume of this phase is
summarized in (Smeulders et al., 2000), which presents a review of 200 references in
CBIR. More recent reviews are also provided by (Lew et al., 2006) and (Datta et al., 2008).

Although the involvement of the user in the CBIR evaluation scheme has improved its
efficiency, it raises the problem of the so-called semantic gap. In (Smeulders et al., 2000)
the semantic gap is defined as the lack of coincidence between the information that one
can extract from visual data and the interpretation that the same has for a user in a given
situation. Recently, the problem of the semantic gap between the user and the machines
has become of a significant interest in semantic image retrieval (Vasconcelos, 2007). A
semantic image retrieval system aims at two complementary goals: image annotation
and search. A semantic retrieval system is based on the automatic annotation of images:
the starting point for such systems is a training database of images, each annotated with
a natural language caption. From this database, the system learns to create a mapping
between words and visual features, and subsequently allows the user to perform queries
also with the aid of keywords.

3.2 Image Information Mining Systems

Image Information Mining (IIM or I2M) is an interdisciplinary approach to automatize
remote sensing analysis that draws upon expertise in computer vision, image under-
standing, data mining, machine learning, databases, artificial intelligence, and software
design (Burl et al., 1999). The main goals of this field are to seek solutions to automatize
the extraction of information from Earth Observation (EO) archives that can lead to im-
age understanding and knowledge discovery (Datcu et al., 2007). An IIM system offers
a user the opportunity to deal with a large collection of images by accessing in a large
image database and allows the user to extract and infer knowledge about patterns hid-
den in the images, so that the set of relevant images is dynamic, subjective and unknown
(Hsu et al., 2002).

In section 3.2.1 we present a description of the main components of IIM systems.
All of these components are grouped into a generic architecture depicted in Figure 3.1.
Section 3.2.2 introduces examples of IIM systems.

3.2.1 Generic Architecture

Figure 3.1 shows the typical architecture of IIM systems. Generally, an IIM system is
composed of two fundamental parts: off-line part and online part. The tasks of storing
the image into the database, to extract the main features, to perform the clustering al-
gorithms, to create the index catalogue, and to save the catalogue in the database are
executed in the off-line part, whilst the user interaction by given queries as well as the
interactive training and the probabilistic search are performed in the online part.

A generic architecture of an IIM system has the following components: image database,
feature extraction, data reduction and content index generation, user iteration or human-
machine communication, which are described in detail in the next sections.
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Figure 3.1: Main components of Image Information Mining systems. The off-line pro-
cesses involve feature extraction, clustering and catalog generation, while the online pro-
cesses enable the human-machine communication.

3.2.1.1 Image database

Today, Earth images from space are acquired continuously and have become powerful
scientific tools to enable better understanding and improved management of the Earth
and its environment. An EO image is an invaluable source of information since it pro-
vides the human being with perception and understanding about the scene that it repre-
sents.

Unlike image processing which focuses on understanding and extracting specific fea-
tures from a single image, the focus of image mining is the automatic extraction of pat-
terns from a large collection of images. The image database is formed by EO data pro-
vided by multiple sensor both optical and SAR as for example IKONOS, Landsat, TerraSAR-
X, etc. Compared to another database, an image database presents some special charac-
teristics (Hsu et al., 2002) like:

• The implicit spatial information is critical for the interpretation of the image con-
tent.

• Image characteristics could have multiple interpretation for the same visual pat-
terns.

• The values themselves may not be significant unless the context support them.
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3.2.1.2 Feature extraction

An image is characterized by its primitive features such as color, shape (Jain and Vailaya,
1996), texture (Tuceryan and Jain, 1998). Thus an image will be represented as a multi-
dimensional feature vector acting as a signature. The amount of details in an image is
increasing with the resolution. As a consequence more classes can be extracted from
the image and more features/signatures are needed to characterize accurately an image
content.

The primitive feature extraction methods aim at obtaining the best features for char-
acterizing the image content, either using optical or radar images. When the IIM system
uses radar images, the optical human capabilities to distinguish the image content be-
come more complicated, therefore the feature extraction methods and their evaluation
turn into an important issue.

3.2.1.3 Data reduction and content index generation

In IIM, after the multidimensional feature vector is obtained, images are assigned with a
suitable content based description extracted from these features. The processes involved in
this step are:

• Clustering: Similar extracted features are grouped together using a classification
algorithm. Thus, pixels containing similar features belong to the same class. An
example of a clustering algorithm is the k-means (MacQueen, 1967) method, which
assigns each data point to the cluster whose center is nearest.

• Catalogue Generation: Once a clustering algorithm is performed, a data structure
for indexing is created and stored in a database.

3.2.1.4 User interaction or human-machine communication

The interaction between the user and IIM systems is performed through the graphical
interface, which enables the human-machine communication. The user defines the se-
mantic label using words from natural language and associates it with a generic class
from the catalogue. Thus, an image is represented by its objects and a semantic label is
assigned to each of them allowing the system to retrieve the image content using prede-
fined labels. The semantic labels correspond to a high level of abstraction of the image.

However, since the user creates the association between the semantic labels and sig-
nal classes there is always a semantic gap, which limits the use of IIM systems. Many
methods have been presented trying to fill this gap as for instance the work of (Li and
Bretschneider, 2007) which proposed a Bayesian network to infer the semantic concept
of segmented scenes. A common technique to provide regions with semantic mean-
ing consists in manual annotation as it was published in (Comaniciu and Meer, 2002).
Schröder et al. (2000) presented a concept of interactive learning and probabilistic re-
trieval, where the user gives positive and negative examples redefining the query and
probabilistic map.

A common technique used to human-machine communication is the relevance feed-
back, which is an automatic process used to improve the retrieval effectiveness. In the
work of (Cox et al., 2000) the implementation of relevance feedback is based on Bayesian
networks. This method models the user reaction to a certain target image and infers the
probability of the target image based on the previously performed actions.
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3.2.2 Examples of IIM systems

Several systems have been developed following the IIM approach for remote sensing
imagery such as (Agouris et al., 1999), (Datcu et al., 2003), (Li and Narayanan, 2004),
(Shyu et al., 2007). Theses systems have made significant contributions in the design of
system frameworks for geo-spatial CBIR techniques with large-scale spatial databases.

• Agouris et al. (1999) presented an environment for CBIR from large spatial databases.
This system enabled queries on shapes and topology. The authors presented the re-
sults obtained with the system but did not present an evaluation of the system.

• The integration of spectral and spatial information mining in remote sensing im-
agery was presented in (Li and Narayanan, 2004). The system is used in a specific
application for land cover and land use classifications. The features are extracted
using Gabor wavelets and the classification is performed through Super Vector Ma-
chine (SVM). The authors posed the necessity of clustering and retrieval perfor-
mance analysis from a large image database. A set of quantitative experiments
were performed in order to test the accuracy of the retrieval results provided by the
system. Their experiments did not consider the user interaction and the subjective
factor in defining the semantic labels.

• Datcu et al. (2003) introduced the Knowledge-driven content based image infor-
mation mining system called KIM. It is based on a Bayesian approach, and its
architecture is defined in terms of stochastic problem modelling of probabilities.
The system is composed of two main parts: off-line process and on-line process.
The features extraction, data reduction and catalog generation and ingestion in the
image database are performed in the off-line process whilst in the on-line section
the system present a Graphical User Interface (GUI), which allows the interaction
between the user and the system. The user is a main actor since he is the provider of
the semantic interpretation of the image contents. This system has an application-
free orientation using remote sensing imagery with optical as well as radar data.
The evaluation of KIM was presented in (Daschiel and Datcu, 2005) using optical
images. A complete description of KIM is provided in chapter 6 since it has been
used during the subjective evaluation of this dissertation.

• The Geospatial Information Retrieval and Indexing (GeoIRIS) system (Shyu et al.,
2007) was introduced in 2007. It enables scalable processing and retrieval of a large
volume of data by automatically preprocessing and indexing satellite images. This
system incorporates automatic feature extraction methods, visual content mining
from a large-scale image database, and high dimensional indexing for fast retrieval.
In addition, GeoIRIS includes techniques for complex queries that merge the in-
formation from heterogeneous geospatial databases, retrieves the objects based on
shape and visual characteristics and a semantic model to link low level image fea-
tures with high-level visual descriptors. However, the performance evaluation of
this system has not yet been carried out.

3.3 Evaluation in Image Information Mining systems

Along the years several efforts have been made in improving techniques in the different
components of the CBIR and IIM systems, for instance new techniques in feature extrac-
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tion (Ma and Shan, 2008), clustering and relevance feedback. However, no methodolo-
gies have been proposed for evaluating and validating the systems taking into account
the user satisfaction. Thus, the evaluation issue is almost non-existent in most of the lit-
erature. Most of the evaluations in those systems consist only in few examples of results.
A single example result does not reveal a great deal about the real performance of the
systems or of the methods. In addition the query could be chosen by the author so that it
provides the best possible results.

Nowadays with the numerous competitive techniques in CBIR, the evaluation has
become a very important issue. Actually, the evaluation methods proposed in Informa-
tion Retrieval (IR) could still be used in CBIR since the two systems are highly linked.
Therefore, within the framework of IR during the past 20 years the common evaluating
methods were the Cranfield (Cleverdon, 1991; Cleverdon et al., 1966) model and Preci-
sion and Recall curves (Harman, 1993).

Saracevic (1995) reviewed the history and nature of evaluation in IR and describes six
different levels of IR evaluation from system to user levels. However, most IR evaluations
are only based on the system level(s) and lack user-centered evaluation. To achieve a
more comprehensive picture of IR performance and users needs, both system and user-
centered evaluations are needed.

Jermyn et al. (2002) mentioned that the development of evaluation methodologies
for image retrieval systems becomes a matter of priority. Here, the analysis of possible
evaluation methodologies, indicating the pros and cons and some constructive critics
were presented. The analysis is based on knowledge scenarios with different degrees of
structure.

Datta et al. (2008) proposed that an evaluation strategy should consider the following
aspects:

• An appropriate dataset for evaluation, which should be general enough to cover
a large range of semantics from a human point-of-view and also should be large
enough for the evaluation to be statistically significant.

• A ground-truth for relevance. Ground-truth is a very subjective issue, especially
for multimedia. Since people usually associate a given picture with a wide range of
high-level semantics.

• An appropriate metric and criteria for evaluating competitive approaches. The
evaluation criteria should try to model human requirements from a population per-
spective.

The review of the literature and the state of the art in the evaluation of CBIR systems
reveals the importance of the user involvement in the evaluation process. In this context,
the evaluation of CBIR and IIM systems can be performed in terms of the performances
of the individual modules as objective approach and taking into account the user criteria
as subjective approach (Daschiel and Datcu, 2005).

In this thesis, Figure 3.2 depicts how the evaluation of CBIR and IIM can be organized.
The overall evaluation of the system is divided in the data-driven (objective) evaluation
presented in section 3.3.1, and the user-driven (subjective) evaluation approach detailed
in section 3.3.2.
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Figure 3.2: Evaluation in Content-Based Image Retrieval systems. The overall evaluation
is composed of the objective and the subjective evaluation.

3.3.1 Data-driven evaluation approach

Smeulders et al. (2000) posed that with the growing complexity of the CBIR systems
composed of several modules, it is necessary to evaluate system parts individually as
well as their mutual dependencies. Therefore, the objective evaluation can be analyzed
considering two approaches: 1) Component by component evaluation, and 2) general
evaluation of the performance.

3.3.1.1 Component by component evaluation

Figure 3.1 shows the generic IIM system architecture, where the components in the off-
line part are image database, feature extraction and index generation, so that the eval-
uation of each component consists of the evaluation of feature extraction methods and
clustering methods.

Several works have been presented in the evaluation of feature extraction meth-
ods using optical and SAR images and their different features like color, shape, texture.
As for instance works using optical images and texture as feature were presented in
(Sharma and Singh, 2001), (Razniewski and Strzelecki, 2005). The authors of (Sharma
and Singh, 2001) compared five feature extraction methods (autocorrelation, edge fre-
quency, primitive-length, Law’s method, and co-occurrence matrices) for image analysis
using artificial and natural textures. (Razniewski and Strzelecki, 2005) described a study
on feature selection methods for classification purposes. The authors compared texture
features obtained using mutual information with texture features obtained with Fisher
coefficient in terms of classifications. The experiments were done using texture images
from the Brodatz album.

Kachouri et al. (2008) presented a hierarchical feature extraction model and the rel-
evance evaluation of several features for an heterogeneous optical image database. The
authors used multiple primitive features (color, shape, texture) to describe an image. The
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evaluation consisted in making classifications using an adjusted version of SVM that sup-
ports multiple classes. The authors compared different features employed separately, dif-
ferent combinations of the same kind of features, aggregated features and the proposed
hierarchical feature model.

A study to exploit morphological features from multispectral Ikonos imagery was
presented in (Huang et al., 2009). The extracted features were compared using the object-
based analysis and the Gray-Level Co-occurrence Matrix (GLCM).

Li and Shawe-Taylor (2005) experimented the texture classification using multireso-
lution features extracted from dyadic wavelet, wavelet frame, Gabor wavelet, and steer-
able pyramid. The classifications were made using SVM as classifier. The experimen-
tal results show that the steerable pyramid and Gabor wavelet classify the texture im-
ages with the highest accuracy. However, experimental results on fused features demon-
strated the combination of two feature sets always outperformed each method individu-
ally.

Karkanis et al. (2001) presented an evaluation of textural feature extraction using
medical images. The authors compared four texture extraction methods (GLCM, run
length encoding, fractal dimension and discrete wavelet transform descriptor) by means
of classifications.

Selection of feature extraction methods with SAR imagery was published in (Solberg
et al., 1997). The authors evaluate the performance of texture features derived from 1)
the GLCM, 2) local image statistics, 3) fractal features, and 4) lognormal field models.
In order to test the performance of the texture features the authors made urban area
classifications using a K-Nearest Neighbor algorithm as classifier.

In (Clausi and Jernigan, 1998) and (Clausi and Yue, 2004) the performance of GLCM,
Markov Random Fields (MRF) and Gabor features in classifying sea-ice imagery was
compared. The authors found that the GLCM produced the overall best results in terms
of classification accuracy, followed by the Gabor features. However, the GLCM features
were found to be more sensitive to texture boundaries as compared to MRF.

Kandaswamy et al. (2005) proposed the use of approximate textural features for fast
image texture analysis. Rather than using the entire image, approximate features are
derived from a carefully selected subset of the original image, based on the notion of
patch reoccurrence. Later, the proposed approximated features can be extracted for two
texture analysis methods 1) the GLCM, and 2) Gabor wavelets. The results are expressed
in terms of classifications.

As conclusion the component by component evaluation is predominantly based on
classification results, which reflect the accuracy of the feature extraction methods.

3.3.1.2 General evaluation of the performance

The mainly used measures in image retrieval evaluation are the Precision and Recall (PR)
measures, which are widely used in the evaluation of text document retrieval (Harman,
1993). However, these measures are not appropriate for image retrieval (Dyson and Box,
1997) and they are only of limited use for image collections (Müller et al., 2001). In fact, RP
techniques have two drawbacks: 1) Selection of a relevant set in an image database is more
complicated than in a text database since the definition of the image meaning can have
a long number of interpretations. 2) In an image database the application of a selected
query returns a ranking list of results instead of an undifferentiated set of relevant images
(Smeulders et al., 2000). However, in spite of these shortcomings, PR are useful in special
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circumstances or with special considerations as the addition of strong semantics to the
images database provided by labeling or by textual description (Smith and Li, 1998).

Müller et al. (2001) presented an overview and proposal in performance evaluation in
CBIR. Here, the authors identified the basic problems in CBIR performance evaluation as
for example defining common image collections, obtaining the relevance judgments and
making comparisons with textual information retrieval. In addition, the authors gave a
summary of the most commonly used evaluation methods such as PR graphs, the rank of
first retrieved relevant image (Rank1), the average normalized rank (Rank). The authors
recommended the use of the normalized average rank and highlighted the necessity of
standard performance measures, a standard image database, and the integration of the
user in the evaluation process.

The work of Aksoy (2001) posed the retrieval problem in a probabilistic framework
where the aim is to minimize the error in a setting of two classes: the relevance and the
irrelevance classes of the query. The author proposed new methods in different compo-
nents of the CBIR like feature extraction, image matching, feature combination and rele-
vance feedback and presented a validation of those methods in terms of comparisons be-
tween state of the art methods and the proposed ones. The performance evaluation was
done using extensive experiments on three different manually ground-truthed databases,
including aerial satellite, texture and stock images. The used databases are: ISL Database
(MIT, 2001) which contains EO images from Texas, VisTeX composed by texture images
and COREL Photo Stock Library. The metrics used in the evaluation were PR curves,
number of retrievals that have a specific target image among the set of retrieved images,
and classifications.

Deselaers et al. (2004) analyzed the different evaluation metrics proposed by (Müller
et al., 2001) and complemented this work proposing a classification error rate (ER) as per-
formance evaluation metric assuming a connection between the CBIR and image classifi-
cation.

The work of Huijsmans and Sebe (2005) presented the shortcomings of PR graphs,
mentioning the fact that they provide the user an incomplete information about how well
the IR system will perform for various relevant class sizes and various irrelevant class
sizes. Here, the authors introduced the term ”generality” to describe the influence of the
relevant items in the database and proposed a 3D graphic, which shows the PR values
as a function of the generality. Also, the importance of normalizing the performance
measures with respect to the class size was highlighted. The authors proposed a well-
normalized description of the ranking performance compared to the performance of an
ideal retrieval system defined by ground-truth for a large number of predefined queries.

3.3.2 User-driven evaluation approach

One of the most important criticisms has concerned the validity of deriving quantitative
performance measures from subjective relevance judgments. This has led to the rise of
more user-centered approaches, emphasizing the use of multiple evaluation methods
which take into account the interactive nature of modern systems, the user’s work and
task context, and the variability of information over time (Eakins and Graham, 1999).
(Tague-Sutcliffe, 1996) specifies user satisfaction as the main concern of an IR system
evaluation. Moreover, the relevance feedback and involvement of the user in the loop of
searching the most adequate image according to its content makes clear the necessity of
user-driven evaluation, which takes into account the user requirements and expectations.
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Joemon et al. (1998) presented a methodology for evaluating two versions of the
Epic system. The first version enables spatial queries and the second one allows tex-
tual queries only. The authors trained the user to work with two versions of Epic and
later, the user was asked to responde a questionnaire by scoring both systems according
to his level of satisfaction. The authors remark that the user often had a ”mental image”
of a potentially satisfying picture in mind.

PicHunter system (Cox et al., 2000) introduced two experimental paradigms to quan-
titatively evaluate the performance of the system and presented psychophysical experi-
ments that allowed the involvement of the user. PicHunter proposes a user model which
is supported by psychophysical experiments. These experiments helped to choose the
distance measure as well as the form of the probability function. The experiments made
using PicHunter consisted in testing the two versions of the system. One version im-
plemented semantics definition whilst the older version did not include it. Thus, they
involved the user in searching a specific target in an image database using the two ver-
sions of the system, with and without semantics. The results demonstrated that the best
performance could be reached with semantics in the queries. The authors believes that
data under the target search paradigm offers an objective measure of the system perfor-
mance.

The evaluation of KIM system (Datcu et al., 2003) was presented in (Daschiel and
Datcu, 2005). Here the authors proposed a methodology which aims at determining the
objective technical quality of the system and includes the subjective factor as well. The
evaluation was performed using: 1)the classification error, 2)the information transfer for
the quality of the learning process, and 3)the complexity for the human-computer dia-
logue. Those tasks were accomplished with the help of the user-trace, which monitored
and saved all the user movements. The evaluation was done in terms of validation of in-
dividual system modules. The aim was to merge objective measurements with subjective
concepts as for example user satisfaction and analyzed how well they fit together. The
experiments were performed using EO optical images.

Shirahatti and Barnard (2005) developed a reference optical image database by the
user assessment. The authors presented a strategy for evaluating image retrieval algo-
rithms provided by both a query based on text and a query based on content. The au-
thors developed a software tool, which presents one query image and four result images.
The users were asked to score the retrieved image on a scale from 1 to 5. Thus, the au-
thors collected a large data set of human evaluations of retrieved results as ground-truth
data. The authors stressed that semantics play an important role in what users consider
a match or a correct retrieval result.

The work of Tsai et al. (2006b) presented a qualitative evaluation methodology for
systems which automatically assign keyword to images. It is composed of two evaluation
methods: the first is based on a human assessment of annotation accuracy and the second
on the construction of comparable ground-truth. As conclusion the authors show that
the human-centered evaluation methodology provides deeper understanding about not
only the performance of an image annotation system but also the consistency of human
judgements about the relevance of high-level concept terms to images. The evaluation
was done using a CLAssifying Images for REtrieval (CLAIRE) (Tsai et al., 2006a) system.
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3.4 Conclusions

In this chapter, the following items were presented:

• The evaluation of CBIR and IIM systems is still an open question. In most of the
CBIR literature, researchers presented examples of queries to visually evaluate the
performance of their systems. No standard evaluation has been included.

• The best way to evaluate a complex CBIR system consists in dividing the system
in its components and testing the individual performance of the methods, using
adequate metrics according to what has to be evaluated.

• The overall evaluation of the system is divided in two parts: data-driven evalua-
tion, considering mathematical and statistical methods in order to assess the per-
formance of the feature extraction module, and user-driven evaluation taking into
account the user criterion and involving the user in the evaluation process.

• Evaluation of feature extraction methods accordingly to the type of image ensure
a proper performance of IIM systems, since the feature extraction methods are the
main component of these systems.

• For a complete evaluation of CBIR the user has to be involved to judge the results
provided by the CBIR system. In fact the user with his expectations is a vital part
of the system and his opinions could be incorporated in the interactive loop. Thus,
in this thesis we involve the subjective factor given by the user criteria in the eval-
uation methodology.

• The subjective evaluation results obtained with the IIM systems which included
semantics show that semantics play an important role in understanding the image
and user satisfaction.

• The most common metric used in the evaluation of performance of the CBIR sys-
tems is the Precision and Recall curves. However, in order to apply this metric it is
needed to have a ground-truth (reference) database for evaluation.

• The use of SAR images in EO mining is a new topic and it presents some difficulties
due to the nature of the SAR sensor as for example the speckle noise-like, which
makes the visual interpretation more difficult, and the new hidden classes that ap-
pear with the high-resolution. Therefore, the evaluation of IIM systems working
with this kind of images is a matter of research nowadays.
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Chapter 4

SAR image analysis using Bayesian
inference and Gibbs Random Field
models

Nowadays, the increasing resolution of the Synthetic Aperture Radar (SAR) satellites
provides us with very high resolution SAR images, which contain an increased amount
of details and information. As a consequence, a robust detection and recognition of small
scale man-made structures representing buildings, roads, harbors, bridges, etc has be-
come a new challenging task.

In parallel, the automatic interpretation of SAR images is an ongoing research, where
the goal is to provide methods, which can deal with the large amount of information con-
tained in the image in a fast automatic way. However, an important property of SAR data
is the presence of speckle which, in most cases, complicates an automatic interpretation
of SAR images. In general, a robust analysis of SAR images is a two step approach using
first despeckling filters and then information extraction methods.

The Bayesian approach relying on models and their parameters to fit the data could
be an automated method being able to extract and interpret the genuine information
contained in high resolution SAR images. The image information content is extracted
using model-based methods based on Gibbs Random Fields (GRFs) combined with a
Bayesian inference approach. The approach enhances the local adaptation by using a
prior model, which learns the image structure; it enables despeckling with minimum
loss of resolution and simultaneously estimates the local description of the structures.
From these we may obtain detection, classification, and recognition of the image content.

This chapter starts with presenting the theoretical concepts of the Bayesian approach
and its two inference levels, the parameter estimation and the model selection, in section
4.1. Later, the Markov and Gibbs Random Field models, and examples of their realization
in image modelling are explained in section 4.2. After that, the application of the Bayesian
inference to the SAR image analysis is investigated considering the despeckling process
and information extraction methods in section 4.3. Some conclusions are presented in
section 4.4.
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4. SAR IMAGE ANALYSIS USING BAYESIAN INFERENCE AND GIBBS RANDOM FIELD

MODELS

4.1 Bayesian inference

Bayesian inference is an approach to statistics in which all forms of uncertainty are ex-
pressed in terms of probability. In order to address the Bayesian inference, the basic
definition of probability is presented.

There are two approaches to define a probability: the frequentist and the Bayesian. In
the frequentist approach the probability P (A) of an event A is given by

P (A) = lim
n→∞

nA

n
, (4.1)

where nA is the number of occurrences of A and n is the number of trials. This requires
repeatable experiments and it is seemingly objective. However, within the Bayesian ap-
proach P (A) represents the measurement of confidence in proposition A. It uses a prior
knowledge and is seemingly subjective.

In the following, we start with presenting the conditional probability and the famous
Bayes theorem, which are the basis for understanding the two levels of inference. Later,
the two levels of Bayesian inference, the parameter estimation and the model selection
are presented.

4.1.1 Conditional probability and Bayes’ theorem

The conditional probability of two events A and B denoted by P (A|B), is by definition
the ratio

P (A|B) =
P (A ∩B)

P (B)
, (4.2)

where P (B) is assumed not to be zero (Papoulis, 1991). The sum and product rules from
the basic algebra of probability theory guide us to formulate the Bayes’ theorem, which
is derived from the product rule and expressed as follows:

P (A|B) =
P (B|A) · P (A)

P (B)
. (4.3)

The importance of this theorem to data analysis becomes more intuitive if we replace A
and B by hypothesis and data, thus

P (hypothesis|data) = P (data|hypothesis) · P (hypothesis)

P (data)
, (4.4)

which describes the probability of the hypothesis A given some data B. Since A does not
depend on P (B) then the conditional probability P (A|B) is proportional to the probabil-
ity of the observation given the hypothesis P (B|A) multiplied by a term containing the
prior information P (A) (Silva, 1996).

The terms in Bayes equation have formal names: P (data|hypothesis) is known as
likelihood function, it describes the likelihood of the data given a hypothesis. The quan-
tity P (hypothesis) is called the prior probability, which represents our state of knowl-
edge about the truth of the hypothesis before we have analyzed the current data. The
term P (data) is known as evidence (Silva, 1996). The combination of the likelihood func-
tion with the prior probability and the evidence, yields to find the posterior probability
P (hypothesis|data). In other words, the Bayes theorem states as

posterior =
likelihood · prior

evidence
. (4.5)
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In many data analysis problems, such as those involving parameter estimation, the
evidence term is omitted because it acts as normalization constant since it does not de-
pend explicitly on hypothesis. However, this term plays a crucial role for model se-
lection. The parameter estimation and model selection correspond to first and second
levels of Bayesian inference. The Bayesian inference allows us to select the most probable
model, thus to reject highly biased, unprovable or subjective prior assumptions that have
no relevance, as it is called, evidence to the data.

4.1.2 Parameter estimation

The parameter estimation is a common data analysis problem, which is a part of the
statistical decision theory. We start with the definition of x and y. Let x be the parameter
to be estimated e.g. ”true” pixel value in a noisy image, y is the vector of (measurement)
data used for the estimation (observation). Then, the task of parameter estimation is to
infer a parameter value x̂ (estimated of x) from an observation y.

There exists a variety of different estimators. However, here, we restrict ourselves
to the discussion of the Maximum Likelihood (MLE) and Maximum a posteriori (MAP)
estimators for finding the value of x̂.

• The MLE approach maximizes the likelihood ignoring the prior knowledge. This is
given by

x̂MLE = argmax
x

p(y|x). (4.6)

• While MAP approach finds the most probable value of x that maximizes the poste-
rior probability p(x|y), so MAP searches for

x̂MAP = argmax
x

p(x|y) = argmax
x

p(y|x) · p(x) (4.7)

In the case of SAR images, the prior pdf introduces some knowledge about the
scene allowing us to model the data. The problem of MAP estimation is also known
as the first level of Bayesian inference and it has been criticized because of the choice
of the correct prior distribution, which is compensated with the second level of
inference (the model selection) (Walessa, 2001).

4.1.3 Model Selection

The model selection process or second level of Bayesian inference is one of the major
advantages of the Bayesian estimation theory. The model selection searches for the most
suitable model from the different alternative models. In here, the evidence term plays
a fundamental role. The evidence is obtained by marginalization (Papoulis, 1991), for
example by integration over x, and results in

p(y|M) =

∫ +∞

−∞
p(y|x,M)p(x|M)dx, (4.8)

where M represents a model. Considering a set of different models (M1,M2, ....Mn),
this equation enables us to calculate the likelihood of each model, and, thereby selecting
the most probable model relies on the measure of the random variable y.



88
4. SAR IMAGE ANALYSIS USING BAYESIAN INFERENCE AND GIBBS RANDOM FIELD

MODELS

4.2 Markov and Gibbs Random Fields

The use of a Bayesian framework in image restoration and reconstruction requires the
specification of a prior distribution for the image (Besag, 1989). To construct prior sta-
tistical models of images two approaches were followed. While in the first one images
were modeled as Markov Random Fields (e.g. Chellappa and Jain (1993); Cross and
Jain (1983)), the second one was based on Gibbs models (e.g. Besag (1974); Hassner and
Sklansky (1980); Descombes and Zhizhina (2008)). Markov and Gibbs Random Fields
(MRFs and GRFs) models play an important role, since they are able to statistically de-
scribe correlations, or even more generally, any kind of statistical dependence between
neighbouring pixels. A MRF is a lattice of random variables (for example the pixel val-
ues in images), where the conditional distribution of each variable depends only on the
neighbouring variables and the joint probability distribution is a Gibbs distribution.

This section starts with the description of an image, the neighbourhood systems and
cliques. Later we present a basic definition of the Gibbs distribution and GRFs. Finally,
two models of the GRFs family: Gauss Markov Random Field (GMRF) and the Auto-
binomial model (ABM) are presented.

4.2.1 Image description, neighbourhood systems and cliques

The modeled image is considered as a realization of a random field X that is composed
of random variables xs at different sites s representing the individual pixels. The set
{xs} states for of all pixels in the image. If the pdf or the pixel xs of this random field
is determined only by values of pixels in the local neighbourhood, this field is called
Markovian (Schröder et al., 1998).

Then, the neighbourhood system, represented by Ω, around the single pixel xs at site
s is defined by (Li, 1995)

Ωm
s = {t} with

{
s /∈ Ωs

t ∈ Ωs then s ∈ Ωt
(4.9)

where the term {t} is a set of all pixels in the vicinity of site s, excluding s. The neigh-
bourhood systems have different sizes, which are determined by the model order. The
size defines the maximum limits of the structural complexity of the model. The mth order
neighbourhood system is represented by the symbol Ωm .

The cliques, denoted by c, associated with a neighbourhood Ω specify the possible
topology of the random structures in different realization of the stochastic process (Derin
and Elliott, 1987). A clique consists of a single pixel or a set of pixels that are neighbors
to each others. The collection of all cliques of Ω is expressed as C.

Figure 4.1 shows examples of neighbourhood systems (Ωm
s ) around the central pixel

xs with different model orders (m). Here, first, second, third and sixth order neighbour-
hoods are depicted. The neighbourhood order of a pixel xij around a center pixel xs = x01
is denoted by the index i, i.e., x62 corresponds to a sixth order neighbourhood system.
The index j is a simple counting variable. It is worth noting that the indexes i and j are
not expressed in cartesian coordinates. In the right part of Figure 4.1, the cliques associ-
ated with the respective m order neighbourhood system and the model parameter vector
represented by θ are depicted. The parameter vector θ is composed of bij elements, where
the total number of elements is determined by the model order, for example, θ has two
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elements when the model order is one, ten when the model order is four. The bij compo-
nents weight the interaction between the central pixel xs and its neighbouring pixels (xij
and x′ij), i.e., in the third neighbourhood system, b11 weights the interaction between xs
and the horizontal pixels x11 and x′11, while b21 weights the interaction between xx and
the diagonal pixels x21 and x′21.

X62

X32

X12

Xs

X’12

X’32

X41

X21

X11

X22

X’42

X51

X43

X31 X61

X44

X52

X’52

X’44

X’31X’61

X’43

X’51

X42

X’22

X’11

X’21

X’41

X’62

X

X

X

Neigborhood System
Cliques

c

Ωs
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m

b1,1 b1,2

b1,1 b1,2
b2,1 b2,2

b1,1 b1,2 b2,1 b2,2

b3,1

b3,2

Ωs

2

Ωs

3

Ωs

6

θ= [b11, b12]

θ= [b11, b12, b21, b22]

θ= [b11, b12, b21, b22 , b31, b32]

θ= [b11, b12, b21, b22 , b31, b32, b41, 

      b42, b43, b44, b51, b52, b61, b62]

Figure 4.1: Neighbourhood systems Ωm
s with order m, Cliques c and model parameter

model θ. (Left) The neighbourhood system Ωm
s is assumed to interact with the central

pixel xs. The interaction of xs with the neighbourhood pair xij and x′ij is weighted by
the component bij in the parameter vector θ. The neighbourhood order of a given pixel
xij is denoted by i. (Center) Examples of first, second and third neighbourhood orders.
(Right) Cliques associated with a first, second and third order neighbourhood system.
The model parameter vector θ and its elements.

4.2.2 Markov-Gibbs Random Fields equivalence

Let Ω be a neighbourhood system defined over the finite lattice L (rectangular grid). A
random field X = Xs defined on L has Gibbs Distribution (GD) or equivalently is a Gibbs
Random Field (GRF) with respect to Ω if and only if its joint distribution is of the form of
an exponential distribution given by

p(X = x) =
1

Z
exp−U(x,θ) (4.10)
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where x is a realization of X and the term U(x,θ) is the energy function given by

U(x,θ) =
∑
c∈C

Vc(x,θ) (4.11)

where θ characterizes the model parameter vector and it is expressed as θ = [b11, b12, b21, b22...].
The term Vc(x,θ) represents the potential associated with the clique c, so the energy
function (U ) is defined by the sum of the potential function attached to each clique. The
quantity Z stands for the partition function and is given by

Z =
∑
X

exp−U(x,θ) . (4.12)

The partition function Z is simply a normalizing constant. The only condition on the oth-
erwise totally arbitrary clique potential Vc(x) is that it depends only on the pixel values
in clique c (Derin and Elliott, 1987).

A stochastic modeling of the data X using a set of parameters θ is equivalent to as-
signing to each state of X a joint probability p(X|θ).

4.2.2.1 Hammersley-Clifford theorem

The Hammersley-Clifford theorem (Hammersley and Clifford, 1971) asserts that, for a
limited neighbourhood and discrete state of Xi, a Markov Random Field X characterized
by a neighbourhood system (Ωm

s ) is equivalent to a Gibbs Random Field and a certain po-
tential associated to each clique within this neighbourhood. Hence, each Markov random
field can be represented in the following form

p(X = x) =
1

Z
exp

(∑
c∈C

Vc(x,θ)

)
. (4.13)

In other words, the Hammerley-Clifford Theorem says that, every Markov Random
Field has an equivalent Gibbs Random Field.

4.2.3 Examples of Gibbs Random Field models

In the literature there are several Gibbs Random Field models (Li, 1995) as for instance
the auto-exponential and the auto-binomial models (Besag, 1974), the multi-level logistic
model (Derin and Elliott, 1987) and the Gauss Markov Random Field (GMRF) model
(Chellappa and Chatterjee, 1985), which were used for modeling image properties such
as regions and textures. The GMRF and Auto-binomial (ABM) models are presented in
detail in this section since they are used in the feature extraction methods, that will be
evaluated in this thesis. GMRF and ABM belong to the GRFs family, since they follow
the Gibbs distribution (4.10), where the energy function (U ) changes according to the
model as described in the following.

4.2.3.1 Gauss Markov Random Field model

In this model, the energy function (4.11) is defined as

U(xs|Ωs,θ) =
(xs − ηs)

2

2σ2
(4.14)
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where
ηs =

∑
ij

bij · (xij + x′ij) (4.15)

is the interaction between the pair of neighbouring pixels, xij and x′ij , and the parameter
vector is θ = [b11, b12, ...]. This model corresponds to an autoregressive process of the
form

xs =
∑
ij

bij(xij + x′ij) + ns (4.16)

where some distortion has been assumed in the prediction of ηs by zero mean white
Gaussian noise ns with variance σ2. The corresponding conditional pdf for the Gauss
Markov Random Field model can be expressed as (Walessa, 2001)

p(xs|θ) =
1√
2πσ2

exp

−
(
xs − ηs)

2

2σ2

 . (4.17)

4.2.3.2 Auto-binomial model

In the ABM model, the energy function (4.11) is defined as

U(xs|Ωs,θ) = − ln

(
G

xs

)
− xs · ηs (4.18)

where G is the maximum gray value,
(
G
xs

)
represents the binomial coefficients, and η is

defined as follows

ηs = a+
∑
ij

bij
(xij + x′ij)

G
(4.19)

which reflects the joint influence between the neighbors xij and x′ij and the parameter
vector θ = [a, b11, b12, b21, ..]. Note that a parameter in the vector represents a self inter-
action and this parameter tends to be given by approximately the negative sum of all
bij parameters. From (4.18) we can note that, the energy function consists of two terms,
where the first one just depends on xs and the second is a product of xs and η. Then,
xs ≈ G

2 for η ≈ 0 (Schröder, 2000).

4.2.3.3 Examples of realizations of GMRF and ABM models

Figure 4.2 shows examples of realizations of both prior models, GMRF and ABM, with
different model orders and model parameter vectors θ. The values of θ are presented
in Table 4.1. These images show characteristic structures that have a signature in the
parameter vector θ since the bij elements weighted the interaction between the central
analyzed pixel and its neighbouring pixels. A positive value of bij means that the central
pixel and its neighbouring pixels are attracting each other, while a negative value of bij
denotes a repulsive interaction between the pixels. The realizations of GMRF present flat
textures, while the realizations of ABM show more variety of textures.

Both prior models GMRF and ABM are implemented in robust algorithms for SAR
images despeckling and information extraction. Since they are based on the Bayesian in-
ference framework, they allow us to extract texture parameters as main primitive features
from SAR images and perform despeckling simultaneously.
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(a) Textures generated using Gauss Markov Random Field model.

(b) Textures generated using Auto-binomial model.

Figure 4.2: Example of realization of GMRF and ABM models. From left to right, first,
second, third and fourth order used in the generation of the texture images. The realiza-
tions of GMRF present flat textures, while the realizations of ABM show more variety of
textures. The ABM model is able to generate blob-like textures, which are often present
in SAR images.

Table 4.1: Values of θ parameters used in the generation of the examples of textures
depicted in Figure 4.2.

GMRF
Order b11 b12 b21 b22 b31 b32 b41 b42 b43 b44

1st 0.33 0.27
2nd 0.3 0.5 -0.15 -0.15
3rd 0.408 0.125 -0.456 -0.36 0.409 0.374
4th 0.593 0.415 -0.235 -0.216 -0.183 -0.003 0.080 -0.007 -0.018 0.074

ABM
Order a b11 b12 b21 b22 b31 b32 b41 b42 b43 b44

1st -2.73 1.73 1.00
2nd -2.01 1.73 1.91 -2.37 1.00
3rd -2.083 1.02 0.75 -0.52 0.53 0.056 0.247
4th -2.32 2.206 1.23 -0.64 0.166 -0.75 -0.33 -0.013 0.009 0.138 0.32

4.3 Bayesian SAR image analysis

Synthetic Aperture Radar (SAR) images are used in a large number of applications over
different fields, such as remote sensing for mapping, surface surveillance, search and
rescue, mine detection, automatic target recognition, etc. However, they are affected by
a multiplicative speckle process, considered as noise-like, which reduces the radiomet-
ric quality and makes difficult the extraction of important information within the image.
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The speckle presence in SAR images reduce the detectability of objects in the image and
also the capability to separate and classify distributed targets (Oliver and Quegan, 1998).
Therefore, the analysis of SAR images involves both despeckling and information ex-
traction methods. In the following, the most known speckle filters and how they were
improved are explained in section 4.3.1. Later, the feature extraction methods for SAR
images, with a special emphasis on methods which are based on stochastic models and
their parameters, are presented in section 4.3.2.

4.3.1 SAR despeckling filters

Along the years many methods have been proposed to remove the speckle of SAR im-
agery. The main goal of despeckling filters is to remove the speckle with preservation
of small details within the image such as: texture, edges, geometry (Fjortoft et al., 2000),
(Xiao et al., 2003).

Speckle can be removed by filtering using the multi-looking techniques. Multi-look
processing is applied during image formation, and this procedure averages several statis-
tically independent looks of the same scene to reduce speckle (Porcello et al., 1976). It is
considered as a pre-image formation filter. A major disadvantage of this technique is that
the resulting images suffer from a reduction of the ground resolution that is proportional
to the number of looks L (Martin and Turner, 1993). Improvement of the radiometric
resolution is obtained at the cost of the geometric resolution (De Vries, 1998).

Later many despeckling techniques have been emerged, which perform the despeck-
ling after the image formation. This section presents a review of post-image formation
despeckling techniques, which are grouped into non-Bayesian (or non-Parametric) and
Bayesian (or Parametric) filters.

4.3.1.1 Non-Bayesian despeckling filters

The non-Bayesian or non-parametric filters do not use parameters about the scene to be
modeled, they only consider the speckle model and are generally based on local statis-
tics, which are computed in sliding windows. This kind of filters uses the Minimum
Mean Squared Error (MMSE) as estimator. The adaptive filters, which are based on lo-
cal statistics belongs to this category. The most used adaptive filters are described in the
following:

1. Adaptive filters

Lee (1980) suggested a method to enhance a digital image and noise filtering by using the
local statistics considering additive and multiplicative noise, which follows the Gaussian
distribution. This filter uses the sample mean and variance of pixels in a sliding window.
In here, the a priori mean and variance of each pixel is derived from its local mean and
variance, then it uses the MMSE estimator to obtain the noise filtered image.

An improvement of Lee filter was proposed by (Kuan et al., 1985). Here, the authors
presented a generalization of the local statistics of Lee filter using a different algorithm to
compute the local variance. The author considered only a multiplicative speckle model
and designed a linear filter based on the MMSE criterion that has an optimal performance
when both the scene and the detected intensity follow a Gaussian distribution. However,
a common characteristics of local statistic filters is that the noise in the edge areas is not
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smoothed. A solution for this problem was proposed by (Lee, 1981). The author intro-
duced the Refined MMSE filter known as Refined Lee filter, which gives better results
than the original filter presented in (Lee, 1980), at the presences of edges. In order to deal
with the common problem of noisy edge boundaries, Lee revised the algorithm using
edge directed windows. Eight non-square windows for eight edge orientations are cre-
ated within 7 x 7 windows. The local mean and local variance are computed using only
those pixels in the edge directed windows and then, the local statistics filter is applied.
Later (Frost et al., 1982) introduced the Frost filter, which is based on the local statistics.
It models the speckle as multiplicative noise. It differs from the Lee filter in the fact that
the scene reflectivity is estimated by convolving the observed image with the impulse
response of the SAR system and it averages less over the edged areas to preserve edges.

As conclusion all the adaptive filters operate in spatial domain and they use the
MMSE as estimator. Most of them assume that the speckle follows a Gaussian distri-
bution, which is not the case of SAR images (Oliver and Quegan, 1998) and most of them
model only the speckle noise without considering a model for the reflectivity of the scene
(data). In the following, we introduce the Bayesian filters, which take the SAR proper-
ties into consideration. These filters enable to use statistical schemes to model the data,
thereby, they are considered as advanced speckle filtering techniques (Lopes et al., 1993).

4.3.1.2 Bayesian despeckling filters

The Bayesian or parametric approach is based on models and estimation of model’s pa-
rameters, which determine how well the estimated data corresponds to the image data.
It enhances local adaptation by using a prior model, which learns the image structure,
enabling thus despeckling without resolution loss, whilst estimating local descriptions
of the structures. Therefore, this approach is considered as Bayesian approach since it
relies on models and parameters to fit the data. An example of this approach is the
Gamma-Gamma MAP filter (Lopes et al., 1993), which is based on the Maximum a pos-
teriori (MAP) estimation. The MAP approach has several advantages compared to the
previous filters. In fact, it can simultaneously take into account realistic first and second
order statistical models for both speckle and underlying scene reflectivity, and combine
them through Bayes’ rule. The Bayesian filters can operate in an original spatial (image)
domain or in a frequency domain, using wavelets. They are presented in the following.

1. Bayesian filters operating in the spatial domain

Kuan et al. (1987) were the first to propose the Maximum a posteriori (MAP) approach for
filtering SAR images by the assumption that the speckle follows a multiplicative model.
This filter is called Gamma-MAP. In here, a prior knowledge of the probability density
function of the scene is required and it was assumed to be Gaussian distributed while
the speckle was assumed to have a Gamma distributed intensity. Later, in the work of
(Lopes et al., 1993, 1990), they modified the Gamma-MAP filter by assuming a Gamma
distributed scene and setting up two thresholds, resulting in the Gamma-Gamma MAP
filter, which nowadays is one of the most prominent and broadly used despeckling filter.
Gamma-Gamma MAP is based on a Bayesian analysis of the statistics considering that
both the signal and the speckle noise follow a Gamma distribution. This filter achieved
at the same time a good preservation of the textural properties and a good enhancement
of the structural features present in the image, as well as a very high degree of speckle
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smoothing. Even though the modeling of Gamma-Gamma MAP is more elaborated than
the approaches previously presented, the visual impression and quantitative despeck-
ling results are similar to Kuan and Lee filters (Medeiros et al., 2003). In fact, it uses a
simple data model (Gamma distribution) described by only two parameters (mean and
variance). This means that Gamma prior seems not to be sufficient to model a SAR scene.

Geman and Geman (1984) introduced the use of Gibbs Random Fields (GRFs) models as
prior model of the scene for despeckling SAR images. In here, these filters use stochastic
models in order to describe the spatial structures in the images. They encapsulate more
information than only mean and variance by using more complex parametric models.
For example, the use of Gauss Markov Random Field (GMRF), which belongs to GRFs
family was proposed in (Walessa and Datcu, 2000; Walessa, 2001). This filter is based
on Bayesian inference, using the Gamma distribution as speckle noise model (likelihood)
and the GMRF as prior to represent the knowledge of the scene. GMRF uses a neighbour-
hood system around a central pixel in order to give the value of the central analyzed pixel
considering its relations with its neighbors. This filter estimates the MAP of the noise-free
image through multiplying the likelihood by the prior. Recently, in (Hebar et al., 2009),
the authors proposed the use of an Auto-binomial model, which also belongs to GRFs
family, as prior model and the Gamma distribution as speckle model. This technique is
based on Bayesian inference and MAP estimation. The main advantage of both filters is
the fact that they are able to extract information from the SAR image. Both despeckling
techniques operate in spatial domain and they are fully described in chapter 5.1.

2. Bayesian filters operating in the frequency domain

It is worth noting that in the last 10 years an important improvement in the field of de-
speckling images was given by multi-resolution processing, using wavelets. Wavelets
have been recognized as a powerful tool for the analysis of non-stationary signals and
images (Mallat, 1989). Wavelet despeckling approaches are based on modifying the (log-
transformed) speckle noisy wavelet coefficients according to some rules (shrinkage) and
reconstructing the filtered image from them (Achim et al., 2003).

Examples of wavelet based despeckling algorithms were proposed in (Foucher et al.,
2001), (Xie et al., 2002), (Dai et al., 2004), (Argenti and Alparone, 2002),(Argenti et al.,
2006), (Gleich and Datcu, 2007), (Gleich and Datcu, 2009), etc. The work of (Xie et al.,
2002) proposed a despeckling algorithm that fuses Bayesian wavelet denoising with a
regularizing prior.

The wavelet-based denoising using un-decimated wavelet transform and MAP estima-
tion were performed in (Dai et al., 2004) (Argenti and Alparone, 2002); (Argenti et al.,
2006) and (Foucher et al., 2001). Specifically, the work of (Dai et al., 2004) discussed a
Bayesian shrinkage which relies on edge information. (Argenti et al., 2006) proposed de-
speckling in the undecimated wavelet decomposition and MAP using a space-varying
generalized Gaussian distribution for the wavelet coefficients. The solution of the MAP
equation yields to the MAP estimate of the wavelet coefficients of the noise-free image.

A MAP estimator with an alpha-stable prior within the wavelet framework is proposed
in (Achim et al., 2003). Later, an adaptive MAP estimator with a heavy-tailed Rayleigh
signal model has been suggested in (Achim et al., 2006). Here, it uses log-transform to
convert multiplicative noise to additive noise. The work of (Gleich and Datcu, 2007)
proposed a despeckling filter based on the combination of wavelet transform and GMRF.
Here, noise in the wavelet domain is modeled as an additive signal-dependent noise



96
4. SAR IMAGE ANALYSIS USING BAYESIAN INFERENCE AND GIBBS RANDOM FIELD

MODELS

with Gaussian distribution and the distribution of the noise-free scene is Generalized
GMRF (GGMRF). In (Gleich and Datcu, 2009) the denoising of SAR images within the
dyadic wavelet domain using a particle filter was introduced. The objective was to model
the SAR image statistics and perform denoising and information extraction within the
decimated wavelet domain. The dyadic transform is a shift variant; therefore, many
authors use stationary or non-decimated wavelet transform, which is a shift invariant.

The second-generation wavelets Chirplet (Cui and Wong, 2006), Contourlet (da Cunha
et al., 2006), Bandelet (Pennec and Mallat, 2005) have appeared over the past few years.
Despeckling using Contourlet transform (da Cunha et al., 2006) and Bandelet (Pennec
and Mallat, 2005) transforms show superior despeckling results for SAR images com-
pared with the wavelet-based methods (Gleich et al., 2010).

4.3.2 SAR information extraction

Information extraction is an important issue when designing automatic image interpre-
tation systems, as it provides intrinsic features in few parameters. After that, a classifier
can use these parameters as features for categorizing and indexing the image content.
An image is characterized by its primitive features such as color, shape (Jain and Vailaya,
1996), texture (Tuceryan and Jain, 1998). Thus an image will be represented as a multidi-
mensional feature vector acting as a signature.

Texture is considered as an important feature in an image since it provides a valu-
able clue in identifying homogeneous regions and characteristics in the images. We
recognize texture when we see it but it is very difficult to define. In (Tuceryan and Jain,
1998), the authors divided the principal approaches used to describe texture into statisti-
cal, geometrical, and model-based. The statistical approaches define texture as a spatial
distribution of the gray values and analyze their relations. An example of this approach
is the gray level co-occurrence matrix (GLCM) proposed by (Haralick et al., 1973; Har-
alick, 1979). Here, the authors used gray level co-occurrence features to analyze remote
sense images. They computed GLCM for a distance of one with four directions, using
seven classes in the classification problem, they obtained approximately 80 percent clas-
sification accuracy using texture features. The work of (Rignot and Kwok, 1990) used
texture features computed from GLCM for classifications of SAR images. In addition,
despeckling algorithms were used to remove speckle in SAR images in order to improve
classification results.

In geometrical approaches, texture is considered to be composed of texture elements
or primitives. Then, the methods which follow these approaches are based on the ge-
ometrical properties of these texture elements. Analysis according to this paradigm in-
cludes extraction of texture elements, their shape analysis, and the estimation of their
placement rule. An example of this approach was presented in (Tuceryan and Jain, 1990).
Here, the authors proposed the extraction of texture tokens by using the properties of the
Voronoi tessellation of a given image.

The model-based approaches assume that the image can be modeled using texture
and that the parameters of the texture represent information about the scene. The mod-
eled parameters capture the essential qualities of the texture being able to characterize
the image content. An example of this approach was presented in (Datcu et al., 1998).
Here, the authors aim at characterizing the image-content using stochastic models within
a Bayesian framework. In particular, they draw the potential usage of Gibbs Random
Fields (GRFs) models for the extraction of spatial information from remote sensing im-
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ages. The authors demonstrated that it is possible to characterize texture through the
estimation of the parameters of the model.

In fact, the most common models used for texture modeling are Markov Random
Fields (MRFs) (Hassner and Sklansky, 1980) and GRFs models (Besag, 1974), (Geman
and Geman, 1984). The justification for using GRFs for image modeling is given by the
Hammersly - Clifford Theorem (Besag, 1974), (Hammersley and Clifford, 1971), which
asserts that there is one-to-one correspondence between MRF and GRF. Since any random
field can be modeled by a MRF with an enough large neighbourhood system, and any
random field can be modeled by a GRF with an enough large clique system (Schröder,
2000). Since then, many model-based methods have emerged for information extraction
based on the GRFs. For example, originally, the auto-binomial model was introduced
for information extraction in (Cross and Jain, 1983). Later, in (Schröder et al., 1998) had
highlighted the potential of Gibbs-Markov Random Fields models as a powerful and
robust descriptor of spatial information of remote sensing image data. Here, the authors
demonstrated the usefulness of GRF for spatial information extraction using both optical
and SAR images. Specifically, the authors also introduce the Auto-binomial model (ABM)
as major contribution in their work (Schröder, 2000). Recently, in (Hebar et al., 2009), the
authors used the ABM model for information extraction and despeckling simultaneously
using SAR images.

Gauss Markov Random Field (GMRF) also belongs to the Gibbs family and consti-
tutes a quite simple image model. It is widely used for texture description and segmenta-
tion. For example (Chellappa and Chatterjee, 1985) used GMRF for image synthesization
proving the generation of texture using this model. In (Derin and Elliott, 1987) GMRF
was also used for segmentation. In (Jeng and Woods, 1991), the GMRF model was used
to extract information from remote sensing images. The authors consider the MAP and
MMSE estimate for both image estimation and image restoration. The work of (Walessa
and Datcu, 2000) proposed a method that combines despeckling and feature extraction
from remote sensing SAR images using GMRF.

As a conclusion of this review we remark that the methods, which perform despeck-
ling and information extraction from SAR images (e.g. (Walessa and Datcu, 2000) and
(Hebar et al., 2009) cover a quite complete analysis of SAR images. These methods are
involved in the data-driven evaluation approach of this thesis. Their workflows are fully
discussed in section 5.1.

4.4 Conclusion

• As a conclusion we remark that the use of MAP in the estimation of noise-free im-
ages offers many advantages since it allows the introduction of a prior knowledge
about the scene through stochastic models, which approximate the scene. Then, the
methods for SAR image analysis could extract information from images depending
on the used prior model.

• The Bayesian inference approach through the use of likelihood and prior models
presented satisfactory results in the analysis of SAR images, considering the de-
speckling process and information extraction.

• The Markov-Gibbs Random Fields models have been used for many decades in
texture modeling, showing a good adaptation of the model to the texture image.
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Chapter 5

Data-driven evaluation of SAR
information extraction methods

In this chapter, we suggest automated methods being able to extract and interpret the
genuine information contained in high resolution SAR images. The image information
content is extracted using model-based methods based on Gibbs Random Fields models
combined with a Bayesian inference approach. The approach enhances the local adap-
tation by using a prior model, which learns the image structure; it enables despeckling
with minimum loss of resolution and simultaneously estimates the local description of
the structures. Form these we may obtain detection, classification, and recognition of the
image content.

In this context, this chapter evaluates Bayesian despeckling and information extrac-
tion methods based on Gauss Markov and Auto-binomial Gibbs Random Fields with
application to TerraSAR-X data. The first evaluated method, here named MAP-GMRF,
uses a Gauss Markov Random Field (GMRF) as prior model in order to preserve texture
(Walessa and Datcu, 2000). The second method uses an Auto-binomial model (ABM) as
prior (Hebar et al., 2009). It is referred as MAP-ABM in this work. Both methods are
based on Maximum a posteriori estimation, and evidence maximization framework. The
overall objective of this chapter is to carry out a comparative evaluation of both despeck-
ling and information extraction of SAR images methods. Several quantities that can be
considered as objective metrics are proposed for assessing the quality of the despeckling
process. The information extraction is expressed as parameter estimation problem (Datcu
et al., 1998), where the evaluation focuses on determining the robustness of texture ex-
traction using unsupervised and supervised classifications, which give us the clues to
decide which model to be used according to the kind of structure in the SAR image to be
extracted. The evaluation is performed using two types of data 1) Simulated or synthetic
data generated by a known prior model (GMRF or ABM), and its respective parameters
for the data, and a likelihood model for speckle (Gamma distribution). 2) TerraSAR-X
images as real SAR data, which follow a known speckle distribution, thus allowing us to
prove how well the prior model adapts to the data. The evaluation aims at answering the
question: How well could the model explain the nature of the data?

In the following sections, we start with describing the evaluated methods in section
5.1. Here, the Bayesian approach applied to information extraction and despeckling of
SAR images, and the overview of MAP-GMRF and MAP-ABM methods are explained.
Section 5.2 presents the used data set, which is formed by simulated and real SAR data.
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The quantitative evaluation of despeckling is shown in section 5.3, here, we propose sev-
eral objective measurements that can be used as metrics to qualify the quality of the
despeckled image and these metrics have a semantic meaning. Section 5.4 details the
quantitative evaluation of information extraction as well as the used metrics for the eval-
uation. Finally, the conclusion is presented in section 5.4.4.

5.1 Description of SAR information extraction model-based meth-
ods

The speckle within the SAR images is modelled as multiplicative noise (Touzi, 2002) rep-
resenting a SAR images as follows

y = x · z, (5.1)

where y represents a SAR image, x denotes an ideal noise-free image, and z stands for
the speckle, which is modelled as unit mean Gamma distribution (Goodman, 1975; Oliver
and Quegan, 1998).

The probability density function (pdf) for the likelihood of the square root intensity
of (5.1) is well-approximated by a Gamma distribution (Oliver and Quegan, 1998) given
by

p(ys|xs) = 2

(
ys
xs

)2L−1 LL

xsΓ(L)
exp

(
−L

(
ys
xs

)2
)
, (5.2)

where ys is the SAR image pixel, xs represents the noise free pixel, Γ(.) denotes the
Gamma function, and L is the number of looks of the SAR image. When the speckle
is fully developed within the SAR image, L is equal to 1. Multiple looks may be gener-
ated by averaging the resolution over the azimuth or range of the image, which degrades
spatial resolution but reduces the speckle (De Vries, 1998). The term Equivalent Number
of Looks (ENL) is used to estimate the number of looks L, and is defined as the number
of independent intensity values averaged per pixel (Oliver and Quegan, 1998), which is
expressed as

ENL =
(mean)2

variance
, (5.3)

over a homogeneous area.

5.1.1 Bayesian Approach

The Bayesian inference approach within the image processing field was presented in
(Datcu et al., 1998). The idea of a Bayesian-based despeckling and information extrac-
tion method is to find a prior model, which well approximates the distribution of the
image, and a likelihood model, which estimates the speckle within the SAR image, in
order to obtain the posterior pdf. The two levels of inference are model fitting (parameter
estimation) and model selection. The evidence maximization framework and the Maxi-
mum a Posteriori (MAP) estimator are used in order to find the best model parameters.
The Bayesian inference is given through the Bayes theorem as follows

p(x|y,θ) = p(y|x,θ)p(x|θ)
p(y|θ)

, (5.4)
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where x is the noise-free image, y represents the SAR image, and θ stands for the un-
known model parameters. The conditional pdf denoted by p(x|y,θ) indicates the posterior
pdf, which stands for an ideal noise-free image, p(y|x,θ) represents the likelihood pdf,
p(x|θ) denotes the prior pdf, and p(y|θ) is the evidence term, which acts as a normaliza-
tion constant in the first level of inference.

According to Bayesian inference the first level is used to model at best SAR data,
estimating the MAP of the noiseless image, which is expressed by the posterior pdf and is
obtained using the likelihood and prior functions together, as follows

x̂(y) = argmax
x

p(y|x,θ)p(x|θ), (5.5)

where x̂ represents the despeckled image.
The second order Bayesian inference enables the estimation of the parameter θ using

evidence maximization.

p(y|θ) =
∫

p(y|x)p(x|θ)dx. (5.6)

This evidence characterizes how well the estimated data fit to the original one. By select-
ing the best model, and taking into account the speckle likelihood, the solution can be
found by maximizing the evidence as a function of θ presented in (5.6).

5.1.2 Maximum a Posteriori despeckling using Gauss Markov Random Field
(MAP-GMRF) and evidence maximization

A Maximum a posteriori (MAP) estimation and evidence maximization framework was
proposed in (Walessa and Datcu, 2000) by using model-based despeckling and informa-
tion extraction by means of a Gauss Markov Random Field (GMRF) model. It uses the
Bayesian approach by taking advantage from the first level of Bayesian inference to ob-
tain a MAP estimate of the despeckled image. This method uses as likelihood (5.2) and
as prior, a GMRF model, which allows us to preserve and to characterize the texture. It is
given by

p(xs|θ) =
1√
2πσ2

exp

(
−
(
xs − µs

)2
2σ2

)
, (5.7)

where xs represents the pixel to be evaluated at site s, σ2 states for the variance, and µs is
given by

µs =
∑
k∈Ωs

bk · (xk + x′k), (5.8)

where θ = [bk] with k = 1, 2..p can be denoted as the model vector parameter describing
texture information, p is the total elements in θ, and Ωs is the neighbourhood system
around the central pixel xs. The complexity of the method is determined by the size of
the neighbourhood system, given by the model order (Chellappa and Chatterjee, 1985).
Figure 4.1 depicts examples of different order neighborhood system. Here, note that the
subindex k denotes the position of b element in the vector parameter θ.

MAP estimation (5.5) of the noise-free image is obtained by finding the product of the
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likelihood (5.2) and prior (5.7) as follows

∂

∂xs
log p(xs|ys) =

∂

∂xs
log

[
2
( ys
xs

)2L−1 LL

xsΓ(L)
exp

(
− L

( ys
xs

)2)]

+
∂

∂xs
log

[
1√
2πσ2

exp

(
−
(
xs − µs

)2
2σ2

)]
,

(5.9)

where the solution for (5.9) is provided by setting the first derivative of the posterior log-
arithm to zero. Therefore, a fourth-order polynomial is obtained with four solutions, as
follows

x4s − x3sµs + 2Lσ2x2s − 2Lσ2y2s = 0. (5.10)

A valid solution for xMAP
s must be real-valued and positive and can be found by a case

study of the four possible complex-valued roots, using the ICM (Iterative Conditional
Modes) (Besag, 1986), (Winkler, 1995) algorithm for reaching a convergence of the method
(Walessa, 2001). This convergence is reached after 5 iterations on average, therefore, the
computation of the ICM to is limited to 10 iterations.

The estimation of parameter θ is determined using the evidence maximization as a
function of θ, as given by (5.6), in the second level of Bayesian inference. Due to the
complexity of the integral it can not be computed analytically, therefore, several approx-
imations must be made (Walessa and Datcu, 2000):

1. The integral (5.6) consists of mutually-independent random variables, breaking the
joint pdf into the products of its components.

2. The multidimensional pdf is approximated by a multivariate Gaussian pdf with
Hessian matrix (H), which is centered on the MAP pdf.

Approximation of the evidence p(y|θ) is given by

p(y|θ) =
∫

p(y|x,θ)p(x|θ)dx,

≈
∫ S∏

s=1

p(ys|xMAP
s )p(xMAP

s |θ) · exp−1

2
(x − xMAP )TH(x − xMAP )dx,

≈ (2π)
|S|
2

√
det H

|S|∏
s=1

p(ys|xMAP
s )p(xMAP

s |θ),

(5.11)

where xMAP
s is the MAP estimate of xs obtained using the fixed parameter vector θ and

(5.10). S is the whole set of sites (pixels) of the image and |S| denotes its cardinal. H is
the Hessian matrix, which is the square matrix of the second-order partial derivatives of
an univariate function given by

H = −∇∇
S∑

s=1

log
(
p(ys|xMAP

s )p(xMAP
s |θ)

)
. (5.12)

The determinant of matrix H is given by

det H ≈
|S|∏
s=1

hss, (5.13)
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where hss are the components on the main diagonal of the matrix H, which are found by
(Walessa, 2001)

hss =
6Ly2s
x4MAP
s

− 2L

x2MAP
s

+
1

σ2

(
1 +

∑
kϵΩs

θ2k

)
. (5.14)

In order to obtain the highest evidence, the set of chosen parameter θ changes iteratively
by using an evidence maximization algorithm (Datcu et al., 1998). The details of MAP
computation and the evidence maximization algorithm, can be found in section 5.1.4.

5.1.3 Maximum a Posteriori despeckling using Auto-binomial model (MAP-
ABM) and evidence maximization

The ABM model belongs to the group of Markovian models. The ABM is a discrete
model, which is able to generate larger sets of textures, when compared to the GMRF.
The GMRF is often used in the approximation of natural scenes and is able to generate
textures, as for example forests, fields, etc. The ABM model is able to generate blob-like
textures, which are often present in SAR images. The ABM has been successfully used for
SAR texture estimation and despeckling (Hebar et al., 2009) and shows superior results
over the GMRF for the despeckling of SAR images.

A Maximum a posteriori estimation using the Auto-binomial model method (Hebar
et al., 2009) is also based on the Bayesian approach. The likelihood probability is mod-
elled by a Gamma distribution (5.2). This method uses an Auto-binomial model as a prior
pdf expressed as

p(xs|θ) =
(
G

xs

)
ρxs
s (1− ρs)

G−xs , (5.15)

where xs is the observed pixel at site s, G is the maximum gray value of the analyzed
image, ρs is a function of θ = [as,bk] given by ρs =

1
1+exp(−ηs)

and

ηs = as +
∑
kϵΩs

bk ·
(xk + x′k

G

)
. (5.16)

The value of a parameterizes the probability distribution of xs without spatial interaction.
The number of parameters bk depends on the model order and xk and x′k are neighboring
pixels around the analyzed pixel (Chellappa and Chatterjee, 1985). Fig 4.1 summarizes
the neighborhood systems and the model order.

The MAP (5.5) is found by using as likelihood (5.2) and ABM prior (5.15).

∆

∆xs
log p(xs|ys) =

∆

∆xs
log

[
2
( ys
xs

)2L−1 LL

xsΓ(L)
exp

(
− L

( ys
xs

)2)]

+
∆

∆xs
log

[(
G

xs

)
ρxs
s (1− ρs)

G−xs

]
.

(5.17)

In (5.17), the first term can be solved analytically. However, the second one, which repre-
sents the Auto-binomial model, is solved by subtracting log p((xs + 1)|θs) − log p(xs|θs),
numerically. The finite difference (∆) is introduced in order to solve the MAP estimation
numerically since the analytical solution being difficult to derive at (Hebar et al., 2009).
The result is given by the zeros of

−2L

xs
+ 2L

y2s
x3s

+ log

(
G− xs
xs + 1

)
+ log

(
ρs

1− ρs

)
. (5.18)



104 5. DATA-DRIVEN EVALUATION OF SAR INFORMATION EXTRACTION METHODS

The MAP estimate (5.18) was found using the Brent’s method algorithm (Brent, 1973)
for the numerical solution of roots (5.18).

At the second level of Bayesian inference, the evidence maximization (5.6) was adapted
into the logarithm form using the Auto-binomial model (5.15), as follows

log p(y|θ) =
S∑

s=1

[
1

2
(S log 2π − log hss)

+ log

(
2

(
ys
xs

)2L−1 LL

xsΓ(L)
exp

(
−L

(
ys
xs

)2
))

+ log

((
G

xs

)
ρxs
s (1− ρs)

G−xs

)]
,

(5.19)

where hss is the approximated component of the Hessian Matrix H given by (Hebar et al.,
2009)

hss ≈
S∑

s=1

(
6Ly2s
x4MAP
s

− 2L

x2MAP
s

+
1

G− xMAP
s

+
1

xMAP
s + 1

)
. (5.20)

The final approximation of the determinant of H is given by

det H ≈
|S|∏
s=1

hss, (5.21)

where only the diagonal elements from Hessian matrix are considered.

5.1.4 Overview of MAP-GMRF and MAP-ABM

The flowcharts of MAP-GMRF and MAP-ABM algorithms are given in Figure 5.1. Here,
the main steps of both methods are detailed. The Evidence Maximization approach
(EVM) is presented by Algorithm 1 in appendix (B).

We start by describing the mandatory input parameters of the methods since the re-
sults depend on them, and can be improved by their tuning. Further, in the next sections,
the evaluation will show the relevance of the parameters on both despeckling and feature
extraction performance.

1. Input parameters

Both methods need as input parameters:

• SAR image to be processed.

• The size of the analyzed image in columns and rows.

• The equivalent number of looks (ENL).

• The model order (MO).

• The size of the estimation window (M).

• The size of the step (N).

The MAP and evidence maximization procedures are performed inside the estimation
window, whose size is M × M . The window N × N determines how many pixels is
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moved the estimation windows to continue with the next estimation. The window M ×
M is usually set by default at 15 × 15, and N × N is set at 1. A model order (MO)
determines the size of the model vector parameter θ and it can be chosen from 1 to 6.
Then, the number of parameters differs according to the selected model order as follows
(Model Order, Total parameters) = {(1, 2); (2, 4); (3, 6); (4, 10); (5, 12); (6, 12)}.

2. Steps of the Methods

The despeckling and information extraction from SAR images are performed by MAP-
GMRF and MAP-ABM following the steps described in Figure 5.1. The two methods
differ in term of equations in the MAP and EVM computations (inside the blue box in
Figure 5.1). The different steps of Figure 5.1 are explained in the following:

1. Set initial parameter: The window sizes N × N and M ×M and initial values of θ
are set.

2. The equivalent number of look (ENL) is computed using (5.32) inside window with
size 35× 35 pixels over homogeneous area.

3. Strong scatterers are removed from the SAR image.

4. MAP estimation: The MAP estimation is performed using (5.10) in the case of MAP-
GMRF and (5.18) in the case of MAP-ABM for all the pixels inside the estimation
window (M ×M). It is computed using the initial values of θ and the parameter θ
is changed iteratively until the maximum evidence is reached. Later, the estimated
θ parameter is used for final MAP estimation.

5. Evidence maximization. The parameters of the models are estimated by means of
evidence maximization approach. The evidence is computed according to (5.11) for
GMRF and (5.19) for ABM using the MAP estimate (xMAP

s ) found in the previous
step, for all pixels inside the M × M window. 1 The pseudo code for evidence
maximization is detailed by algorithm 1 in appendix B.

6. Estimate the MAP using the new estimated parameters (θ̂).

7. Re-insert the strong scatterers in the image.

8. Write the results: the despeckled image (x̂) and the estimated vector parameter θ̂.

1Observe that step 4 and 5 are repeated until the maximum evidence is reached.
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1. Set initial parameters

2. Compute ENL

3. Remove Super Strong Scaterers

4. MAP estimation
MAP-GMRF (eq. 5.10)

MAP-ABM (eq. 5.11)

5. Evidence maximization
MAP-GMRF (eq. 5.18)

MAP-ABM (eq. 5.19)

6. Final MAP estimation

8. Insert super strong scaterers

Despeckling an information
extraction methods

MAP-GMRF and MAP-ABM

Input Parameters:
SAR image, M, N, Enl, MO

Max evidence
?

No

Yes

Results:
Despeckled Image

Estimated parameters 

MAP & EVM

Figure 5.1: Flowchart of MAP-GMRF and MAP-ABM. The main steps are performed
inside the blue box, which shows the MAP and EVM approaches. They differ in the
equation. MAP-GMRF uses (5.10) and (5.11) and MAP-ABM uses (5.18) and (5.19). Both
methods provide as results the despeckled image (x̂) and the estimated model vector
parameter θ̂, which corresponds to the estimation of texture.
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5.2 Description of the test data set

The methods were assessed using simulated-speckled data and real SAR images. Simu-
lated images were used in order to evaluate the performances of the despeckling methods
in terms of quantitative measures such as Fidelity, Signal-to-Noise Ratio (SNR), Peak SNR
(PSNR), Structural SIMilarity (SSIM) index, where the noise-free image is required.

TerraSAR-X images (DLR, 2009) were selected as real SAR data. TerraSAR-X is a
new generation, high resolution German radar satellite operating within the X-Band. It
was launched in June 2007 and will operate for a period of at least 5 years. A complete
description of TerraSAR-X products and their performance are presented in (Breit et al.,
2006) and chapter 2.

5.2.1 Simulated SAR data

Two simulated data sets were created in order to evaluate despeckling and the texture
estimations of the MAP-GMRF and MAP-ABM methods. The simulated data sets were
degraded with speckle. Simulation of the speckle was performed according to (Raney
and Wessels, 1988) with the number of looks equals to three in most of the cases.

5.2.1.1 Synthetic textures

The first data set presents the synthetic textures generated using GMRF and ABM mod-
els. Images with two kind of structures were created; firstly one with large-scale struc-
tures and secondly one with fine-scale structures. The images presented in Figure 5.2
were created using GMRF distribution according to (Chellappa and Chatterjee, 1985)
with a given θ. The Gibbs sampler (Casella and George, 1992) was used to generate ABM
textures, as presented in Figure 5.3. The values of the texture parameters θ are shown in
Table 5.1 for the GMRF and ABM models, respectively. The generated textures were de-
graded with multiplicative speckle-noise and are presented in Figures. 5.2(b) and 5.2(d)
in the case of GMRF, and Figures. 5.3(d) and 5.3(b) in the case of the ABM model. Each
image has 256 × 256 pixels. The images are named gmrf-t.l (large-scale structures) and
gmrf-t.s (small-scale structures) in the case of GMRF, and abm-t.l (large-scale structures)
and abm-t.s (small-scale structures) in the case of Auto-binomial model.

Table 5.1: Values of model vector parameter θ used in the generation of the four examples
of textures depicted in Figure 5.2 and Figure 5.3.

GMRF
Parameter θ b11 b12 b21 b22 b31 b32 b41 b42 b43 b44

gmrf-t.l (Fig. 5.2(a)) 0.3800 0.4500 -0.1600 -0.2400 -0.0500 -0.4400 -0.2100 0.0900 0.4700 0.2100
gmrf-t.s (Fig. 5.2(c)) 0.3012 0.4451 -0.1330 -0.1117 -0.0178 -0.1180 0.0386 0.0354 0.0484 0.0118

ABM
a b11 b12 b21 b22 b31 b32 b41 b42 b43 b44

abm-t.l (Fig. 5.3(a)) -2.658 1.75 0.24 -0.18 0.09 -0.46 -0.195 0.59 -0.017 -0.15 0.99
abm-t.s (Fig. 5.3(c)) -2.559 3.42 1.21 -0.83 -0.041 -1.67 -0.33 0.05 0.04 0.31 0.4

5.2.1.2 Speckled Brodatz textures

The second data set was created using nine different textures taken from the Brodatz data
base (Brodatz, 1966). Figure 5.4(a) shows a mosaic of nine different textures, where each
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(a) gmrf-t.l Texture with
large scale structures.

(b) Speckled texture with
large scale structures.

(c) gmrf-t.s Texture with
small scale structures.

(d) Speckled texture with
small scale structures.

Figure 5.2: (a,c) Synthetic textures generated using GMRF distribution. (a) gmrf-t.l repre-
sents large scale structures, and (c) gmrf-t.s represents fine scale structures. (b,d) GMRF
synthetic textures degraded with artificial speckle, ENL=3.

(a) abm-t.l Texture with
large scale structures.

(b) Speckled texture with
large scale structures.

(c) abm-t.s Texture with
small scale structures.

(d) Speckle texture with
small scale structures.

Figure 5.3: (a,c) Synthetic textures generated using Gibbs sampler and ABM prior. (a)
abm-t.l contains large scale structures, and (c) abm-t.s represents fine scale structures. (b,d)
ABM synthetic textures degraded with artificial speckle, ENL=3.
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tile has 256× 256 pixels. Here, the images are labelled using abbreviations B1 to B9. The
mosaic was degraded with speckle and is depicted in Figure 5.4(b).

(a) Original Brodatz textures

(b) Speckled Brodatz textures

Figure 5.4: (a) Mosaic formed by 9 Brodatz textures. (b) Mosaic degraded with speckle,
whose ENL=3.
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5.2.2 Real SAR data

TerraSAR-X images (DLR, 2009) were chosen as real SAR data. The high resolution of
the satellite allowed us to work with a higher variety of structures. The methods were
assessed using a mosaic of real TerraSAR-X data and an application oriented TerraSAR-X
sub-scene.

5.2.2.1 Textures from TerraSAR-X images

A mosaic of nine TerraSAR-X sub-scenes was created. The size of each image was 200 ×
200 pixels. It is depicted in Figure 5.5. The different images correspond to radiometrically-
enhanced single polarization High Resolution Spotlight products with a Multi-look Ground
range Detected, whose pixel spacing = 1.25 m, range resolution = 2.89 m, azimuth reso-
lution = 2.90 m, and ENL = 8.23 (DLR, 2009). The data are labelled from T1 to T9, starting
from the upper-left part of the image. The different kind of structures contained in each
tile of the mosaic is described in Table 5.2.

Figure 5.5: Mosaic of 9 TerraSAR-X sub-scenes. Texture T1 represents agricultural fields
with some trees in the lower-right, in T2 there are several small houses with gardens,
however it has in the upper part strong scatterers which represents medium size houses,
in T3 a deep forest is shown, T4 represents agricultural fields and some greenhouses, in
T5 there are high buildings, T6 correspond to dry fields, T7 has medium size houses, T8
represents a homogeneous forest and finally T9 is a park with several trees. Small squares
in the images represent the areas where some quantitative measures were computed.

5.2.2.2 TerraSAR-X sub-scene

A 2000 × 2000 TerraSAR-X sub-scene over Hamburg in Germany was used. The image
corresponds to radiometrically-enhanced single polarization Stripmap products with,
Multi-look Ground range Detected, whose pixel spacing = 2.25 m, range resolution =
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Table 5.2: Different kind of structures in the TerraSAR-X mosaic depicted in Figure 5.5.

TerraSAR-X tile Image content
T1 Fields with some trees in the lower part.
T2 Several small houses with gardens and a small part with urban area.
T3 Deep forest.
T4 Agricultural fields and greenhouses.
T5 High buildings.
T6 Dry fields.
T7 Medium size houses.
T8 Homogeneous forest.
T9 Park with several trees inside.

5.77 m, azimuth resolution = 5.77, and ENL = 6.03 (DLR, 2009). Figure 5.6 shows the SAR
image.

Figure 5.6: Example of TerraSAR-X sub-scene (2000× 2000 pixels) over Hamburg in Ger-
many. Small orange square in the upper part represents the area where some quantitative
measures were computed.
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5.3 Quantitative evaluation of despeckling

SAR images have been used in a large number of applications in different fields such
as remote sensing for mapping, surface surveillance, search and rescue, mine detection,
automatic target recognition. However, they are affected by a multiplicative speckle pro-
cess, considered as noise, which reduces the radiometric quality and makes the tasks of
feature extraction and scene recognition more difficult.

Speckle can be suppressed by filtering. Despeckling filters are tools, which help us
to obtain more convenient images for visual interpretation because they have been en-
hanced, but it often generates a loss of information. Most commonly used speckle reduc-
tion filters have a good speckle smoothing capabilities. However, the resulting images are
subject to the degradation of spatial and radiometric resolution, which can result in a loss
of image information (Fjortoft et al., 2000; Xiao et al., 2003). Therefore, despeckling tech-
niques should put emphasis on speckle removal (radiometric enhancement) with texture
and structure preservation, in order to conserve spatial resolution. An accurate despeck-
ling means that the textural and structural features contained in the image were properly
modelled and this could allow an optimal information extraction.

A common way to evaluate the despeckling quality is using visual inspection. The vi-
sual observation provides us with our first indication of quality of the despeckled image.
However, it is based on user interpretation and how the user perceives the image, bring-
ing us different criteria when compared to the opinions of the users, thus introducing a
subjective factor. In this thesis, we propose quantitative measurements that can be used
as metrics to qualify the quality of the despeckled image and these metrics have a seman-
tic meaning. The objective measurements consolidate the assessment of the despeckling
quality. Previous works have been presented in (Espinoza-Molina et al., 2010b, 2011).

5.3.1 Quantitative quality measurements

While some of the quantitative measures presented below are calculated for both sim-
ulated and real data and some others are only used to evaluate the despeckling of the
simulated data, since the noise-free image is required.

In the following, the measurements that are used to quantify the despeckling quality of
both methods using simulated and real SAR data are presented.

5.3.1.1 Metrics for Simulated SAR data despeckling evaluation

It is worth noting that the following criteria were only used to evaluate the despeckling
of the synthetic data, due to the noise-free image being available.

• Fidelity

Fidelity (5.22) is expressed as the Mean Squared Error (MSE) (Papoulis, 1991) be-
tween the despeckled image x̂h,l and the original synthetic (noise free) image gh,l
according to

MSE =
1

AB

A∑
h=1

B∑
l=1

(gh,l − x̂h,l)
2 , (5.22)

where A represents the columns and B stand for the rows in the image.
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• Signal-to-noise ratio (SNR)

SNR (5.23) is given by

SNR = 10 · log10
(
σ2
g

σ2
e

)
, (5.23)

where σ2
g is the variance of the noise-free image and σ2

e stands for the variance
of the error between the original and the despeckled images. Higher SNR values
correspond to a well despeckled image.

• Peak SNR (PSNR)

PSNR (5.24) is given by

PSNR = −10 · log10
(
MSE

d2max

)
, (5.24)

where d2max is the maximum intensity of the noisy image.

• Structural SIMilarity Index (SSIM)

The structural information in an image is defined as those attributes representing
objects’ structures within the scene, independent of the average luminance and
contrast (Wang et al., 2004). Similarity measurement has three independent compo-
nents: luminance, contrast, and structure, that combined to yield an overall similarity
measure between images x and y:

S(x,y) = f(l(x,y), c(x,y), s(x,y)), (5.25)

where l(x,y) represents luminance, c(x,y) is the contrast, and s(x,y) denotes struc-
ture. The luminance comparison function l(x, y) is function of mean values (µx)
and (µy). It is defined as follows

l(x,y) =
2µxµy + C1

µ2
x + µ2

y + C1
. (5.26)

The contrast comparison function takes a similar form

c(x,y) =
2σxy + C2

σ2
x + σ2

y + C2
. (5.27)

Finally, the structure comparison function is defined as follows

c(x,y) =
(σxy + C3)

σx + σy + C3
. (5.28)

In order to simplify the expression, is assumed that C3 =
C2
2 . The result of combin-

ing (5.26), (5.27) and (5.28) is the similarity measure expressed in a specific form of
the SSIM index (Wang et al., 2004) between images g and x̂:

SSIM(g, x̂) =
(2µgµx̂ + C1)(2σgx̂ + C2)

(µ2
g + µ2

x̂ + C1)(σ2
g + σ2

x̂ + C2)
, (5.29)

where µg represents the mean of the g noise-free image, µx̂ represents the mean
of the x̂ despeckled image, C1 is an included constant to avoid instability when



114 5. DATA-DRIVEN EVALUATION OF SAR INFORMATION EXTRACTION METHODS

µ2
g + µ2

x̂ is very close to zero. C1 can be expressed as C1 = (K1F )2, where F is the
dynamic range of the pixel values (255), and K1 ≪ 1 is a small constant. Similar
considerations are applied to constant C2, which is included to avoid instability
when σ2

g + σ2
x̂ is very close to zero. The range of values for the SSIM lies between

+1 to −1. The best value corresponds to +1 and the worst is −1.

5.3.1.2 Metrics for Real SAR data despeckling evaluation

The following criteria can be used for despeckling evaluation of real and simulated SAR
images.

• Bias

Bias (5.30) is calculated as the absolute value of the difference between the estima-
tion of the noisy image and the estimation of the filtered image.

Bias = |E{y} − E{x̂}|. (5.30)

The mean value of the filtered image should be equal to the mean value of the SAR
image, thus indicating that the pixel values of the SAR images have been preserved.
The best result is obtained when the difference is zero (VanTrees, 1968).

• Ratio

Ratio (5.31) is given by estimating the ratio between the noisy and filtered images.
Since the speckle is considered as multiplicative noise, the best case is reached when
the expectation of the ratio equals one (Oliver and Quegan, 1998).

Ratio = E{y
x̂
}. (5.31)

• Smoothness

Smoothness (5.31) is also called ENL, it measures how well the speckle was re-
moved without affecting the homogeneous areas and inserting distortions. It is
given by the ENL of the despeckled image x̂ (Oliver and Quegan, 1998).

Smoothness = ENL =
µ2

x̂
σ2

x̂
, (5.32)

where µx̂ is the mean and σ2
x̂ represents the variance of the despeckled image.

It must be computed over small homogenous areas. The higher the ENL is, the
smoother the image is.

• Sharpness

Sharpness (5.33) represents the level of preserving the details and structures in an
image. It is calculated by the ENL of the ratio between the noisy and filtered images.
Sharpness is considered as a resolution preservation criterion. Indeed, it measures
the quality of despeckling in terms of small details and structure preservation (Wa-
lessa, 2001).

Sharpness = ENL(
y
x̂
). (5.33)

Good despeckling is obtained when the value of the sharpness is closer to the ENL
of the noisy image before filtering.
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5.3.2 Experimental results

This section provides the experimental results obtained with the MAP-GMRF and MAP-
ABM methods. The quality of the despeckling is evaluated in terms of the quantitative
measurements previously presented in section 5.3.1 and visual inspection, using all data
sets described in section 5.2. We note that apart from numerical values the visual im-
pression of an image is still one the best way to evaluate. In order to ease the visual
inspection, the original images are presented with the despeckled ones.

The experimental results are organized as follows 1) the despeckled images and the
quantitative measures obtained with both methods using simulated and real SAR data
are presented in section 5.3.2.1 and 5.3.2.2, respectively. 2) The impact of the estimation
window size and the model order on despeckling performance is presented in section
5.3.2.3.

5.3.2.1 Despeckling results based on Simulated SAR data

All experiments were performed using an estimation window of 31 × 31 pixels size, a
step size of 1 × 1, and a model order of 4, which were chosen experimentally (Hebar
et al., 2009).

1. Simulated SAR synthetic textures

The synthetic textures generated using a GMRF model, gmrf-t.l and gmrf-t.s, (see Figures
5.2(b) and 5.2(d)) and ABM model, abm-t.l and abm-t.s, (see Figures 5.3(b) and 5.3(d)),
which correspond to textures with large and small scale structures, were despeckled us-
ing MAP-GMRF and MAP-ABM methods in order to evaluate the quality of despeckling.
In the following, we start by presenting the results obtained with MAP-GMRF method.

• MAP-GMRF results
The despeckling results for MAP-GMRF method are shown in Figures 5.7(e)-(h).
With visual inspection it can be seen that the speckle was slightly removed from all
textures. However, better impressions are obtained in the case of textures with small
scale structures depicted in Figures 5.7(f) and Figure 5.7(h) and the worse cases in
texture with large scales (Figure 5.7(e) and Figure 5.7(g)).
Table 5.3 shows the objective measures of the despeckling using all textures. Here,
the results show that the fidelity measures have high values demonstrating that
the despeckling filter had introduced distortions during the reconstruction process.
However, the higher fidelity values are in the textures generated with ABM model.
This could be explained by the fact that an estimation window of 31 × 31 pixels
used for estimating texture parameters, which is not large enough to estimate spa-
tial interactions, since the image has large scale structures. The other possibility is
that the algorithms for estimation of texture did not converge, therefore, the speckle
distribution presents a texture, which was also estimated, as shown in Figures 5.7(e)
and 5.7(g). The speckle removal and the values of the objective measures, in the
case of Figure 5.7(f) are acceptable, showing that the used estimation window is
enough large to estimate this kind of texture (small scale structure). The SNR and
the PSNR values are very low. The negative values of the SNR can be thought of as
by how many dBs of signal is beneath the noise floor. The SSIM index indicates that
the despeckled images are not reliable, when GMRF is used for synthetic-generated
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textures. This method introduces quite a large bias, the mean of the ratio image is,
therefore, not close to 1, the smoothness is badly estimated because the images do
not contain homogenous areas. The experimental results show that the MAP-GMRF
method estimates better both synthetically-generated textures with GMRF.

(a) gmrf-t.l (b) gmrf-t.s (c) abm-t.l (d) abm-t.s

(e) despeckled gmrf-t.l (f) despeckled gmrf-t.s (g) despeckled abm-t.l (h) despeckled abm-t.s

(i) despeckled gmrf-t.l (j) despeckled gmrf-t.s (k) despeckled abm-t.l (l) despeckled abm-t.s

Figure 5.7: (First row) Noise-free synthetic textures generated with GMRF and ABM
models. Despeckled images obtained with (second row) MAP-GMRF, (third row) MAP-
ABM.

• MAP-ABM results
The despeckling results obtained using the MAP-ABM method, are shown in Fig-
ures 5.7(i)-5.7(l) and Table 5.3. The visual inspection shows that the speckle was well
removed in the four images.
However, in Table 5.3 the quantitative measurements for simulated data (fidelity,
SNR, PSNR, SSIM) show that the best results are obtained with textures (grmf-t.l and
gmrf-t.s.) generated with GMRF model. Specifically, the SSIM measure indicates
that the despeckled images were enhanced. Moreover, the other objective measures
in Table 5.3 show that the method well estimates speckle, because the ratio and bias
measures are satisfactory. However, the sharpness is not close to 3, showing that
distortions were introduced.
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When comparing both methods, we notice that the MAP-ABM method estimates well
the synthetically-generated textures with ABM as well as the ones with GMRF models,
degraded by the speckle. The MAP-GMRF method has difficulties estimating the speck-
led texture with large scale structures, because the selected window size is too small,
therefore, the MAP-GMRF method is unable to estimate texture and estimates random
texture, which represents speckle.

Table 5.3: Despeckling quality: Quantitative evaluation criteria computed for synthetic
SAR data. Best values in each category are displayed in bold. ENL∗∗ = 2.89 in all cases.

Data Mean∗ Bias Ratio Smoothness Sharpness Fidelity SNR PSNR SSIM
MAP-GMRF

Fig. 5.7(e) gmrf-t.l 128.3 25.8 0.81 2.74 5.9 2712.8 2.37 13.83 0.71
Fig. 5.7(f) gmrf-t.s 140.18 33.38 0.77 5.95 7.17 2855.8 -2.67 13.61 0.45
Fig. 5.7(g) abm-t.l 126.417 42.3 0.78 1.79 4.39 5406.1 5.29 11.62 0.74
Fig. 5.7(h) abm-t.s 125.46 52.2 0.71 2.12 6.8 5414.1 4.7 10.83 0.66

MAP-ABM
Fig. 5.7(i) gmrf-t.l 128.29 3.07 1.11 5.88 4.34 492.63 8.64 21.24 0.93
Fig. 5.7(j) gmrf-t.s 140.18 3.78 1.05 35.7 29.52 432.8 3.51 21.8 0.85
Fig. 5.7(k) abm-t.l 126.41 3.15 1.39 2.48 4.44 2805.95 5.15 13.68 0.83
Fig. 5.7(l) abm-t.s 125.46 3.34 1.01 3.52 0.79 2960.9 4.9 13.45 0.79

* Mean refers to mean of original SAR image. ** ENL refers to Equivalent Number
of Looks of the SAR image before the despeckling.

2. Simulated SAR Brodatz textures

Figures 5.8(b) and 5.8(c) depict the despeckled mosaic obtained with MAP-GMRF and
MAP-ABM, respectively. Table 5.4 shows the quantitative measures for both methods.

• MAP-GMRF results
According to the visual inspection of Figure 5.8(b), all the images show good de-
speckling results and the textures were preserved, with exception of textures B6, B7
and B8. MAP-GMRF over-smoothes texture B6, where it becomes difficult to dis-
tinguish the texture in the reconstructed image, and destroys the texture in B8 and
B7.
From the quantitative criteria presented in Table. 5.4, we note that in most of the
cases the fidelity shows high values, specially in texture B6, which is the worst case.
The SNR, PSNR and SSIM measures present acceptable values. However, the quan-
titative values obtained with texture B7 are not satisfactory. This method does not
introduce bias in the reconstructed Brodatz images, as shown in Table 5.4. In here, all
the textures have small bias values, showing that the images were well reconstructed
during the despeckling. This is also confirmed with the ratio criterion, whose val-
ues are very close to 1. The smoothness measure shows good results in all the cases,
but we note that texture B6, which has the highest value, is over-smoothed. The
sharpness shows a loss of resolution in most of the cases. B7 presents the worst
despeckling results in terms of bias, ratio, sharpeners, SSIM and smoothness.

• MAP-ABM results
With this method the visual inspection shows that all the images were well despeck-
led and the textures were preserved. Only, texture B2 is over-smoothed in its upper
part.
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Looking at Table 5.4, we observe that the fidelity and SSIM measures present poor
performance, showing not accurately reconstructed images. The SNR and PSNR
are acceptable. However, the values of sharpness show that the resolution was pre-
served. The ratio and bias measures present small values demonstrating that the
method does not introduce bias in the despeckling process.

Table 5.4: Despeckling quality: Quantitative evaluation criteria computed for simulated
SAR data. Best values in each category are displayed in bold. ENL∗∗ = 2.89 in all cases.

Data Mean∗ Bias Ratio Smoothness Sharpness Fidelity SNR PSNR SSIM
MAP-GMRF

Fig. 5.8(b)-B1 40.41 0.17 1.06 2.85 5.48 526.61 3.81 19.10 0.78
Fig. 5.8(b)-B2 77.69 0.40 1.08 2.66 5.00 1461.24 6.10 17.06 0.84
Fig. 5.8(b)-B3 71.14 0.09 1.02 3.46 10.57 984.01 6.11 18.13 0.85
Fig. 5.8(b)-B4 80.85 0.13 1.00 4.82 16.97 994.50 6.88 19.07 0.87
Fig. 5.8(b)-B5 88.72 0.09 1.06 2.69 6.30 1724.63 5.73 15.82 0.83
Fig. 5.8(b)-B6 215.95 0.32 1.00 9.18 12.83 5540.99 5.50 11.20 0.80
Fig. 5.8(b)-B7 73.97 0.57 1.75 2.07 0.74 3793.31 1.78 10.63 0.44
Fig. 5.8(b)-B8 173.97 0.16 1.01 7.87 16.25 4003.36 6.25 13.63 0.83
Fig. 5.8(b)-B9 127.85 0.18 1.02 4.61 13.01 2833.35 6.99 15.20 0.87

MAP-ABM
Fig. 5.8(c)-B1 40.41 0.17 0.86 5.43 3.60 515.54 2.65 18.06 0.70
Fig. 5.8(c)-B2 77.69 0.40 0.87 17.12 2.37 1499.62 1.99 13.26 0.52
Fig. 5.8(c)-B3 71.14 0.09 0.81 8.74 3.81 933.87 3.99 15.91 0.74
Fig. 5.8(c)-B4 80.85 0.13 0.91 11.67 4.35 595.63 3.22 15.52 0.66
Fig. 5.8(c)-B5 88.72 0.09 0.83 5.84 3.47 1442.90 3.47 13.68 0.70
Fig. 5.8(c)-B6 215.95 0.32 0.99 33.24 4.18 2418.83 1.55 7.41 0.43
Fig. 5.8(c)-B7 73.97 0.57 0.73 5.31 1.94 2794.35 2.78 12.08 0.63
Fig. 5.8(c)-B8 173.97 0.16 0.99 25.22 4.20 1686.56 1.65 9.26 0.44
Fig. 5.8(c)-B9 127.85 0.18 0.90 12.11 3.67 1949.35 2.96 11.36 0.64

* Mean refers to mean of original SAR image. ** ENL refers to Equivalent Number
of Looks of the SAR image before the despeckling.

When comparing both methods, it can be noted that the best smoothness, sharpness,
and fidelity criteria are provided by MAP-ABM method, for despeckled textures in gen-
eral, although the ratio is not very close to 1. Also the MAP-GMRF method gives better
ratio, SNR, PSNR and SSIM results, when it is compared with the MAP-ABM. The val-
ues for bias are the same for the two methods. We can conclude that the MAP-GMRF
method provides better results for the Brodatz textures, because they are natural tex-
tures and GMRF can model them better than the ABM. We also observe that, with this
kind of data, the smoothness criterion is not very relevant since the mosaic is composed
of texture.

5.3.2.2 Despeckling results based on Real SAR data

All experiments were performed using an estimation window of 31 × 31 pixels size, the
step size of 1×1, and a model order of 4, which were chosen experimentally (Hebar et al.,
2009).
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(a) Noise-free Brodatz Mosaic

(b) Despeckled Brodatz mosaic by MAP-GMRF

(c) Despeckled Brodatz mosaic by MAP-ABM

Figure 5.8: (a) Noise-free Brodatz mosaic. Despeckled images obtained with (b) MAP-
GMRF, (c) MAP-ABM.
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1. Mosaic of textures from TerraSAR-X images

Figures 5.9(b) and 5.9(c) show despeckled mosaic images obtained with MAP-GMRF and
MAP-ABM, respectively. The quantitative results of this mosaic, are shown in Table 5.5
for both methods.

• MAP-GMRF results
In Figure 5.9(b) the despeckled images T2, and T6 were well-despeckled, here, the
textures and structures were well-preserved. However, the despeckled images T1,
T3, T8 and T9 were over-smoothed. Texture T5 is a controversial image because it
presents very strong scatterers that should be preserved by despeckling methods.
According to the quantitative measurements from Table 5.5, the real SAR images
were well despeckled using the MAP-GMRF method, since the mean is well esti-
mated and the bias is quite low indicating a good preservation of the structures and
textures within the scenes. The best bias results were obtained for scene T3 and T6.
The results of the ratio images were very good, while, the best value belonged to
texture T2, and the best smoothness criteria to texture T1. However, the values of
sharpness are too high, demonstrating than some distortions were introduced.

• MAP-ABM results
Good visual impressions could be done from Figure 5.9(c). Here almost all images
are well despeckled. However, texture T8 is over smoothed in its right part.
The MAP-ABM method introduced bias, as shown in Table 5.5, and was not able to
estimate speckle noise, because the mean of the ratio images was not very close to 1.
The quantitative measurements tell us that the best bias was obtained for scene T2,
the best ratio and sharpness for scene T7, and finally, T1 presented the best smooth-
ness criterion. The shifting of the mean of the SAR image is connected with the
properties of the ABM model. The maximum value G (5.15) of the image, when is
modelled with the ABM, should correspond to twice the mean of the image. The
SAR scenes did not correspond to these values, therefore the MAP-ABM method
introduced a bias, which occurs when the maximum value is not equal twice the
mean of the image. In all experiments, the value of G was set at eight times the
image mean for all scenes. The bias could be eliminated using adaptive estimation
of the value G by using local statistics of the analyzing windows.

Both methods could not estimate the textures in scene T5, therefore the results were bad
for this scene, because this scene had strong scatterers and the presence of speckle was
minimal. Both methods removed strong scatterers at the beginning of despeckling and
re-inserted strong scatterers at the end of despeckling.

Comparing both methods, we note that the ABM model was able to estimate blob-like
textures much better than the GMRF model. However, the GMRF model modelled nat-
ural scenes well. MAP-ABM gives better results in terms of smoothness and sharpness,
showing a compromise between despeckling homogeneous areas and detail preserva-
tion; while MAP-GMRF provides better result in terms of bias and ratio criteria, showing
the mean value of the original images is preserved.

2. TerraSAR-X scene over Hamburg

The TerraSAR-X over Hamburg shown in Figure 5.6 was despeckled using both methods.
In order to notice the level of preserving details and speckle removal in homogeneous
areas, a small part of the despeckled images is zoomed and presented.
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(a) Original TerraSAR-X mosaic

(b) Despeckled TerraSAR-X mosaic using MAP-GMRF

(c) Despeckled TerraSAR-X mosaic using MAP-ABM

Figure 5.9: (a) TerraSAR-X mosaic. Despeckled TerraSAR-X mosaic obtained with (b)
MAP-GMRF, (c) MAP-ABM.
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Table 5.5: Despeckling quality: Quantitative evaluation criteria computed for TerraSAR-
X data. The best values are in bold. ENL∗∗ = 8.23 in all cases.

Data Mean∗ Bias Ratio Smoothness Sharpness
MAP-GMRF

Fig. 5.9(b)-T1 116.99 0.33 0.99 496.07 33.23
Fig. 5.9(b)-T2 149.72 3.30 1.00 13.22 12.74
Fig. 5.9(b)-T3 86.55 0.15 0.99 20.47 27.85
Fig. 5.9(b)-T4 141.72 0.64 0.99 30.59 28.37
Fig. 5.9(b)-T5 416.02 40.50 1.10 2.22 1.80
Fig.5.9(b)-T6 129.52 0.16 0.99 55.02 34.50
Fig. 5.9(b)-T7 86.64 0.38 0.99 439.20 30.55
Fig. 5.9(b)-T8 84.68 0.29 0.99 28.43 27.40
Fig. 5.9(b)-T9 85.84 0.29 0.99 10.61 27.21

MAP-ABM
Fig. 5.9(c)-T1 116.99 7.95 0.93 540.69 31.72
Fig. 5.9(c)-T2 149.72 1.76 0.95 19.17 10.45
Fig. 5.9(c)-T3 86.55 3.95 0.94 16.39 30.70
Fig. 5.9(c)-T4 141.72 5.84 0.94 42.55 20.06
Fig. 5.9(c)-T5 416.02 83.67 1.08 5.32 1.97
Fig. 5.9(c)-T6 129.52 4.43 0.95 58.16 30.57
Fig. 5.9(c)-T7 172.23 8.51 0.97 6.17 8.17
Fig. 5.9(c)-T8 86.64 7.36 0.92 490.01 36.72
Fig. 5.9(c)-T9 84.68 7.49 0.90 112.41 19.42

* Mean refers to mean of original SAR image. ** ENL refers to Equivalent Number
of Looks of the SAR image before the despeckling.

• MAP-GMRF results

The despeckled image obtained with MAP-GMRF is shown in Figure 5.10(a). Fig.5.10(b)
depicts the zoomed part of the image marked with the white square. Here, it can
be noted that MAP-GMRF over-smoothed the homogenous areas. The very strong
scatterers were well-preserved and some small details were removed during the de-
speckling process.

The quantitative results are presented in Table 5.6 for MAP-GMRF. Looking at the
ratio criterion, it was noticed that the best value was obtained by MAP-GMRF show-
ing that the method did not introduce distortions during the despeckling. However,
this method did not estimate the mean of this image well.

• MAP-ABM results

MAP-ABM showed better performance since the speckle was well-removed within
the whole image, thus conserving the small details and strong structures as is shown
in Figure 5.10(c) and Figure 5.10(d). The quantitative results are presented in Ta-
ble 5.6 for MAP-ABM. The bias measure showed the superiority of the MAP-ABM
method as well as smoothness and sharpness criteria, demonstrating that a better
despeckling was performed with MAP-ABM, because it conserved the details and
did not blurry the image. In general, the visual impressions of the results showed
good performances by both methods.
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When comparing both methods, this image had the presence of super-strong scatterers
in the urban areas, which are preserved by both methods. However, according to visual
inspection and quantitative measurements MAP-ABM outperforms MAP-GMRF, in
this case.

(a) Despeckled image using MAP-GMRF. (b) zoomed despeckled image.

(c) Despeckled image using MAP-ABM. (d) zoomed despeckled image.

Figure 5.10: Despeckled TerraSAR-X sub-scene over Hamburg obtained using (a) MAP-
GMRF and (c) MAP-ABM. Zoomed part within the despeckled image, in the case of (b)
MAP-GMRF, and (d) MAP-ABM. In the zoomed images can be observed the level of
preserving details (blue square), speckle removal in homogeneous areas (green square),
and introduced distortion (red square).

Table 5.6: Despeckling quality: Quantitative evaluation criteria computed for TerraSAR-
X data over Hamburg (see Figure 5.10). The best values are in bold. ENL∗∗ = 6.03.

Method Mean∗ Bias Ratio Smoothness Sharpness

MAP-GMRF 264.74 20.84 1.05 116.01 1.86
MAP-ABM 264.74 6.73 0.89 462.19 5.17

* Mean refers to mean of original SAR image. ** ENL refers to Equivalent Number
of Looks of the SAR image before the despeckling.
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5.3.2.3 The impact of window size and model order on despeckling performance

The MAP-GMRF and MAP-ABM methods need the estimation window to perform the
despeckling and to estimate texture parameters. The size of the estimation window
should be determined by the complexity of the scene or texture, for example, we can
guess that a larger estimation window could better estimate larger structures, being a
consequence of using more data for the computations. However, the use of larger esti-
mation window increases the computation time.

The model order is also determined according to the structural complexity of the
scene since a higher model orders uses larger neighborhoods, which can capture high
structural complexity in the images. To use a higher model order implies to use a larger
analyzing window. Then, we need to find a good compromise between the estimation
window size, model order and computation time.

In the next experiments, the impact of the estimation window and the model order
on despeckling performance is evaluated using model order from two to four and an
estimation window from (2× 2) to (32× 32) pixel size. We start by presenting the results
of Figure 5.11, where the 1) visual inspection is used to evaluate the despeckling and gives
an idea about how the estimation window size and the model order affect the despeckling
quality. Later, 2) the quantitative measurements versus the computation time are detailed
in Table 5.7 and the results are commented. Finally, 3) the level of preserving the details
is shown in Figure 5.12.

1. Visual inspection

One of the textures (T1) from TerraSAR-X mosaic (See Figure 5.5) was despeckled using
both methods.

The despeckled images are shown in Figures 5.11(a)-(b) in the case of MAP-GMRF method
with model order 2 and 4, and Figures 5.11(c)-(d) show despeckled images using model
order 2 and 4 with MAP-ABM method. The window size for each model was changed
from 2× 2 to 32× 32.

• MAP-GMRF results
The model order 2 of the GMRF gives good quality of despeckled images from win-
dow size of 8 × 8 pixels. The model order 4 of the GMRF, shown in Figure 5.11(b)
requires larger window sizes to allow the convergence of the evidence maximiza-
tion algorithm to the right texture parameters of the scene. It is clear to see that
some distortions were introduced with estimation windows 2× 2 and 8× 8. The vi-
sual impressions are acceptable when using estimation windows larger than 16×16
pixels size.

• MAP-ABM results
The speckle remains in the reconstructed images, when the model order 2 of the
MAP-ABM method is used. The evidence maximization algorithm models the speckle
instead of the scene. By increasing the model order larger structures are modelled
and speckle is removed from the image.

The model order 4 with window size of 32 × 32 pixels is a good compromise between
the quality of despeckling and the complexity of the methods. MAP-ABM properly
works with model order three or higher.
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(a) Despeckled images using MAP-GMRF with Model Order 2.

(b) Despeckled images using MAP-GMRF with Model Order 4.

(c) Despeckled images using MAP-ABM with Model Order 2.

(d) Despeckled images using MAP-ABM with Model Order 4.

Figure 5.11: Despeckling results obtaining using (a-b) MAP-GMRF and (c-d) MAP-ABM
method with estimation window of (from left to right) 2 × 2, 8 × 8, 16 × 16 and 32 × 32
pixels.

2. Quantitative measurements versus computation time

Table 5.7 shows the objective results for the despeckling, where the estimation window
and the model order of MAP-GMRF and MAP-ABM models were changed. The exper-
imental results were performed using two synthetic textures from Brodatz mosaic (B7
and B4 in Figure 5.4(b)) and two real SAR images from TerraSAR-X mosaic (T1 and T7 in
Figure 5.5).

• MAP-GMRF results
The experimental results obtained with the MAP-GMRF method reported in Table
5.7(a) show that by increasing window size the fidelity decreased and the best results
on average are obtained with a window size of 32 × 32 pixels. The fidelity is also
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decreasing by increasing the model order. The best results were obtained with a
model order 4. The reconstructed images are becoming smoother by the increasing
the window size and model order, which indicates that the speckle is well removed.
Speckle noise is well estimated, because reconstructed images have almost no bias
and the mean of ratio is very close to 1. The SSIM value is very close to 0.9, which
indicates that the reconstructed images are similar to the original images.

• MAP-ABM results
The MAP-ABM method behaves similarly to the MAP-GMRF method, when the
model order and the window sizes are changed. The experimental results in Table
5.7(b) show, that the fidelity is decreasing by increasing the window size and in-
creasing the model order of the ABM. The speckle was well estimated, the images
were not biased, and the mean of estimated speckle was close to 1. The SSIM in-
creased when the model order gets higher and images were not over smoothed by
changing the window size, which means that some textures are well preserved. The
MAP-ABM method gives better objective results, but it is 3−5 times more compu-
tationally demanding than the MAP-GMRF method. The reason is the estimation
of the textures and the numerical computation of the MAP.

3. Level of preserving details

In order to complete the evaluation, in Figure 5.12, we display the despeckled image from
small parts of the Hamburg sub-scene. Here, we can notice that the level of despeck-
ling and detail preservation. Despeckled images with higher model order and larger
window sizes produce more detailed despeckled images, meanwhile model order 2 and
small window size produce blurred images, as shown in Figures 5.12(a) and 5.12(b), us-
ing MAP-GMRF method.

The despeckling results obtained with the MAP-ABM, presented in Figures 5.12(c) and
5.12(d) show that the quality of despeckling is improving when using larger window
sizes. Details and strong scatterers are well preserved using model 4 and window size of
32× 32 pixels.

5.3.3 Conclusions

The goal of this section is to conclude which method (MAP-ABM or MAP-GMRF) gives
the best despeckling results. The MAP-GMRF and MAP-ABM methods were compared
using synthetically generated data, speckled Brodatz textures and real SAR data. The ef-
ficiency of MAP methods using texture models depends on how well the texture model
adapts to the original scene. The texture estimation algorithm for MAP-GMRF and MAP-
ABM methods is based on second level Bayesian inference. The despeckling performance
of MAP-GMRF and MAP-ABM methods depends on the image textures, selected win-
dow size, and the model order of the Markov Random Field. In general, we should esti-
mate the complexity of the scene to select the most convenient model order and window
size.

• In this thesis we used fixed model order and window size, which were defined ex-
perimentally using trade-off between the complexity and efficiency of the methods.

• The MAP-GMRF method well estimates textures, the mean value of which does
not change dynamically, meanwhile the MAP-ABM method better performs on the
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Table 5.7: Quantitative despeckling criteria versus run-time processing, estimation win-
dow and model order in the case of MAP-GMRF and MAP-ABM despeckling methods.

(a) MAP-GMRF

Fig. 5.4(b)-B7
Model Criterion Estimation window
Order 2× 2 4× 4 8× 8 16× 16 32× 32

Time(s) 11.1 13.7 23.2 49.9 140.2
2 Bias 0.6 0.6 0.59 0.59 0.58

Ratio 1.00 1.01 1.01 1.01 1.00
Smoothness 4.82 5.51 5.08 4.57 4.44
Fidelity 3993.75 3973.52 3960.65 3912.97 3894.14
SSIM 0.44 0.45 0.46 0.46 0.46
Time(s) 12.9 15.5 27.6 64.7 185.3

3 Bias 0.64 0.51 0.46 0.59 0.51
Ratio 1.68 1.69 1.71 1.75 1.77
Smoothness 2.17 2.24 2.04 2.04 1.92
Fidelity 3974.10 3917.56 3905.76 3985.11 3901.07
SSIM 0.44 0.44 0.45 0.45 0.45
Time(s) 24.2 31.5 58.0 131.4 340.4

4 Bias 0.53 0.53 0.46 0.59 0.51
Ratio 1.67 1.68 1.70 1.75 1.77
Smoothness 2.16 2.21 2.03 2.03 1.91
Fidelity 3876.67 3868.50 3825.87 3813.75 3794.31
SSIM 0.44 0.44 0.44 0.44 0.44

Fig. 5.4(b)-B4
Model Criterion Estimation window
Order 2× 2 4× 4 8× 8 16× 16 32× 32

Time(s) 10.8 13.4 23.5 53.2 142.7
2 Bias 0.2 0.2 0.21 0.21 0.21

Ratio 1.01 1.01 1.01 1.01 1.01
Smoothness 4.91 5.58 5.17 4.66 4.88
Fidelity 1483.61 1413.26 1352.29 1267.20 1174.42
SSIM 0.92 0.92 0.91 0.89 0.88
Time(s) 12.7 16.3 31.0 71.5 192.4

3 Bias 0.19 0.18 0.17 0.14 0.13
Ratio 1.01 1.01 1.01 1.01 1.01
Smoothness 4.84 5.53 5.06 4.57 4.59
Fidelity 1346.12 1248.28 1176.93 1092.10 1003.08
SSIM 0.91 0.91 0.91 0.89 0.88
Time(s) 20.4 27.9 56.4 133.5 354.7

4 Bias 0.02 0.02 0.00 0.14 0.21
Ratio 1.00 1.01 1.01 1.01 1.00
Smoothness 4.82 5.51 5.08 4.57 4.44
Fidelity 1233.75 1190.52 1173.65 1012.97 994.14
SSIM 0.90 0.91 0.91 0.89 0.88

Fig. 5.5-T1
Model Criterion Estimation window
Order 2× 2 4× 4 8× 8 16× 16 32× 32

Time(s) 6.0 6.6 10.9 25.5 74.3
2 Bias 0.19 0.20 0.25 0.22 0.15

Ratio 0.99 0.99 0.99 0.99 0.99
Smoothness 316.34 412.51 601.24 341.39 337.79
Time(s) 6.4 7.7 13.9 33.2 97.8

3 Bias 0.17 0.19 0.24 0.26 0.18
Ratio 0.99 0.99 0.99 0.99 0.99
Smoothness 234.44 268.78 814.61 426.36 445.15
Time(s) 8.4 12.6 23.6 65.7 171.9

4 Bias 0.24 0.26 0.24 0.29 0.19
Ratio 1.00 0.99 0.99 0.99 0.99
Smoothness 122.40 175.35 1012.00 494.19 496.07

Fig. 5.5-T7
Model Criterion Estimation window
Order 2× 2 4× 4 8× 8 16× 16 32× 32

Time(s) 6.8 8.9 14.7 33.0 87.5
2 Bias 0.57 0.24 0.07 0.91 0.44

Ratio 1.00 1.01 1.01 1.01 1.02
Smoothness 8.13 6.07 5.69 5.27 5.91
Time(s) 9.0 10.4 17.5 38.6 107.7

3 Bias 0.29 1.19 0.03 0.20 0.65
Ratio 1.00 1.00 1.00 1.00 1.00
Smoothness 5.88 4.12 4.06 3.21 3.53
Time(s) 10.8 17.5 31.0 68.8 171.7

4 Bias 0.94 0.50 0.56 0.75 0.23
Ratio 1.00 1.00 0.99 1.00 1.00
Smoothness 6.47 6.80 6.79 6.03 6.17

(b) MAP-ABM

Fig. 5.4(b)-B7
Model Criterion Estimation window
Order 2× 2 4× 4 8× 8 16× 16 32× 32

Time(s) 112.32 219.76 555.12 1892.38 5072.89
2 Bias 0.34 0.31 0.46 0.59 0.51

Ratio 1.11 1.11 1.10 1.09 1.09
Smoothness 12.86 9.60 6.91 5.05 4.90
Fidelity 3214.98 3163.44 3096.65 3027.77 2994.98
SSIM 0.41 0.42 0.44 0.46 0.49
Time(s) 163.12 307.52 800.33 2790.64 7583.60

3 Bias 0.34 0.31 0.46 0.59 0.51
Ratio 1.09 1.09 1.08 1.07 1.07
Smoothness 12.99 10.27 7.06 4.90 4.74
Fidelity 2963.64 2958.28 2946.84 2942.56 2822.17
SSIM 0.41 0.43 0.45 0.48 0.50
Time(s) 253.99 474.58 1281.53 4318.00 11886.13

4 Bias 0.60 0.59 0.56 0.59 0.57
Ratio 1.07 1.07 1.06 1.05 1.05
Smoothness 15.32 11.31 7.23 4.96 4.66
Fidelity 2933.74 2909.37 2915.09 2861.90 2794.35
SSIM 0.41 0.43 0.45 0.60 0.63

Fig. 5.4(b)-B4
Model Criterion Estimation window
Order 2× 2 4× 4 8× 8 16× 16 32× 32

Time(s) 80.69 157.31 395.79 1199.30 3539.06
2 Bias 0.52 0.52 0.52 0.52 0.52

Ratio 1.14 1.15 1.17 1.18 1.18
Smoothness 243.41 677.73 149.11 149.03 85.18
Fidelity 700.42 719.20 766.86 835.41 854.01
SSIM 0.67 0.66 0.66 0.65 0.66
Time(s) 112.98 221.58 579.71 1881.03 6194.95

3 Bias 0.52 0.52 0.51 0.51 0.52
Ratio 1.14 1.15 1.17 1.19 1.19
Smoothness 271.04 754.26 142.16 91.08 40.67
Fidelity 699.73 718.04 770.50 850.84 886.94
SSIM 0.67 0.66 0.66 0.66 0.67
Time(s) 186.317 367.54 966.08 3143.31 10913.78

4 Bias 0.56 0.52 0.51 0.51 0.51
Ratio 1.14 1.15 1.17 1.19 1.19
Smoothness 11.80 11.99 11.50 11.40 11.61
Fidelity 930.16 915.61 866.27 845.92 595.63
SSIM 0.59 0.60 0.67 0.66 0.66

Fig. 5.5-T1
Model Criterion Estimation window
Order 2× 2 4× 4 8× 8 16× 16 32× 32

Time(s) 26.03 47.07 111.06 295.76 875.61
2 Bias 8.27 7.70 7.11 6.67 5.87

Ratio 0.93 0.93 0.94 0.94 0.94
Smoothness 271.88 305.74 431.18 316.59 317.83
Time(s) 39.92 73.21 177.61 478.98 1551.342

3 Bias 8.77 8.04 7.38 6.82 6.01
Ratio 0.92 0.93 0.93 0.94 0.94
Smoothness 338.24 386.75 553.78 374.74 401.87
Time(s) 70.36 120.72 314.37 842.02 2785.59

4 Bias 9.57 8.67 7.76 7.08 6.17
Ratio 0.92 0.93 0.93 0.94 0.94
Smoothness 402.80 485.10 697.62 456.27 488.99

Fig. 5.5-T7
Model Criterion Estimation window
Order 2× 2 4× 4 8× 8 16× 16 32× 32

Time(s) 73.78 153.49 399.44 1160.64 3410.69
2 Bias 27.82 28.93 30.97 32.46 34.59

Ratio 1.12 1.12 1.14 1.15 1.17
Smoothness 20.42 17.18 14.68 12.85 12.16
Time(s) 106.40 212.15 536.42 1395.08 3996.9

3 Bias 28.61 30.01 32.34 33.42 35.27
Ratio 1.12 1.13 1.15 1.16 1.17
Smoothness 18.27 15.39 12.29 11.70 11.85
Time(s) 168.12 343.83 962.23 2437.73 6831.13

4 Bias 28.21 29.61 32.09 33.43 35.29
Ratio 1.12 1.13 1.15 1.16 1.17
Smoothness 20.37 16.95 13.40 11.98 12.42
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(a) Despeckled images using MAP-GMRF with Model Order 2.

(b) Despeckled images using MAP-GMRF with Model Order 4.

(c) Despeckled images using MAP-ABM with Model Order 2.

(d) Despeckled images using MAP-ABM with Model Order 4.

Figure 5.12: Despeckled images provided by (a-b) MAP-GMRF and (c-d) MAP-ABM
method with model order 2 and 4, and estimation window of (from left to right) 4 × 4,
16 × 16, and 32 × 32 pixels, respectively. A good quality of the despeckled images is ob-
tained with estimation windows bigger than 4 × 4 pixels. A good compromise is model
order 4 and estimation window 32× 32.
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blob-like textures, which appear often in real SAR images. The synthetic case shows
that the MAP-GMRF can introduce bias, if the analyzing window does not corre-
spond to the structures in the scene.

• The MAP-ABM method is able to model local statistics and better preserves point-
like characteristics of the original image. The MAP-ABM model better adapts to the
local changes, because it can model larger variety of textures. The MAP-ABM better
preserves textures in the urban scenes and is more suitable for real SAR scenes such
as the cities, scenes with real structures, etc.

• The impact of the window size was addressed to the synthetic and real SAR images.
The images are better modelled by increasing the model order and the window size.
A good compromise is model order 4 and estimation window 32× 32 pixel size.

5.4 Quantitative evaluation of SAR information extraction

In the previous chapter the importance of texture analysis was presented. The texture
analysis concerns mainly feature extraction and image coding. The texture analysis meth-
ods have been categorized in geometrical, statistical, signal processing and model-based
methods (Tuceryan and Jain, 1998). However, the main goal of all these methods is to
provide representative features for classifying the image content.

In this thesis, we focus on the model-based methods. In our work, the texture mod-
elling is based on Gibbs-Markov Random Fields, where the texture is characterized by
the model vector parameter (θ) (Descombes and Zhizhina, 2008). With this approach,
the information extraction is defined as a problem of stochastic parameter estimation, or
in other words as, the estimation of stochastic model parameters from the (image) data.
Thus, the content of the image is not only described by spectral attributes but also by
estimated parameters based on texture model (Schröder et al., 1998).

As previously presented in section 5.1, the evaluated methods (MAP-GMRF and MAP-
ABM) provide a set of estimated parameters (θ̂), which corresponds to the estimation of
texture, at the second level of Bayesian inference. After having the estimated model vec-
tor parameter, the evaluation focuses on the quality of the information extraction, which
relies on the accuracy of the estimated parameters and classifications derived from the
extracted texture features.

In this section, the quantitative evaluation of SAR information extraction is presented
and it entails 1) the evaluation of the accuracy of the estimated model vector parameter
(θ̂) using synthetic data, 2) determining the robustness of the texture extraction in terms
of classifications and confusion matrices. 3) Moreover, since the results depends on the
tuning of the input parameters of the evaluated methods, we address the impact of the
estimation window and the model order on feature extraction and classifications. In the
following, we start with defining the quantitative metrics used during the evaluation.
The robustness of feature extraction evaluation in terms of classifications is presented in
section 5.4.2 and the impact the model order and estimation windows is discussed in
5.4.3.

It is worth mentioning that previous works have been presented in (Espinoza-Molina
et al., 2011), (Espinoza-Molina et al., 2010a), (Espinoza-Molina et al., 2009).
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5.4.1 Quantitative Metrics

The classifications are assessed by means of confusion matrices.

5.4.1.1 Classification and Confusion Matrix

The interpretation of image is only possible if the classifiers can effectively label previ-
ously unseen objects. However, the recognition ability of classifiers depends on the qual-
ity of the selected features. Therefore, the goodness (robustness) of texture extraction is
evaluated by using the estimated model parameters as primitive features to classify the
image content. Later, the classification results can be quantified using confusion matrices.

A confusion matrix provides a complete way to describe the performance (accuracy)
about the classification result. In addition, the confusion matrices offer an idea about the
classes that a classifier has more difficulties to distinguish. Table 5.8 shows an examples
of confusion matrix. Here, for a data set with k classes, the matrix has k × k dimension
and each element (wij) represents the number of examples from class i that were misclas-
sified as belonging to class j (Mitchell, 1997). The row indexes (j) of a confusion matrix
correspond to true classes and the column indexes (i) correspond to predicted classes pro-
duced by applying the model. For any pair of true/predicted indexes, the value indicates
the number of records classified in that pairing.

Table 5.8: Example of a confusion matrix.

Classij i = 1 2 3 . . . k

j = 1 w11 . . . wk1

2 w22 . . . wk2

3 w33 . . .
...

...
...

...
...

. . .
...

k wk1 . . . . . . . . . wkk

The classifications can be performed by unsupervised and supervised classifiers. In
the unsupervised classification case, a conventional pattern recognition algorithm, K-
means (MacQueen, 1967), with a pre-defined number of clusters (k) can be used as clas-
sifier. In the case of supervised classification the maximum likelihood method will be
used. Here, we can give regions of interest corresponding to the evaluated class as input.

5.4.2 Robustness of feature extraction evaluation in terms of classifications

The evaluation of the robustness of feature extraction parameter is performed in terms
of unsupervised and supervised classifications, since the accuracy in the classification
is strongly depended on the used primitive features. Both methods provide texture as
primitive feature. The Brodatz texture mosaic shown in Figure 5.4(b) and the TerraSAR-
X mosaic image, shown in Figure 5.5, were used for estimating texture parameters using
both methods.

In the case of MAP-GMRF, Figures 5.13(a) and 5.13(b) show how appear the estimated
texture parameter θ1 obtained using Brodatz and TerraSAR-X mosaic, respectively. In the
case of MAP-ABM, Figures 5.13(c) and 5.13(d) display how appear the estimated texture
parameter θ1 obtained for the Brodatz and TerraSAR-X mosaic, respectively.
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(a) Texture parameter θ1 for Brodatz mosaic. (b) Texture parameter θ1 for TerraSAR-X mosaic.

(c) Texture parameter θ1 for Brodatz mosaic. (d) Texture parameter θ1 for TerraSAR-X mosaic.

Figure 5.13: Texture parameter θ1 for Brodatz mosaic (see Figure 5.4(b)) and TerraSAR-X
mosaic (see Figure 5.5) obtained using (a-b) MAP-GMRF and (c-d) MAP-ABM.

The estimated texture parameters provided by both methods were classified using
supervised and unsupervised classifiers. A K-means (MacQueen, 1967) algorithm with 9
classes was used in the case of unsupervised classification. The supervised classification
was performed using a Maximum likelihood method, using 9 classes. Here, half of the
data were used for training (ground-truth).

The TerraSAR-X sub-scene over Hamburg depicted in Figure 5.6 was also used for
estimating texture parameters. Figure 5.14 shows the variance and the first two estimated
texture parameters (θ1 and θ2) obtained using both methods.

In the following, we present the results of classifications using the data set described
in section 5.2, starting with the case of simulated SAR data and later real SAR data. All
experiments were performed using an estimation window of 32 × 32 pixels size, and a
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model order of 4, which were chosen experimentally. According to the evaluation pro-
vided in last section, an estimation window of 32 × 32 pixels size is a good trade-off
between accuracy of the estimation and results.

(a) Texture parameters obtained with MAP-GMRF.

(b) Texture parameters obtained with MAP-ABM.

Figure 5.14: From left to right (a) variance σ, θ1 and θ2 texture parameters provided by
MAP-GMRF. (b) Parameter a, θ1 and θ2 texture parameters obtained using MAP-ABM.

5.4.2.1 Classification results based on Simulated SAR data

The Brodatz mosaic shown in Figure 5.4(b) was despeckled and the estimated texture
parameters classified using unsupervised and supervised classifiers. The classification
results will be discussed in terms of 1) confusion matrices and 2) the stability of the esti-
mated parameters. This will be analyzed by computing the means and variances.

1. Confusion matrices

In the following the unsupervised and supervised classifications are discussed in terms
of confusion matrices. It is worth noting that the confusion matrix presented in the case
of unsupervised classifications shows only the recognized classes.

• MAP-GMRF results
The results obtained with the MAP-GMRF method are shown in Figures 5.15(a)-(b)
for unsupervised and supervised classifications, respectively. The classified texture
parameters shown in Figure 5.15(a) recognized four different textures (B1,B2,B6,B7)
well. All textures were separated into distinct percentages using supervised clas-
sification, as shown in Figure 5.15(b). Table 5.9 shows the confusion matrices for
both classifications. It is worth noting that, during the unsupervised classification,
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scene B6 was 100 percent recognized. In the supervised classification, the best sep-
aration of the textures corresponds to textures B2 and B7, whilst B3 and B8 were
insufficiently recognized.

B1 B2 B3

B4
B5 B6

B7 B8 B9

(a) Unsupervised classification of Brodatz mosaic.
Average accuracy 99.10

B1 B2 B3

B4
B5 B6

B7 B8 B9

(b) Supervised classification of Brodatz mosaic.
Average accuracy 83.87

B1 B2 B3

B4
B5 B6

B7 B8 B9

(c) Unsupervised classification of Brodatz mosaic.
Average accuracy 60.69

B1 B2 B3

B4
B5 B6

B7 B8 B9

(d) Supervised classification of Brodatz mosaic.
Average accuracy 89.51

Figure 5.15: Brodatz mosaic classification based on the estimated texture parameters pro-
vided by (a,b) MAP-GMRF and (c,d) MAP-ABM method. MAP-GMRF is superior in the
case of unsupervised classification, while MAP-ABM outperforms to MAP-GMRF in the
case of supervised classification.

• MAP-ABM results
The MAP-ABM method was able to separate six textures (B1,B2,B3,B6,B7,B9) us-
ing unsupervised classification, as shown in Figure 5.15(c) and the confusion ma-
trix summarized in Table 5.10, but, some classes were poorly defined. However,
the supervised classification depicted in Figure 5.15(d) shows the superiority of the
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MAP-ABM method, having recognized all the textures with better quality than the
MAP-GMRF. The confusion matrices for both classifications are presented in Table
5.10, which shows that in the unsupervised case the better recognized class was B6,
whilst scenes B2, B3, and B7 were only percent 40 recognized. In the supervised clas-
sification, all classes were separated at more than 80%, with the exception of scene
B4 (78 percent).

Table 5.9: Confusion Matrices for Brodatz textures obtained in the case of unsupervised
and supervised classifications using estimated texture parameters provided by MAP-
GMRF.

(a) Unsupervised classification.

Class: B1 B2 B6 B7
Cyan 98.99 0.12 0.89 0.00
Magenta 1.93 98.07 0.00 0.00
Blue 98.25 0.01 1.45 0.29
Purple 45.41 0.00 54.58 0.00
Red 94.65 4.90 0.03 0.43
Yellow 0.00 0.00 100.00 0.00
Maroon 0.40 0.00 0.24 99.35
Sea Green 0.28 0.00 99.72 0.00
Green 77.39 0.03 18.50 4.09
Average accuracy 99.10

(b) Supervised classification.

Class: B1 B2 B3 B4 B5 B6 B7 B8 B9
B1 89.96 0.02 3.36 6.59 0.04 0.00 0.00 0.00 0.03
B2 0.12 97.48 0.69 0.03 1.64 0.00 0.00 0.00 0.04
B3 2.91 0.23 74.74 6.54 4.97 0.00 0.00 0.01 10.59
B4 3.08 0.00 4.00 82.39 0.02 0.38 0.00 4.58 5.55
B5 0.19 0.42 7.44 0.57 90.07 0.00 0.01 0.00 1.30
B6 0.00 0.00 0.00 0.30 0.00 80.64 0.00 19.06 0.00
B7 0.12 0.18 0.66 1.81 0.07 0.00 96.80 0.00 0.35
B8 0.00 0.00 0.00 6.27 0.00 26.72 0.00 66.65 0.36
B9 0.42 0.05 13.04 9.36 0.10 0.00 0.09 0.78 76.16
Average accuracy 83.87

Table 5.10: Confusion Matrices for Brodatz textures obtained in the case of unsupervised
and supervised classifications using estimated texture parameters provided by MAP-
ABM.

(a) Unsupervised classification.

Class: B1 B2 B3 B6 B7 B9
Magenta 82.10 13.98 2.63 0.00 0.00 0.79
Cyan 20.45 41.95 0.97 3.88 1.94 30.60
Maroon 33.44 9.52 42.56 3.88 8.63 0.95
Purple 5.63 13.65 1.27 12.32 20.50 46.24
Red 45.50 37.14 2.95 0.01 0.07 14.26
Green 0.00 0.04 0.00 91.82 0.27 7.87
Blue 3.54 5.08 28.02 2.39 37.34 0.20
Sea Green 0.00 0.12 0.00 83.51 0.38 15.99
Yellow 1.94 29.64 0.08 2.24 0.07 66.00
Average accuracy 60.29

(b) Supervised classification.

Class: B1 B2 B3 B4 B5 B6 B7 B8 B9
B1 99.19 0.62 0.00 0.19 0.00 0.00 0.00 0.00 0.00
B2 0.38 97.43 0.01 2.05 0.05 0.04 0.00 0.00 0.05
B3 0.00 0.00 89.85 3.18 3.57 0.18 2.59 0.06 0.57
B4 0.01 2.27 5.86 77.86 0.28 1.47 1.09 2.15 9.01
B5 0.00 0.02 1.59 0.81 95.97 0.00 0.00 0.01 1.60
B6 0.00 0.03 0.01 1.14 0.00 80.65 0.00 17.21 0.96
B7 0.00 0.00 0.95 0.47 0.00 0.01 98.58 0.00 0.00
B8 0.00 0.00 0.10 1.24 0.00 16.28 0.00 79.72 2.65
B9 0.00 0.21 0.93 3.72 1.25 2.83 0.00 4.72 86.34
Average accuracy 89.51

Comparing both methods, the average accuracy in the unsupervised classification shows
that MAP-GMRF (99.10%) is superior than MAP-ABM (60.29%), but in the case of super-
vised classification MAP-ABM (89.51%) outperforms to MAP-GMRF (83.87%).

2. Stability of the estimated parameters

The mean and variances of the different texture parameters obtained using the MAP-
GMRF and MAP-ABM methods are shown in Tables 5.11(a) and 5.11(b), respectively.
The variance of texture parameters obtained with the GMRF method was much lower
than obtained with the MAP-ABM, therefore, the texture parameters were only slightly
deviated around the mean values, as shown in Figure 5.13(a)-(b). The texture parame-
ters obtained with the MAP-ABM method were much more deviated around the mean
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values, as shown in Figure 5.13(c), which means they are less stable and the K-means
classifier has more difficulties grouping the parameters.

Table 5.11: Mean and variance values of estimated texture parameters for each tile B1-B9
in the case of Brodatz mosaic using MAP-GMRF and MAP-ABM methods.

(a) MAP-GMRF

θ1 θ2 θ3 θ4 θ5 θ6 θ7 θ8 θ9 θ10
Mean

B1 0.33 0.24 0.03 0.00 0.02 -0.06 -0.01 -0.01 0.00 -0.05
B2 0.33 0.37 -0.05 -0.11 -0.08 -0.13 0.04 0.06 0.06 0.00
B3 0.28 0.29 0.06 0.02 -0.03 -0.04 -0.02 -0.01 -0.02 -0.02
B4 0.24 0.23 0.06 0.04 0.00 -0.02 0.00 -0.01 -0.03 -0.01
B5 0.33 0.27 0.07 -0.07 -0.05 -0.02 -0.02 0.02 -0.02 -0.00
B6 0.16 0.16 0.08 0.07 0.03 0.01 0.01 0.00 -0.01 -0.00
B7 0.24 0.45 -0.06 -0.06 0.01 -0.02 -0.00 -0.03 -0.03 -0.01
B8 0.17 0.18 0.08 0.06 0.01 0.00 -0.00 0.00 -0.01 -0.00
B9 0.23 0.30 0.05 0.03 -0.03 -0.02 -0.01 -0.01 -0.02 -0.02

Variance
B1 0.00141 0.00134 0.00154 0.00154 0.00121 0.00115 0.00088 0.00100 0.00082 0.00085
B2 0.00196 0.00153 0.00215 0.00183 0.00086 0.00082 0.00081 0.00090 0.00080 0.00095
B3 0.00127 0.00119 0.00120 0.00129 0.00112 0.00086 0.00075 0.00063 0.00093 0.00096
B4 0.00124 0.00107 0.00129 0.00097 0.00119 0.00087 0.00081 0.00078 0.00088 0.00087
B5 0.00173 0.00182 0.00147 0.00156 0.00103 0.00109 0.00064 0.00063 0.00082 0.00089
B6 0.00049 0.00042 0.00029 0.00036 0.00038 0.00049 0.00041 0.00036 0.00053 0.00044
B7 0.00195 0.00200 0.00151 0.00138 0.00108 0.00105 0.00066 0.00057 0.00078 0.00067
B8 0.00050 0.00058 0.00043 0.00043 0.00050 0.00045 0.00042 0.00046 0.00052 0.00044
B9 0.00107 0.00143 0.00134 0.00099 0.00093 0.00082 0.00060 0.00075 0.00057 0.00074

(b) MAP-ABM

θ1 θ2 θ3 θ4 θ5 θ6 θ7 θ8 θ9 θ10
Mean

B1 1.87 1.40 -0.08 0.10 -0.37 -0.40 -0.19 -0.12 -0.03 -0.18
B2 1.41 1.26 0.02 0.12 -0.36 -0.39 -0.04 0.00 0.04 -0.07
B3 1.97 1.07 -0.17 0.18 -0.46 -0.26 -0.17 -0.06 0.03 0.07
B4 1.46 1.06 -0.02 0.28 -0.17 -0.28 -0.04 -0.12 -0.06 0.00
B5 1.62 1.27 0.03 0.24 -0.45 -0.25 -0.25 -0.06 -0.10 0.05
B6 1.10 0.86 0.10 0.34 -0.01 -0.12 0.02 -0.07 -0.06 -0.07
B7 1.80 1.27 -0.51 0.19 -0.12 -0.22 -0.02 -0.28 -0.06 0.26
B8 1.16 0.90 0.11 0.36 -0.04 -0.13 -0.00 -0.09 -0.06 -0.08
B9 1.34 1.25 0.03 0.44 -0.33 -0.24 -0.13 -0.17 -0.07 -0.05

Variance
B1 0.04 0.04 0.03 0.03 0.02 0.02 0.01 0.01 0.01 0.02
B2 0.06 0.05 0.03 0.03 0.02 0.02 0.01 0.01 0.01 0.01
B3 0.17 0.12 0.03 0.05 0.05 0.03 0.02 0.01 0.01 0.02
B4 0.04 0.06 0.02 0.02 0.03 0.02 0.01 0.01 0.01 0.02
B5 0.04 0.04 0.02 0.02 0.02 0.01 0.01 0.01 0.01 0.01
B6 0.02 0.02 0.01 0.01 0.01 0.01 0.01 0.01 0.00 0.00
B7 0.19 0.40 0.13 0.06 0.06 0.02 0.05 0.02 0.01 0.02
B8 0.02 0.02 0.01 0.01 0.01 0.01 0.01 0.01 0.00 0.00
B9 0.02 0.03 0.02 0.01 0.01 0.01 0.01 0.01 0.01 0.01
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5.4.2.2 Classification results based on Real SAR data

In the following, the classification results using the mosaic of TerraSAR-X images and
TerraSAR-X sub-scene over Hamburg are presented. The classification results will be
discussed in terms of 1) confusion matrices and 2) the stability of the estimated param-
eters will be analyzed by computing the means and variances. It is worth noting that
the confusion matrix presented in the case of unsupervised classifications shows only the
recognized classes.

1. Mosaic of TerraSAR-X images

The mosaic of TerraSAR-X images depicted in Figure 5.5 shows different texture scenes.
The texture parameters of this mosaic were extracted and later, classified. In the following
the results are presented.

• MAP-GMRF results
The unsupervised and supervised classifications results using the estimated texture
parameters provided by MAP-GMRF, are presented in Figures 5.16(a)-(b), respec-
tively. According to the confusion matrix of the unsupervised classification summa-
rized in Table 5.12, this method was able to well-recognize four classes (T1, T4, T5,
and T7). However, in scene T2, the small houses were well-recognized and some
buildings were separated in the upper part. These kinds of buildings can be found
in scene T7. T7 was in fact recognized by the great majority. Scene T3 was confused
with scene T9, which represented different kinds of vegetation. Scenes T4 and T6
had two different types of agricultural fields, but, the method placed all fields into
one class. The confusion matrix presented in Table 5.12 explains the goodness of
the extracted features. Scene T5 is separated, with 80 percent as a new class. Scenes
T3,T6,T8 were unrecognized. The results for supervised classification show a lower
quality compared with unsupervised classification, for example, image T1 was only
recognized in 73 percent and some confusion with other classes was introduced.
However, scenes T5 and T9 were better recognized, scene T5 was classified in 97
percent, and scene T9 in 66 percent. In addition scenes T3,T6, and T8 were also
recognized.

• MAP-ABM results
Figures 5.16(c)-(d) show the unsupervised and supervised classifications using the
estimated parameters provided by the MAP-ABM. The unsupervised classification
shows lower quality compared to the unsupervised classification obtained using
the estimated parameters of the MAP-GMRF method. The MAP-ABM method sep-
arated scene T1, scene T5, and scene T6 well, but it also recognized scene T2, T3,
and T9 with more than 30 percent. However, the supervised classification obtained
using the MAP-ABM was superior. The confusion matrix, presented in Table 5.13
shows the results for classification. Eight textures were separated with more than 85
percent accuracy, and only scene T8 was classified with only 55 percent.

Comparing both methods, the results are similar that ones obtained with Brodatz mo-
saic. The average accuracy in unsupervised classification shows the superiority of MAP-
GMRF (76.96% vs 61.17%), while in the supervised case MAP-ABM (85.20%) outperforms
MAP-GMRF (81.30%).
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(a) Unsupervised classification of TerraSAR-X mo-
saic. Average accuracy 76.96

(b) Supervised classification of TerraSAR-X mosaic.
Average accuracy 81.30

(c) Unsupervised classification of TerraSAR-X mo-
saic. Average accuracy 61.17.

(d) Supervised classification of TerraSAR-X mosaic.
Average accuracy 85.20.

Figure 5.16: TerraSAR-X mosaic classification based on the estimated texture parameters
provided by (a,b) MAP-GMRF method and (c,d) MAP-ABM method. MAP-GMRF is su-
perior in the case of unsupervised classification, while MAP-ABM provides better results
in the case of supervised classification.

• Stability of the estimated parameters

The result of the TerraSAR-X mosaic classification can be explained using the mean
and variances of the texture parameters as shown in Tables 5.14(a) and 5.14(b), ob-
tained using the MAP-GMRF and MAP-ABM methods, respectively. In these ta-
bles, the texture parameters are represented by their mean value. Figures 5.13(c)-
(d) depict examples of the first texture parameter. The texture parameters of the
MAP-ABM had much higher variance and were deviated around the mean value.
Therefore, K-means classifier has more difficulties separating the classes.
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Table 5.12: Confusion Matrices for TerraSAR-X textures obtained in the case of unsu-
pervised and supervised classifications using estimated texture parameters provided by
MAP-GMRF.

(a) Unsupervised classification.

Class: T1 T2 T4 T5 T7
Yellow 95.57 4.12 0.31 0.00 0.00
Magenta 0.35 29.12 0.43 0.00 70.10
Blue 4.22 93.02 2.77 0.00 0.00
Cyan 6.86 7.84 83.37 0.00 1.92
Sea Green 0.00 0.11 0.00 79.85 20.04
Red 2.97 10.16 86.86 0.00 0.00
Maroon 0.00 2.13 0.06 0.90 96.91
Green 95.21 0.00 4.78 0.00 0.00
Purple 17.20 76.08 1.43 0.00 5.28
Average accuracy 76.96

(b) Supervised classification.

Class: T1 T2 T3 T4 T5 T6 T7 T8 T9
T1 73.19 0.00 2.17 0.43 0.00 0.57 0.00 19.16 4.48
T2 0.00 81.14 5.76 0.84 1.39 0.04 9.94 0.01 0.88
T3 0.07 1.58 80.36 3.46 0.00 0.92 0.00 0.00 13.60
T4 0.44 1.78 0.70 90.64 0.22 0.27 0.09 2.92 2.94
T5 0.00 0.19 0.00 0.07 97.30 0.00 2.44 0.00 0.00
T6 0.39 1.56 1.67 3.59 0.00 90.68 0.00 0.53 1.58
T7 0.00 9.65 0.08 0.40 6.19 0.00 83.67 0.00 0.01
T8 23.28 0.00 0.09 6.29 0.00 0.87 0.00 68.66 0.81
T9 2.09 5.81 15.22 1.48 0.02 2.98 3.34 2.96 66.11
Average accuracy 81.30

Table 5.13: Confusion Matrices for TerraSAR-X textures obtained in the case of unsu-
pervised and supervised classifications using estimated texture parameters provided by
MAP-ABM.

(a) Unsupervised classification.

Class: T1 T2 T3 T5 T6 T9
Blue 88.63 0.49 3.58 0.26 1.18 5.87
Magenta 0.14 36.50 38.10 18.87 3.46 2.94
Sea Green 0.12 8.74 34.60 54.90 0.63 1.01
Red 5.81 30.74 7.84 0.75 48.33 6.53
Maroon 0.00 2.76 4.40 92.80 0.00 0.04
Cyan 0.11 1.35 6.25 3.09 88.62 0.58
Green 0.00 12.05 17.88 70.07 0.00 0.00
Purple 53.85 4.25 10.82 3.46 2.17 25.45
Yellow 43.34 3.37 18.12 0.51 2.78 31.88
Average accuracy 61.17

(b) Supervised classification.

Class: T1 T2 T3 T4 T5 T6 T7 T8 T9
T1 85.80 2.64 0.20 0.93 0.00 0.53 0.01 3.15 6.75
T2 0.16 91.64 3.12 3.04 0.00 0.52 0.09 0.00 1.42
T3 0.00 6.98 91.30 0.18 0.01 0.01 1.02 0.20 0.28
T4 2.94 5.35 0.65 87.00 0.00 0.17 0.00 0.96 2.94
T5 0.00 0.03 1.87 0.00 89.81 0.00 8.30 0.00 0.00
T6 0.03 4.13 2.33 1.04 0.00 92.46 0.00 0.01 0.00
T7 0.00 0.39 3.74 0.03 7.42 0.00 88.42 0.00 0.00
T8 37.85 0.07 6.31 1.12 0.00 0.02 0.00 54.61 0.02
T9 3.83 6.39 2.72 1.08 0.00 0.01 0.15 0.03 85.80
Average accuracy 85.20

2. TerraSAR-X sub-scene over Hamburg

This study case refers to a sub-scene over Hamburg in Northern Germany with 2000 ×
2000 pixels size (see Figure 5.6). Both methods for despeckling and information extraction
were applied over this image. The goal is to recognize urban areas from the sub-scene
and obtain a land use classification.

In order to evaluate the efficiency of the extracted features, an unsupervised classification
was performed, using the K-means algorithm with 5 classes. The supervised classifica-
tion was performed using the maximum likelihood method by selecting some regions of
interest. The proposed classes were: water (blue), high buildings (cyan), small building
(yellow), vegetation (green).

Figures 5.17 and 5.18 depict the classification results provided by both methods. Here, it
should be noted that, according to the unsupervised classification results, both methods
well-separated the high buildings class. The MAP-GMRF recognizes small-buildings and
forest better than the MAP-ABM. The MAP-ABM well recognizes the water class. The
supervised classification shows the superiority of the MAP-ABM because it recognizes
well all the classes, for example, in the right upper part of the image there is a small
lake, which was correctly classified as water between the vegetation class, which was
also well-defined. However, in the MAP-GMRF supervised classification, the vegetation
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Table 5.14: Mean and variance values of texture parameters for each tile (T1-T9) in the
case of TerraSAR-X mosaic using MAP-GMRF and MAP-ABM methods.

(a) MAP-GMRF

θ1 θ2 θ3 θ4 θ5 θ6 θ7 θ8 θ9 θ10
Mean

T1 0.12 0.09 0.07 0.07 0.07 0.00 0.03 -0.00 -0.00 0.04
T2 0.27 0.28 0.04 0.15 -0.05 -0.03 -0.04 -0.06 -0.03 -0.02
T3 0.23 0.20 0.09 0.13 -0.00 -0.02 -0.01 -0.04 -0.03 -0.04
T4 0.11 0.31 0.05 0.03 0.01 0.10 0.03 -0.08 -0.00 -0.05
T5 0.44 0.28 -0.14 0.10 -0.04 -0.03 -0.09 -0.04 0.01 0.00
T6 0.11 0.19 0.04 0.12 -0.02 0.08 -0.02 0.06 -0.02 -0.03
T7 0.33 0.28 0.01 0.14 -0.06 -0.05 -0.06 -0.04 -0.02 -0.00
T8 0.11 0.09 0.06 0.08 0.06 0.01 0.05 0.01 -0.00 0.02
T9 0.22 0.19 0.08 0.13 0.01 -0.02 -0.01 -0.04 -0.03 -0.04

Variance
T1 0.00129 0.00048 0.00024 0.00031 0.00057 0.00070 0.00049 0.00082 0.00053 0.00075
T2 0.00068 0.00185 0.00202 0.00083 0.00064 0.00043 0.00031 0.00048 0.00052 0.00069
T3 0.00093 0.00106 0.00033 0.00031 0.00090 0.00050 0.00068 0.00045 0.00025 0.00033
T4 0.00454 0.00746 0.00073 0.00241 0.00060 0.00291 0.00071 0.00268 0.00142 0.00091
T5 0.00633 0.00426 0.00261 0.00127 0.00088 0.00052 0.00096 0.00102 0.00095 0.00056
T6 0.00112 0.00072 0.00057 0.00030 0.00011 0.00090 0.00036 0.00089 0.00057 0.00030
T7 0.00145 0.00148 0.00132 0.00090 0.00061 0.00056 0.00034 0.00055 0.00053 0.00055
T8 0.00092 0.00045 0.00014 0.00021 0.00096 0.00104 0.00067 0.00062 0.00054 0.00045
T9 0.00166 0.00196 0.00043 0.00037 0.00100 0.00043 0.00103 0.00060 0.00022 0.00052

(b) MAP-ABM

θ1 θ2 θ3 θ4 θ5 θ6 θ7 θ8 θ9 θ10
Mean

T1 0.47 0.27 0.14 0.17 0.12 0.13 0.16 0.17 0.17 0.22
T2 1.83 1.40 -0.65 0.15 -0.55 -0.24 -0.12 -0.10 0.09 0.23
T3 1.90 1.23 -0.47 0.28 -0.57 -0.36 -0.15 -0.11 0.13 0.15
T4 1.16 1.22 -0.45 -0.08 -0.27 0.27 0.01 -0.05 0.21 0.05
T5 1.85 1.15 -0.42 0.53 -0.27 -0.28 -0.32 -0.15 0.06 0.04
T6 1.05 0.75 -0.34 0.25 -0.31 0.40 -0.08 0.31 0.08 -0.05
T7 1.90 1.31 -0.50 0.41 -0.50 -0.30 -0.26 -0.12 0.02 0.20
T8 1.00 0.49 -0.01 0.10 -0.07 0.01 0.07 0.10 0.12 0.15
T9 1.20 0.50 -0.03 0.08 -0.13 -0.03 0.07 0.10 0.15 0.20

Variance
T1 0.23 0.04 0.03 0.01 0.03 0.02 0.00 0.00 0.00 0.01
T2 0.11 0.14 0.06 0.05 0.04 0.03 0.01 0.03 0.01 0.01
T3 0.05 0.06 0.04 0.03 0.03 0.02 0.02 0.01 0.01 0.01
T4 0.20 0.25 0.08 0.02 0.05 0.05 0.02 0.05 0.02 0.01
T5 0.04 0.05 0.03 0.02 0.02 0.02 0.01 0.01 0.01 0.01
T6 0.13 0.04 0.05 0.01 0.02 0.03 0.00 0.02 0.00 0.02
T7 0.05 0.06 0.04 0.01 0.02 0.01 0.01 0.01 0.01 0.01
T8 0.45 0.17 0.07 0.02 0.07 0.04 0.02 0.01 0.01 0.01
T9 0.61 0.18 0.12 0.04 0.11 0.05 0.02 0.01 0.01 0.01

and water are mixed.
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(a) Unsupervised classification of TerraSAR-X Hamburg scene using GMRF estimated parameters.

(b) Supervised classification of TerraSAR-X Hamburg scene using GMRF estimated parameters.

Figure 5.17: TerraSAR-X Hamburg classifications using the estimated parameter pro-
vided by MAP-GMRF. (a) Unsupervised classification. (b) Supervised classification. The
classes and their associated colors are: water (blue), high buildings (cyan), small build-
ings (yellow), vegetation (green). Urban area, small and high buildings, are well recog-
nized. There is confusion between river and forest.
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(a) Unsupervised classification of TerraSAR-X Hamburg scene using ABM estimated parameters.

(b) Supervised classification of TerraSAR-X Hamburg scene using ABM estimated parameters.

Figure 5.18: TerraSAR-X Hamburg classifications using the estimated parameter pro-
vided by MAP-ABM. (a) Unsupervised classification. (b) Supervised classification. The
classes and their associated colors are: water (blue), high buildings (cyan), small build-
ings (yellow), vegetation (green). Urban area, small and high buildings, are well recog-
nized as well as river and vegetation.
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5.4.3 The impact of window size and model order on feature extraction

The selection of the appropriate model order and estimation window size is determined
by the complexity of the scene to be classified. We can guess that a larger extent of the an-
alyzing window will lead to a higher accuracy of the estimator, that being a consequence
of using more data for the computation. This reasoning is valid in the assumption of ho-
mogeneous images. However, the small details and structures present in high resolution
SAR images need to be preserved. The use of higher model order affects the capability
to capture high structural complexity in the images, i.e., high-complexity models are de-
fined on large neighborhoods, which implies the use of large analyzing windows. Then, a
good compromise between analyzing window and model order can improve the classifi-
cation results. However, they depend on what the user expects to have either the greater
number of classes or the higher accuracy in the classification.

In this context, the impact of the estimation window and the model order on feature
extraction is discussed using model order from two to six and an estimation window from
(4 × 4) to (64 × 64) pixel size. We start by presenting the results of Figure 5.19, in here,
1) the visual inspection is used to evaluate the feature extraction and gives an idea about
how the estimation window size and the model order affect the classification results.
Later, 2) the performance of the classifications is discussed in terms of the accuracy and
the number of recognized classes. These results are presented in Figure 5.20 and Fig. 5.21
in the case of MAP-GMRF and MAP-ABM, respectively.

1. Visual inspection

We chose a sub-image of the TerraSAR-X Hamburg scene to extract the texture primitive
features and to demonstrate how the different window sizes and model orders have an
affect on the unsupervised classification results. The results are summarized in Figure
5.19. Here, the classification results were overlapped with the original TerraSAR-X scene
in order to ease the visual inspection.

• MAP-GMRF results
With small window sizes 4 × 4 pixels, MAP-GMRF models only the local statistics
of the SAR image, therefore, the textures are not well separated. The MAP-GMRF
method with window size 16× 16 separates textures such as city and forest for both
model orders 2 and 4. The MAP-GMRF with model order 2 and window size 32×32
distinguishes two classes: homogeneous in terms of structures (e.g vegetation) and
heterogeneous (e.g buildings), as shown in Figure 5.19(a). MAP-GMRF with model
order 4 and window size 32 × 32 pixels separated forest area form the city, and
further found three classes within heterogeneous areas, as shown in Figure 5.19(a).

• MAP-ABM results
MAP-ABM using small window sizes 4 × 4 pixels models only the local statistics
of the SAR image, therefore, the textures were badly separated. The MAP-ABM
classification well-separated textures from homogeneous areas (e.g vegetation and
water), as shown in Figures 5.19(c) and 5.19(d). The higher the window size gets
more the textures that can be separated, however, with a window size too big the
small details can be blurred. The homogeneous in terms of structures and heteroge-
neous areas are well discriminated for model order 4 and 2 with a window size of
32× 32 pixels.
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(a) Unsupervised classification based on MAP-GMRF texture parameters using Model Order 2.

(b) Unsupervised classification based on MAP-GMRF texture parameters using Model Order 4.

(c) Unsupervised classification based on MAP-ABM texture parameters using Model Order 2.

(d) Unsupervised classification based on MAP-ABM texture parameters using Model Order 4.

Figure 5.19: Unsupervised classification using the estimated texture parameters provided
by (a-b) MAP-GMRF and (c-d) MAP-ABM method with model order 2 and 4, and esti-
mation window of (from left to right) 4× 4, 16× 16, and 32× 32 pixels, respectively.
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2. Performance of the classification

A resume of the classification performances versus the model order and the estimation
window size is presented in Figure 5.20 in the case of MAP-GMRF and Figure 5.21 in
the case of MAP-ABM. Both figures show the number of recognized classes and their
accuracy. The accuracy was computed from the confusion matrix obtained by comparing
the ground-truth against the distinguished class.

• MAP-GMRF results
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(b) Accuracy of the recognized classes versus the model order and the estimation win-
dow using MAP-GMRF.

Figure 5.20: Summary of the classification using the estimated texture parameters pro-
vided by MAP-GMRF with model order between 2 and 6 and the size of the estimation
window ranging from 4× 4, 8× 8, 16× 16, 32× 32 and 64× 64 pixels. (a) Number of rec-
ognized classes as function of model order and estimation window. (b) Overall accuracy
of the classification versus the model order and estimation window.

In the case of MAP-GMRF, in Figure 5.20(a), we can observe that using all model
orders it is possible to recognized all the classes (5) with different degrees of accu-
racy. In the case of model order 2, the number of recognized classes decreases when
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the size of the estimation window increases, but the accuracy increases, therefore,
the two distinguished classes are better defined (homogeneous and heterogeneous).
In the case of model order three and higher, the classifications show that the mini-
mum of recognized classes is four, but their accuracy differs significatively. In Figure
5.20(b), the overall classification accuracy is depicted. In here, the highest accurate
data belongs to model order 5 with an estimation window of 32 × 32 pixels. The
lower accuracy is obtained using model order 2. With model order higher than 3
it is recommend to use an estimation window higher than 16 × 16 pixels size. It is
worth noting that an estimation window of 64 × 64 decreases the accuracy in the
classification, this is because the small details could not be well estimated.

• MAP-ABM results
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(a) Number of recognized classes versus the model order and the estimation window
using MAP-ABM.
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Figure 5.21: Summary of the classification using the estimated texture parameters pro-
vided by MAP-ABM with model order between 2 and 5 and the size of the estimation
window ranging from 4× 4, 8× 8, 16× 16, 32× 32 and 64× 64 pixels. (a) Number of rec-
ognized classes as function of model order and estimation window. (b) Overall accuracy
of the classification versus the model order and estimation window.
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In the case of MAP-ABM, Figure 5.21(a) shows that using model order two it is
possible to recognized three classes. Better results are achieved using model order
higher than 2. The five classes are recognized using model order 4 and 5 and es-
timation windows size between 4 × 4 and 32 × 32. In Figure 5.21(b), the overall
classification accuracy is depicted. In here, we can note that an estimation window
of 64× 64 decreases the accuracy in the classification, because of small details could
not be well estimated. The best compromise between number of recognized classes
and accuracy is obtained using model order 4 and estimation windows 32× 32 pix-
els.

5.4.4 Conclusions

From the information extraction section, we could make the following conclusions

• The MAP-ABM method well separates homogeneous and heterogeneous areas, and
well distinguishes different textures. It well preserves strong scatterers, therefore,
the MAP-ABM also models textures within the homogeneous areas.

• The MAP-GMRF well models homogeneous and heterogeneous areas, but is un-
able to model the point-like characteristics of images compared to MAP-ABM. The
MAP-GMRF groups textures together, because of the larger window sizes capture
those strong scatterers that do not belong to the homogeneous areas but are in-
cluded because of the window size.

• The feature extraction from real SAR images using texture models is presented us-
ing the GMRF and ABM models. Practical use of the models shows that the GMRF
model groups areas with strong scatterers, and is able to distinguish homogeneous
form heterogeneous areas. The ABM model is also able to separate homogeneous,
and heterogeneous area but is also able to model different textures with strong scat-
terers. The MAP-ABM is more appropriate for use with real SAR images.

5.5 Conclusions

This chapter presents evaluations of Bayesian despeckling and texture extraction meth-
ods based on Gauss Markov and Auto-binomial Gibbs Random Fields, using the applica-
tion to TerraSAR-X data. The performances of the MAP-GMRF and MAP-ABM methods
were assessed in terms of the quality of the despeckled image and the quality of the fea-
ture texture parameter’ extractions provided by both methods. In the case of evaluating
despeckling quality, we compared the degree of smoothness and structure preservation
in the images and used some quantitative measurements, such as mean-squared error
as a fidelity measurement, the bias and the ratio, the smoothness, the sharpness crite-
rion, structural similarity index,etc. The estimated texture parameters of the GMRF and
ABM models were analyzed using simulated and real SAR images. The accuracies of the
model parameters were analyzed together with supervised and unsupervised classifica-
tions, where visual impressions and the confusion matrix have allowed us to formulate
our comments about the results.
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1. MAP-GMRF outperforms MAP-ABM

• The MAP-GMRF method estimates textures well, the mean value of which does not
change dynamically. The synthetic case shows that the MAP-GMRF can introduce
bias, if the analyzing window does not correspond to the structures in the scene.

• The GMRF model is more appropriate for modeling natural scenes (i.e vegetation).
Moreover, the experimental results showed that the GMRF texture parameters are
more suitable for unsupervised classification case, because they are more stable than
ABM ones, which deviate more around their mean values. This could be explained
by the fact that the image modelled with ABM has a maximum value G two times
higher than the mean value of the image, which is not the case of SAR images.
Therefore the texture parameters deviate much more around the mean value.

• The GMRF model is also less complex, because MAP estimates can be evaluated
analytically, whilst ABM requires numerical computation. The MAP-GMRF method
requires 3-5 times less computationally demanding that MAP-ABM.

2. MAP-ABM outperforms MAP-GMRF

• The despeckling results of real SAR images obtained with ABM are much better than
the ones obtained with GMRF. The experimental results showed that the ABM out-
performs the GMRF model when computing objective measures as MSE (fidelity),
smoothness, etc on synthetic data sets. The GMRF model estimates well textures,
when the size of analyzing window is very large, whilst a good performance of the
ABM model requires smaller window sizes.

• The ABM estimates better blob-like textures, whilst the GMRF model is more suit-
able for natural textures. The ABM model is also able to estimate larger sets of
textures than the GMRF model. The supervised classification results showed the
superiority of the ABM model for extracting textures from both synthetic and real
SAR images.

3. Impact of model order and estimation windows on the performance of the methods

An experiment was carried out using different window sizes and model orders for the
same image. The despeckling and classification was observed and we found out that
by increasing the window size, the information in the image is better describe, but it
depends on complexity of the scene. By increasing the model order the reconstructed im-
ages are becoming sharper and information extraction can better separate textures and
heterogeneous areas from homogeneous areas. The model order 4 with window size of
32 × 32 pixels is a good compromise between the quality of despeckling, texture extrac-
tions, computation time and the complexity of the methods.

4. Overall recommendation

Figure 5.22 summarizes the recommendations of usage in the case of both methods as
well as the better input parameters.

The MAP-GMRF and MAP-ABM methods do not require human interactions for estimat-
ing texture parameters and despeckling. The MAP-ABM outperforms the MAP-GMRF
in despeckling and feature extraction for real SAR images, therefore, we recommend to
use the MAP-ABM method for despeckling and feature extraction.
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Figure 5.22: Overall recommendation for using MAP-GMRF and MAP-ABM according
to the scene content and input parameters.
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Chapter 6

User-driven evaluation of Image
Information Mining systems

Image Information Mining (IIM) and Content-Based Image Retrieval (CBIR) systems
were presented in chapter 3. Most of these systems have functions to extract relevant
information from the data, to generate a content-index and to perform the search process
in an interactive way based on a graphical human-computer interface. This leads us to
group their functions in two parts, an objective part since it involves feature extraction
and classification methods performed automatically by handling the data, and a subjec-
tive part since it involves the human-machine communication. It was also pointed out in
chapter 3 that the overall evaluation of IIM systems could be divided in the evaluation of
their components (Smeulders et al., 2000), which does concern the data-driven evaluation
(assessment of feature extraction methods), and the user-driven evaluation (assessment
of the probabilistic search) involving the user and his conjectures in the evaluation pro-
cess. The data-driven evaluation of suitable feature extraction methods for SAR images
was performed in chapter 5.

The present chapter will conclude the overall evaluation by presenting the user-driven
evaluation, which involves the creation of validation scenarios by the user as study cases.
It is worth mentioning that the data-driven evaluation of information extraction methods
provides us with important recommendations such as appropriated parameters accord-
ing to the scene, optimal analyzing window, and model order; which are taken into ac-
count during the creation of the scenarios.

In the following, we start by presenting the Knowledge-based Image Information
Mining system, called KIM in this thesis, as an IIM tool, which serves us as a prototype
to perform this evaluation. The main theoretical concepts, its architecture, as well as an
example of operation are presented in section 6.1. The effectiveness of KIM retrieving
images based on their content is matter of this evaluation, therefore we present a review
of the metrics used in evaluating retrieval systems in section 6.2. The subjective nature
of this evaluation is justified in section 6.3. It involves the interaction of real users and
provides a feedback about their satisfaction degree with the retrieved results. Therefore,
KIM requires a methodology for evaluating its effectiveness. Moreover, since the user is
the main actor in using KIM system, we need to define the user roles either as interpreter
or as evaluator, as well as a standard scheme for annotating images, and to create the
ground-truth. The proposed methodology is presented in section 6.3. Finally, with the
collaboration of the user, two examples of scenarios in a disaster monitoring framework,



150 6. USER-DRIVEN EVALUATION OF IMAGE INFORMATION MINING SYSTEMS

the oil spill in Gulf of Mexico and the Nepal flooding, using KIM and TerraSAR-X images
are presented in section 6.4. Here, each scenario is configured taking into account the
recommendation provided in chapter 5. Section 6.5 provides some conclusions. It is
worth mentioning that more validation scenarios were created during the development
of this work, which are summarized in appendix C.

6.1 Knowledge-based Image Information Mining system as an
Image Information Mining tool

The Knowledge-based Image Information Mining (KIM) theoretical concept and first
proto-type system have been developed by the Swiss Federal Institute of Technology
ETH Zurich and the German Aerospace Center (DLR) from 1996 to 2000. The results
have been published in (Datcu et al., 2003).

KIM allows us to manage and explore large volumes of remote sensing images with
high diversity of the content that are in general stored into a huge database. Therefore,
KIM requires of robust information extraction and mining methods. It is designed to op-
erate on large archives of remote sensing data in a non-application specific concept. This
means that it could be adapted for several requirements depending on the user interests.
Nowadays, KIM is integrated with the TerraSAR-X ground segment.

In the following, we start by presenting the theoretical concepts behind KIM in section
6.1.1, as well as its architecture from the technical point of view in section 6.1.2. Then an
example of configuration and working with KIM is presented in section 6.1.3.

6.1.1 KIM Concept

The concept applied in KIM aims at building a system free from application specificity, in
order to enable its open use in almost any scenario using remote sensing images, and also
to accommodate new scenarios required by the development of new sensor technology
or growing user expertise. These goals are reached by defining a hierarchy of informa-
tion representation, as presented in Figure 6.1, enabling the communication between the
image archive and the users. The concept of information representation on hierarchi-
cal levels of different semantic abstraction is based on the four-level Bayesian learning
model (Schröder et al., 2000), where the levels are the following:

• Level 0: Data level

This level corresponds to the image data (D). Here several remote sensing images
from different satellites (e.g. Landsat, Ikonos, TerraSAR-X, etc) are stored in order
to be processed in the next levels. This thesis focuses on the use of SAR images,
specifically TerraSAR-X (see section 2.4), therefore the KIM system models and
reconstructs the backscattered image that is speckle-free using stochastic models,
which are implemented in the next level.

• Level 1: Feature space

The feature space extracts the primitive image features from the image data using
several stochastic signal models (M), these models are given as parametric data
models p(D|θ,M) and assign the probability to a given realization of the image
data D for a particular value of the parameter vector θ.
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Figure 6.1: Image Information Mining represented as hierarchical modeling of the data
content. In the feature space, the primitive features are extracted from the data. Later,
this primitive features are grouped in different clusters, which form the content index.
The user defines the semantic labels linking between the user interest (semantic labels)
and the generic classes.

The feature extraction inside the KIM follows the Bayesian approach by performing
the information extraction from remote sensing images through the selection of the
prior model that best explains the image content (structures, features, etc.) and the
estimation of the Maximum a posteriori, resulting in image primitive features that
characterize the image content.

The implemented feature extraction methods for SAR images were already ex-
plained and evaluated in chapter 5.

• Level 2: Clustering

From level 1 the content of remote sensing images can be extracted by parametric
models, which produce a large amount of data (primitive features) that can not be
handled in practice, therefore, the estimated images parameters must be reduced.
This task is performed through clustering methods in level 2. These methods group
the different primitive features by their common characteristics/signatures giving
as result a set of unsupervised classes or clusters, which have no direct semantic
meaning. In this work, the group of classes is referred as the ”generic content
index”.

• Level 3: User-defined semantics

Finally, the user specifies his interests by creating semantic labels (L) and assigning
them to the unsupervised classes resulted from level 2. Thus, the link between the
generic content index and the user interests is created.

From an implementation point of view, the KIM system relies on the processing
chain, which starts with the extraction of primitive features (Level 1) using the meth-
ods described in section 5.1 in the case of SAR images. The result consists of a best
estimated despeckled image together with its texture parameters. Then, the resulting
features are grouped by similarity using a K-means clustering algorithm (Level 2). The
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clusters have no direct meaning, since they group points in an n-dimensional space of
non-commensurable variables. However, they represent characteristics of the image seen
as a multi-dimensional signal. It is possible to associate meaning with these clusters
through training. A user can tell the system that a specific and weighted combination
of clusters represents a feature derived from the data. By making this association, it is
possible to select all images in the database that have that specific combination and may
therefore contain the feature that the user is searching for.

Levels 0 to 2 constitute a complete unsupervised characterization of the image and
they are performed off-line, while level 3 consists of a supervised learning performed
by the user. In this supervised learning, the KIM system works with an active learning
principle based on positive and negative training examples given by the user and indi-
cations of learning. During the semantic definition, the user creates a link between the
searched image content with generic classes, assigning meaning to the information and
storing it as knowledge. This link is created using Bayesian networks (Schröder et al.,
2000).

Later, the user can query the database for relevant images and obtain a probabilis-
tic classification of the entire image archive as an intuitive information representation
based on the stochastic link. Moreover, the system provides a posterior map classifica-
tion based on the combination of different primitive features and their associated seman-
tic labels. It gives the user a feedback of how strong and accurate the labels are defined.
The user interaction with the system provides a subjective factor to take into account in
the system performance.

In the following section we describe the KIM system with its main components from
a technical point of view.

6.1.2 KIM Architecture

The KIM system integrates concepts of Content-Based Image Retrieval (CBIR) (Smeul-
ders et al., 2000), Knowledge Database Discovery (KDD), and scene understanding into a
complete and automatic data processing chain provided with a Graphical User Interface
(GUI) allowing the users to search for images based on their content (Datcu et al., 2003),
where a successful image retrieval means likely a genuine image understanding. The
KIM system was developed on a web platform in order to support the human-machine
interaction via internet.

A scheme of the system architecture is presented in Figure 6.2. Here, the KIM sys-
tem is composed of the server-side and the client-side. In the server-side, the system
relies on a processing chain providing access to relevant information extracted from re-
mote sensing imagery. This processing flow is named the ingestion chain, which entails
1) cutting and storing of the images into the database, 2) extraction of primitive fea-
tures from the images, 3) clustering of the extracted primitive features, and 4) storing
of the class catalogue (generic content-index) into the database. The ingestion chain is
performed off-line.

KIM has several methods implemented to perform the primitive feature extraction,
which are selected by the user according to the image type. For example, in the case
of SAR images, Gauss Markov Random Field is used as primitive features extraction
method. This method was previously presented in section 5.1.2. This method extracts
texture parameters, which characterize the image content, and its performance depends
on the set of input parameters such as model order and estimation window size. It is
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Figure 6.2: KIM client-server system architecture.

worth noting that the performance of the primitive feature extraction is highly dependent
on the selected input parameters, thus, properly set parameters ensure the accuracy of the
results. In this context, the proper selection of the parameters is a matter of evaluation,
therefore, the evaluation of the off-line components was presented in chapter 5.

The client-side allows users to interact with the system and access the data collections
through the GUI. Here, the common performed tasks are 1) the interactive learning of
the KIM by training examples provided by the user, 2) the probabilistic search based
on the required content according to user specifications, and 3) the creation of semantic
catalogue, which is stored into the database.

6.1.2.1 GUI Components

In this thesis, we only mention the main GUI components related with scene retrieval
and classification, since they are used by the end user during the creation of validation
scenarios and the evaluation.

• Collections Management (Ingestion Chain)

This component (see Figure 6.3) allows the user to start a new ingestion in the
server-side. The term ingestion refers to the extraction of primitive features from
Earth-Observation (EO) products. Through this component it is possible to add a
new collection, to select the primitive feature extraction method, and to configure
their relevant parameters. The term collection refers to a set of one or more images
grouped by a common purpose and assigned to a specific project.

• Image Browser

The image browser displays all available image collections, allowing the user to
navigate through the image collections stored inside the database.

• Feature Label Designer

The feature label designer allows the users to define the semantic labels by training
the probabilistic information mining system with positive and negative examples.



154 6. USER-DRIVEN EVALUATION OF IMAGE INFORMATION MINING SYSTEMS

The user is able to train the system in order to get similar scenes or to make classi-
fications through this tool. A feature label, named in this work semantic label, is
a weighted combination of contributing primitive features specified by a semantic
term and a description.

• Probabilistic Search

After saving the semantic labels, two kinds of searches in the collection can be per-
formed: 1) search based on similarity labels, and 2) search based on extracted prim-
itive features. The system retrieves the images based on the feature labels, that
were defined by the user. The probabilistic search returns a ranked list ordered
by probability, separability or coverage as result. The evaluation will focus on the
effectiveness of the retrieved results.

• Product Explorer

The product explorer opens a window used in order to explore the original image
and a mosaic of the selected semantic label, thematic map or primitive feature. This
tool allows to export the maximum a posteriori map with the classification of the
image content according to defined semantic labels.

In the following, in order to clarify the KIM concept and its architecture, an example
of configuration and working with the KIM system is presented.

6.1.3 Operation of KIM

At the beginning, the end-user of KIM needs to be authenticated by the system itself in
order to grant him the access to various tools, and provide him with information tailored
to his profile. After the registration by filling the information such as his username and
password, the user can work with KIM.

6.1.3.1 The Server-side

On the server-side the process starts when the user performs an ingestion of the EO
product through the collection manager. During the ingestion, the image will be cut
in several tiles, and from each tile the primitive feature will be extracted. An example
is shown in Figure 6.3. Here, the user will ingest a TerraSAR-X image over Berlin as
an example. In this case, the parameters selected are GMRF as the primitive feature
extraction method, with model order 4 and estimation windows size of 40 × 40 pixels.
The size of the tiles is also set at 500× 500 pixels. The duration of the ingestions depends
on the type and size of the images. When the image is ready, a new collection is available
in the Image Browser, enabling thus the work on the client-side and the dialog between
user and KIM can be performed.

6.1.3.2 The Client-side

On the client-side, the browsing and query engine in combination with the interactive
learning system module provide the following user functions: 1) define a semantic label
and classify the image content, 2) search the archive for relevant images according to the
defined label, 3) query the archive for certain objects and structures, and 4) analyze the
returned images.
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Figure 6.3: KIM components: The collection management. The ingestion chain is per-
formed through this tool, which starts the process on the server-side.

Then, the workflow starts when the user chooses an image collection by using the
Image Browser (See Figure 6.4) and selects a specific tile in order to search for image
content according to his interest, to train the system and to define semantic labels. In

Figure 6.4: KIM components: The image browser shows the whole image collection as
tiles with their metadata.

this example, the user selects an image tile highlighted in Figure 6.4, which contains high
buildings and he will look for similar content in the whole image collection. At the
beginning, it is needed to define a semantic label and to associate it with a generic class
in order to search for a specific content and to retrieve the results. Then, the user defines
a new semantic label by selecting different primitive features, which are described in
Table 6.1 in the case of SAR images, and performs the training. An example of training is
shown in Figure 6.5.
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divergence

bars

Figure 6.5: KIM components: Training of high buildings semantic label. The user gives
positive and negative examples by clicking on the image content, while the system learns
and shows a feedback in the divergence bars in the right-upper part.

The left side of Figure 6.5 shows the selected tile and the identified features are dis-
played in red (posterior map) on the right. The training is performed by giving positive
and negative training samples using the left and right mouse button. After each click, the
posterior map is updated with different colors indicating the probability of each point
(red means positive example, black means negative example, grey means not assigned).
Additionally, the divergence bars change according to the user-performed actions. Both
the posterior map and divergence bars give the user a feedback about the quality of the
performed training and the state of the semantic label.

Table 6.1: Primitive features provided by KIM in the case of SAR images.

Primitive Feature Abbreviation Meaning
Intensity 0 embd0 The despeckled image with original reso-

lution.
Intensity 1 embd1 The despeckled image with two time re-

duced resolution.
Texture 0 tex0 The texture parameters provided by

GMRF prior model at original scale.
Texture 1 tex1 The texture parameters provided by

GMRF prior model at two time reduced
resolution.

Later, when the training is finished and the user is satisfied with the defined semantic
label, the selected primitive features are used in order to search for similar image content
in the whole collection. In our example, the results are presented to the user as a gallery
of top ranked images, containing ”high buildings” ordered according to their probabil-
ity as shown in Figure 6.6. The user can refine the semantic label cover-type and the
probabilistic retrieval list by selecting another tile and repeating the interactive learning
training.
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Figure 6.6: KIM components: The collection search results. This component shows an
ordered list with the top relevant images.

Through the training and definition of semantic labels, the user makes a super-
vised classification of the image content. This supervised classification can be analyzed
by using the product explorer as shown in Figure 6.7. In here, the complete image is clas-
sified according to the semantic labels and later the probabilistic supervised classification
map can be exported for further analysis. Moreover, using the same tool it is also possible
to combine the semantic labels in a thematic map and export it.

Primitive

features

Semantic

labels

Figure 6.7: KIM components: The product explorer shows the complete image, the prim-
itive features, and the defined semantic labels. This content is possible to export for
further analysis. (Left) TerraSAR-X image over Berlin. (Center) Classification map ac-
cording to the semantic label. (Right) Primitive features extracted from the image and
semantic labels.
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6.2 Effectiveness evaluation metrics

In the context of information retrieval, one of the primary distinctions to be made in the
evaluation of search engines is between effectiveness and efficiency. While effective-
ness measures the ability of the search engine to find the right information, efficiency
measures how quickly this is done. For a given query, and a specific definition of rele-
vance, we can more precisely define effectiveness as a measure of how well the ranking
produced by the search engine corresponds to a ranking based on user relevance judg-
ments (Croft et al., 2010). Efficiency is defined in terms of time and space requirements
for the algorithm that produces the ranking. We are interested in evaluating the effective-
ness of KIM.

In the following, the precision and recall measures as effectiveness evaluation mea-
sure and metrics derived from them are explained.

6.2.1 Precision and Recall

The two most common effectiveness measures, recall and precision, were introduced in
the Cranfield studies (Cleverdon et al., 1966) to summarize and compare search results.
Intuitively, recall measures how well the search engine is doing at finding all the relevant
documents or images for a query, and precision measures how well it is doing at rejecting
non-relevant documents. The definition of these measures assumes that, in the entire
collection, for a given query, there is a set of documents or images that is retrieved and a
set that is not retrieved (the rest of the documents), where part of them are relevant. This
definition is explained in Figure 6.8 and Table 6.2, where the possible results of the query
are summarized.

Entire document colletion

Relevant
documents

Retrieved
documents

Figure 6.8: Precision and recall graphical explanation. The query retrieves a set of docu-
ments, where some of them are relevant.

Relevant non-Relevant
Retrieved true positive (tp) false positive (fp)

Not retrieved false negatives (fn) true negatives (tn)

Table 6.2: Definition of contingency tables

In the entire document or image collection (see Figure 6.8), a set of documents is
judged as relevant according to the user interests, and another set is retrieved by the
performed query. The intersection of both of them derives some quantitative measures
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and the possible combinations of results are expressed in the contingency tables (see Table
6.2). The precision and recall measures are defined in the following as:

• Precision (P)

This is the fraction of retrieved images that are relevant, it is expressed as

Precision =
#(relevant items retrieved)

#(retrieved items)
(6.1)

or
Precision =

(tp)
(tp + fp)

. (6.2)

• Recall (R)

This is the fraction of relevant images that are retrieved, it is given by

Recall =
#(relevant items retrieved)

#(relevant items)
(6.3)

or
Recall =

(tp)
(tp + fn)

. (6.4)

6.2.2 Accuracy and F-measure

An alternative metric for evaluating the retrieval system is its accuracy. In terms of the
contingency table (6.2), the accuracy is giving by

Accuracy =
tp + tn

tp + fp + fn + tn
. (6.5)

The measures of precision and recall concentrate the evaluation on the return of true
positives, asking what percentage of relevant documents have been found and how many
false positive have also been returned. The two quantities show a clear trade-off against
one another; you can always get a recall of 1, but a very low precision, by retrieving all
documents for all queries.

A single measure that does a trade-off between precision and recall is F-measure. This
later is the weighted harmonic mean of precision and recall and is given by

F =
1

α 1
P + (1− α) 1

R

=
(β2 + 1)PR

β2P +R
, (6.6)

where

β2 =
1− α

α
(6.7)

and α ∈ [0, 1] and thus β2 ∈ [0,∞]. The default balanced F-measure equally weights
precision and recall, which means making α = 1/2 or β = 1. It is commonly written
as F1, which is sort for Fβ=1, even though the formula in terms of α more transparently
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exhibits the F measure as a weighted harmonic mean. When using β = 1, the formula on
the right side can be simplified to:

Fβ=1 =
2PR

P +R
. (6.8)

Values of β < 1 emphasize precision, while values of β > 1 emphasize recall.

6.2.3 Probability to over-retrieve and to forget an image

Other interesting measures derived from precision and recall are the probability to over-
retrieve an image Po and the probability to forget an image Pf . Whereas precision and
recall deliver the retrieval performance using the queried results from the database, Po

and Pf give measurements of lost and confused images in the database (Daschiel and
Datcu, 2005), respectively. They are given by

Po =
T\R
T

(6.9)

and

Pf =
R\T
R

(6.10)

where T is the set of returned images and R is the set of relevant images to query (See
Figure 6.8).

6.2.4 Target and misclassified images

A queried image is said to be a target if it contains the trained label from an operator point
of view, while a misclassified image was retrieved but does not contain the trained label.
The relevant image can be determined by visual inspection as well as by ground-truth
information.

Recall, precision and F-measure are inherently measures between 0 and 1, but they are
commonly written as percentages, on scale between 0 and 100 and plotted in graphics.

6.3 Evaluation Methodology

The evaluation methodology involves 1) working with the user as an interpreter of the
ground-truth or as an evaluator of the KIM system, 2) creating the ground-truth, and 3)
performing the system evaluation methods.

In the following, section 6.3.1 deals with the role of the user. In section 6.3.2 the
different steps to create the ground-truth for evaluating KIM are presented. Section 6.3.3
describes what components of KIM will be evaluated.

6.3.1 Role of the user

The user is the main actor in the system operation. During the user-driven evaluation,
the user has two roles: 1) as interpreter (expert): he creates the reference database by
annotating manually the image tiles. This database will act as a ground - truth during
the evaluation, 2) as evaluator: he creates the validation scenarios by interacting with
KIM, and later judges the results.
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6.3.1.1 The user as interpreter of the ground-truth

During the evaluation, the creation of a ground-truth is a critical point. We should count
with a reliable ground-truth, which ensures the validity of the results. A way to create
a ground-truth could be by annotating manually the image content. Therefore, we need
one expert or more that understand SAR images and help us by annotating the image
content.

The user as interpreter provides a definition of the image content according to his
experience and knowledge of SAR images. Moreover, since the visibility in SAR images
is difficult, the annotating task could be supported by optical images.

6.3.1.2 The user as evaluator of the system

The end-user or evaluator will define the semantic labels by training the KIM with posi-
tive and negative examples. He will query the image catalogue looking for relevant data
according to his interest and needs. He will also provide his degree of satisfaction us-
ing the KIM, which is an indicator of the system performance (Griffiths et al., 2007). The
user could have different levels of expertise in understanding remote SAR images and in
working with CBIR systems.

After the training, the user will be asked to rank the retrieved results with the qualita-
tive scale ranging from low value to high values as follows: Unsatisfied (U), Acceptable
(A), Good (G), Very Good (VG) according to his satisfaction degree. The user will also try
to use VG, only when he is completely satisfied with the results.

6.3.2 Creation of the ground-truth

The creation of the ground-truth involves the following tasks: the first task consists in the
definition of the relevance criterion, when is an image considered relevant in a search?
or which consideration needs to be taken into account in order to judge an image as
relevant?. Later, when the relevance is decided, the second task which involves the def-
inition of standards for annotating the image tiles takes place. Finally, a structure to
store all information about the image content needs to be created.

In the following, we start with the discussion of the factors to be taken into account
to define an image as relevant in section 6.3.2.1. Later, a scheme for annotating the image
tiles is proposed in section 6.3.2.2. Finally, the storing of all this information in a reference
database is described in section 6.3.2.3.

6.3.2.1 Definition of the relevance criterion

The standard approach for the evaluation of information retrieval systems deals with
the notation of relevant and irrelevant images. For example, the evaluation metrics pre-
viously presented in section 6.2.1 need the definition of a relevance criterion for their
computation.

The relevance is assessed relative to the information need, not the query. An image
is relevant if it addresses the stated information need. The user can judge the evaluated
image collections on basis of their relevance to it. In this context, the relevance assess-
ment is a crucial part of the user-driven evaluation because it provides the link between
an image collection and the representative tasks (validation scenarios) according to the
user needs and allows to compute the effectiveness measures during the evaluation.
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In the relevance assessment the images are judged whether they are relevant or not,
creating the so-called ground-truth for each validation scenario. There are two approaches
for defining the relevance judgments (Grubinger, 2007):

• Multi-grade judgements

The majority of test collection have marked with relevance judgements as binary
(”relevant” or ”not relevant”), whereby images are judged as relevant if any part
of it is relevant, regardless of how small the proportion of that part is in relation to
the entire image. However, it is possible to assign a different degree of relevance
depending on the content, for example: relevant, partially relevant, not relevant
(Voorhees and Harman, 1998).

• Assessor disagreement

Relevance may seem to be a very subjective concept, and it is known that relevance
judgements can vary depending on the person making the judgements or even for
the same person at different times. Therefore, it is recommended to adopt multiple
judgement to reduce the influence of subjectiveness (Shatford, 1986).

The use of multi-grade judgements and several assessors inherently leads to the cre-
ation of several sets of relevant images per query topic. In this thesis, we define two
levels of relevance, relevant and irrelevant, where the relevance is assessed according
to the validation scenario and the user requirements. The user as expert supervises the
images and decides which classes are contained in the image.

6.3.2.2 Definition of the scheme for annotating images

A hierarchical scheme is proposed for annotating image tiles. It consists of a two-level
hierarchy using two digit numbers as a code for identifying a semantic class inside the im-
age. The hierarchical classification scheme is presented in Table 6.3. This is an adapted
version of the Anderson scheme (Anderson et al., 1972), which has a tree-level hierarchy
of a classification scheme for urban development.

In this work, the selected classes are only these ones involved in the validation sce-
narios. In addition to the hierarchical classification scheme, an annotation convention is
defined, which will help us to annotate the image content in a standard manner. Each tile
will be annotated with a maximum of three defined classes according to their percentage
of coverage.

Figure 6.9 shows an example of an annotated tile. This tile is composed of three main
classes. Here, the classes are 1) the primary class, which covers the image is agricultural
field (not specified further) and its code corresponds to 30 according to Table 6.3. 2) The
secondary class corresponds to forest with code 40, and 3) the minor class which covers
the image is flooding, with code 64. The number codes are given in Table 6.3.

6.3.2.3 Creation of the reference database

In order to evaluate the retrieved results provided by KIM, we created a parallel database
to store the information of the annotated images and to provide a link with the informa-
tion stored in KIM.

The reference database requires to correctly identify the image content and properly
design a scheme. Therefore, the proposed structure is shown in Figure 6.10, where the
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Level I Level II

1 Urban built-up
10 Not specified further
11 High-density residential area
12 Medium-density residential area (row

buildings)
13 Low-density residential area (single fam-

ily, treeded)
14 Informal settlements - solid (favelas, kib-

era) and transitional.
15 Refugee camps (traditional housing,

structured)
16 Commercial area
17 Industrial area

2 Transportation
20 Not specified further
21 Roads
22 Railroads
23 Bridges
24 Ports
25 Airports

3 Agriculture
30 Not specified further
31 Cropland (all types)
32 Pasture
33 Stubble / bare agriculture land

4 Forest
40 Not specified further
41 Coniferous forest
42 Broadleaf forest
43 Mixed forest
44 Regrowth
45 Clearcut

5 Bare ground
50 Not specified further
51 Brush / Rangeland (dense, scattered)
52 Barren, soil or sand
53 Barren, rock / bare agriculture land
54 Snow / ice covered

6 Water
60 Not specified further
61 River / channel
62 Lake (natural or artificial)
63 Ocean
64 Flooding areas

7 Oil
70 Not specified further

Table 6.3: Two-level hierarchical classification scheme based on Anderson scheme (An-
derson et al., 1972). The cited classes are used in the reference database and validation
scenarios.
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(a) TerraSAR-X tile 500× 500 pixels size.

Primary class Secondary class Tertiary class
30 40 64
Agriculture fields
not specified

Forest Flooding Areas

(b) Hierarchical annotation of the tile.

Figure 6.9: Example of annotated TerraSAR-X tile. (a) This tile contains agriculture fields,
forest and flooding areas. (b) The information is annotated according to the hierarchical
scheme presented in Table 6.3.

main objects are represented by tables (composed of fields). They are described in the
following:

• IMAGE

In this table the information about the original image used for annotation is stored.
This image will be cut in several tiles. The stored data are: its name, its path, the co-
ordinate systems expressed in latitude/longitude and some comments or descrip-
tions about the image.

• LABEL

This table contains the definition of semantic class the user is interested in. This
object allows the user to associate a name with a meaning for a searched class. The
stored data are an identification, a semantic name, and a description.

• SUBSCENE

The original image is divided in several tiles, which are stored in this table. The
stored data are rows and columns, which give us its localization in the main image,
the size of the tile, some comments, the path, and identification of the main image
to which it belongs.

• SUB-LAB

This table contains the relation between labels and sub-scene tables. It stores how
many semantic labels are associated with a sub-scene.
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Figure 6.10: Database structure for the annotated image tiles.

6.3.3 System evaluation methods

In the KIM client-server architecture, shown in Figure 6.2, it can be observed that the
user is involved in the interactive learning, defining the semantic labels and perform-
ing queries (probabilistic search) based on the image content. Therefore, the user-driven
evaluation of KIM will focus on the evaluation of the probabilistic search and the inter-
active learning, which is equivalent to evaluate the quality of the user defined labels.

In order to evaluate KIM, we create different scenarios, which show the user-KIM
interaction through the interactive learning and the probabilistic search. The proposed
methodology for creating the scenarios entails three steps: 1) configuration of the sce-
nario, 2) semantic labels definition through the training performed by the user, and 3)
assessment of the effectiveness of the retrieved results and classifications. These steps are
described in the following:

6.3.3.1 Configuration of the scenario

In this step, the user defines the goal of the scenario and his interests. Later, according to
this information, the user selects the image, generates the ground-truth, and ingests the
data into KIM.

6.3.3.2 Training performed by the user and definition of semantic labels

The end-user trains the KIM system during the interactive learning. Here, the user de-
fines the semantic labels according to his understanding about the image content and
interests, creating a link between the classes in the generic catalogue and the defined
label (see Figure 6.1). Therefore, each semantic label can be seen as a supervised classi-
fication of the entire image database, where its accuracy indicates the objective quality
of the system to detect the cover-type (different classes) in the whole image.

The semantic label is interactively defined by the user. The user starts selecting a
certain combination of primitive features, which were provided by the features extraction
methods. Later, the user will repeatedly give positive and negative examples by different
clicks on the image content stopping when he is satisfied. Finally, the user searches for
similar image content in the collection and qualitatively ranks the results.
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When the user searches for relevant images, a probabilistic search is performed. It
gives as result a top ranked list. The user judges the relevance of an image in the ranked
list. If the user considers that an image is irrelevant in the ranked list, he can improve the
results by choosing a new image and performing a new interactive training. This concept
is similar to a relevance feedback framework (Salton and Buckley, 1990).

6.3.3.3 Assessment of the probabilistic search and interactive learning

After training the system through the interactive learning, the semantic cover type labels
are defined. Later, based on the stochastic link between semantic label and generic con-
tent index, the whole data repository can be searched in a probabilistic way for relevant
images. The end-user (system operator) searches for an image based on its content. Later,
the query results provided in the probabilistic search will tell us how well the semantic
labels defined by the user are and how effective the retrieval process is.

In this thesis, the effectiveness of the probabilistic search (retrieved results) are eval-
uated by computing the effectiveness measures proposed in section 6.2. The quality of
interactive learning, which is equivalent to the quality of supervised classification of the
whole image, is evaluated by the user through visual impressions and confusion matri-
ces.

The user satisfaction degree is obtained by questioning the evaluators to rank quali-
tatively the results of the probabilistic search and supervised classification using a qual-
itative scale: Unsatisfied (U), Acceptable (A), Good (G), and Very Good (VG).

6.4 Examples of validation scenarios: Disaster monitoring

The German Remote Sensing Data Center (DFD) of the German Aerospace Center (DLR)
has set up a dedicated crosscutting service, the so-called Center for satellite-based Crisis
Information (ZKI), to facilitate the use of its EO capacities in the service of major disaster
situations, humanitarian relief efforts, and civil security issues (Voigt et al., 2007). ZKI
operates in the context of disaster-response. For example more than 11 scenarios which
sum up a total of 104 alerts were processed by ZKI till 2010. The scenario categories are:
Flood, Earthquake, Wild Fire and Burn Scars, Landslide, Storm and Hurricane, Tsunami,
Volcanic Eruption, Technical Accident, Humanitarian Crisis, Exercise, and Others.

In the context of disaster monitoring, we selected two examples based on the de-
veloped work of ZKI. The first scenario corresponds to oil spill detection in the Gulf of
Mexico, and the second one is Nepal-Embankment breach, flooding monitoring.

In the framework of Oil spill detection, several publications have been presented
using SAR data, as for example the work of (Mercier and Girard-Ardhuin, 2006), a semi-
supervised oil-slick detection technique has been proposed using single class support
vector machines into a wavelet decomposition of a SAR image. A specific kernel is devel-
oped to perform accurate segmentation of the local sea-surface wave spectrum by using
both radiometric and texture information. The algorithm has been applied on ENVISAT
Advanced SAR images. It yields accurate segmentation results even for small slicks, with
a very limited number of false alarms. In (Solberg et al., 2007), the authors presented al-
gorithms for automatic detection of oil spills in SAR images, specifically using Radarsat
and Envisat. The algorithms consist of three main parts: 1) detection of dark spots, 2)
feature extraction from the dark spot candidates, and 3) classification of dark spots as
oil spills or look-alikes. In the first step, the authors used a multiscale approach for dark
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spot segmentation based on adaptive thresholding algorithm to segment each level in the
scale pyramid. The features extraction was based on features that describe slick shape,
contrast, homogeneity, and surroundings. Finally, the classification approach is a mix
between a statistical classifier with subclasses based on wind and shape and a rule-based
approach. The average classification accuracy is 78 for oil spills.

In the framework of Flooding monitoring using TerraSAR-X many publications
have been presented as for example the use of TerraSAR-X images for water bodies detec-
tion is presented in (Hahmann et al., 2008). Here, the authors showed that the TerraSAR-X
SAR sensor has enormous potential for flood detection in disaster mapping activities due
to its high geometric resolution and repetition rate. A review of pixel and segmentation-
based classification, as well as thresholding methods for flood extraction and their adapt-
ability for high resolution SAR data are presented. The conclusions show that in the case
of smooth water surfaces the thresholding approach works satisfactorily. However, the
development of new segmentation-based and texture-based methods becomes necessary
due to the large amount of visible image details in high-resolution (Hahmann et al., 2008).

Mason et al. (2010) proposed an algorithm to detect urban floodwater in a TerraSAR-X
image and to estimate the accuracy of this detection and the degree to which this accu-
racy was tempered by the presence of shadow and layover. The authors mention that
TerraSAR-X is good at identifying those flooded areas that are visible to the SAR and
reasonably good at identifying all the flooded urban areas.

A procedure to obtain flooding mapping using multi-temporal TerraSAR-X images
was presented in (Lu et al., 2009). The method extracts the water bodies from the pre-
and post-disaster images. The changes of the water body areas correspond to the flooded
areas. The main process is to extract accurately the water bodies from the images using
mainly mean shift and k-means algorithms to segment the image. A similar approach
is presented in (Herrera-Cruz and Koudogbo, 2009). Here, the authors proposed an ob-
ject oriented methodology, which consists of segmentation, water mask extraction and
flood extraction using pre-event and post-event data. As a conclusion, we remark that
the high resolution of TerraSAR-X offers enormous potential in the domain of flood map-
ping. However, the improved spatial resolution of the SAR data results in a large variety
of very small-scaled image objects, which makes image processing and analysis even
more challenging. The ongoing research activity is the development of information ex-
traction methods, which allow SAR data processing and reliable water bodies detection
and flooding mapping.

In the following validation scenarios, which were motivated from ZKI work, are pre-
sented. The oil spill detection in Gulf of Mexico is presented in section 6.4.1, and the
flooding in Nepal due to embankment breach is presented in section 6.4.2.

6.4.1 Study case 1: Oil Spill in Gulf of Mexico

An explosion on April 20, 2010, aboard the Deepwater Horizon, a drilling rig working
on a well for the oil company BP one mile below the surface of the Gulf of Mexico, led
to the largest accidental oil spill in history. An estimated amount of up to 800.000 liters
of oil were leaking from three places of the well and threatened the marine ecosystem
of the Gulf of Mexico, the ecologically sensitive Mississippi delta as well as the coast of
Louisiana, USA. Figure 6.11 depicts the magnitude of the tragedy.
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(a) Explosion aboard the Deepwater Horizon. (b) Oil films over the Atlantic Ocean.

Figure 6.11: Oil Spill in Gulf of Mexico, on April 20, 2010. From left to right, Explosion on
Deepwater Horizon and oil spilled in the Atlantic Ocean. (images taken from time.com)

6.4.1.1 Description of data set, parameters and ground-truth

During several overpasses over the Gulf of Mexico the German Satellite TerraSAR-X ac-
quired SAR images showing the extensive oil spill on the sea surface caused by the oil rig
disaster. In this scenario, the user is interested in identifying the oil surface from the
water. Therefore only two classes need to be detected: water bodies and spilled oil.

• Data set

The analyzed TerraSAR-X scene used in this study case is shown in Figure 6.12.
This image corresponds to a GEC RE SC S product, which is a radiometrically
enhanced single polarization ScanSAR mode in Geocoded Ellipsoid Corrected
TerraSAR-X product (DLR, 2009). It is a post-disaster image and has been acquired
on May 11, 2010.

• Selected parameters

The whole scene was ingested in KIM system and during the ingestion it was di-
vided in 50 tiles with 1000 × 1000 pixels size each one. MAP-GMRF (See section
5.1.2) was used as the primitive feature extraction method, whose input parameters
were model order 5 and estimation window size of 31× 31 pixels.

• Ground-truth

During the ground-truth definition, the TerraSAR-X image was divided in 50 tiles
in order to have the same tiles as the ones ingested in KIM system. Each tile was an-
notated by the interpreter-user. In this study case, the tile’s content is either Ocean
water (code=63) or oil (code=70). The codes are given in Table 6.3. It was found that
43 tiles contain ocean water and 31 tiles contain oil. This is summarized in Table
6.4.
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Figure 6.12: TerraSAR-X image over Gulf of Mexico taken on May 11, 2010. The image
shows an extensive oil film east of the Mississippi delta.

Table 6.4: Resume of Mexico Gulf collection ground-truth

Level Code Semantic class Total of relevant images
II 63 Ocean water 43
I 70 Oil 31
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6.4.1.2 Training performed by the end-user

The creation of the validation scenario begins with the interactive training performed
by the end-user or evaluator. The end-user must train the system in order to query the
database and classify the image content. In this scenario, it is required to have two classes:
oil and ocean water.

Table 6.5: Semantic class labels and primitive features used in the training performed by
the user in the case of oil spill scenario.

Semantic labels Primitive features
Oil & Ocean water embd0

tex0
embd1
tex1
embd0 + tex0
embd1 + tex1
tex0 + tex1

During the training and definition of the semantic labels (Ocean water and Oil), sev-
eral combinations of primitive features were used, as shown in Table 6.5. In the case of
Oil class, the user performed one iteration with the probabilistic search (kind of relevance
feedback), 3 clicks on average taking an approximate time of 6 minutes for each primi-
tive feature in the training. An example of an user click sequence (progressive clicks) is
displayed in Figure 6.13. Here, the desired class is oil. The red zone is increased accord-
ing to the image understanding by the system. Here, it can be noted how KIM adapts
according to the user clicks.

Figure 6.13: Example of training, the user performs several clicks on the selected image
tile looking for a specific class (oil in this case). From left to right, the identified features
are trained according to the first, second, fifth and sixth click.

6.4.1.3 Evaluation results of the probabilistic search

The interactive training (See Figure 6.13) stops when the user is satisfied with the identi-
fied class. The next step is to look for similar image content in the whole image collection
and evaluate the effectiveness of the retrieval system in terms of the metrics previously
presented in section 6.3.2.2.

In the following, the effectiveness results for both classes using all primitive features
defined in the training is summarized in Table 6.6, here also the user criteria were in-
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cluded 1. Later, we analyze the performance of user-defined classes in terms of Precision
and Recall (PR) curves. We start with presenting the precision of all the primitive features
used in the training sessions. Then, in order to summarize the results, we detail the PR
curves for the best primitive feature according to Table 6.6 versus the number of retrieved
images, and PR versus probability.

Table 6.6: Oil spill in Gulf of Mexico: Effectiveness evaluation of the probabilistic
search, considering the top ranked list for oil and ocean class versus the primitive fea-
tures. The user satisfaction (column U-satis) is expressed as Unsatisfied (U), Acceptable
(A), Good (G), and Very Good (VG).

Semantic label: Oil
Primitive feature∗ Targets Misclas.∗∗ Po Pf Accuracy F-measure U-satis.
embd0 95,00 5,00 0,05 0,05 0,73 0,75 VG
tex0 90,00 10,00 0,06 0,05 0,69 0,71 G
embd1 60,00 40,00 0,08 0,05 0,44 0,47 A
tex1 80,00 20,00 0,06 0,05 0,60 0,63 G
embd0 + tex0 75,00 25,00 0,07 0,05 0,56 0,59 A
embd1 + tex1 75,00 25,00 0,07 0,05 0,56 0,59 A
tex0 + tex1 90,00 10,00 0,06 0,05 0,69 0,71 VG

Semantic label: Ocean
Primitive feature∗ Targets Misclas. Po Pf Accuracy F-measure U-satis.
embd0 100,00 0,00 0,05 0,05 0,52 0,63 VG
tex0 90,00 10,00 0,06 0,05 0,44 0,57 G
embd1 80,00 20,00 0,06 0,05 0,35 0,51 G
tex1 90,00 10,00 0,06 0,05 0,44 0,57 G
embd0 + tex0 90,00 10,00 0,06 0,05 0,44 0,57 G
embd1 + tex1 85,00 15,00 0,06 0,05 0,40 0,54 G
tex0 + tex1 90,00 10,00 0,06 0,05 0,44 0,57 G

* The primitive features are presented in Table 6.1. **Misclas refers to misclassified
metric.

• Oil class results

Table 6.6 shows that the best results are obtained with embd0 as primitive feature.
This does mean that the intensity image is enough for recognizing this class. More-
over, the effectiveness of KIM retrieving oil is good since all the metrics have high
values. Indeed, with the exception of embd1, all the primitive features succeed in
recognizing more than 75 percent of the targets. These results are confirmed in Fig-
ure 6.14(a), where the precision of all training sessions are plotted. Here, it can be
observed that the highest precision was obtained using embd0 as primitive feature.
Moreover, it is worth to observe that, all the primitive features have a precision
range between 0.7 and 0.90.

The precision and recall values for the best primitive feature (embd0) are displayed
in Figure 6.14(b)-(c). In Figure 6.14(b), we can notice that the 30 top ranked images
are retrieved with a precision higher than 90 percent. Moreover, in Figure 6.14(c) it

1Observe that the values of U-satis are an average of responses from evaluators
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can be observed that when the probability is 80 percent, the precision reaches the
highest value (1). Then it decreases, getting stable with 50 percent.

According to the user opinion, which is also presented in Table 6.6, the embd0-
based retrieved results are very good (VG). Therefore, there is coincidence between
the user criteria and the effectiveness results. Also, a VG user satisfaction has been
obtained with the combination of textures at different scales (tex0 + tex1).
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(a) PR versus number of retrieved images using all
primitive features in the case of Oil class definition.
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embd0 as primitive feature.
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(c) PR versus probability of Oil class using embd0
as primitive feature.

Figure 6.14: Effectiveness retrieving Oil class: Precision and Recall curves versus (a)
Number of retrieved images from the collection using all primitive features, (b) Num-
ber of retrieved images from the collection using intensity (embd0) as primitive feature,
and (c) probability of oil using intensity (embd0) as primitive feature.

• Ocean water class results

In the case of the ocean water class, in Table 6.6, we notice that the results are similar
to the ones obtained with the oil class. In fact, the best primitive feature is intensity
at original scale, embd0, giving a 100 percent of recognized targets. Moreover,
all the primitive features give high effectiveness (more than 80 percent). Figure
6.15(a) shows also that the highest precision corresponds to intensity at original
scale embd0. This feature was selected to plot the precision and recall values, which
are presented in Figure 6.15(b)-(c). Here, the curves show that the system retrieves
all the images containing ocean water with a precision superior to 80 percent and
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shows high values in their probability (more than 0.8) retrieving this class. The user
satisfaction degree is expressed in Table 6.6. The results show that the user is quite
satisfied with the retrieved results and there is coincidence between the user criteria
and the effectiveness results.
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(a) PR versus number of retrieved images using all
primitive features in the case of Ocean class defini-
tion.
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(b) PR versus number of retrieved images using
embd0 as primitive feature.
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Figure 6.15: Effectiveness retrieving Ocean class: Precision and Recall curves versus (a)
Number of retrieved images from the collection using all primitive features, (b) Num-
ber of retrieved images from the collection using intensity as primitive feature, and (c)
probability of Ocean class using intensity as primitive feature.

In the case of both classes according to the effectiveness results, the performance of KIM
using two classes of level I (see Table 6.3) is quite good (more than 90%).

6.4.1.4 Classification results

The interactive training can be seen as a supervised classification of the whole image
content. In the following, we present the classifications of oil and water, using the best
primitive feature according to the previous metrics (intensity embd0 in both cases), and in
order to consolidate the previous results, the classification accuracy is evaluated in terms
of confusion matrices and user satisfaction degree. Figures 6.16 and 6.17 show the results
in the case of Oil and Ocean, respectively.
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• Oil class results

Figure 6.16: Oil classification presented in the Product Explorer. Left part shows the
whole TerraSAR-X scene and right part presents the classification results (in red) after
the training performed by the user, using intensity (embd0) as primitive feature.

In the left part of Figure 6.16, the area recognized as oil is presented in red. Here
we can notice that the oil class is well recognized in its majority showing that the
extracted primitive features are strong enough for recognizing this class. It is worth
mentioning that, this result was obtained with emdb0 as primitive feature, 3 clicks
on average, and one iteration with the relevance feedback, taking an approximate
time of 6 minutes for the training.

• Ocean water class results

In the case of the ocean water class, three iterations in the probabilistic search were
needed in order to obtain an acceptable classification result. The different iterations
are presented in Figure 6.17(a)-(c). From the last classification (see Figure 6.17(c)),
we can observe that the ocean water class is not well separated. There is a confusion
(see left-bottom part) caused by some shadows in the image. This result was ob-
tained with emdb0 as primitive feature, three iterations with the probabilistic search,
and 9 clicks on average for each iteration, taking an approximate time of 20 minutes
for the training.

Both supervised classifications of the image content were combined into a thematic
map of the oil spill disaster as shown in Figure 6.18. The confusion matrix was computed
and is presented in Table 6.7. Here, it reports an overall accuracy of 88.7928 and Kappa
coefficient of 0.6809.

6.4.1.5 User satisfaction degree

In order to consolidate the user-driven evaluation, a group of 11 evaluators were asked to
rank qualitatively the degree of satisfaction regarding the results of the probabilistic
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(a) First iteration. (b) Second iteration. (c) Third iteration.

Figure 6.17: Ocean water classification obtained in (a) first (b) second and (c) third iter-
ation of the probabilistic search. The accuracy of the classification is improved with the
iterations stoping when the user is satisfied. Intensity image is used as primitive feature.
There is a confusion (see left-bottom part) caused by some shadows in the image

Figure 6.18: Oil spill detection using the KIM System and TerraSAR-X images. The oil is
presented in brown and the water in degraded blue.

Table 6.7: Confusion matrix of OIL spill detection.

Oil Water
Oil 60.90 1.71
Water 39.10 98.29
Total 100 100
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search and the classification, in the case of oil and ocean water classes, using the qualita-
tive scale ranging from low value to high values as follows: Unsatisfied (U), Acceptable
(A), Good (G), Very Good (VG) according to their satisfaction degree.

In the following, we start by presenting two cases: 1) the user satisfaction degree in
the case of both semantic classes versus the different primitive features used during the
training, and 2) the user satisfaction degree versus the effectiveness metrics previously
computed.

1. User satisfaction degree versus primitive features
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(a) Oil class: User satisfaction versus probabilistic
search results.
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(b) Oil class: User satisfaction versus classification re-
sults.
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(c) Ocean class: User satisfaction versus probabilistic
search.
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(d) Ocean class: User satisfaction versus classification
results.

Figure 6.19: User satisfaction degree regarding to (a,c) probabilistic search, and (b,d) clas-
sification results in the case of (a,b) OIL semantic class, and (c-d) OCEAN semantic class
versus different primitive features. The values of the user satisfaction degree correspond
to Unsatisfied (U), Acceptable (A), Good (G), Very Good (VG).

Figure 6.19(a) shows that the degree of user satisfaction in retrieving oil images ranges
between good and very good, with the exception in the case of the combination of fea-
tures (intensity and texture). In the case of retrieving ocean water, the user satisfaction is
good in most of the cases and using embd0 as primitive feature is very good as is shown
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in Figure 6.19(c). However, Figures 6.19(b) and (d) point out that in the case of classifi-
cation, when only using embd0 as primitive feature, the satisfaction of the user is very
good. The others results are unsatisfying for the user in the case of both classes.

2. Overall user satisfaction degree versus KIM effectiveness

In order to compare the user satisfaction degree (qualitative index) with the effective-
ness results of KIM (quantitative metrics), the effectiveness results were converted to a
qualitative scale as follows: Unsatisfied (U) values between (0 − 25%), Acceptable (A)
values between (26−50%), Good (G) values between (51−75%), Very Good (VG) values
between (76 − 100%). The results are presented in Figure 6.20. In the case of Oil class,
according to the effectiveness measurements the results are good and very good, how-
ever, the user criteria express that most of the results are good and very good but also are
acceptable. In the case of Ocean class, the user satisfaction degree ranges between good
and very good and low percentage is acceptable, while the effectiveness measurements
of all the results are very good.

The global user satisfaction degree compared with the effectiveness metrics presents a
moderate coincidence between both results, which ranges between good and very good.
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Figure 6.20: User satisfaction degree versus effectiveness of the probabilistic search in the
case of both classes: OIL and OCEAN classes. The values of the user satisfaction degree
correspond to Unsatisfied (U), Acceptable (A), Good (G), Very Good (VG).

6.4.2 Study case 2: Nepal-Embankment breach

On August 18, 2008, the eastern embankment of Kosi river was breached near Kusaha
village, Nepal, about 12 km upstream of the barrage. The water inundated the adjoining
villages of Kusha and Haripur (Nepal) immediately and reached Bhimnagar, Birpur (In-
dia). In Birpur, flood water rose alarmingly to a height of 5−6ft within a short time after
the breach. Subsequently, the flood water spread over a great extent covering several
districts, causing severe damages to life and property. In fact, after the August 18 breach,
the Kosi river has altogether taken a new course (D. V. Reddy and Mandal, 2008).

6.4.2.1 Description of the study area, data set and ground truth

The study area is located in the north of India at the border with Nepal. In this scenario
the user is interested in recognizing the water bodies (river and the flooded areas) and
verifying if the flooded area can be distinguished from the river water.



178 6. USER-DRIVEN EVALUATION OF IMAGE INFORMATION MINING SYSTEMS

• Data set

The analysis is based on TerraSAR-X data acquired on August 30, 2008. The image
corresponds to spatially enhanced single polarization High Resolution Spotlight
products with a Multi-look Ground range Detected, whose pixel spacing = 0.75
m, range resolution = 1.58 m, azimuth resolution = 1.68 m, and ENL = 2.65 (DLR,
2009). The TerraSAR-X image is shown in Figure 6.21. This scene corresponds to a
post-disaster image.

• Selected parameters

This TerraSAR-X scene was ingested in KIM system and during the ingestion it
was divided into 130 tiles with a size of 500 × 500 pixels each. From each tile the
primitive feature extraction was performed by the MAP-GMRF method (see section
5.1.2), whose input parameters are model order 5 and estimation window size of
30× 30 pixels. We remark that in the data-driven evaluation, previously presented
(see section 5), one of the conclusions proved that GMRF has a good performance in
detecting natural scenes and it has been recommended to use a model order higher
than 3.

Figure 6.21: TerraSAR-X image over Nepal Embankment breach as seen on August 30,
2008.

• Ground-truth

During the ground-truth definition, the TerraSAR-X image was divided into 130
tiles in order to have the same tiles as the ones ingested in the KIM system. Each
tile was annotated by the user, who judged and decided which classes were con-
tained in the tile according to the specifications provided in section 6.3.2. After the
annotation, the information concerning the image tiles, the semantic labels and the
relation between them were stored in the reference data base. Table 6.8 summarizes
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the ground-truth for this scenario. In this scenario it is worth mentioning that we
are interested in determining the precision of classes with level II (see Table 6.3),
which is the case of flooded areas and river.

Table 6.8: Resume of Nepal collection ground-truth

Level Code Semantic class Total of relevant images
I 60 Water bodies

II 61 River 55
II 64 Flooded Area 39

I 30 Agriculture fields 49
I 40 Forest 61

6.4.2.2 Training performed by the end-user

During the interactive training, the end-user can interactively define a semantic label of
his interest based on a certain combination of pre-selected primitive features such as
intensity and texture (see Table 6.1). The interactive learning is obtained by giving pos-
itive and negative examples by clicking on the image tiles. Figure 6.22 shows examples
of the training performed by the user. The red part in the images represents how well
the selected primitive features are adapting to the semantic labels. During each training
8 clicks and 20 minutes were needed on average. The different primitive features used in
the training sessions are presented in Table 6.9 for each semantic label.

Table 6.9: Semantic class labels and primitive features used in the training performed by
the user in the case of flooding scenario.

Semantic labels Primitive features
River & Flooded areas embd0
Agriculture & Forest tex0

embd1
tex1
embd0 + tex0
embd1 + tex1

6.4.2.3 Evaluation results of the probabilistic search

After defining the semantic labels, the user can search for relevant images based on their
content, and KIM performs a probabilistic search giving as result a ranking list ordered
according to probability, separability and coverage.

In order to obtain a measurement for the quality of the probabilistic search, we first
analyze the queried images according to relevant or irrelevant. Relevant images are said
to be targets. We assume that each retrieved image is either a target or a misclassified one,
independently on how strong they are covered by the semantic label. In this thesis, we
evaluate the effectiveness of the query results in terms of the measurements presented in
section 6.2.1.

In the following, we derived the effectiveness metrics by comparing the retrieved
ranking image list with the ground-truth, this is presented in Table 6.10. In addition
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(a) River (b) Flooded areas (c) Agriculture field (d) Forest

Figure 6.22: Example of user training. When the user is defining (a) a river semantic
label, (b) flooded areas, (c) agriculture fields, and (d) forest. The red part in the images
represents how well the selected primitive features are adapting to the semantic label.

to these metrics the user satisfaction degree2 is also presented in Table 6.10. Later, we
compute the precision versus the number of retrieved images for all the training sessions
performed by the user. Finally, in order to summarize, we select the best results from
Table 6.10 and plot the precision and recall values versus the probability and the number
of retrieved images. These curves detail the effectiveness of the KIM system retrieving
the query images. We start by presenting the results of retrieving water bodies, which
include river and flooded areas, later we present the agriculture and forest results.

• River class results

In the case of river class, from Table 6.10 it can be noted that the highest recognition
rate is 35% and it is obtained when using only intensity (embd0). Moreover, the
same results can be achieved using texture (tex1) and a combination of texture and
intensity (tex1 and embd1). However, the effectiveness of KIM retrieving images
containing only river is very low ( under 40 percent).

The precision versus the number of retrieved images for all the training performed
by the user is presented in Figure 6.23(a). Here, we point out that the combination
of features tex1 and embd1 gives the highest precision along the retrieved process,
which is ranging from 0.35 at 0.56.

According to the user, most of the training sessions are unsatisfied (U), which is
confirmed by the low values of the effectiveness metrics, nevertheless the most sat-
isfactory results (acceptable) are obtained using the combination of texture and in-
tensity at two scales (embd0+tex0, embd1+tex1) as primitive features. The precision
and recall values using intensity and texture at second scale (embd1+tex1) are pre-
sented in Figures 6.23(b) and 6.23(c). Here, they show a lower precision retrieving
this class, only the 56 is reached when 80 images are retrieved.

• Flooded areas results

In the case of flooded areas using embd1, the intensity image is enough to retrieve
80 percent of the targets, with an accuracy of 79 percent as shown in Table 6.10.

Precision ranging from 60 to 80 percent can be reached when the 40 first images are
retrieved using all the primitive features as shown in Figure 6.24(a). In here, it can
also be observed that the intensity (embd0) feature provides the highest precision.

2Observe that the values of U-satis are an average of responses from evaluators.
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Table 6.10: Nepal-Embankment breach scenario: Effectiveness evaluation of the proba-
bilistic search considering the top ranked list. The user satisfaction (U-satis) is expressed
as Unsatisfied (U), Acceptable (A), Good (G), and Very Good (VG).

Semantic label: River
Primitive feature∗ Targets Misclas. Po Pf Accuracy F-measure U-satis.
embd0 35,00 65,00 0,14 0,05 0,53 0,19 U
tex0 30,00 70,00 0,17 0,05 0,52 0,16 U
embd0 + tex0 30,00 70,00 0,17 0,05 0,52 0,16 A
embd1 30,00 70,00 0,17 0,05 0,52 0,16 U
tex1 35,00 65,00 0,14 0,05 0,53 0,19 U
embd1 + tex1 35,00 65,00 0,14 0,05 0,53 0,19 A

Semantic label: Flooded areas
Primitive feature Targets Misclas. Po Pf Accuracy F-measure U-satis.
embd0 75,00 25,00 0,07 0,05 0,78 0,51 G
tex0 70,00 30,00 0,07 0,05 0,76 0,47 VG
embd0 + tex0 60,00 40,00 0,08 0,05 0,73 0,41 G
embd1 80,00 20,00 0,06 0,05 0,79 0,54 VG
tex1 60,00 40,00 0,08 0,05 0,73 0,41 G
embd1 + tex1 65,00 35,00 0,08 0,05 0,75 0,44 G

Semantic label: Agriculture
Primitive feature Targets Misclas. Po Pf Accuracy F-measure U-satis.
embd0 95,00 5,00 0,05 0,05 0,76 0,55 VG
tex0 95,00 5,00 0,05 0,05 0,76 0,55 VG
embd0 +tex0 75,00 25,00 0,07 0,05 0,70 0,43 VG
embd1 80,00 20,00 0,06 0,05 0,72 0,46 VG
tex1 70,00 30,00 0,07 0,05 0,68 0,41 VG
embd1 + tex1 95,00 5,00 0,05 0,05 0,76 0,55 VG

Semantic label: Forest
Primitive feature Targets Misclas. Po Pf Accuracy F-measure U-satis.
embd0 55,00 45,00 0,09 0,05 0,55 0,27 A
tex0 55,00 45,00 0,09 0,05 0,55 0,27 VG
embd0 + tex0 60,00 40,00 0,08 0,05 0,56 0,30 G
embd1 60,00 40,00 0,08 0,05 0,56 0,30 G
tex1 45,00 55,00 0,11 0,05 0,52 0,22 G
embd1 + tex1 65,00 35,00 0,08 0,05 0,58 0,32 G

* The primitive features are presented in Table 6.1.**Misclas refers to misclassified
metric.
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(a) PR versus number of retrieved images using all
primitive features in the case of river class definition.
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(b) PR versus number of retrieved images using in-
tensity and texture as primitive features.
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(c) PR versus probability of river class using inten-
sity and texture as primitive features.

Figure 6.23: Effectiveness retrieving river class. (a) Precision of all training session defin-
ing River class. (b) Precision and Recall curves versus the number of retrieved images in
the collection (c) probability of River class, using intensity and texture (embd1 + tex1) as
primitive features.

Table 6.10, shows that there is coincidence between the criteria of the user and the
effectiveness metrics. Indeed, the best primitive feature is embd1 in both cases.
This result is confirmed in Figure 6.24(b), and Figure 6.24(c), which show that the
top ranked retrieved images as flooded area are correct since the precision reaches
the highest value (1) with 0.9 of probability, using the intensity image (embd1) as
primitive feature.

• Water bodies results (River water and Flooded areas)

The previous results (river and flooded areas) correspond to second level classes in
the hierarchical scheme presented in Table 6.3. Now, we are interested in calculating
the effectiveness of KIM retrieving water bodies without distinction of flooding or
river. An experiment was carried out in retrieving water bodies (river and flooded
areas) using all the primitive features. In here, we computed and plotted the pre-
cision for all the primitive features, these results are shown in Figure 6.25(a). From
the curves it can be noted that the first 80 images were retrieved with the same
precision using all the primitive features, however, the precision of embd1, tex1 and
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(a) PR versus number of retrieved images using all
primitive features in the case of flooding class defi-
nition.
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(b) PR versus number of retrieved images using in-
tensity as primitive feature.
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(c) PR versus probability of flooding class using in-
tensity as primitive feature.

Figure 6.24: Effectiveness retrieving flooded areas. (a) Precision of all training session
defining Flooded area class. (b) Precision and Recall curves versus the number of re-
trieved images in the collection (c) probability of Flooding class, using intensity (embd1)
as primitive feature.

embd1 + tex1 are higher. Even thought the highest precision is obtained with tex1 as
primitive feature.

Figures 6.25(b)-(c) plot the precision and recall values using tex1 as primitive fea-
ture. Here it can be observed that precision retrieving water bodies is higher than
0.9; showing a very high performance of KIM retrieving only water bodies, without
distinction between river and flooded areas.

• Agriculture Fields results

From Table 6.10 it can be noted that the best results are obtained using texture (tex0)
and intensity (embd0) separately, and the combination of both at second scale (embd1
+ tex1). Indeed, it is possible to recognize more than 90 percent of the targets with
an accuracy of 76 percent.

The precision of all the primitive features is plotted in Figure 6.26(a). Here it is im-
portant to observe that texture (tex0) and the combination of texture and intensity
(embd1 + tex1) provides the highest precision (0.95) along with the increasing num-



184 6. USER-DRIVEN EVALUATION OF IMAGE INFORMATION MINING SYSTEMS

0,5

0,7

0,9

20 40 60 80 100 120 130

Number of retrieved images

P
r
e

c
is

io
n

embd0 tex0 embd0 + tex0

embd1 tex1 embd1 + tex1

(a) PR versus number of retrieved images using all
primitive features in the case of water bodies class
definition.
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(b) PR versus number of retrieved images using tex-
ture as primitive feature.
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(c) PR versus probability of water bodies class us-
ing texture as primitive feature.

Figure 6.25: Effectiveness retrieving water bodies. (a) Precision of all training session
defining water bodies class. (b) Precision and Recall curves versus the number of re-
trieved images in the collection (c) probability of water bodies class, using texture (tex1)
as primitive feature.

ber of retrieved images. Therefore, we can assume that the contribution of texture
is strong enough for recognizing this class.

According to Table 6.10, the user is very satisfied with the results. All the training
sessions are marked as very good (VG). The PR curves using intensity and texture
(embd1 + tex1) as primitive features are presented in Figures 6.26(b) and 6.26(c).
Here, it can be noted that, the 40 first images are retrieved with more than 0.8 of
probability and when retrieving the 20 first images, the precision is 1, which justifies
the satisfaction of the user, since all the retrieved images are correct at first look.

• Forest results

By combining intensity and texture at second scale (embd1+tex1), the number of tar-
get images containing forest class reach the highest rate (65%). A good effectiveness
of KIM can also be concluded from Table 6.10. The other primitive features show
lower effectiveness (less than 60%) in the retrieved results.

Figure 6.27(a) depicts the precision for all the training sessions using different prim-



6.4. EXAMPLES OF VALIDATION SCENARIOS: DISASTER MONITORING 185

0,3

0,4

0,5

0,6

0,7

0,8

0,9

1

20 40 60 80 100 120 130

Number of retrieved images

P
r
e
c
is

io
n

embd0 tex0 embd0 + tex0 embd1

tex1 embd1 + tex1 spec &  text0

(a) PR versus number of retrieved images using all
primitive features in the case of agriculture class
definition.

0

0,1

0,2

0,3

0,4

0,5

0,6

0,7

0,8

0,9

1

20 40 60 80 100 120 130

Probability of Agriculture class

Precision Recall

(b) PR versus number of retrieved images using in-
tensity and texture as primitive feature.

0

0,1

0,2

0,3

0,4

0,5

0,6

0,7

0,8

0,9

1

0,9 0,8 0,7 0,6 0,5 0,4 0,3 0,2

Probability of Agriculture class

Precision Recall

(c) PR versus probability of agriculture class using
intensity and texture as primitive features.

Figure 6.26: Effectiveness retrieving agriculture fields. (a) Precision of all training ses-
sion defining Agriculture fields. (b) Precision and Recall curves versus the number of
retrieved images in the collection (c) probability of Agriculture fields, using intensity
and texture at second scale (embd1 + tex1) as primitive feature.

itive features. Here, the highest precision is reached using intensity at second scale
(embd1) as primitive feature, reaching a precision of 0.7 when retrieving 40 images.

The user marked most of the results as good (G), showing a high satisfaction degree,
as is presented in Table 6.10. Here, it can also be observed that all the experiments
using texture give to the user a major satisfaction degree; specifically, when using
texture (tex0) the retrieved images were marked as very good (VG).

The precision of retrieved results based on intensity and texture (embd1 + tex1)
ranges between 0.6 and 0.7 as is plotted in Figure 6.27(b). Here, it shows 0.7 as the
highest precision during the whole experiment. The probability versus the preci-
sion of intensity and texture 1 is plotted in Figure 6.27(c), where the top ranked
list, with 0.9 probability, gives only a precision of 0.7. Moreover, the precision is
decreasing showing a moderate effectiveness of KIM retrieving this class.
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Figure 6.27: Effectiveness retrieving forest class. (a) Precision of all training session defin-
ing Forest class. (b) Precision and Recall curves versus the number of retrieved images
in the collection (c) probability of Forest class, using intensity and texture at second scale
(embd1 + tex1) as primitive features.

6.4.2.4 Classification results

After the user had performed the interactive training and is satisfied with the retrieved
ranked image list, the results can be seen as a supervised classification of the whole scene.
In the following, instead of presenting the classification results for each class, we group
them into classification of water bodies (river and flooded areas) and vegetation (agricul-
ture and forest).

The primitive features selected for creating the classification maps were the ones cho-
sen by the user with the highest satisfaction degree shown in Table 6.10. These corre-
spond to texture (embd1 + tex1) in the case of River class, intensity (embd1) in the case of
flooded areas, the combination of intensity and texture (embd1+tex1) in the case of agri-
culture, and texture (tex0) in the case of Forest. The classification results for water bodies
and vegetation are shown in Figure 6.28.

Unfortunately, in this scenario it was not possible to derive a confusion matrix due to
the unavailability of a ground-truth. Nevertheless, from the visual impressions we can
observe that both classes (water bodies and vegetation) are well separated.
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Figure 6.28: Classification results in the case of flooding in Nepal scenario. (blue) Water
bodies and (green) vegetation.

6.4.2.5 User satisfaction degree

Since the user opinion is very important in the evaluation, the user was asked to rank
the retrieved image list according to his satisfaction degree. Thus, the user gives us the
feedback about the interactive training and the performance of the KIM. Furthermore,
the group of evaluators judged qualitatively the results of the probabilistic search and
the classifications in the case of all defined semantic classes.

In the following, we start by presenting two cases: 1) the user satisfaction degree in
the case of all semantic classes, and 2) the user satisfaction degree versus the effectiveness
metrics previously computed.

1. User satisfaction degree versus primitive features

In the case of probabilistic search, the degree of user satisfaction regarding the river class
is unsatisfied as is presented in Figure 6.29(a). The reason could be that the users expected
to have scenes only containing river, but KIM retrieved scenes containing water bodies
in general. This exposes the necessity of more context and information for retrieving this
class. In the case of river classification, the results are depicted in Figure 6.29(b). Here, the
user satisfaction presents good results using embd0, tex0 and tex1 as primitive features.

In the case of the flooding class, the probabilistic search results are good and in two cases
very good according to the user criteria, this is shown in Figure 6.29(c). On the contrary,
the degree of user satisfaction classifying flooded areas ranges between unsatisfied and
acceptable as shown in Figure 6.29(d).
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The most satisfactory results according to the user criteria are achieved in the case of re-
trieving agriculture fields. This is presented in Figure 6.29(e). Here, all the results are
very good showing a high performance of KIM with this class. The user satisfaction de-
gree with agriculture classification is plotted in Figure 6.29(f). In here, we can observe
that the user is unsatisfied using intensity and texture (embd0 + tex0) as primitive fea-
tures. The better classification is obtained either with embd0 or tex0 separately, according
to the user criteria.

The user satisfaction when retrieving forest ranges between acceptable and very good
as shown in Figure 6.29(g). Here, we can observe that most of the results are good with
exception of when using embd0 as primitive feature where the user satisfaction is ac-
ceptable. The highest user satisfaction degree is obtained with texture. On the contrary,
most of the results for forest classification are unsatisfactory according to the user. This
is depicted in Figure 6.29(h).

2. Overall user satisfaction degree versus KIM effectiveness

In order to compare the user satisfaction degree (qualitative index) with the effectiveness
results of KIM (quantitative metrics), the effectiveness results were converted to a quali-
tative scale as follows: Unsatisfied (U) values between (0 − 25%), Acceptable (A) values
between (26 − 50%), Good (G) values between (51 − 75%), Very Good (VG) values be-
tween (76− 100%). The results are presented in Figure 6.30(a)-(b). Here, we analyzed the
user criteria against the effectiveness metrics 1) in the case of river and flooding classes,
and 2) in the case of agriculture and forest classes.

From Figure 6.30(a) it can be noted that in the case of river class, the user is unsatis-
fied with the retrieved results and that the effectiveness metrics are unsatisfying as well
demonstrating that both results are consistent. Moreover, a coincidence between both
metrics is also observed in the case of the flooding class, where both results are good.

In the case of agriculture and forest classes, the results are detailed in Figure 6.30(b).
Here, it can be observed that the user criteria coincide with the effectiveness metrics. In
the case of agriculture both are very good and in the case of forest both are good.
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(b) River class: User satisfaction vs. classification.
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(c) Flooded areas: User satisfaction vs probabilistic
search.
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(d) Flooded areas: User satisfaction versus classifica-
tion.
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(e) Agriculture class: User satisfaction vs. probabilistic
search.
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(f) Agriculture class: User satisfaction versus classifica-
tion.
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(g) Forest class: User satisfaction vs. probabilistic
search.
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(h) Forest class: User satisfaction versus classification.

Figure 6.29: User satisfaction degree versus (First column) probabilistic search, and (sec-
ond column) Classification results in the cases of the (a-b) river, (c-d) flooding, (e-f) agri-
culture fields, and (g-h) forest semantic classes. The values of the user satisfaction degree
correspond to Unsatisfied (U), Acceptable (A), Good (G), Very Good (VG).
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(a) River and flooding classes: User satisfaction versus
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(b) Vegetation and forest classes: User satisfaction ver-
sus effectiveness of KIM.

Figure 6.30: User satisfaction degree versus effectiveness of KIM in the case of (a) [River
and flooding classes, and (b) vegetation and fores classes. The values of the user satisfac-
tion degree correspond to Unsatisfied (U), Acceptable (A), Good (G), Very Good (VG).



6.5. CONCLUSIONS 191

6.5 Conclusions

This chapter presents the user-driven evaluation of KIM by creating validation scenarios
using TerraSAR-X data, and involving the user in the evaluation process. In the sys-
tem evaluation methods we distinguish the evaluation of the probabilistic search and the
evaluation of the supervised classification of the image content, where both are results
from the defined labels by the user. The evaluation was performed in terms of effective-
ness of KIM in finding similar image content and retrieving the result. The opinion of the
user was qualitatively ranked. In the validation scenarios, the work performed by ZKI
motivated us to perform similar products in order to have a reference for comparing the
results. Here, two study cases of disaster monitoring were created using KIM. We deduce
from the above work the following points:

• In this thesis, we presented the evaluation of the effectiveness of the probabilistic
search by means of the precision and recall, targets and misclassified images, accu-
racy and f-measure, etc. The classification results were evaluated by visual inspec-
tion. The evaluator qualitatively judged the classifications. The user satisfaction
degree was incorporated as a performance metric.

• The first case corresponds to the oil spill in the Gulf of Mexico. In here, the user was
satisfied with the results, since the satisfaction degree is reported as good (G). The
effectiveness metrics show that KIM has an effectiveness of more than 80 percent
retrieving classes of Level I.

• The second study case corresponds to the Nepal-Embankment breach (flooding in
Nepal). In here, the user was looking for flooded areas, since KIM retrieved with
a high precision the images containing flooded areas, the user was very satisfied
ranking the results as good. However, the user was not satisfied with the classifi-
cation results, since the system recognize well only two classes (water and vegeta-
tion), both of level I. In this scenario, it is important to note that the precision of KIM
retrieving classes of Level II ranges from (0.2) to (0.5) , but the precision retrieving
classes of Level I ranges from (0.7) to 1, which is also confirmed in the first scenario.

• According to the user criteria, in both scenarios there is no strong coincidence be-
tween the satisfaction degree in the probabilistic search and the classification accu-
racy. This shows that the query and mining capabilities of KIM for various primi-
tive feature combinations are stronger than its capabilities in grouping the classes.
Nevertheless, the classification results could be improved by several interactions in
the probabilistic search (relevance feedback).

• Comparing the user criteria with the effectiveness metrics, we can conclude that
the user criteria regarding the probabilistic search results reflect the performance of
KIM, which in both cases is good.
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Chapter 7

Conclusions

7.1 Summary of the Thesis

This thesis provides an evaluation of an Image Information Mining (IIM) system using
high resolution Synthetic Aperture Radar (SAR) data. The evaluation is mainly based on
two approaches. First, the data-driven evaluation, which involves the assessment and
validation of despeckling and information extraction methods applied to high resolution
SAR images. Second, the user-driven evaluation, which involves the generation of study
cases including the end-user in the elaboration and assessment of the results.

1. Data-driven evaluation approach

The very high resolution of SAR imagery is exploited at best with automatic information
extraction methods that understand the image content and deal with specific character-
istic of this kind of images, i.e speckle, geometry, etc. In this context, the Gibbs Random
Field (GRF) family of stochastic models allow to model the image content and to extract
information through the parameter estimation. These models are based on parameters
that are able to characterize the image content. The suitability of two GRF models Gauss
Markov Random Field (GMRF) and Auto-binomial (ABM) for automatic information ex-
traction of high resolution SAR data has been analyzed and evaluated in this work.

Both models are implemented in despeckling and feature extraction methods following
the two levels of Bayesian inference. This is a model-based approach, which relies on a
prior model of the scene. The first method uses a Gauss Markov Random Field (GMRF)
as prior, here it is named MAP-GMRF, and the second is based on an Auto-binomial
model (ABM), referred in this thesis as MAP-ABM. Both methods perform the despeck-
ling of an image whilst modelling the image content preserving its texture and structures.
They calculate a Maximum a posteriori estimation and determine the best model using an
evidence maximization algorithm.

The goal of these methods with texture models (GMRF or ABM) is to estimate texture pa-
rameters and produce despeckled products at the same time. The estimated parameters
can be used for classifications and indexing of the image content. Therefore, during the
data-driven evaluation, the performances of the MAP-GMRF and MAP-ABM methods
are assessed in terms of despeckling and parameter extraction qualities.

The data-driven evaluation has been carried out using the following types of data: 1)
synthetically generated SAR data, by means of texture images formed by a known prior
model (GMRF or ABM) with its respective parameters, and the likelihood of modelling
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the speckle (Gamma distribution). Here, the data contain large-scale structures and
small-scale structures. 2) Simulated speckled textures taken from the Brodatz album,
which contain different kinds of texture. 3) Real SAR data (TerraSAR-X) follow a known
speckle distribution, thus allowing us to prove how well the prior model adapts to the
data. These images mainly contain natural-scenes (i.e vegetation) and man-made struc-
tures (i.e urban area). 4) An application-oriented TerraSAR-X scene containing urban
area.

In order to have quantitative results about the quality of the despeckled images, several
quantities are proposed as quality metrics. These metrics determine 1)the preservation
level regarding the details and structures (sharpness), and the mean value (bias) within
an image; 2)the level of similarity between two images (structural similarity index); 3) the
level of speckle removal without affecting homogeneous areas (smoothness) and insert-
ing distortions (ratio). Moreover, in the case of synthetic SAR data also the mean-squared
error is used as a fidelity measurement, and the signal to noise ratio and peak signal to
noise ratio are used as quality metrics.

MAP-ABM gives better results in terms of smoothness and sharpness criteria, showing a
compromise between despeckling homogeneous areas and detail preservation; whereas
MAP-GMRF provides a better result in terms of bias and ratio criteria, showing the mean
value of the original images is preserved. Although the results of both methods enhance
the image during the despeckling process.

Using stochastic models the information extraction is expressed as a parameter estima-
tion problem, where the evaluation focuses on determining the robustness of texture es-
timated parameters using unsupervised and supervised classifications derived from the
extracted texture features, and confusions matrices. This gives us the clues to decide
which model to be used according to the kind of structure in the SAR image to be ex-
tracted.

The classification results show that both methods are suitable for high resolution SAR in-
formation extraction, since the accuracy of the classifications is superior than 60 percent
in the case of unsupervised classification and 80 percent in the case of supervised classifi-
cation for both methods. However, the despeckling and feature extraction performances
of MAP-GMRF and MAP-ABM methods depend on the image textures (kind of struc-
ture contained in the SAR image), and input model parameters such as selected window
size, and the model order of the Markov Random Field. In general, we should estimate
the complexity of the scene to select the most convenient model order and window size.
In this thesis we used a fixed model order (4) and a window size of (32 × 32) pixels,
which are defined experimentally using trade-off between the complexity and efficiency
of the methods. The analysis of the impact of model order and estimation window on
despeckling and feature extraction is also evaluated.

• In the case of MAP-GMRF it can be concluded that this model adapts the synthetic
Brodatz speckled textures well, most of which are homogeneous and with small-
scale structures. The synthetically generated texture case shows that the MAP-
GMRF can introduce bias, when estimating large-scale structures.
Using real SAR data, the MAP-GMRF method estimates textures well, when its
mean value does not change dynamically (homogeneous areas), which often ap-
pears in natural scenes, showing that MAP-GMRF is more suitable for SAR scenes
containing i.e vegetation, forest, etc. From the classification experimental results,
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we can conclude that GMRF texture parameters are more appropriate for the unsu-
pervised classification case, because they are more stable than the ABM ones, which
deviated more around their mean value.
The GMRF model is also less complex, because MAP estimates can be evaluated
analytically, whilst ABM requires numerical computation.

• The MAP-ABM method estimates well the synthetically-generated textures with
ABM model as well as the ones with GMRF model, degraded by the speckle, demon-
strating that the ABM model is also able to estimate larger sets of textures than the
GMRF model.
In the case of real SAR data, the MAP-ABM method is able to model local statistics
and better preserves point-like and blob-like characteristics of the original image,
which appear often in high resolution SAR images. Moreover, this method better
preserves textures in the man-made scenes and is more suitable for real SAR scenes
containing urban area. The supervised classification results show the superiority of
the ABM model for extracting textures from both synthetic and real SAR images.
The MAP-ABM method gives better objective results, but it is 3 − 5 times more
computationally demanding as the MAP-GMRF method.

The impact of the model order and estimation window size is addressed using different
window sizes and model orders for the same image. Despeckling and classification are
performed and it has been discovered that by increasing the window size, the informa-
tion in the image is described in a better way, depending on complexity of the scene. By
increasing the model order the reconstructed images become sharper and information ex-
traction can better separate textures and heterogeneous (in terms of mean value dynamic)
areas from homogeneous areas. In the case of both methods, a model order 4 with win-
dow size of 32× 32 pixels is a good compromise between the quality of despeckling, the
complexity of the methods and computation time.

2. User-driven evaluation

The user-driven evaluation addresses the problem when an IIM system deals with large
databases of very high resolution SAR imagery and the user interacts by searching for
the image content, which reflects his interests.

The user-driven evaluation involves the end-user by creating two validation scenarios as
study cases in the framework of disaster monitoring. The first validation scenario corre-
sponds to the oil spill in the Gulf of Mexico, and the second one to the flooding in Nepal.
In both scenarios, ScanSAR and High Resolution Spotlight TerraSAR-X post-disaster im-
ages are used, respectively. Since both scenarios contain natural scenes (vegetation and
water bodies), MAP-GMRF is used as feature extraction method during the scenario con-
figuration.

The user-driven evaluation focuses on the effectiveness of the KIM retrieving the scene
according to queried content and the user satisfaction degree regarding the probabilistic
search and classification. In order to evaluate the effectiveness of KIM the information
retrieval metrics such as precision and recall and other ones derived from them are com-
puted. In the case of the user satisfaction degree, the user has been asked to rank the
results with a qualitative scale ranging from low value to high values as follows: Unsat-
isfied (U), Acceptable (A), Good (G), Very Good (VG).
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The experimental results shows that the effectiveness of KIM in the case of the oil spill
scenario is about 95% in the retrieval results and the degree of user satisfaction range
between good and very good. However, the classification results are unsatisfying for the
user. Similar results are observed in the case of the flooding detection scenario. Here,
the effectiveness of KIM retrieving water bodies without distinction of flooding or river
is more than 90%. However, when considering flood and river as two different classes,
the effectiveness decreases to 50% − 70%. These results are confirmed with the user sat-
isfaction degree, which is very good in the case of water bodies and between unsatisfied
to acceptable in the case of retrieving only the river class. In the case of vegetation (agri-
culture and forest) the satisfaction degree is between good to very good.

The user criteria point out that, in both scenarios there is no strong coincidence between
the satisfaction degree in the probabilistic search and the accuracy of the classification.
This can be explained by the fact that the probabilistic search is based on the content
of the images without considering the coverage level of the searched content, while the
classification is based on pixel content.

7.2 Future work

The data-driven and user-driven evaluation approaches proposed in the frame of this
thesis have provided recommendations about the use of different models according to
SAR structure as well as the strengths and weaknesses of the evaluated system. In this
context, we could propose as a perspective, to include the MAP-ABM method as a feature
extraction method in the processing chain of the KIM system since this method shows
promising results modeling SAR scenes containing urban areas. However, the current
MAP-ABM implementation needs to be improved by developing a method which will
find the optimum for estimating the maximum value (G) of the ABM model. The current
implementation assumes that the G value is 8 times the mean of the SAR images, which
does not correspond in all the cases. Moreover, the quantitative quality despeckling eval-
uation measurements as for example ratio, bias, smoothness as well as the effectiveness
metrics as for example precision and recall could be incorporated in the KIM system as
assessment tools.

The user-driven evaluation and the user satisfaction degree pointed out the necessity
of improving the pixel based classification results. This introduces the next perspective
in our work, which consists in developing proper clustering methods for very high reso-
lution SAR data.
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Appendix A

TerraSAR-X image content

Tables A.1-A.2 show typical examples of TerraSAR-X image content. Thus, Table A.1
presents scenes with low backscatterers, which appear in natural areas such as rivers,
lakes, and medium brightness patterns which appear in vegetation areas. Locally ex-
tended brightness patterns that are typical for urban structures are depicted in Table A.2.
Here, some examples of infrastructures are also presented. Most of the sub-scenes were
taken from a Munich TerraSAR-X scene, radiometrically enhanced Stripmap product in
Multi-look Ground range Detected with single polarization.

Table A.1: Different types of natural scenes in TerraSAR-X images (side by side with
optical Google-Earth reference images).

TerraSAR-X sub-scene Description
(a) TerraSAR-X image (left) and corresponding Google Earth
image (right) of a river.

The image corresponds to the
Isar River in Munich. Here, the
presence of speckle is moder-
ate and the dark regions are the
water surfaces represented in a
SAR image. The bright regions
correspond to sand and dry ar-
eas around the river.

(b) TerraSAR-X image (left) and corresponding Google Earth
image (right) of woods and hedgerows.

The south-west of Munich has
a big extension of woods and
hedgerows, which are repre-
sented in a SAR image with
medium brightness and some
kinds of texture.
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Table A.2: Different types of man-made scenes in TerraSAR-X images (side by side with
optical Google-Earth reference images).

TerraSAR-X sub-scene Description
(a) TerraSAR-X image (left) and corresponding Google Earth
image (right) of small houses with gardens.

In this sub-scene there are small
houses with gardens. Here the
bright scatterers appear like dis-
tributed points.

(b) TerraSAR-X image (left) and corresponding Google Earth
image (right) of small houses.

The sub-scene corresponds to
a small town in the southern
part of Munich. In the cen-
ter, the urban part appears as
bright in the SAR image, since
the backscatterers of the houses
are strong. Surrounding the city,
there are agricultural fields rep-
resented as medium bright.

(c) TerraSAR-X image (left) and corresponding Google Earth
image (right) of high buildings.

This image corresponds to high
buildings arranged in a form of
curve.

(d) TerraSAR-X image (left) and corresponding Google Earth
image (right) of a stadium

This image corresponds to the
Allianz Arena stadium in Mu-
nich. One of the special features
of the TerraSAR-X satellite is the
Spotlight Mode, providing im-
ages of the Earth’s surface with a
high resolution of up to one me-
ter, which causes an effect like
3D in the objects in the image.
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Appendix B

Evidence maximization approach

The Evidence Maximization (EVM) algorithm is used for the estimation of texture param-
eters. Each parameter θi is changed by a value of delta, which is usually set to 0.01. The
variable delta has a dimension of the number of model parameters. It also determines
the step size of the EVM algorithm. The evidence is computed using the MAP estimate
obtained with the initial parameters. Each parameter θi is increased or decreased by the
value delta. If the evidence is increased, the direction of the changing parameter θi is
kept, otherwise the direction of the changing parameter is changed. The algorithm re-
peats until the evidence increases.

Algorithm 1 Evidence Maximization Algorithm

delta[∗] = 0.01
Compute MAP estimate
initialevidence = −1010; maxiter = 0 ; θold = θ
repeat

i=0; oldevidence = initialevidence
repeat

θi = θi + delta[i]
Estimate evidence, GMRF (5.11), ABM (5.19)
if evidence > initialevidence then
initialevidence = evidence

else
θi = θi − delta[i]
delta[i] = −delta[i]

end if
i=i+1

until i < numberpara
maxiter=maxiter+1
if initialevidence > oldevidence then

θold = θ
else

θ = θold
end if

until (initialevidence > oldevidence) and (maxiter < 2000)
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Appendix C

Validation scenarios examples

Several scenarios were created in the framework of the Partner Information Mining Ser-
vices System (PIMS) project. One of the goals of the project was to validate PIMS with
TerraSAR-X data. This entails the use of images with worldwide coverage showing the
typical TerraSAR-X diversity of information content. Then our work contributed to meth-
ods for accessing the TerraSAR-X data archive, to assess the quality and information con-
tent of TerraSAR-X products, and to perform classifications, target detection and struc-
ture discovery in the observed scenes.

During the validation and evaluation more than 50 TerraSAR-X scenes, in Spotlight
and Stripmap mode using Geo-coded Ellipsoid Corrected (GEC) and Multi-look Ground
range Detected (MGD) products were used in order to create the following study cases:
flooding and urban areas detection, environment and security applications, detection of
artifacts in Digital Elevation Model (DEM).

In the study case of urban area detection, the evaluation was performed on more
than 40 scenes, of 34 cities. The data ingested correpond to the following cities: Anshan,
Bangkok, Basel, Berlin , Bogota, Bremen, Cologne, Czestochowa Daejeon, Dalian, Dubai,
Havanna, Jinan, Kuala Lumpur, Las Vegas, Lodz, Lyon,, Moscow, Munich, Oldenburg,
Oran, Perm, Pune, Reno, Rostov, Shenyang, Tashkent, Tiajin , Timisoara, Tokyo, Tula,
Venice, Washington. In this scenario with various combinations of primitive features it is
possible to define more than 20 categories of structures or objects. Figure C.1 shows an
example of recognized man-made structures.

Figure C.1: Examples of man-made structures identified in TerraSAR-X sub-scenes.

In the study case of detection of artifacts in DEM, the evaluation aimed at the assess-
ment of KIM possibilities to describe DEM geomorphology and detect artifacts. KIM was
validated and evaluated with more than 30 SRTM DEMs, selected on areas with broad
geomorphological diversity. A complete description of several validation scenarios re-
lated to flooding, DEM ingestion and examples using synthetic data refers to the ESA
project (ESA, 2009).
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Acronyms

ABM Auto-binomial model
CBIR Content-Based Image Retrieval
CV Coefficient of Variation
DEM Digital Elevation Model
DLR German Aerospace Center
EO Earth-Observation
ENL Equivalent Number of Looks
EVM Evidence Maximization approach
GEC Geo-coded ellipsoid corrected
GLCM Gray Level Co-occurrence Matrices
GRF Gibbs Random Field
GMRF Gauss Markov Random Field
GUI Graphical User Interface
IIM Image Information Mining
KIM Knowledge-based Image Information Mining
MAP Maximum a Posteriori
MAP-GMRF Maximum a Posteriori despeckling using Gauss Markov

Random Field and evidence maximization
MAP-ABM Maximum a Posteriori despeckling using Auto-binomial

model and evidence maximization
MGD Multi-look Ground range Detected
MLE Maximum Likelihood
MMSE Minimum Mean Squared Error
MRFs Markov Random Fields
PIMS Partner Information Mining Services System
SAR Synthetic Aperture Radar
UTM Universal Transversal Mercator
ZKI Center for satellite-based Crisis Information
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