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Abstract

Surface waves in solids were first observed by Wood in 1902 as an anomaly in the
diffraction of a continuous light source from a metal grating: the diffracted spectrum
presented dark lines corresponding to certain wavelengths, which were later explained
(Fano, 1941) in terms of the excitation of a surface wave sustained by the grating.
Similarly to the metal grating case, a surface plasma wave (SPW) can be resonantly
excited by a laser pulse at the surface of a laser-produced overdense plasma, if the
correct matching conditions are respected. SPWs propagate along the plasma-vacuum
interface and are characterized by a localized, high frequency, resonant electric field. In
the present work we describe numerically the dynamics of the plasma and the field dis-
tribution associated with SPW excitation, using two-dimensional particle-in-cell (PIC)
simulations, where the plasma surface is initially pre-formed so that the SPW excitation
conditions are fulfilled. We examine the surface wave excitation for a large range of
laser intensities (Iλ2

0 = 1015 − 1020W cm−2µm2) in order to study the transition from
the non-relativistic to the relativistic regime. The simulations where the wave is reso-
nantly excited are compared to cases where the resonant conditions are not provided
and the coupling of the laser pulse with the target is analyzed. We have considered
the following aspects of the laser-plasma interaction, for different laser and target pa-
rameters: i) the laser absorption and the electric field at the surface ii) the generation
of a quasi-static magnetic field iii) the electron heating and iiii) the acceleration of
ions. The possibility to excite a surface plasma wave on a structured target for a large
range of laser energies has been demonstrated. In the cases where the surface wave is
excited the electric field component normal to the target is amplified at the surface by
a factor ranging from 3.2 to 7.2 with respect to the laser field. The absorption is also
increased, for example it raises from 27% when the SPW is not excited up to 73% for
Iλ2

0 = 1019W cm−2µm2. We have defined the optimal conditions for efficient coupling,
which correspond to the relativistic laser intensities (Iλ2

0 > 1018W cm−2µm2). In this
regime the main absorption mechanism is vacuum heating, associated to particles os-
cillating in the field perpendicular to the target, which is enhanced by the stronger,
localized field of the SPW. The generation of a quasi-static magnetic field has been
studied analytically and compared to the result of PIC simulations. The field struc-
ture, which is different in presence of a SPW compared to a flat target, suggests that
the enhanced field strength has caused partial confinement of particles at the target
surface when SPW is present. The effects of the surface wave are more pronounced in
thin laminar targets, where electrons recirculate into the target and therefore interact
several times with the wave. Efficient electron heating increases the energy of the ions
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that are accelerated at both the irradiated and non-irradiated target surface by the
hot electrons space-charge field. For the thinnest target investigated (3.5µm) the high
energy cut-off of ions is about 14MeV, approximately twice the value obtained when
the SPW is not excited.
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Introduction

The recent development of Ti-Sapphire lasers providing ultra-short (τ 6 100fs) intense
(Iλ2

0 > 1017W cm−2µm2) IR laser pulses [1] and the plasma mirror technique [2] which
permits high pulse contrast (> 1011), allow the creation of a sharp-edged overdense
plasma before any eventual smoothing of the density gradient by hydrodynamic ex-
pansion in thick plasmas (Lx � c/ωpe, where Lx indicates the plasma thickness, ωpe
is the plasma frequency and c/ωpe is the skin depth). In such sharp-edged overdense
plasmas the electromagnetic energy is weakly absorbed in an optical skin depth by
collisional processes and through collisionless mechanisms [5] such as sheath inverse
bremsstrahlung [16], J×B heating [17], vacuum heating [18] and anomalous skin-layer
heating [39]. Owing to the ultra-short laser pulse duration and the steep density profile
of the plasma, the laser reflection is very high, and can easily exceed 80% [42] thus
limiting the production of high energy particles. This is a drastic limitation in all ap-
plications related to particle acceleration and for the fast ignitor scheme in the context
of inertial confinement fusion [45, 46].

To overcome these difficulties, new mechanisms have been investigated in order to
improve laser absorption and electron acceleration by considering structured targets: for
example in [35] it was observed experimentally that the total number of fast electrons
ejected from the irradiated surface of a sub-wavelength grating target was two times
higher than that of a planar target while in [47] an enhancement in hard-x-ray emission
from short-lived solid density plasmas was obtained by modulation of the interacting
surface with nanostructures. The interaction of a laser pulse with structured targets
has also been studied theoretically and numerically for the generation of harmonics [56],
to enhance laser absorption [57] and to increase the efficiency of laser energy conversion
into accelerated ions and their maximum energy [58].

More specifically, structured targets allow the excitation of surface plasma waves
(SPWs) [73, 76, 77]. These waves are supported by a stepwise profile, overdense (ωpe >
ω0, where ω0 is the laser frequency) plasma when the conditions for resonant excitation
are satisfied. SPWs propagate along the plasma-vacuum interface and are characterized
by a localized, high frequency, resonant electric field.

In a previous work limited to a weakly relativistic laser intensity (Iλ2
0 = 1018W cm−2µm2,

where I is the intensity and λ0 is the wavelength of the laser) [77], the possibility of
resonant excitation of a SPW by ultrashort (60fs) high intensity laser pulse incident
on an overdense (ne = 25nc, where nc ≡ ω2

0me/4πe
2 is the cut-off density at which

ωpe = ω0), pre-structured plasma was demonstrated. A dramatic increase of both the
laser absorption (up to 70%) and the electron energy (several MeV) was observed. A
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highly amplified local electric field was also observed at the surface, associated with the
SPW, which has important consequences on electron heating.

It is worth noticing that a high contrast and an ultrashort duration of the laser pulse
are essential prerequisites for SPW absorption to work at very high intensities. The
interaction time should be short enough to prevent the grating structure from being
washed out by the plasma expansion, while too strong a pre-pulse would destroy the
grating even before the short pulse interaction. This latter effect, which has probably
been the main limiting factor for experimental investigations of SPW absorption in the
past, can now be prevented by the above mentioned plasma mirror techniques for pulse
cleaning. This motivates further theoretical and numerical works.

In this work we present two-dimensional particle-in-cell (PIC) simulations where the
plasma surface is initially pre-formed so that the SPW excitation conditions are fulfilled.
The effects of different parameters on laser-plasma coupling will be investigated, such
as the laser intensity, plasma density and target geometry.The aim is to determine the
range of parameters which optimize the effects of SPW excitation on laser absorption
and particle acceleration.

In chapter 1, we present a review of laser-plasma physics concepts which are relevant
for the understanding of the interaction regime that will be investigated in this work.

In chapter 2 we have studied the laser absorption and the characteristics of the
electric field at the target surface when a SPW is excited and compared to cases which
do not match the conditions for resonant excitation, i.e. where the laser pulse impinges
the grating with a non-resonant angle of incidenceor a flat target. The dependence
of laser-target coupling has been examined for different target parameters such as the
plasma density, the depth of the surface grating and the target thickness.

In chapter 3 we have examined the generation of a quasi-static magnetic field near
the plasma surface, possibly leading to higher field values compared to other known
mechanisms [67] when the SPW is excited. These include: nonparallel electron density
gradient and temperature [60], the radiation pressure associated with the laser pulse
itself [45] and/or the current of fast electrons generated during the interaction [61]. The
growth of intense magnetic fields localized in the vicinity of the interaction layer can
play an important role: for instance it was found to determine the divergence of the
beam of energetic particles entering the plasma [79, 66] and the number of particle in
the beam [68].

In chapter 4 the electron heating is analyzed in presence of a SPW and the electron
energies observed are compared to the non-resonant cases. The angular distribution
of energetic electrons (’hot’) and the electron currents are examined and the role of
the target geometry is investigated. The optimal conditions for electron heating are
determined as a function of the laser intensity, the target thickness and the depth of
the surface grating.

The enhanced electron heating via SPW’s has important consequences on ion accel-
eration which is investigated in chapter 5. The angular distribution of the accelerated
ions is examined for different laser angles of incidence and target characteristics. Two
acceleration mechanisms are observed: the target normal sheath acceleration, which is
driven by the ’hot’ electron space charge field and acceleration in the shock wave which
is ponderomotively launched at the irradiated surface.
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In chapters 2-5 we considered a laser pulse profile such that the intensity of the
laser was uniform on the target surface, in order to simplify the study of the laser-
plasma grating interaction. This does not reproduce the real envelope of a laser pulse,
which has a given transversal size. In chapter 6 we have examined the effect of the
finite transverse size of the pulse envelope, approximating his profile in the direction
perpendicular to the laser propagation with a Gaussian function. The characteristics of
SPW excitation and particle acceleration are analyzed and compared to the case where
the pulse intensity was uniform in the transverse direction.

Finally, in the Conclusion, the different aspects of laser plasma coupling via the
excitation of a SPW will be summarized, and the efficiency of this scheme and its
possible applications will be discussed.

3



4



Chapter 1

Relevant physics issues in
laser-overdense plasma interaction

In this chapter a review of laser-plasma physics concepts is presented which are relevant
for the understanding of the interaction regime that will be investigated. In fact the
excitation of a surface plasma wave (SPW) occurs at the interface of the vacuum with
an over-dense plasma which can be created during the interaction of an intense laser-
pulse with a solid target. We will initially derive (section 1.1) some basic equations
which describe the interaction of electro-magnetic waves with plasma, then we will
introduce relativistic effects which are important for intense laser pluses (section 1.2)
and the ponderomotive force (section 1.3) and, in section 1.4, we will review the laser
absorption mechanisms which are efficient in the interaction regime which we will study
in the following chapters. In section 1.5 we will review the theory and literature which
describes the plasma expansion occurring after the interaction with the laser and the
acceleration of ions by different mechanisms. The latter will be useful in the following
chapters where the acceleration of particles in presence of a surface wave is studied.
Finally (section 1.6) we will introduce surface waves using an analytical model and the
motivations which are at the basis of this work.

1.1 Electro-magnetic (EM) waves inside a plasma

We will recover here some useful notions concerning the propagation of a purely EM
wave, having only transverse fields with respect to the propagation direction, inside a
plasma. In a plasma, the presence of charged particles, ions and electrons, which are
free to move under the effect of the wave’s fields, modifies the evolution of EM waves
compared to the vacuum. In absence of external charge and current sources the set of
Maxwell’s equations can be expressed as
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∇×B = ε
1

c

∂

∂t
E (1.1)

∇× E = −1

c

∂

∂t
B (1.2)

∇ · (εE) = 0 (1.3)
∇ · (B) = 0 (1.4)

(1.5)

The dielectric function ε and the conductivity of the plasma may be determined
using Maxwell’s equations in the presence of a density and velocity perturbation of
the plasma particles. We can assume that only electrons move, as the period of the
wave will be typically much shorter than the time required for ions to be accelerated
by the electromagnetic field to a significant velocity (∼ 1/ωpi = (4πe2ni/mi)

−1/2, where
mi and ni are the ion mass and density respectively). Thus, in addition to Maxwell’s
equations, the following linearized (v = v0 + v1, v1 � c) momentum equation for the
electron fluid will be used

∂v1

∂t
= −eE

me

(1.6)

where v1 is the velocity perturbation of the electron fluid (the unperturbed velocity is
v0 = 0).
Defining the electron density as ne = n0 + n1, where n1 is the perturbation and n0 is
the unperturbed density (n1 � n0), equations (1.1) and (1.3) may be rewritten as

∇×B =
4π

c
J +

1

c
∂tE (1.7)

∇ · (E) = −e4π(ne − n0) = −e4πn1 (1.8)

where we assumed ni = n0 for the ion density and Z = 1 for the ion charge. The
electron current coming from the perturbation is J = −e(n0 + n1)v1, thus linearizing
we get J = J1 = −en0v1. Therefore, using equations (1.1) and (1.7) we obtain

−∇2E = − 1

c2

[(
4π
∂J

∂t

)
+
∂2E

∂t2

]
(1.9)

−∇2E = − 1

c2

[(
−e4πn0

∂v1

∂t

)
+
∂2E

∂t2

]
(1.10)

Then using (1.6) and imposing fields of the type Ẽeikr−iwt (where k is the wave vector,
ω is the frequency and r is a generic space variable), we get the dispersion relation for
a EM wave inside a plasma

k2 =
ω2

c2
−
ω2
p

c2
= εp

ω2

c2
(1.11)

or k2c2 = ω2 − ω2
p
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and the expression for the dielectric function of the plasma

εp = 1−
ω2
p

ω2
(1.12)

where we have used the definition of plasma frequency ωp = (4πe2ne/m)1/2. Note that
ωp is the minimum frequency for the propagation of a light wave in a plasma i.e., k
becomes imaginary for ω < ωp: since the characteristic response time for electrons
is ω−1

p , the electrons shield out the field of a light wave when ω < ωp. The condition
ω = ωp defines the maximum plasma density at which a light wave can penetrate, called
critical density nc = ω2

pm/4πe
2 = (1.1× 1021/λ2[µm2])cm−3.

1.1.1 Plasma with a constant density gradient

We will now consider a plane electromagnetic wave normally incident onto a plasma
slab whose density is not homogeneous. The expressions of the fields inside a density
gradient will be derived, which will be useful in section 1.4.1, where we describe the
resonance absorption of EM radiation. In fact resonant absorption occurs when a
density gradient is present which is parallel to the incoming wave electric field, so that
a resonant field is driven.

In the following we will use a Cartesian coordinate system where the plasma fills
the x > 0 semi-plane and we will assume variations only in the x direction. The wave
equation for the electric field E = E(x)ŷ is

d2E

dx2
+
ω2

c2
ε(ω, x)E = 0 (1.13)

Assuming that the plasma density is a linear function of the position of the form
ne = ncx/L, we find

d2E

dx2
+
ω2

c2
(1− x/L)E = 0 (1.14)

which, after a change of variable x→ χ = (ω2/c2L)1/3(x− L), becomes

d2E

dχ2
− χE = 0 (1.15)

This differential equation has two linearly independent solutions: the well-known
Airy functions Ai and Bi [3]. The general solution of (1.15) can be written as

E(χ) = c1Ai(χ) + c2Bi(χ) (1.16)

where the two constants c1 and c2 are determined by the boundary conditions. The
asymptotic behavior of the Airy functions for χ→∞ is given by the following asymp-
totic formulae:
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Ai(χ) =
e−2/3χ2/3

2
√
πχ1/4

(1.17)

Bi(χ) =
e2/3χ2/3

2
√
πχ1/4

(1.18)

As we expect E to be a standing wave outside the plasma (χ < 0) and to decay
as (χ → ∞), we will chose c2 = 0 as the Airy function Bi → ∞ for χ → ∞. In
order to determine c1 we have to match the total field at the surface x = 0 ( i. e. for
χ = −(Lω/c)2/3) with the field of the incident light wave. If we assume Lω/c� 1, i.e.
the gradient scale length is much greater then the field wavelength, than we can use
the asymptotic representation of Ai(−χ)

Ai(−χ) =
cos (2/3χ2/3 − π/4)√

πχ1/4
(1.19)

Writing φ = 2/3χ2/3 − π/4, we can write the field E(x = 0) as follows:

E(x = 0) = c1
eiφ + e−iφ

2
√
π(Lω/c)1/6

(1.20)

then choosing c1 = EL2
√
π(Lω/c)1/6e−iφ the field at the plasma surface can be seen

as the sum of the incident field EL and a reflected wave with the same amplitude but
shifted in phase [8]:

E(x = 0) = EL(1 + e−i2φ) (1.21)

Finally the general form of the field is

E(χ) = EL2
√
π(Lω/c)1/6eiφAi(χ) (1.22)

The related magnetic field, directed along ẑ, is obtained from (1.2)

B(χ) = −iEL2
√
π(c/ωL)1/6eiφ

∂Ai(χ)

∂χ
(1.23)

were we used ∂χ/∂x = (ω2/c2L)1/3.

1.2 Relativistic effects
The interaction of a laser pulse with a plasma can be modified as a consequence of
the relativistic effects associated with the quiver motion of electrons. We enter the
relativistic regime when the momentum pq associated with the oscillatory motion of
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the electron in the electromagnetic field approaches mec. This is usually expressed in
terms of the adimensional parameter a0 as follows

a0 =
pq
mec

==
eA0

mec
=

eE0

mecω
> 1. (1.24)

where E0 and A0 are the electric field and vector potential amplitudes respectively, and
ω is the frequency. We will consider the case of the motion of an electron in the field
of a plane wave, propagating along x and described by the vector potential

A(x, t) ≡ Re
[
eÃ(x, t)e−iωt

]
(1.25)

where |Ã| corresponds to A0 used in (1.24) and e is the polarization vector given by
the relations

e =

{
ey for the linear polarization,

1√
2
(ey + iez) for the circular polarization. (1.26)

The plane wave is invariant for translation along the plane perpendicular to the x
axis, thus we have the conservation of the canonical moment

Π ≡
(
p⊥ −

e

c
A
)
. (1.27)

where p⊥ is the momentum of the particle perpendicular to the direction of propagation
of the wave. In the reference frame where the electron has no drift motion along x,
i.e. 〈px〉 = 0 and assuming Π = 0, we will define the value of the relativistic factor γ
averaged over the period as:

〈γ〉 =
√

1 + 〈a2
L〉, (1.28)

where aL = eA/mec (which means a0 = e|Ã|
mec

).
Particularly for the circular polarization we note that a2

L is constant. This means
that the amplitude of the field does not depend on time ( in fact the field vector has a
uniform circular motion in the plane perpendicular to the propagation direction) and
the relativistic factor is constant in time, i.e. 〈γ〉 = γ. This allows the derivation of
the equation for the relativistic dielectric constant. In fact the relation

J = −enev = −ene
p

meγ
, (1.29)

shows that for circular polarization the current J has the same frequency as p, that is the
same as the laser pulse. Thus the only difference that we find with the non-relativistic
case is that the electron mass is multiplied by the constant factor γ =

√
1 + a2

L and
the non-relativistic result can be generalized in the relativistic regime as

ε = 1−
ω2
p

ω2γ
. (1.30)

Contrastingly, for the linear polarization, γ is not constant and the spectrum of J
has all the harmonics of the principal frequency ω. However it is still possible to define
a refraction index, by replacing γ in (1.30) with its averaged value
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ε = 1−
ω2
p

ω2 〈γ〉
(1.31)

where the average value of the relativistic factor over a laser period is 〈γ〉 =
√

1 + a2
0/2,

for linear polarization. Thus we found that the refraction index η depends on the
polarization. However we have to remember that this result was derived for a plane
wave in the steady regime: in the case of a laser pulse having an envelope which is
limited in time and space it is not possible to define a reference frame where 〈px〉 = 0
and the dependence of the phase/group velocity on the field amplitude may cause
dispersion and self-modulation [4].

1.3 Ponderomotive force
The ponderomotive force is a time-averaged force exerted by an electromagnetic wave
impinging on a plasma. It is a non-linear effect, arising from the spatial gradients in
the intensity of the electromagnetic wave and it is related to the more general concept
of light pressure. In order to introduce the ponderomotive force associated with a laser
pulse interacting with a plasma, we will initially consider the motion x = x(t) of a
charged particle in an EM field, described by the relations :

dp

dt
= −e

[
E(x, t) +

1

c
v×B(x, t)

]
(1.32)

p = γmv,
dx

dt
= v. (1.33)

where p is the momentum of the particle and γ =
√

1 + p2/m2c2. Assuming that the
electromagnetic field of the laser oscillates at a main frequency ω, characterized by
an amplitude having a “slow” temporal variation compared to the oscillation period
T = 2π/ω and a “smooth” spatial variation compared to λ = cT , it can be described
by the general equation

E(x, t) ≡ Re
[
Ẽ(x, t)e−iωt

]
=

1

2
Ẽ(x, t)e−iωt + c.c, (1.34)

where Re stands for ’the real part of’ and the whole spatial dependence is included in
the complex amplitude Ẽ(x, t), which is slowly varying in time. (In the following we will
mark the complex amplitude of a variable which includes only the spatial dependence,
as shown in eq.(1.34) with ˜ ). The particle motion can be decomposed in a slowly
varying part xs(t) and an oscillating one xq(t) as follows:

x(t) = xs(t) + xq(t), xq(t) = Re
[
x̃q(x, t)e

−iωt] (1.35)

so that xs(t) describes the slowly varying motion of the particle in the EM field, that
corresponds to the motion of its center of oscillation, while xq(t) will describe the quiver
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motion about the center of oscillation. When this decomposition is possible, the motion
of the center of oscillation can be described defining a slowly varying effective force,
called the ponderomotive force. In order to give a simple idea of this force we will use
a non-relativistic perturbative derivation, which will be valid for non-relativistic field
intensities, i.e. for small amplitude fields. In this limit, assuming that at the lower
perturbation order xs(t) is constant over an oscillation period, we can write

m
dvq
dt

' −eE(xs, t),
dxq
dt

= vq, (1.36)

which, using the complex representation, rapidly gives the amplitudes

ṽq =
iq

mω
Ẽs, x̃q = − q

mω2
Ẽs, (1.37)

where Ẽs ≡ Ẽ(xs, t). In order to obtain the equation of motion xs(t) we will now derive
the second order terms and keep only the terms having non-zero average over a period.
Taking the expansion of the electric field about the center of oscillation

E(x, t) = E(xs + xq, t) ' E(xs, t) + xq ·∇E(xs, t), (1.38)

and the magnetic term of the Lorentz force in equation (1.33), which gives a second
order term, we obtain

m
dvs
dt

' q

〈
xq(t) ·∇E(xs, t) +

vq(t)

c
×B(xs, t)

〉
(1.39)

= q
1

2
Re
[
x̃q ·∇Ẽ∗s +

ṽq
c
× B̃∗s

]
. (1.40)

where we assumed that the form of the magnetic field B(xs, t) is similar to that of the
electric field in (1.34) and B̃s ≡ B̃(xs, t). Applying equation c∇ × E = −∂tB to the
field B(xs, t) and substituting with the equation for ṽq and x̃q obtained at the first
order we can rewrite equation (1.39) as

m
dvs
dt

= − q2

2mω2
Re
[
Ẽs ·∇Ẽ∗s + Ẽs ×∇× Ẽ∗s

]
. (1.41)

If we expand the vector products, the term in square brackets becomes

Ẽs ·∇Ẽ∗s + Ẽs ×∇× Ẽ∗s =
1

2
∇Ẽs · Ẽ∗s =

1

2
∇|Ẽs|2. (1.42)

Thus we finally obtain the non relativistic expression of the ponderomotive force Fp:

m
dvs
dt

= − q2

4mω2
∇|Ẽs|2 ≡ Fp. (1.43)
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We recall that in this derivation we used the complex form for the oscillating fields,
therefore the average over the oscillation period reads

〈AB〉 =
1

2
Re(ÃB̃∗), (1.44)

then the quadratic amplitude of the real field E = E(x, t) is 〈E2〉 = |Ẽs|2/2 and we can
rewrite (1.43) as

Fp = − q2

2mω2
∇
〈
E2
〉
. (1.45)

This result is valid in the non-relativistic limit. The relativistically correct calculation
[15] shows that the cycle-averaged energy of a point charge in the oscillation center
system (〈px〉 = 0) is

Up = −mc2

[(
1 +

q2

αm2c2
|Ã|2

)1/2

− 1

]
(1.46)

where Ã = Ã(x, t) is the slowly varying amplitude of the vector potential A(x, t) =
Re(Ã(x, t)e−iωt + c.c., and α = 1 or 2 for circular and linear polarization respectively.
Up is commonly referred as the ponderomotive potential. Thus the relativistic pondero-
motive force equation (which reduces to (1.45) in the non-relativistic limit) for an EM
wave in the vacuum is

fp = −∇Up = −mc2∇
(

1 +
q2

αm2c2
|Ã|2

)1/2

(1.47)

Note that the term in bracket is the effective massmeff = m 〈γ〉 = m
(

1 + q2

αm2c2
|Ã|2

)1/2

of the center of oscillation, and that in the relativistic regime it contains a factor express-
ing the inertia associated with the high frequency motion. In fact, in the relativistic
regime the equation of motion becomes

d(meffvs)

dt
= −c2∇meff . (1.48)

The expression of 〈γ〉 defined above corresponds to (1.28) if we consider m = me, q = e

and a0 = e|Ã|
mec

as in (1.24).
The ponderomotive force definition is very useful in the description of laser-plasma

interaction. However it has to be noticed that the derivation above is valid only if the
temporal variation of the laser envelope is slow compared to the laser period, to allow
the definition of an oscillation center.

1.4 Laser absorption in over-dense plasmas: non col-
lisional mechanisms

As the preservation of the surface profile is a critical issue for the surface wave excitation,
the laser pulse has to be ultra-short (< 100fs) in order to limit plasma expansion. In

12



such a plasma the thermal velocity of electrons is of the order of some hundreds of
eV and collisional processes are not assumed to play an important role on the short
time-scales (< 1ps) which are typical of the interaction. For these reasons we will
present only the non-collisional absorption mechanisms which are present in over-dense
plasmas.

1.4.1 Resonant absorption

Resonant absorption is a non-collisional absorption mechanism which takes place at
the critical surface (defined as the surface where ne = nc = ω2me/4πe

2, where ω is the
frequency of the incident radiation) of a plasma having a density gradient. In order
to have resonant absorption it is necessary to have a laser pulse with an electric field
component parallel to the plasma gradient, that is E ·∇ne 6= 0. In fact this component
induces electron oscillations along the direction of the density gradient, generating
fluctuations in the plasma density. The oscillations can be amplified if a resonance is
present in such a way to transfer an important part of the laser electro-magnetic energy
into an electro-static oscillation, that is an electron plasma wave. We can describe
this process with a simplified 2D model, following [8]: a plane plasma target, having a
density gradient described by the function ne = ncx/L fills the x > 0 half-plane. The
wave vector of the laser field has to be in the plane of incidence in order to have a
component parallel to the gradient, thus E = Exx̂+Eyŷ. Electrons oscillating between
regions of different density create a density fluctuation δn such that:

δn = ne(r + rosc)− ne(r) ' rosc · ∇ne (1.49)

Where rosc = eE/meω
2 is the amplitude of the oscillation of the electron in the

electric field. Using Poisson’s equation∇·(εpE) = 0, where εp(x) = 1−ω2
p

ω2 = 1−ne(x)/nc
is the dielectric function of the plasma which varies along the gradient, we find

∇ · E = − 1

εp

∂εp
∂x

Ex (1.50)

Thus we will have a resonance for εp(x) = 0, that is at the critical density, where ω = ωp.
From eq.1.49 we see that the resonant frequency is also the frequency of the density
fluctuation that is amplified.

For obliquely incident light, with an angle of incidence θ with respect to the target
surface normal, the plasma dielectric function is [8]

εp(x) = 1−
ω2
p

ω2
− sin θ2. (1.51)

Thus the wave is reflected at a density nc cos θ2, that is less than the critical density,
but its field can still tunnel into the critical density region, exciting the resonance.
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We will now try to estimate the electric field driving the resonance at the critical sur-
face. From Ampere’s law we find that the relation between the electric field component
Ex and the magnetic field parallel to the plasma surface Bz is

kyBz = −iω
c
εp(x)Ex (1.52)

which, using the conservation of ky = ω/c sin θ, becomes

Ex = sin θBz/εp(x) (1.53)

Then we express Bz at the resonance point, x = L, as its value at the turning point
x = L cos θ2 multiplied by an exponential decay from the turning point to the reso-
nance point. The decay constant will be estimated by integrating the evanescent wave
vector |k| =

√
εp(x)ω/c between the turning point and the resonance point. Using the

expression (1.51) we obtain

|k| = 1

c

∫ L

L cos θ2

√
ω2
p − ω2 cos θ2 =

2ωL

3c
sin3 θ (1.54)

Airy functions allow the estimation of Bz at the turning point for the linear density
profile: Bz ≈ 0.9(c/ωL)1/6EL, where EL is the amplitude of E in the free space. Then,
using eq.(1.54) we obtain the form of the driven field as a function of the angle of
incidence, density gradient scale length, laser field and frequency:

Bz = 0.9(c/ωL)1/6EL exp

(
−2ωL

3c
sin3 θ

)
(1.55)

Ex = 0.9(c/ωL)1/6 sin θ

εp(x)
EL exp

(
−2ωL

3c
sin3 θ

)
(1.56)

where we used eq.(1.53). We observe that the driven field vanishes for vanishing sin θ
as there is no component of the incident wave field parallel to the density gradient
any more. At the same time the field becomes very small for long L, i.e. for density
gradients having a big scale length, as the field has to tunnel for a very long distance
before reaching the critical density surface.

The solution found with this simple model is close to the one found numerically in
[14], where the wave equation was solved. It is possible to calculate the wave absorption,
assuming a generic wave damping mechanism (which could be collisions, linear and
nonlinear wave particle interaction or propagation of the wave out of the resonant
region) having characteristic frequency ν � ω. Then the dielectric function becomes
εp(x) = 1− ω2

p

ω(ω+iν)
(see [8]) and we can estimate the absorbed energy as

Iabs =

∫ ∞
0

ν
E2
x

2π
dx = 0.81(c/ωL)1/3 sin2 θE2

L exp

(
−4ωL

3c
sin3 θ

)∫ ∞
0

ν
1

εp(x)2
dx(1.57)
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For ν � ω, considering the gradient expression, we can approximate the dielectric
function contribution as|εp|2 = (1−x/L)+(ω/ν)2(x/L)2, which gives the integral value∫∞

0
ν((1− x/L) + (ω/ν)2(z/L)2)dx = πω/ν. Finally the estimated intensity absorbed

by resonant absorption is given by

Iabs = 0.81(πc/νL)1/3 sin2 θE2
L exp

(
−4ωL

3c
sin3 θ

)
(1.58)

We observe that the resonant absorption depends linearly on the laser intensity by
the factor E2

L. However, it has to be noted that for relativistic laser intensities the
ponderomotive force defined in section 1.3 may steepen the density gradient in such a
way that electron oscillations in the density gradient are no possible any more.

1.4.2 Vacuum heating

In the case of a laser pulse incident on a plasma with a very steep density gradient,
resonance absorption may not be possible. In fact, if the density gradient scale length is
much less than the wavelength of light, a proper oscillation in the resonant field cannot
be sustained. An alternative collisionless absorption mechanism, where the laser non-
resonantly couples with the plasma can take place in these conditions, which has been
proposed by Brunel [18]. This mechanism is known as Brunel heating, vacuum heating
or not-so-resonant resonant absorption. In Brunel heating the electrons at the target
or critical density surface are pulled into the vacuum and pushed back into the target
by the component of the laser electric field perpendicular to the surface, in a half laser
cycle. The electrons re-enter the target with a velocity of the order of their quiver
velocity, associated with the laser field in the vacuum. As the laser can penetrate into
the target only up to the skin depth, the electrons do not feel any restoring force in the
second half of the laser cycle and are irreversibly accelerated into the target. As the
driving force is the component of the laser electric field normal to the target, oblique
incidence with p-polarization is required for Brunel heating to occur. Moreover as the
electrons are accelerated at each laser cycle, in Brunel heating packets of electrons are
injected into the target with a frequency equal to the the laser frequency. In order
to understand this process we will present here a simple capacitor model, following
[5]. Consider a plane wave E(x, t) = E0 sin(ω0t− k0x), incident on a plasma having
a steep density profile. At the surface of the target the incident and reflected waves
will be present at the same time, thus, approximating the reflected wave as having the
same amplitude of the incident one, the driving field (perpendicular to the target) at
the surface is Ed = 2E0 sin θ, where θ is the angle of incidence, defined with respect to
the target normal. Assuming that the electrons are dragged out in the vacuum over a
distance ∆x, the Poisson equation at the surface gives

∆E = −4πe

∫ x=0

−∆x

ndx = 4πen∆x (1.59)

where the electron density in the ∆x band is N/A∆x for a target surface area A. Setting
∆E = Ed we have the number of electrons pulled out per unit area.
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N

A
=

2E0 sin θ

4πe
(1.60)

The energy absorbed by the wave is simply uabs = N/2mev
2
d, where vd = eEd/meω and

we assume that we are not in the relativistic regime. The power absorbed per unit area
can be approximated as

Iabs =
1

A

duabs
dt
≈ N

2A
ωmev

2
d =

E0 sin θ

8πe
meω

e2E2
d

m2
eω

2
=
e8E3

0 sin θ3

8πmeω
(1.61)

We can now calculate the fraction of power that is absorbed from the wave fabs =
Iabs/I0, where I0 = cE2

0/8π is the power of the incident wave per unit area:

fabs =
8eE0 sin θ3

meωc
= 8

vosc sin θ3

c
(1.62)

where vosc = eE0/meω. We notice that the absorption scales linearly with vosc/c and
it increases for increasing angles.This simple model includes the relevant physics and
gives the correct scaling with laser parameters. However with a more detailed treatment
Brunel [18] found the following equation for the fraction of laser energy absorbed via
vacuum heating:

fabs =
α

2π

v3
osc

cv2
L cos θ

(1.63)

where vL = eEL/meω and α is a coefficient that gives an estimate of the amount of
oscillatory motion lost in heating the plasma. Kato et al. [10] found that this coefficient
depends on the density of the plasma target as follows

α ≈ αφ

1− ω2
0

ω2
p

(1.64)

where αφ = O(1) depends on the initial phase φ of the driving field. Thus, in the regime
of very strongly overdense plasmas, where ω2

0/ω
2
p � 1, the α coefficient depends weakly

on density.
Vacuum heating has been studied in literature by numerical simulations. For exam-

ple Gibbon and Bell [52] studied vacuum heating by 1D PIC simulation (they mimic
a laser with oblique incidence using a Lorentz frame transformation) for ultra-short
(τL < 100fs) laser pulse in the intensity range Iλ2

0 = 1015−18W cm−2µm2: they found
that absorption varied from 10% to 80% depending on the intensity and scale length
of the plasma. The scale length of the plasma, which is not treated in the model pre-
sented here, is studied in detail in [53, 19, 20] where it is found that vacuum heating
becomes less efficient when the gradient scale length is too small. This appears to be a
consequence of the reduced penetration depth of the driving field in the plasma so that
fewer electrons can be involved in the mechanism.
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1.4.3 J×B heating

At high laser intensity (a0 > 1) the longitudinal motion of the electrons in the laser
field, due to the v × B component of the Lorentz force, becomes comparable to the
transverse motion associated with the electric field. An absorption mechanism similar
to the one described by Brunel can take place where the electrons are driven across the
the vacuum plasma interface by the magnetic field rather than by the electric field [5].
In this case the absorption can take place even for normal laser incidence and electron
packets will be accelerated with a frequency which is double the laser frequency. If
the magnitude of the force is large enough, a fraction of electrons can be adiabatically
accelerated from the surface into the overdense plasma. If we assume a step-like density
profile, as for the vacuum heating, starting at x = 0 and a normally incident wave, we
can write the vector potential inside the plasma as

A(x, t) = A0e
−qpxŷ cos(ωt) (1.65)

where qp = 1
c
(ω2

p − ω2)1/2 is the inverse of the penetration depth of the wave into the
plasma, defined by the dispersion relation (1.12). Using B = ∇×A and p⊥ = mv⊥ =
e
c
A(from (1.27)) we obtain the following relation for the force, in the non-relativistic

regime:

FL = − e2

mc2
[A×∇×A] = A2

0e
−2qpx

e2

4qpmc2
(1 + cos(2ωt)) (1.66)

where we used the trigonometric identity cos(2ωt) = cos2(ωt) − 1. The mean energy
that electrons absorb from the laser scales as the ponderomotive energy defined in (1.46)
which in the present case takes the form:

Fp =< FL >= A2
0e
−2qpx

e2

4qpmc2
(1.67)

Notice that the magnitude of the force goes down for increasing electron density
(corresponding to large values of qp) as fewer and fewer electrons can be adiabatically
accelerated into the plasma, decreasing the absorption efficiency. It is interesting to
note that, if one integrates (1.67) from the boundary x = 0 to infinity and multiplies
by the plasma density ne, the result is twice the laser energy density, that is the total
radiation pressure on the target surface, as was expected.

1.4.4 Experimental results on laser absorption

Several experiments with multi-terawatt lasers have been performed in which the dom-
inant mechanism is believed to be a mixture of vacuum heating, resonance absorption
and J × B absorption. We will briefly mention here only some experimental results
to give an idea of the typical absorption percentage in the regime of high intensity,
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short laser pulses which is the regime that we will investigate in the present work. For
example in the measurements carried out at Rutherford Labs [31] in the UK, it was
found that the fraction of energy absorbed was about 40% at Iλ2

0 = 1019W cm−2µm2

for a 45◦ angle of incidenceand a pulse duration of τL = 400fs. In a similar experi-
ment performed at LLNL in the USA [33], where the angle of incidence was 22◦, it was
found that the absorbed energy was lower, i.e. ' 30%. However for ultra-short pulses
(< 100fs) the absorption mechanisms cited in this section are less efficient and laser
reflection is higher, reaching 80% [22].

1.5 Plasma expansion and ion acceleration

In this section we will present the mechanisms of ion acceleration which are relevant
for the case of a super-intense laser pulse interacting with a dense (solid) target.

Initially the plasma expansion will be treated analytically using a self-similar model,
in order to introduce the first acceleration mechanism, target normal sheath acceleration
(TNSA). This mechanism, which is efficient both at the irradiated and rear side of the
target, is particularly important for ion acceleration occurring at the rear, i.e. the
side that is not irradiated, where it is driven by the electrons generated at the front
(irradiated) side which travels through the target.

The second mechanism is shock acceleration, which is ponderomotively driven by
the intense pulse at the irradiated side. While TNSA accelerates ions outside the target
(both at the front and the rear), shock acceleration accelerates ions inside the target.

1.5.1 Target Normal Sheath Acceleration

According to this model ions are accelerated normally to the target surface by the
electric field associated with an electron plasma sheath. The electron sheath is set by
the hot electrons accelerated by the laser pulse at the front surface and which have
propagated through the target. After this initial phase the acceleration proceeds as a
plasma expansion into a vacuum. The expansion is driven by the electric field due to
space-charge separation at the plasma front: electrons transfer their energy to the ions
via the electric field, which progressively decreases until the acceleration ceases. We
will first calculate the electric field of the sheath assuming ions are not moving during
the sheath formation and fill the half space x < 0. Electrons are assumed to be at
equilibrium with a temperature Te, such that the electron density is given by

ne = n0 exp(eφ/kBTe) (1.68)

where φ is the electrostatic potential. Substituting (1.68) into the Poisson equation we
get

∂2φ

∂x2
= −4πe(Zni − ne) = 4πe[no exp(eφ/kBTe)− Zni] (1.69)
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This equation can be integrated analytically [40] to obtain the electrostatic potential

φ = −kBTe
e

[
2 ln

(
1 +

x√
2eNλD

)
+ 1

]
(1.70)

where eN ≈ 2.71828... is the basis of the natural logarithm. Thus we may calculate the
field at the target vacuum interface, which initially drives the ion acceleration

E =
∂φ

∂x
|x=0 =

√
2/eN

kBTe
λDe

=
√

8πn0kBTe/eN (1.71)

At later time the ion motion has to be taken into account and plasma expansion can
be described by a self similar solution. We will consider a plasma such that pe = nekBTe,
i.e. electrons are isothermal, while the ion temperature can be neglected (Ti � Te). The
electric field driving the expansion can be obtained from the electron fluid momentum
by neglecting the electron inertia:

E = − 1

nee

∂pe
∂x

(1.72)

Using (1.72) and assuming charge neutrality ne ' Zni the equation of motion for the
ions becomes

(
∂vi
∂t

+ vi
∂vi
∂x

)
=
ZeE

mi

= −c2
s

1

ni

∂ni
∂x

(1.73)

where cs = (ZkBTe/mi)
1/2 is the ion sound velocity. The equation of continuity for the

ions closes the system describing plasma expansion

∂ni
∂t

+
∂(nivi)

∂x
= 0 (1.74)

A self similar solution of this set of equations exists [41], such that

vi = cs + xi/t (1.75)

Using (1.75) into (1.73) and integrating from x = 0 to x = cst we obtain the ion
density

ni = ni0 exp(−1− x/cst) (1.76)

where ni0 is the unperturbed ion density. From 1.72 we find the accelerating field
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ESS =
kBTe
ecst

=
kBTe
eLp

(1.77)

where we defined the plasma scale length Lp = cst. Note that the self similar solution is
valid if Lp > λD, that means it is not valid at the beginning of the expansion. We can
consider that at very early times the solution is still given by (1.71). An estimate of the
ion front position can be obtained by observing that at the ion front the validity of the
self similar solution model breaks, as the local Debye length λD = (Te/4πne(x)e2)1/2

becomes equal to the plasma scale length cst. Imposing λD = cst we find the front
position as a function of time x = 2cst ln(ecst/kBTe)−cst; then substituting into (1.76),
we have the velocity of the ions at the front

vi,front = 2cs ln(ecst/kBTe) (1.78)

Using (1.73) we find that the electric field at the front is twice the field we calculated
in (1.77), i.e. Efront = 2ESS. A precise expression for the field Efront was found by
Mora [41], using a Lagrangian code solving equations (1.68-1.69) and (1.73-1.74):

Efront =
2kBTe

e(2eNλ2
D + c2

st
2)1/2

. (1.79)

This expression reduces to (1.71) for t = 0 and to (1.77) for later times, where
cst/λD >> 1.

We observe that the electron temperature Te and density of the electrons which are
accelerated through the target is a crucial parameter for ion acceleration. Thus electron
acceleration is directly related to ion acceleration and an enhancement of the production
of hot electrons would result in a stronger driving field, which would accelerate ions to
higher energies.

1.5.2 Shocks

A shock wave can be defined as a finite amplitude jump in the macroscopic param-
eters (density, temperature, etc.) of a medium. It has been identified as a possible
acceleration mechanism by Silva [36] in 1D and 2D PIC simulations. According to this
model ions are accelerated by a collisionless electrostatic shock, which is ponderomo-
tively launched by the laser pulse at the front target surface and then propagates almost
unperturbed through the target. The shock velocity, vshock, can be estimated from the
momentum conservation:

vshock =

√
(1 + αref )I

minic
(1.80)

where I is the intensity of the laser pulse and αref is the fraction of reflected light.
In the simplest picture of the acceleration by a collisionless electrostatic shock, ions
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are accelerated inside the target by ’collisions’ with the potential barrier at the shock
front, as from a moving wall. The maximum ion velocity, vimax, is determined by the
momentum conservation: vimax = 2vshock.

In order to give a picture of the formation of a shock and ion reflection, we will use
a 1D fluid model, where electrons are assumed to be isothermal, in equilibrium at the
temperature Te, and the Sagdeev approach [9]. The Poisson equation, describing the
perturbation in the direction of propagation of the shock is

∂2φ

∂x2
= −4πe(ni − ne) = 4πe[no exp(eφ/kBTe)− ni] (1.81)

where we used the usual expression ne = n0 exp(eφ/kBTe) for the electron density. Ions
are assumed to be cold, therefore the equation of continuity for the ion fluids reads:

∂ni
∂t

+
∂nivi
∂x

= 0. (1.82)

and the equation for the ion fluid momentum is:

∂vi
∂t

+ vi
∂vi
∂x

= − e

mi

∂φ

∂x
. (1.83)

Then we use the Sagdeev approach, i.e. we look for a solution of the form ni(x−V t),
vi(x− V t) and φ(x− V t) which describes a disturbance of constant shape propagating
with velocity V . In the reference frame of the disturbance, position and velocity become

x′ = x− V t v′ = vi − V (1.84)

thus the space and time partial derivatives become

∂

∂x
=

∂

∂x′
∂

∂t
= −V ∂

∂x′
(1.85)

Substituting (1.84) and (1.85) into the continuity and moment equations (1.82) and
(1.83) we find the equations in the disturbance reference frame:

∂n′iv
′
i

∂x′
= 0 (1.86)

v′i
∂v′i
∂x′

= − e

mi

∂φ

∂x′
. (1.87)

Integrating these equations we obtain

niv
′
i = c1 (1.88)

mi
v′i

2

2
+ eφ = c2. (1.89)
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where c1 and c2 are constant which will be chosen after the physical interpretation of
the results. While in the laboratory frame the disturbance is traveling with velocity V
and the plasma is at rest, in the frame of the disturbance the plasma is impinging with a
velocity −V on it. Then (1.88) represents the conservation of the flux of the impinging
plasma which is outside the disturbance, thus c1 = −n0V . Similarly equation (1.89)
represents the conservation of the energy of the ions impinging on the disturbance, thus
c2 = miV

2/2. Using (1.88) and (1.89) with this choice of c1 and c2 we obtain the ion
density ni

ni = n0

(
1− 2eφ

miV 2

)−1/2

. (1.90)

Following [9], the Poisson equation can be seen as the analogue of the momentum
equation of a particle moving under the action of a conservative force F by setting the
correspondences φ→ r, x′ → t and

F/m = 4πe

[
no exp(eφ/kBTe)−

(
1− 2eφ

miV 2

)−1/2
]

(1.91)

Then, using the identity ∂2φ

∂x′2
= ∂φ

∂x′
∂
∂φ

(
∂φ
∂x′

)
, we will integrate (1.81) to obtain the

analogue of the energy conservation law:

1

2

(
∂φ

∂x′

)2

+ U(φ) = ξ (1.92)

where we have defined a pseudo-potential such that F = −dU(φ)/dφ and ξ is the
integration constant representing the pseudo-energy of the particle. U(φ) is obtained
from the integration of F from a generic point φ to φ = 0 (we look for a solution such
that φ→ 0 for x′ →∞ which corresponds to the unperturbed region):

U(φ) = −4πn0

[
kBTe exp(eφ/kBTe)−miV

2

(
1− 2eφ

miV 2

)1/2
]

(1.93)

+ 4πn0

[
kBTe +miV

2
]

The latter can be re-written as a function of the Mach number M = V/cs

U(φ)

4πn0kBTe
= −

[
exp(eφ/kBTe)−M2

(
1− 2

M2

eφ

kBTe

)1/2
]

+ 1 +M2 (1.94)

where cs = (kBTe/mi)
1/2 is the ion sound speed. In order to obtain shock wave solutions

the pseudo-potential U(φ) has to fulfill some conditions. If we impose that far from the
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disturbance, where φ → 0, ∂φ
∂x′
|φ=0 = 0, we have ξ = 0 in (1.92). Thus U(φ)|φ=0 = 0

while for φ > 0 it has to be negative in order to trap a particle as a potential well. This
can be imposed expanding U(φ ≈ 0) in a power series up to the second order:

U(φ ≈ 0)

4πn0kBTe
≈ 1

2

(
1

M2
− 1

)(
eφ

kBTe

)2

< 0 (1.95)

gives the lower limit for the shock propagation velocity: M > 1, i.e. the velocity of the
shock has to be higher than the sound speed. A second condition is that there must be
a reflection at some point φm, that means a point where U(φm) = 0. The reflection has
to occur in the interval 0 < φm < φcrit, where φcrit = kBTe

e
M2

2
is the value above which

the argument of the square root in (1.94) becomes negative and U(φ) is not defined
anymore. In other words U(φcrit) ≥ 0 so that

U(φcrit)

4πn0kBTe
= − exp(M2/2) + 1 +M2 ≥ 0 (1.96)

which gives the upper limit for the shock propagation velocity: M ≤ 1.6. If no dissipa-
tion is included in the model, the pseudo particles will start from φ = 0 (corresponding
to x′ = ∞), then they will be reflected at φ = φm (corresponding to x′ = 0, i.e. the
shock front position), and move back to φ = 0 (corresponding to x′ = −∞), performing
a single oscillation (in space). In this case the shock consists of a localized perturbation,
whose maximum amplitude is φm, which is known as an ion-acoustic soliton [38]. If
on the contrary some dissipation is included, which would decrease the pseudo-energy
1
2

(
∂φ
∂x′

)2
, the pseudo-particles will be trapped in the potential well which means that

the electrostatic potential φ will oscillate in space about some positive value φ0. This
corresponds to the case of a collisionless shock. Actually dissipation is not needed for
the pseudo particle to be trapped in the pseudo-potential well as we will explain in the
following. In fact, if we assume that the ions have a small thermal spread in energy
about eφm so that the electrostatic potential barrier eφ of the wave front is large enough
to reflect some of the ions, while the rest goes over the shock wave (in the region x′ < 0),
the reflected ions cause an increase in the ion density in the upstream region, so that
1
2

(
∂φ
∂x′

)2
is reduced as

∂φ

∂x′
=

1

n0

∫ x′

0

(ne − ni)dx′. (1.97)

Thus the virtual particle loses progressively its energy and falls inside the poten-
tial well performing a damped oscillation. The shock that is formed is characterized
by different states of the plasma in the upstream and downstream region and by an
oscillatory front.

1.6 Surface waves: analytical model
As discussed in section 1.4.4, the absorption mechanisms which take place in the

case of the interaction of a laser pulse with a target having solid density and sharp
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interface, causes only a limited absorption of the incident radiation. This point is
crucial in order to have the generation of hot electrons which will eventually accelerate
ions, as discussed in section 1.5.1. For this reason we are interested in exploring new
laser-plasma coupling mechanisms, such as the excitation of a surface wave at the
vacuum-plasma interface, which would be an intermediate step in the energy transfer
from the pulse to the particles. In order to understand the potential advantages of such
coupling, we will study in this section the basic characteristics of these waves.

In the following, the surface wave field is calculated by a simple non-relativistic
hydrodynamic model. We assume that this model is valid in order to describe the
surface wave that is excited at the beginning of the interaction of a laser pulse with
a cold plasma, where kinetic effects are not important yet. Thus the cold plasma
limit is considered initially (section 1.6.1), then, in section 1.6.4, the effects of electron
temperature are taken into account.

1.6.1 First order fields

In this section we will study the propagation of a wave at the interface of two semi-
infinite non magnetic media, having frequency dependent dielectric functions ε1 and ε2.
The two media are separated by a planar interface at x = 0, such that the medium 1
fills the half-space x < 0 and the medium 2 fills the half-space at x > 0. In general,
Maxwell equations for an EM wave obliquely incident on a plasma, have solutions that
may be classified [12] into i) s-polarized modes, when the magnetic field B is in the plane
defined by the wave vector and the normal to the interface and ii) p-polarized modes
when the electric field E is in the plane defined by the wave vector and the normal to
the interface (while B is perpendicular to that plane). In non-magnetic media surface
waves can be considered to be p-polarized modes [72]. Thus, choosing the y axis as
propagation direction for the wave, we seek the conditions under which a traveling wave
with its magnetic field along z may propagate along the interface x = 0. Moreover, the
fields have to decay away from the interface, in the x > 0 and x < 0 direction. The
magnetic and electric fields in the two regions can be written as

Bi = ẑBize
−qi|x|eiky−iωt (1.98)

Ei = x̂Eixe
−qi|x|eiky−iωt + ŷEiye

−qi|x|eiky−iωt (1.99)

where k is the wave vector parallel to the interface and qi (i = 1, 2) are the evanescence
lengths in the two media. The evanescence lengths are obtained using (1.1) and (1.2)
as follows:
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Figure 1.1: Vacuum-plasma interface: The half-space x > 0 is filled with a plasma of
dielectric constant εp(ω) = 1− ω2

p/ω
2.

∇×∇× Ei = −1

c

∂

∂t

(
εi

1

c

∂

∂t
Ei

)
−∇2Ei = − εi

c2

∂2Ei
∂t2

k2 − q2
i = εi

ω2

c2

qi =

√
k2 − εi

ω2

c2
(1.100)

1.6.2 Surface waves at the plasma-vacuum interface

Now we will analyze the case in which the medium 1 is the vacuum and the medium 2
is a plasma of dielectric function εp(ω), given by equation (1.12). In the vacuum, where
ωp = 0, the dielectric constant is εv = 1.

The magnetic field B is in the z direction and is continuous at the interface x = 0:

B = ẑBze
−qpxeiky−iωtθ(x)

+ẑBze
qvxeiky−iωtθ(−x)

where

qv =

√
k2 − ω2

c2
(1.101)

qp =

√
k2 − ω2

c2
εp =

√
k2 − ω2

c2
(1− ω2

p/ω
2) (1.102)
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are the inverse evanescence lengths in the vacuum and plasma regions respectively.
To obtain the components of the electric field we will use the equation

∇×B =
4π

c
J +

1

c
∂tE =

−iωεE
c2

(1.103)

where ε = εp inside the plasma region and ε = 1 in the vacuum. From (1.103) we get

Ex = Epxx̂e
−qpxeiky−iωtθ(x)

Evxx̂e
qvxeiky−iωtθ(−x) (1.104)

where

Epx = − kc

ωεp
Bz (1.105)

Evx = −kc
ω
Bz (1.106)

and

Ey = Epyŷe
−qpxeiky−iωtθ(x)

Evyŷe
qvxeiky−iωtθ(−x) (1.107)

where

Epy = − cqp
iωεp

Bz (1.108)

Evy =
cqv
iω
Bz (1.109)

Imposing the continuity at x = 0 of the electric field Ey (parallel to the interface), we
have

Epy = Evy = Ey (1.110)

and we obtain the condition on the evanescence lengths

qp
qv

= −εp (1.111)

Thus from equations 1.101 and 1.102 we may get the dispersion relation for the surface
wave

√
k2 − ω2

c2
εp = −εp

√
k2 − ω2

c2

k2c2

ω2
=

ω2 − ω2
p

2ω2 − ω2
p

(1.112)

We notice that these results are also valid for the case of a Drude metal having
dielectric constant εp = 1− ω2

p/ω
2.
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1.6.3 Electrostatic and Electromagnetic limits

From the fields equations we notice that the surface waves have both transverse and
longitudinal fields. We will investigate now the two limits: ω ' ωp/

√
2 and ω << ωp .

We will see that they correspond to the limit in which only the electric field parallel to
the propagation direction is important (electrostatic limit) and the limit in which only
the transversal fields are dominant (EM limit).

In the limit in which ω << ωp the dispersion relation (1.112) may be expanded in
terms of ω/ωp :

k2c2

ω2
=

(
1− ω2

p/ω
2

2− ω2
p/ω

2

)
≈ 1 +

ω2

ω2
p

+ 2
ω4

ω4
p

+ ... (1.113)

kc

ω
≈ 1 +

1

2

ω2

ω2
p

+
7

8

ω4

ω4
p

+ .. (1.114)

We can use this relation to compare the magnitude of the fields near the surface, i.e.
Bz, Ey, Evx and Epx. Taking as reference value Bz and using equation (1.108) (equation
(1.109) would be the same), where we approximate k2ω2/c2 by the expansion (1.113),
up to the second order, we obtain

|Ey| =
√
k2c2

ω2
− 1 Bz ≈ ω/ωpBz (1.115)

that means Ey << Bz. Similarly, from equations (1.105) and (1.106) we obtain

|Evx| ≈
(

1 +
ω2

ω2
p

)
Bz ≈ Bz (1.116)

|Epx| ≈

(
1 + ω2

ω2
p

)
(

1− ω2
p

ω2

)Bz ≈
ω2

ω2
p

Bz (1.117)

(1.118)

Thus in the limit in which ω << ωp, we have an electromagnetic wave whose electric
field component that is parallel to the interface is negligible in the vacuum. The electric
field perpendicular to the surface, which is discontinuous at x = 0, is comparable with
the magnetic field outside the plasma while it is negligible inside the plasma.

In the limit in which ω ' ωp/
√

2, we will express the frequency as ω = ωp/
√

2− δω,
where δω/ωp << 1. Therefore the dispersion relation (1.112) may be expanded in terms
of δω/ωp :

k2c2

ω2
=

ω2
p/2−

√
2ωpδω − ω2

p

2(ω2
p/2−

√
2ωpδω)− ω2

p

≈
−ω2

p/2−
√

2ωpδω

−2
√

2ωpδω

=
ωp

4
√

2δω
>> 1 (1.119)
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and the dielectric constant expansion is

εp ≈
1

2
−
√

2δω (1.120)

So, from (1.108), using (1.119) and (1.120) we get

|Ey| =
√
k2c2

ω2
− 1Bz ≈

√
ωp

4
√

2δω
− 1Bz ≈

1

2

√
ωp√
2δω

Bz (1.121)

that means Ey >> Bz.
Then from (1.105) and (1.106) we obtain

|Evx| ≈
1

2

√
ωp√
2δω

Bz (1.122)

|Epx| ≈
1
2

√
ωp√
2δω

1
2
−
√

2δω
Bz ≈

√
ωp√
2δω

Bz (1.123)

that means again Eix >> Bz. Thus, in the limit in which ω ' ωp/
√

2, we have an
electrostatic wave whose electric field components Ex and Ey have the same magnitude
order while the magnetic field is negligible.

1.6.4 Effects of electron temperature

When the effects of the electrons thermal speed are considered, the linearized momen-
tum equation 1.6 is replaced by the new linearized momentum equation

∂v1

∂t
= −eE

me

− 1

n0me

∇Pe (1.124)

where Pe is the electron pressure. If we assume that time variations are so fast that
no significant heat exchange can take place, then the process can be considered as
adiabatic, so that the pressure-density relationships are

Pe = Cnγe (1.125)
Pe = nekBTe

where Te is the electron temperature while ions, being much heavier, are taken as
‘frozen’. The electron density is ne = n0 + n1, where n1 is the perturbation and n0 the
equilibrium electron density. C is a constant while γ = (f + 2)/f , where f denotes the
number of degrees of freedom of the physical problem. Contrastingly, when temporal
variations are so slow that the plasma has sufficient time to redistribute energy, we have
the isothermal case, and the pressure-density relationships are
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Te = C (1.126)
Pe = nekBTe

where C is a constant. Using both relations in 1.125 we see that

∇Pe = γCnγ−1
e ∇ne = γkBTe∇ne (1.127)

If no assumption is made on the plasma evolution timescales, the index γ can be
regarded as a polytropic index, describing not only the adiabatic case, but also the
isobaric γ = 0, the isothermal γ = 1 and the isometric γ = ∞, cases. The electron
temperature can be expanded as Te = T0 + T1, thus the linearized (first order) moment
equation 1.124 can be written as

∂v1

∂t
= −eE

me

− γkBTe
n0me

∇n1 = −eE
me

− β2

n0

∇n1 (1.128)

where β2 = γkBT0
me

is a parameter proportional (the proportionality constant depends
on the model used to describe the process) to the square of the thermal speed of the
electrons. In the following we will use the linearized continuity equation (first order
approximation)

∂n1

∂t
+ n0∇ · v1 = 0 (1.129)

Combining the time derivative of (1.129) and the divergence of equation (1.128) we
obtain a relation for the electron density

∂2n1

∂t2
− e

m
∇ · E− γkBTe

me

∇2n1 = 0 (1.130)

which, using (1.3) becomes

∂2n1

∂t2
+ ω2

pn1 − β2∇2n1 = 0 (1.131)

Supposing that the density perturbation has the form n1 = g(x)eiky−iωt, we have

∂2g(x)

∂x2
= g(x)

(
k2 +

ω2
p − ω2

β2

)
(1.132)

and choosing a vanishing solution, we obtain the electron density perturbation (for
x > 0)

n1 = Ae−qtxeiky−iωt (1.133)
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where A is a constant and qt =
(
k2 +

ω2
p−ω2

β2

)1/2

.
Substituting (1.128) in (1.10), and using (1.3) we obtain

∇(∇ · E)−∇2E = − 1

c2

[
−e4πn0

(
−eE
me

− γkBTe
n0me

∇(∇ · E)

−e4π

)]
(1.134)

− 1

c2

∂2E

∂t2

From (1.133) we get

∇(∇ · E) = −e4π(−qtx̂+ ikŷ)Ae−qtxeiky−iωt (1.135)

Substituting (1.135) into (1.134) we find

∇2E =
ω2
p

c2
E − e4π(−qtx̂+ ikŷ)Ae−qtxeiky−iωt(1− β2/c2)− ω2

c2
E

If we express the electric field as E = h(x)eiky−iωt, then we obtain

∂2h(x)

∂x2
= h(x)

(
k2 +

ω2
p − ω2

c2

)
− e4π(−qtx̂+ ikŷ)Ae−qtx(1− β2/c2) (1.136)

which gives the solution

h(x) = E0e
−qpx − e4π1− β2/c2

q2
t − q2

p

(−qtx̂+ ikŷ)Ae−qtx (1.137)

where E0 = E0xx̂+E0yŷ and E0x,y are constants. So finally the electric field inside the
plasma is given by

Epx =

[
E0xe

−qpx + e4π
1− β2/c2

q2
t − q2

p

qtAe
−qtx

]
eiky−iωt (1.138)

Epy =

[
E0ye

−qpx − e4π1− β2/c2

q2
t − q2

p

ikAe−qtx
]
eiky−iωt. (1.139)

This is the same expression as that obtained in [73]. Using (1.2) we can calculate the
expression of the magnetic field Bz inside the plasma

Bpz =
c

iω

[
(−qpE0y − ikE0x) e

−qpx − e4π1− β2/c2

q2
t − q2

p

(−qtik + ikqt)Ae
−qtx

]
eiky−iωt

=
c

iω
(−qpE0y − ikE0x) e

−qpxeiky−iωt (1.140)

The relation linking E0y and E0x can be found using (1.8):
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∇ · (E) = −e4πAe−qtxeiky−iωt (1.141)[
(−qpE0x + ikE0y)e

−qpx + (k2 − q2
t )e4π

1− β2/c2

q2
t − q2

p

Ae−qtx
]
eiky−iωt (1.142)

so that applying again the definition of qp =

√
k2 +

ω2
p−ω2

c2
and qt =

√
k2 +

ω2
p−ω2

β2 , we
get

(−qpE0x + ikE0y)e
−qpx − e4πAe−qtx = −e4πAe−qtx (1.143)

and finally we have

E0x =
ik

qp
E0y (1.144)

Using this expression we can rewrite (1.140) as

Bpz =
c

iωqp
(k2 − q2

p)E0ye
−qpx + cc (1.145)

= − c

kω
(k2 − q2

p)E0xe
−qpx + cc (1.146)

We can now apply the continuity relationships of the fields Bz and Ey inside and
outside the plasma, where the fields outside the plasma have the same expression seen
in the previous section which we rewrite here

Bv = Bz ẑe
qvxeiky−iωt (1.147)

Ev = Evxx̂e
qvxeiky−iωt + Evyŷe

qvxeiky−iωt (1.148)

The magnetic field Bz has to be continuous at x = 0, then using (1.109) and (1.146)
we get

Evy(x = 0) =
cqv
iω
Bv(x = 0) =

cqv
iω
Bpz

= − c
2

ω2

qv
qp

ω2 − ω2
p

c2
E0ye

iky−iωt

= −
ω2 − ω2

p

ω2

qv
qp
E0ye

iky−iωt (1.149)

Using the continuity of Ey at x = 0 and combining relations (1.139) and (1.149) we
obtain
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Epy(x = 0) =

[
E0y − e4π

1− β2/c2

q2
t − q2

p

ikA

]
eiky−iωt = Evy(x = 0)

E0y

ik

(
1 +

ω2 − ω2
p

ω2

qv
qp

)
=

β2

ω2
p − ω2

e4πA (1.150)

Thus from (1.150) , (1.144) it is possible to express the fields inside the plasma as

Epy = E0y

[
e−qpx −

(
1 + εp

qv
qp

)
e−qtx

]
eiky−iωt + cc. (1.151)

Epx = E0y

[
ik

qp
e−qpx +

(
1 + εp

qv
qp

)
qt
ik
e−qtx

]
eiky−iωt + cc. (1.152)

and outside the plasma as

Evy = −E0y

(
1−

ω2
p

ω2

)
qv
qp
eqvxeiky−iωt = −E0yεp

qv
qp
eqvxeiky−iωt + cc. (1.153)

Evx = −E0y
ik

qv

(
1−

ω2
p

ω2

)
qv
qp
eqvxeiky−iωt = E0y

ikεp
qp

eqvxeiky−iωt + cc. (1.154)

where we applied relationships (1.109) and (1.106). We can now derive a dispersion
relation by adding a boundary condition. We suppose that the electrons are reflected
at the plasma vacuum interface as is found when a charge separation field is generated
(Debye sheath) by the hot electrons accelerated toward the vacuum.

The components of the velocity v1 are obtained from (1.128) and (1.133):

v1x =
eEpx
iωme

− qtβ
2

iωn0

Ae−qtxeiky−iωt + cc (1.155)

v1y =
eEpy
iωme

+
kβ2

ωn0

Ae−qtxeiky−iωt + cc (1.156)

and the linearized current will be j = −en0v1. From (1.155) and using the condition
v1 = 0 at x = 0, we have

0 =
eEpx(x = 0)

iωme

− qtβ
2

iωn0

A (1.157)

In order to perform substitutions in the latter equation we will use the relation

E0y

(
1 +

ω2 − ω2
p

ω2

qv
qp

)
ω2
p − ω2

e4πik
= β2A (1.158)

obtained by manipulating equations (1.150), and (1.161) for the expression of Epx at
x = 0. Thus substituting into (1.157) we obtain
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0 =
e

me

E0y

[
ik

qp
+

(
1 + εp

qv
qp

)
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This is the same dispersion relation as obtained in ref.[73] for a surface wave, with the
same boundary conditions described above.

Using (1.159) and (1.144) we can reformulate the electric field and the electron
density as follows
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and substituting these relations into (1.155) the electron velocities become
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We can verify that in the limit of low electron temperature which corresponds to
β � c, we have qt → ∞ and we find the same results as from the cold plasma model.
We observe that the electron density in this limit becomes a δD-like function (where D
stands for Dirac) which is related to the discontinuity in the electric field component
Ex.
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The wave vector of the surface wave k given by (1.159) as a function of the electron
thermal velocity is plotted in fig.1.2.

Figure 1.2: Plot of the wave vector of the surface wave as a function of the parameter
β = (kBT0/me)

1/2 for ne = 25nc.

The wave vector decreases for increasing values of the electron thermal velocity,
nevertheless we notice that the temperature causes little modification of the wave vector
k in the range of non-relativistic thermal velocities, i.e. β/c � 1, which is also the
limit of our model. Moreover, in the relativistic case other effects would come into play
and eventually modify the dispersion relation: for example the dielectric constant εp of
the plasma would be modified as discussed in section 1.2. However, if we consider the
dispersion relation of equation (1.112) but using the relativistic dielectric factor from
(1.30), then expanding k as done in (1.114) we find kc

ω
≈ 1 + γ ω

2

ω2
p
. Thus the relativistic

correction would have the opposite effect with respect to the temperature correction,
as k increases with the electron velocity, and the two effects may eventually balance.
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Chapter 2

Resonant excitation of a Surface
Plasma Wave (SPW)

Electron surface waves were first observed (Wood, 1902) experimentally as an anomaly
in the diffraction of a continuous light source from a metal grating: in the diffracted
spectrum dark lines corresponding to certain wavelengths appeared, which were later
explained (Fano, 1941) in terms of the excitation of a surface wave sustained by the
grating.

Similarly to the metal grating case, a surface plasma wave (SPW) can be resonantly
excited by a laser pulse at the vacuum-plasma interface of an over-dense plasma, if the
correct matching conditions are provided. In fact, in section 1.6.2, we have described
analytically the properties of a surface wave propagating at the interface of an overdense
(ωp > ωlaser) plasma and observed that the same description can be applied to a Drude
metal.

Considering the same geometry as used in sec.1.6.2, the phase matching conditions
for a laser having frequency ω0 and wave vector modulus k0 are ω0 = ω and k0 sin θ = k,
where θ is the laser angle of incidence. The wave vector k and frequency ω of the
SPW are related by the dispersion relation (1.159) which in the case of low electron
temperature vth/c � 1, as is our case at the beginning of the interaction, reduces
to equation (1.112). As the phase velocity of the surface wave is lower than c, we
have to consider a target having a periodic modulation at the surface such that k =
k0(sin θ + nλ0/am) in order to preserve momentum and obtain phase matching, where
am is the periodicity of the modulation and n is an integer.

SPWs propagate along the plasma-vacuum interface and are characterized by a local-
ized, high frequency, resonant electric field. The resonance condition can be obtained,
in terms of plasma and laser parameters, combining the phase matching conditions
with the surface wave dispersion. For the order n = 1 in the matching conditions, the
resonance is given by the relation

sin(θ) + λ0/am =
√

(1− ne/nc)/(2− ne/nc) ' 1 +
1

2

nc
ne

(2.1)

where nc = 1.1 × 1021cm−3λ−2
0 µm2. The last equality is valid for ne/nc � 1, which is

the case for a highly overdense plasma, such as the plasma generated by a laser pulse
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interacting with a solid target [43, 44]. The latter condition corresponds to the EM
limit of the surface wave, in the analytical description of sec. 1.6.3.

In the following we present two-dimensional particle-in-cell (PIC) simulations where
the plasma surface is initially pre-formed so that the SPW excitation conditions are
fulfilled. This work was performed using HPC resources from GENCI-CCRT (Grant
2011-t2012056851). The PIC method is particularly suitable for the simulation of
plasma dynamics when a kinetic description is necessary, as is the case for high inten-
sity laser-plasma interaction. In this scheme the individual particles in a Lagrangian
frame are tracked in continuous phase space, while moments of the distribution such
as densities and currents are computed simultaneously on Eulerian (stationary) mesh
points. The reduction to 2D permits correct description of the geometry of our specific
case while limiting the computational cost. For a general description of PIC codes, see
the appendix .1.

As seen in section 1.6, SPWs propagate along the plasma-vacuum interface and are
characterized by a very localized electric field. In [77] it was found that the field of
the surface wave is higher than the laser incident field and laser absorption increases
dramatically (compared with a flat target) when a SPW is excited on a pre-structured
plasma.

We wish here to investigate local field amplification and laser absorption via SPW
excitation in the transition from the non-relativistic to the relativistic regime, observing
the laser overdense plasma coupling via surface plasma waves over a wide range of pulse
intensities (from Iλ2

0 = 1015 to Iλ2
0 = 1020W cm−2µm2). We will investigate the role

of the electron density on the coupling efficiency by increasing the electron density
from 25nc to 100nc and examine the effect of the modulation depth, by decreasing the
amplitude (from the maximum to the minimum) of the surface modulation from d = λ0

to d = λ0/5. Finally we will study the effect of the target thickness, passing from a
semi-infinite target to a laminar target.

The two-dimensional PIC simulations are performed by using the code EMI2D [88].
In figure 2.1 is shown a general scheme of our simulations.The incoming laser beam is p-
polarized (the only possible polarization for surface plasma wave excitation [12, 72]) so
that the laser electric field is in the (x, y) simulation plane. The latter is characterized
by a temporal Gaussian shape of total length 400ω−1

0 and full width at half maximum
(FWHM) corresponding to ' 56 ( λ0

µm
) fs.

In the simulations the box size is 6λ0 along the y direction and 46λ0/76λ0 along
the x direction for the semi-infinite and laminar target respectively. The plasma is
initially described by a Maxwellian distribution with electron temperature Te = 1keV 1

(thermal velocity vth = 0.044c) and ion temperature Ti = Te/10 (here mi/me = 1836,
where mi and me are the ion and electron mass). The charge of the ions was Z = 1.
The laser enters the simulation box at the left side and there is a vacuum length of
38λ0 in front of the target which allows spatial expansion of particles, minimizing edge

1This value of the initial electron temperature is commonly used in PIC simulations [7, 79] of laser-
plasma interaction for the range of laser intensities examined in this work. It can be considered as a
good compromise between the temperature estimated experimentally (∼ 0.5keV) [30] and the need to
avoid very small values of λD in the code, which would entail heavier computational requirements (see
also appendix .1).
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Figure 2.1: General scheme of the simulation set-up where θ is the laser angle of inci-
dence, k indicates the SPW wave vector, k0 is the laser wave vector, am is the grating
periodicity and d is the grating depth. Lengths are expressed in units of k−1

0 .

effects. The particle boundary conditions are periodic in the y direction and the fast
electrons reaching the right side of the box are cooled in a buffer or reflected for the
semi-infinite and laminar targets respectively. The grid size2 used was 4x ≈ 5λD and
4y ≈ 4λD (therefore it depends on the initial plasma density taken in the simulation),
where λD = vth/ωp is the Debye length, in order to resolve correctly lengths below the
plasma skin depth λp = c/ωp. The time interval used was 4t ≈ 4y/c, and the number
of particles2 per cell was NP = 100.

In the simulations lengths and time are normalized respectively to the inverse of the laser
wave vector k−1

0 and the inverse of the laser frequency ω−1
0 . The electric and magnetic

fields are normalized to E0 = B0 = mecω/e. If λ0 = 1µm, E0 = 3 × 1010V cm−1 and
B0 = 107 MG.

In order to underline the computational requirements associated with these simu-
lations, we have to consider that, for the typical size 6λ0 × 8λ0 of the plasma target
which will be considered and the typical density ne = 25nc, we have a total of ∼ 106

plasma points. This means that the total number of particles is ∼ 108. The code was
parallelized (see appendix .1) in order to treat such a large number of particles and
grid points, and for most of the simulations 32 processors were used. The total CPU
time necessary to complete a simulation, which has a typical duration of 1000ω−1

0 , is
∼ 600H.

2The accuracy and stability of the code for this grid size and number of particles has been validated
by test simulations as explained in appendix .2.
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2.1 Laser-plasma coupling via SPW

In the present section we will consider the case of the semi-infinite target as the reference
case for the SPW field and laser absorption. In the simulations electrons reaching
the right end of the plasma are cooled and re-enter the plasma at thermal velocity
(defined since the beginning of the simulation) as if there was an infinite plasma at
thermodynamic equilibrium adjacent to the zone where hot electrons are generated
and travel. This choice is motivated by the fact that, as we will see in section 4.3,
in the laminar target we observe electron recirculation inside the target which has
an important influence on absorption and field amplification and we want to separate
this effect, which depends on target thickness, from the study of SPW excitation. The
dependence of local field amplification and absorption on target thickness will be treated
in section 2.5. We will initially take an angle of incidence of θ = 30o, a plasma density
ne = 25nc and a modulation periodicity am = 2λ0 which fulfill the phase matching
conditions for SPW excitation. We notice that we are considering a plasma which is
strongly overdense but whose electron density is lower than the electron density obtained
in the interaction of a laser pulse of intensity Iλ2

0 > 1015W cm−2µm2 with solid targets.
For example, in Al foils the maximum electron density can reach 600nc when the target
is fully ionised. Nevertheless, as we will show in section 2.2, the laser-plasma coupling
shows a weak dependence on density for strongly overdense plasmas (ne ≥ 25nc), thus
we can extend our simulation results to the case of solid density targets and avoid high
density simulations that would be computationally demanding. The plasma occupies
the right half-space for an extension of about 8λ0 with the tips of the modulated surface
located at x = 240k−1

0 and the laser pulse peak impinges onto the modulated surface
at tpeak = 440ω−1

0 . The modulation depth (from the maximum to the minimum) was
equal to λ0. In order to compare the effects of the SPW excitation with a standard
target most of the simulations were complemented with simulations having the same
characteristics but a flat plasma-vacuum interface.

2.1.1 Local field amplification

For the physical parameters considered in the simulation, the surface wave excited via
laser-grating coupling is such that the x-component of the electric field is larger, on the
vacuum side, by roughly a factor of (ne/nc)

1/2 than the y-component, which corresponds
to the analytical result found in section 1.6.3. Therefore we consider the x component
of the electric field at the plasma surface as the reference field for the surface wave
amplitude, and we will label it as Esw.

In figure 2.2, Esw is shown at tEmax = 460ω−1
0 , i.e. at the time when it reaches the

maximum value in the PIC simulation having laser intensity Iλ2
0 = 1016W cm−2µm2,

and after half laser period. The SPW field structure is localized at the modulated
surface and propagates along the ŷ direction with the expected value for the k vector
that is k ' k0 = 2k0 sin 30◦, as visible in the figure, and verified by considering the
spatial Fourier transform of the field. The oscillation frequency is ω = ω0, as we can
observe comparing the two pictures which are taken with a time delay of half a laser
period, in agreement with the resonant excitation conditions of the SPW. The same
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Figure 2.2: x component of the SPW field and the exciting laser field in the xy plane
(in each figure, the vacuum is on the left and the plasma on the right, the modulated
surface being at x = 240k−1

0 ), at its maximum amplitude (tEmax = 460ω−1
0 ) and after

half period (t = 463ω−1
0 ). The SPW is excited at the plasma surface by a pulse of

intensity Iλ2
0 = 1016W cm−2µm2. The field is in units of E0 and the lengths are in

units of k−1
0 .

features of the field are observed on the plasma surface as we vary the laser intensity
from Iλ2

0 = 1015W cm−2µm2 to Iλ2
0 = 1020W cm−2µm2; only the time for which a

maximum of the field is observed, tEmax, varies, ranging between 450− 520ω−1
0 . The x

component of the SPW field is found to be more intense than the corresponding com-
ponent of the laser field ELx = EL sin θ: we can express this field amplification defining
an amplification factor η = Esw/ELx. The value of the amplification factor depends on
the laser pulse field, as shown in fig. 2.3, where η is plotted as a function of the laser
parameter a0. It ranges from a maximum value of 7.3 for Iλ2

0 = 1015W cm−2µm2 to
a minimum value of 3.2 for Iλ2

0 = 1018W cm−2µm2. The parameter η then rises again
for increasing intensity above the relativistic limit, reaching a saturation value of ∼ 5
at Iλ2

0 = 7× 1019W cm−2µm2.
In general the saturation value of η should depend on the rate at which the SPW

transfers its energy to particles, via Landau damping or particle acceleration, or to fields,
e.g. by re-emitting electromagnetic radiation. If the effective damping rate resulting
from such processes is high enough, a steady state in which η remains constant is reached
during the laser pulse. We can infer that at the transition from the non-relativistic to the
relativistic limit (a0 ∼ 1 corresponding to Iλ2

0 = 1018W cm−2µm2) the typical damping
time becomes comparable to the SPW growth time as the surface wave shows a minimal
amplification: the wave does not grow further as its energy is immediately transfered
to particles or fields. This is consistent with the results for absorption presented in
the following section (see fig.2.4), where laser absorption at the point a0 ∼ 1 increases
significantly compared to the case at lower intensity. In the lower intensity cases η
is larger, presumably because the wave is damped more slowly by the electrons. This
hypothesis is confirmed by the fact that, in those simulations, the SPW and the related
electron heating are observed to last much longer, after the laser is over, than for higher
intensities, for which the SPW wave quickly vanishes after the laser pulse.
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Figure 2.3: Plot of the amplification factor η = Esw/ELx as a function of the laser
parameter a0, where Esw is the component of the SPW electric field along the x-
direction and ELx is the laser one.

We have shown in this section that SPWs can be excited in a large range of laser
intensity ranging from Iλ2

0 = 1015 to Iλ2
0 = 1020W cm−2µm2 when the matching condi-

tion of the resonance excitation is fulfilled. In the next section we will examine the laser
absorption induced by the wave excitation for the same laser pulse intensity range.

2.1.2 Enhanced absorption via SPW

The laser absorption at the end of the simulation (tend = 1000ω−1
0 ) is plotted in picture

2.4 as a function of the laser parameter a0 = EL/E0 = eEL/mecω0. The latter is
calculated considering the ratio between the reflected laser energy and the incoming
one such that the absorption fraction is given by 1− EreflectedEincident

. The case where the SPW
is excited is in dark gray in contrast with the case where no SPW is present (case of
a flat plasma surface) in light gray, for different laser intensities. In the simulations
where the surface wave is present we observe an enhanced laser absorption, up to 77%
for Iλ2

0 > 1019W cm−2µm2 while it is only 40% for the case of a flat target. We observe
that the absorption abruptly changes its slope at Iλ2

0 > 1017W cm−2µm2, for both
cases.

We first discuss briefly the results of the case of a flat surface. The drop of absorption
with increasing the laser intensity from a0 � 1 to a0 = 1, observed in fig 2.4, can be
associated with the fact that the ponderomotive pressure of the laser on the plasma
locally steepens the electron density. The steepening may induce a decrease of the
absorption related to mechanisms involving the presence of a density gradient, such as
resonance absorption, discussed in section 1.4.1. This is also consistent with refs.[52, 54]
where it was found that, for a given initial value of Ln/λ0, where L−1

n = (1/n)dn/dx
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Figure 2.4: Plot of the laser absorption ratio as a function of the laser parameter
a0 = eEL/mecω = 0.86

√
Iλ2

0/(1018W cm−2µm2): in dark gray filled circle the laser
absorption ratio in the case where the surface plasma wave is excited, in light gray
filled diamond the laser absorption ratio in the case of a flat interface.

is the typical scale of density variation, the absorption would increase with increasing
laser intensity, and for a given intensity the absorption would decrease as Ln/λ0 becomes
smaller. At higher intensities, as a0 increases from 1 to 6, the absorption increases and
reaches 40%. This is not surprising since at high field intensity the dominant absorption
mechanisms, vacuum heating and ~J × ~B heating, which do not require a large density
gradient scale length (discussed in section 1.4.2 and 1.4.3), become more efficient.

Let us now look at the case where the SPW is excited. In this case an important
parameter is the evanescence length of the SPW inside the plasma and at the vacuum
side. The value of the evanescence length LE,pl = 1/qp corresponding to the SPW
field extension inside the plasma can be easily determined in the high density and
low temperature limit in terms of basic parameters by using eq.(1.102). From the
SPW dispersion relation up to the second order in ωp/ω0 in eq.(1.113), we obtain
LE,pl ∼ c/

√
2ωpe. For the vacuum side we have LE,v = 1/qv ∼ λ0. Another important

quantity is the excursion length of the electron in the field: we define here this excursion
length as Λosc ≡ vosc/ω0 where vosc = posc/meγosc is the electron oscillation velocity in
the SPW field with γosc = (1 + p2

osc/m
2
ec

2)1/2 and the momentum is posc = eEsw/ω0.
LE,pl is the typical depth inside the plasma at which an electron can still feel the effect
of the SPW field: if the electron excursion length perpendicular to the surface, Λosc, is
larger, it does not feel the fields anymore and it is lost in the bulk, absorbing energy
"non adiabatically" from the wave. In the opposite limit if Λosc << LE,pl, the particle
oscillates many times back and fort following the field oscillations before the average
drift motion due to the ponderomotive force pushes the electrons inside the bulk. Since
the surface wave is evanescent also at the vacuum side, the same reasoning can be
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performed for the electrons accelerated by the localized surface wave field towards
vacuum. However theese particles will feel the effect of the restoring force due to the
charge imbalance generated by the ions that move on much longer time scales, so that
eventually they will be pulled back into the plasma as well. Thus SPW excitation
can enhance laser absorption both by increasing the field intensity at the surface, which
results in an higher Λosc, and providing localized fields which gives a ponderomotive
contribution to electron acceleration. The typical electric field envelope of the SPW,
perpendicular to the surface, is schematically represented in fig.2.5 (red line) and it is
compared with the case (blue line) where only the laser field is present (without SPW
excitation).

Figure 2.5: Plot of the SPW field envelope (red) and laser field when the SPW is not
excited (blue). Note that for the laser field the evanescence length inside the plasma is
c/ωp.
.

For low laser intensity Iλ2
0 ∼ 1016W cm−2µm2 and ne/nc = 25 we have Λosc =.

LE,pl, thus fewer electrons will be adiabatically accelerated into the plasma by vacuum
heating and/or the J×B mechanism but many electrons can still be accelerated outside
and into the plasma via the ponderomotive force associated with the surface wave
fields. However in this regime the radiation pressure is low and plasma expansion
allows the creation of a density gradient at the target surface: in this case resonance
absorption may become very important. Indeed we observe that the main absorption
mechanism at the lowest intensities is resonant absorption even in the case of the
modulated surface, where the surface wave is excited. As the intensity increases, this
mechanism remains efficient until the ponderomotive pressure associated with the field
at the surface steepens the density profile sufficiently.

To support our argument regarding the steepness of the density gradient for the two
intensity regimes and its relation with the importance of resonant absorption at low laser
intensities compared to the other mechanisms, we reproduce in figure 2.6 the density
profile for two laser intensities, Iλ2

0 = 1016W cm−2µm2 and Iλ2
0 = 1019W cm−2µm2,

representing the low intensity and relativistic regimes respectively. For the low intensity
case the density gradient before reaching the critical density is about λ0 and it is
constant in time while for the high intensity one the gradient steepens during the
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Figure 2.6: Plot of the density gradient in the direction of the surface normal at
y = 2λ0 for three different times t = 400(blue), 460(green), 500(red)ω−1

0 , for Iλ2
0 ∼

1016W cm−2µm2 (left) and Iλ2
0 ∼ 1019W cm−2µm2 (right).

laser-plasma interaction, and the scale length rapidly becomes lower than 0.2λ0. This
confirms what was said above, i.e. in the low intensity regimes electrons gain energy
via resonance absorption in the density gradient while for relativistic pulse intensities
the electron excursion length is such that resonance absorption in the gradient is not
possible any more and electrons gain energy via vacuum or J ×B heating.

In fact, both in the flat surface case and in the case where we excite SPW, we ob-
serve in fig.2.4 that absorption initially decreases for increasing laser intensity, but then
it starts growing at a given value of a0 which corresponds to the point where vacuum
heating becomes efficient replacing resonance absorption. Comparing the SPW and flat
interface curve in fig.2.4 we observe however that the value of a0 for which we have
the transition between the two absorption mechanisms is not the same in the case of
the flat surface (a0 = 0.86) and in the case of modulated surface with SPW excitation
(a0 = 0.272): the value a0 is smaller when the SPW is excited. This fact is consistent
with the field amplification as the surface wave excited via laser-grating coupling has
a perpendicular field component that can be quite larger than the corresponding com-
ponent of the laser field, which gives an higher Λosc. However field amplification is not
sufficient to explain the differences between the two curves since, for example, the flat
surface case for a0 = 2.72 has an absorption value which is much lower than the value
at a0 = 0.86 for the resonant case, where the amplification changes the effective field
strength parameter into a0′ = η0.86 = 2.75. In fact, the spatial form of the SPW field,
which is very localized, also plays a role in the enhancement of absorption, providing a
ponderomotive contribution to electron acceleration, as previously mentioned.

For relativistic values such that Iλ2
0 & 1018W cm−2µm2, Λosc increases up to its

maximum value ∼ 0.16λ0 thus it becomes comparable to or larger than LE,p and a
larger number of electrons are accelerated into the plasma. In this regime, vacuum
heating enhanced by the presence of the field of the surface wave sets in, while resonance
absorption in the density gradient is reduced.
We also observe (fig.2.4) that, increasing the laser intensity above Iλ2

0 = 1019W cm−2µm2

(a0 = 2.72) the absorption tends to saturate. This can be explained in terms of the
gradient steepening which becomes pronounced for rising laser intensities, affecting
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the absorption mechanisms. In fig.2.6 we observed a gradient scale-length lower than
∼ 0.2λ0 at t = 500ω−1

0 for Iλ2
0 = 1019W cm−2µm2. In fact the vacuum heating has

a dependence on the electron density gradient, as we discussed in section 1.4.2 (see
also [19, 20]), because the latter determines the penetration of the laser field inside the
plasma. Thus also the ’enhanced vacuum heating’ via SPW could be affected by the
profile steepening caused by laser pressure at the surface, as fewer and fewer electrons
can be adiabatically accelerated into the plasma, so that the reduced scale-length of
the density gradient and SPW field increase may balance and the absorption saturates.
However other mechanisms that contribute to absorption are affected by the density
value. Particularly, as described in section 1.4.3, at very high laser intensity there is
a second order contribution to absorption due to J × B which may be non negligible.
Also the absorption efficiency of J ×B decreases for increasing electron density, which
contributes to explain the saturation observed in fig.2.4 at high laser intensities.

Moreover we shall consider other effects which may be important at high laser
intensities. One is the effect of the strong, quasi-static, magnetic field (along −ẑ)
observed at the target surface, which will be examined in chapter 3: in fact the Larmor
radius of the most energetic particles, calculated by the relativistic expression RL =
λ0γ/(Bz2π) is of the same order as the scale length of the magnetic field, which would
eventually confine particles at the surface. Another mechanism which may be considered
for very large SPW amplitude, is wave breaking [78], which would add further electron
heating in the direction of propagation of the SPW.

Finally the SPW excitation induces a large increase of the absorption. We can iden-
tify two regimes depending on the laser intensity: in the low intensity regime, resonant
absorption take place while in the high intensity regime enhanced vacuum heating via
SPW becomes dominant. In the next section we will investigate the dependence of SPW
amplification and laser absorption on plasma density as it is a parameter which can give
further indications about the dominant absorption mechanisms.

2.2 Effect of density variation

We will now investigate the effect of the density variation on SPW excitation and laser-
plasma coupling. The target parameters considered will be the same as those used in
section 2.1, particularly we recall that the target is semi-infinite. In the following the
electron density is varied from 25 to 100nc keeping the matching conditions for resonant
excitation of the SPW. It should be noted that, as long as ne � nc, further increasing
ne does not change drastically the matching conditions which were defined in eq. (2.1).
This is interesting from an experimental point of view as it is difficult to control the
electron plasma density precisely in laser-solid interaction experiments.

In table 2.1 we report the laser absorption and η as functions of the laser intensity for
two electron densities: 25 and 100nc. We also performed simulations for intermediate
density values (50nc and 75nc) but we found that the density variation was not strong
enough to cause significant modifications in the observed parameters, which are found
to be weakly dependent on density in this range (strongly overdense plasmas).

We can note that increasing the electron density does not significantly change the
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Table 2.1: Absorption and SPW field amplification factor, η, as a function of the laser
intensity and the electron plasma density.

Iλ2
0 ne/nc η Absorption

(W cm−2µm2)

1016 25 4.6 54%
1016 100 4.9 44%

1018 25 3.3 62%
1018 100 3.5 59%

1019 25 4.2 75%
1019 100 4.8 64%

efficiency of the laser-SPW coupling and the value of η is slightly increased from ne =
25nc to ne = 100nc. We observe that the increased field amplification corresponds to a
reduced absorption, which confirms what was said in the previous section (2.1.2) about
the damping of the SPW. However, it is important to underline that even if we have a
decrease of the absorption at 100nc, the value is nevertheless higher than that obtained
at lower density when no SPW is excited: increasing the electron density only slightly
affects the absorption enhancement.

The decrease of the absorption is consistent with the dependence on electron density
of the fraction of laser energy absorbed via vaccuum heating, mentionned in section
1.4.2. In fact, as discussed in reference [10], the efficiency of the vacuum heating
mecanism is reduced when the plasma density is increased.

However especially at the highest intensities the laser absorption is still very large
and this is consistent with the idea that, for a0 & 1, the effects of vacuum heating
mechanism are enhanced by the SPW local field amplification, so that laser plasma
coupling is dramatically improved compared to the case of a flat interface. Hence SPW
excitation may sustain large values of absorption also in high density regimes where
basic collisionless mechanisms become less efficient.

2.3 Incidence angles out of resonance

In order to separate the role of the target shape from the effective contribution due
to the resonant excitation of a SPW, laser interaction with gratings out of resonance
may be studied. This can be done either by varying the grating periodicity, keeping the
laser incidence constant, or by varying the laser incidence keeping the grating periodicity
constant. We have preferred this last choice as it is the one commonly encountered in
experiments [35]. In this section we will examine the case of two different laser angle

45



of incidences: 20◦ and 10◦. For these two values3, keeping the same surface target as
the one used previously to match the 30◦ incident pulse (grating periodicity am = 2λ0

and modulation depth d = λ0) the phase matching condition for SPW excitation is not
fulfilled. We will again consider a semi-infinite target with electron density ne = 25nc.

Figure 2.7: Scheme of the angular directions of the laser pulse vector k0 (orange) and
tangents to the modulation surface (red) for two modulation depth values, d = λ0 (blue
line) and d = λ0 (green line) when the periodicity is am = 2λ0. The purple lines are
perpendicular to the red ones. Solid red/purple lines are associated with the lower part
of the tip while dotted lines correspond to the upper part.

Let us first analyze the results obtained for Iλ2
0 = 1016W cm−2µm2. We found an

absorption of 60% and 68% for the case of 20◦ and 10◦ incidence respectively which is
higher than the resonant case (54% at 30◦ incidence). Thus the absorption is increased
when the pulse angle of incidenceis decreased, approaching the normal incidence, even
if the surface wave is not excited. Fourier transforms of the field in the (x,y) space
confirm, for both 10◦ and 20◦, the absence of surface wave excitation.
This apparently contradictory result is related to the presence of resonant absorption
in the density gradient. At this low intensity the laser pressure is weak, allowing some
plasma expansion so that the excursion length Λosc is much smaller than the gradient
scale length (Λosc ≈ 0.03λ0 for Iλ2

0 = 1016W cm−2µm2 as discussed in section 2.1.2)
and the gradient density length is about λ0. As seen in section 1.4.1 the absorption
in this case is proportional to sin2 θ for a density gradient . λ0, where θ is the laser
angle of incidencefor a plane target. In presence of a modulation, we have to consider
the angle between the wave vector and the surface normal, which changes along the

3In this study angles larger then 30◦ are not reported because in this case, owing to the modulation
depth considered, the upper part of the modulation partially shades the lower one from the laser pulse
and the coupling is not the same on the two sides of each modulation tips. This can be seen on fig.2.7
where the laser wave vector and the tangent to the modulation curve are shown with the respective
angular values.
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Figure 2.8: (a) Plot of the resonant absorption as a function of the laser angle of
incidencefor different values of the gradient scale-length L = 0.01, 0.2, 0.3. We assumed
the values πc/ν = 1 in equation (1.58). b) Plot of the absorption due to vacuum heating
as a function of the angle of incidence θ, from equation (1.62). In both cases we used
θ′ = θT + θ where θT = ±60◦ in the equations, summing the result for the positive and
negative value of θT . Each curve is normalized to its maximum.

modulation. If we approximate the modulation as a saw having a slope corresponding
to the curve tangent, as shown in figure 2.7 (red line), the angle to consider for the
resonance absorption, that we will label θ′, will be θ′ = θT + θ, where θT is the angle
formed by the saw surface normal (purple line) with x̂ and θ is the angle of incidence(the
angle formed by the wave vector and x̂). In our case (modulation depth d = λ0 and
periodicity am = 2λ0) we have two values θT = ±60◦, the positive values corresponding
to the upper sides of saw (dotted blue line), the negative ones to the lower sides (solid
purple line). Thus the absorption of the periodic grating can be approximated (see
eq.1.58), as proportional to the geometric factor Gr ≈ sin2(θ + 60◦) + sin2(θ − 60◦),
which decreases from 1.5 to 1.25 for θ increasing from normal incidence to 30◦ .

In figure 2.8a a plot of laser energy absorption is shown, for resonant absorption
mechanism, which is obtained as a function of the laser angle of incidence, using
equation (1.58) for θ = θ′. We considered three values of the gradient scale length
L/λ0 = 0.3, 0.2 and 0.01. We observe that the plot confirms an increase of the absorp-
tion for laser angle of incidences decreasing from 30◦ to 10◦ for intermediate values of
the gradient scale length.

A similar argument can be applied also to vacuum heating. In fact as seen in
section 1.4.2 the absorption depends on sin3 θ and, as discussed above, θ is the angle
of incidencefor a plane target while we are observing a modulated surface, thus θ′ has
to replace θ in equation (1.62). Observing the absorption in the case of the vacuum
heating mechanism in figure 2.8b, we find that the latter always increases for decreasing
angle of incidence(for the present target shape). Thus, with these arguments we have a
roughly qualitative agreement of the observed data with theory, keeping in mind that
the models considered here for the description of the absorption mechanisms are very
simplified.

At higher laser intensity, where the resonant absorption is lower, the main absorption
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Figure 2.9: x component of the electric field in the xy plane for the non-resonant angle
of incidence θ = 10◦ (in each figure, the vacuum is on the left and the plasma on
the right, the modulated surface being at x = 240k−1

0 ), at t = 458ω−1
0 and after half

period (t = 461ω−1
0 ). The SPW is excited at the plasma surface by a pulse of intensity

Iλ2
0 = 1016W cm−2µm2. The field is in units of E0 and the lengths are in units of k−1

0 .

mechanisms are J × B and vacuum heating. For Iλ2
0 = 1019W cm−2µm2, we found an

absorption of 75% for the resonant incidence (θ = 30◦) while it is 60% and 72% for
the non-resonant incidence cases θ = 20◦ and θ = 10◦ respectively. We notice that,
in this case the absorption initially decreases when the laser incidence moves from
resonance condition to θ = 20◦. However for θ = 10◦ absorption rise again and attains
a value which is close to the one observed at the resonance. This means that for
angles approaching normal incidence the ’regular’ vacuum heating, thanks to a very
favourable geometry factor, may reach the same level of absorption as the ’enhanced’
vacuum heating resulting from SPW field amplification.

This section raises the question of the interest of SPW excitation versus pure geo-
metric effects as is observed that the grating alone may increase the absorption even
if SPW is not excited. However as it will be shown also in section 4.2.1, even in the
cases where laser absorption is quite similar (as for Iλ2

0 = 1019W cm−2µm2), the elec-
tronic emission are very different when the SPW is excited from that observed for the
non-resonant incidence. This is due to the form of the local field at the plasma-vacuum
interface. In fact, as seen if one compares fig.2.2 with fig.2.9 , when the SPW is not
excited the electric field is not spatially periodic along y any more and this causes a
drastic change in the induced electron current.

There is another parameter that has to be taken into account when considering
geometric effects: the depth of the modulation. This will be the subject of the next
section.

2.4 Effects of the modulation depth

The effects of the grating depth have been extensively studied in metal targets [12],
where this parameter is found to determine the laser absorption at resonance. Even
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if though experimental results have been reproduced numerically, using the Rayleigh
method and the extinction theorem (see [13] and references therein), a consistent phys-
ical interpretation is missing. However in the cases mentioned above, the laser intensity
is such that the target is not ionized and transformed into a plasma: the process of laser
absorption and surface wave excitation is not affected by factors such as the density
gradient or plasma expansion and the role of the modulation depth may be different.

Grating depth variation effects on electric field amplification and laser absorption
will be here analyzed for Iλ2

0 = 1016W cm−2µm2 and Iλ2
0 = 1019W cm−2µm2 represent-

ing respectively the low and high laser intensity regimes. As in the previous sections,
the target has a periodicity am = 2λ0, is semi-infinite and has an electron density
ne = 25nc.

We chose to explore the range of the sub-lambda modulation depths in order to
avoid the previously mentioned shadowing problems, which, given the periodicity of
the target and the incident angle, would occur for depths d > λ0 (from the maximum
to the minimum) for the angle of incidence θ = 30◦.

It is to be noticed here that reducing the modulation depth also modifies the angle
θT formed by the surface normal with x̂ (the surface is approximated by a ’saw’, as in
the previous section), which will approach 0◦ (see fig.2.7). Thus θ′, which is the angle
to consider for resonance absorption and vacuum heating, will approach θ, i.e. the laser
angle of incidence, and the effects of the geometry of the target will be substantially
reduced. As a consequence the absorption due to the favourable geometry of the target
should be less important and the SPW effects will be more evident even though this
would result in a decrease of the total absorption.

We will initially consider the dependence of the resonant laser-grating coupling,
corresponding to θ = 30◦, on the modulation depth and then compare with the non-
resonant angle of incidence θ = 10◦, for which we have observed the larger absorption
in section 2.3.

As shown in section 2.2, when the modulation depth is reduced from λ0 to λ0/3 and
λ0/5, keeping the laser angle of incidenceat 30◦, we observe a decrease of the absorption
in our PIC simulations, both in the low and high intensity regimes. As a consequence of
the different absorption, the surface wave may undergo a different damping as discussed
in section 2.3. For this reason we will examine in detail also the amplification factor η
associated with each value of the modulation depth (in tab.2.3) that we have considered
and compare with the absorption values.

In the low intensity regime we find that absorption goes from 54% to 36% when the
modulation depth is reduced from d = λ0 to d = λ0/3 while the amplification factor
slightly decreases, going from η = 4.6 to η = 4.1. Reducing further the modulation to
λ0/5 we obtain an absorption of 34% for Iλ2

0 = 1016W cm−2µm2, the latter being the
same value as the flat interface value for that laser intensity, and an amplification η = 4.
Thus we notice that the amplification factor is reduced for decreasing d in this regime
while in general we observe an increase of η for decreasing absorption as a consequence
of SPW damping. This result is in accordance with the analysis done in section 2.1.2,
according to which the resonant absorption is important in this regime: in fact this
mechanism is not directly responsible of the SPW damping and the absorption is not
related to the amplification factor. We may also remark that the density gradient scale
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Table 2.2: Absorption as a function of the laser intensity and the depth of the modu-
lation for ne = 25nc and θ = 30◦.

d Iλ2
0 = 1016W cm−2µm2 Iλ2

0 = 1019W cm−2µm2

λ0 54% 75%

λ0/3 36% 51%

λ0/5 34% 35%

0 34% 27%

Table 2.3: Amplification η as a function of the laser intensity and the depth of the
modulation for ne = 25nc and θ = 30◦. (Notice that, η = 2 because of the superposition
of the incident and reflected fields, for the flat target).

d η(Iλ2
0 = 1016W cm−2µm2) η(Iλ2

0 = 1019W cm−2µm2)

λ0 4.6 4.2

λ0/3 4.1 4.4

λ0/5 4 4.6

0 2 2

length for the intensity Iλ2
0 = 1016W cm−2µm2 is of the order of ∼ λ0 as shown in

fig.2.6a, that is larger than the two values d = λ0/3 and d = λ0/5 considered here.
Eventually this may affect the laser-grating coupling or decrease the relative importance
of the wave compared to gradient-related absorption mechanisms.

Also in the high intensity regime (Iλ2
0 = 1019W cm−2µm2) the absorption decreases

for increasing d, and goes from 75% to 51% when the modulation depth is reduced
from λ0 to λ0/3 while the amplification factor is slightly increased, from η = 4.2 to
η = 4.4. For d = λ0/5 the absorption is only 35%, but it remains larger than the
flat surface value, 27%, and the amplification factor grows to η = 4.6. The results for
the high intensity regime appear consistent with what was said in section 2.3 as the
decrease of the absorption, associated with the enhanced vacuum heating, corresponds
to an increase of the wave amplitude, i.e. of the factor η. Vacuum heating, which
represents the main damping mechanism, is more important in this regime as electrons
may have an excursion length large enough to escape the wave. We notice that in

50



a b

Figure 2.10: Electric field Ex for the semi-infinite target, at t = 492ω−1
0 ,Iλ2

0 =
1016W cm−2µm2 (a0 = 0.086), (a) for the modulation depth d = λ0/3 and (b) for
the modulation depth d = λ0, ne = 25nc, when SPW is excited.

this case the scale length of the gradient at the surface is smaller than the modulation
depths considered even if close to the smaller value, λ0/5. Thus for reduced modulation
depth the laser-grating coupling is such that the SPW effects are dominant over the
other mechanisms.

We shall now examine the SPW field for two different modulation depths d = λ0/3
and d = λ0 in order to study qualitatively how its distribution is modified when we
change the modulation depth.
Fig.2.10 contrasts the Ex field for d = λ0/3 and d = λ0 at Iλ2

0 = 1016W cm−2µm2.
We see the that the electric field distribution changes in the two cases: the field at the
surface, which is evanescent towards the vacuum, appears more symmetric on the two
sides of each tip when d = λ0/3 while for d = λ0 it is localized on the lower part of each
tip. It is to be noticed that the time corresponding to the maximum amplification is
different in the two modulation depths as it is reached at t = 461ω−1

0 when d = λ0 and
t = 435ω−1

0 when d = λ0/3.
Fig.2.11 contrast the Ex field for d = 1/3λ0 and d = λ0 at Iλ2

0 = 1019W cm−2µm2.
In this case we observe that the electric field near the surface is concentrated inside
the modulation dips for d = λ0, while for the target having d = λ0/3 the field is
localized outside the dips, around x = 238k−1

0 . It is to be noticed that even for Iλ2
0 =

1019W cm−2µm2 the time corresponding to the maximum amplification is different for
the two modulation depths, occurring at t = 486ω−1

0 when d = λ0 and t = 457ω−1
0 when

d = λ0/3. This means that in both cases the SPW reaches its maximum amplitude
earlier when the modulation depth is reduced.

Finally we may compare the absorption obtained for the resonant case θ = 30◦

with d = λ0/3, with those for the non-resonant case having the same target parameters
but θ = 10◦. The aim is to confirm the fact that the high values of absorption found
for non-resonant incidence when d = λ0 are simply a consequence of the favourable
target geometry and SPW effects are dominant when geometry effects are reduced.
Particularly the effects of SPW should be more evident in the high intensity range, where
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Figure 2.11: Electric field Ex for the semi-infinite target, at t = 492ω−1
0 ,Iλ2

0 =
1019W cm−2µm2 (a0 = 2.72), (a) for the modulation depth d = λ0/3 and (b) for
the modulation depth d = λ0, ne = 25nc, when SPW is excited.

the vacuum heating mechanism is dominant. For low laser intensity the absorption at
the non-resonant angle of incidence θ = 10◦ is 34% at Iλ2

0 = 1016W cm−2µm2, that is the
same value of absorption as found for the flat surface, at that laser intensity. However
this value is only slightly lower than the resonant value 36%. At Iλ2

0 = 1019W cm−2µm2

instead we found that the absorption at the non-resonant angle of incidence θ = 10◦

is 35%, which is much lower than the resonant value 51%. Thus in this case (d =
lambda0/3) we observe that the absorption is lower for angle of incidences which do
not match the resonance and the effects of the SPW excitation are clearer than the case
with d = λ0, where geometry effects and SPW excitation were mixed.

We may conclude that by decreasing the modulation depth we reduce the importance
of the target geometry and increase the importance of the resonant coupling. Decreasing
the modulation depth, we will have a general decrease in the absorption but at the same
time we will increase the difference between the case where SPW is excited and non-
resonant incidence. However, the modulation depth cannot be excessively reduced,
as we observe that for d = λ0/5 the coupling is lost at low laser intensities or much
reduced for higher intensities. In fact we have to consider also the plasma expansion,
which produces a density gradient in front of the target of the order of λ0 (see section
2.1.2) which can interfere with laser absorption via SPW excitation. This may be
confirmed by three facts: i) the coupling is lost first for lower intensities where the
density gradient is larger ii) in the literature [12], when SPWs are excited in metal
for low laser intensities, so that there is essentially no density gradient at the target
surface, the coupling is observed up to very small modulation depths (d < λ0/10) iii) the
saturation of the SPW amplitude occurs earlier when the modulation depth is reduced
and it rapidly decays, which suggests that the absorption mechanism is modified.

For the reasons exposed above we may also conclude that d = λ0/3 is a good com-
promise in order to both limit the geometry effects and preserve the coupling between
the laser and the grating.
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2.5 Effects of the target thickness
In the previous section we have studied the case of a semi-infinite target, which corre-
sponds to a simulation where electrons reaching the right end of the plasma are cooled
and re-enter the plasma at thermal velocity. We have shown that we can define the
optimum SPW excitation conditions which optimize the laser absorption in the plasma.
A large number of works where a laminar target was used [21, 27] have demonstrated
the interest of laminar targets for particles acceleration in laser-overdense plasma in-
teraction. Particularly it was observed that the emission of correlated bunches of ions
at the rear surface which has been associated with hot electrons reaching the unirradi-
ated surface. Namely, in the case of a laminar target energetic electrons entering the
target reach the rear (unirradiated) side where a Debye sheath forms immediately as
a consequence of charge separation. This sheath reflects electrons towards the front
(irradiated side) of the target where they are reflected once more from the front sheath
towards the rear and so on. The hot electron density at one side then corresponds to a
superposition of laser accelerated electrons and electrons that are re-entering the target
at intervals of twice the transit time. This mechanism is called electron re-circulation
and will be discussed further in section 4.3, where electron heating is examined.
We chose to set the laser intensity value at Iλ2

0 = 1019W cm−2µm2 as we have observed
in the previous sections that in the low intensity regime the absorption is lower, which
would make the effects of recirculation less visible and difficult to analyze.

Table 2.4: Absorption and SPW field amplification factor, η, as a function of target
thickness for resonantly modulated and flat target for Iλ2

0 = 1019W cm−2µm2, d = λ0

(res=modulated target and resonant laser incidence, flat=flat target).

target type thickness η absorption d

res 3.5λ0 3.5 85% λ0

res 3.5λ0 4.3 52% λ0/3
nres 10◦ 3.5λ0 - 39% λ0/3

flat 3.5λ0 2 28% 0

res 8λ0 4.1 74% λ0

flat 8λ0 2 27% 0

res s-inf 4.2 75% λ0

res s-inf 4.4 51% λ0/3
nres 10◦ s-inf - 35% λ0/3

flat s-inf 2 27% 0

The results are summarized in table 2.4, where the absorption and the amplification
factor are given as a function of the target thickness, for both resonantly modulated and
flat targets. We observe that the absorption is higher in the case of the thinner target,
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of thickness h = 3.5λ0, while for h = 8λ0 it has already diminished to values close
to the semi-infinite target. The amplification factor η is lowered when the thickness
of the target decreases, as a consequence of the stronger absorption which damps the
SPW. In fact electrons which are recirculating inside the target may interact with the
SPW many times during the interaction, taking further energy from the wave. This
mechanism is efficient if the interaction time and the target thickness are such that the
hot electrons have the possibility to enter the SPW field with the correct phase in order
to be efficiently accelerated [76]. This is confirmed by the fact that with increasing
target thickness the absorption rapidly decreases to the level of the semi-infinite target
where no recirculation occurs. The comparison of the resonantly modulated target with
the flat ones shows that the energy and number of hot electrons is also determinant in
order to increase the absorption via the recirculation mechanism. In fact we note that
for the flat interface, where fewer hot electrons are excited, the absorption does not
change when the thickness is reduced, staying close to the constant percentage 27% of
the semi-infinite target.

Thus the use of a thin target having a modulated surface such as to resonantly excite
a SPW may further enhance the effect of the wave on laser absorption as electrons
recirculating in the target may interact many times with the wave before it is damped.
This makes SPW excitation on thin laminar targets an attractive way to increase laser
absorption at very high laser intensities, which has interesting consequence in particles
acceleration as will be discussed in chapters 4 and 5.

2.6 Conclusion

We have defined the laser-grating matching conditions for the resonant excitation of
a surface plasma wave and demonstrated that, when the latter are satisfied, the wave
can be excited for a large range of laser intensities. Two aspects of the interaction have
been considered: the amplification of the laser field via the resonant excitation of a
surface wave and the absorption of the laser energy.

When the SPW is excited we observe a very localized electric field at the surface,
directed along the target normal, whose amplitude is larger than the corresponding
component of the laser field by a factor ranging from η = 3.2 to η = 7.2. The amplifica-
tion varies with the laser intensity and its variation can be related to the rate at which
the wave is damped by the transfer of its energy to the particles. The SPW transfers
its energy to the particles via mechanisms such as vacuum heating, which is associated
with particles oscillating in the field perpendicular to the target, or eventually wave-
breaking which is efficient for very large field amplitude and its role becomes dominant
in the high intensity regime (Iλ2

0 > 1018W cm−2µm2). Laser absorption is enhanced by
SPW excitation because of its greater field intensity and localized distribution. In fact
the laser absorption is increased in presence of a surface wave, for example it increases
from 27% when the SPW is not excited up to 75% at Iλ2 = 1019W cm−2µm2. At
the same time the wave is damped by electrons which are absorbing its energy and its
maximum amplitude may be reduced, which explains the variation of the amplification
factor with the laser intensity. These results have been published in [50].
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At low intensities a density gradient is found at the target surface which has a
scale length larger than the one found in the high intensity regime so that absorption
mechanisms associated with the density gradient scale length are more important.

The coupling of the laser pulse with the grating has been investigated for different
target parameters, such as the plasma density, the shape of the target surface and the
target thickness.

We have considered different plasma densities (from 25 to 100 times the critical den-
sity) and found that the absorption is slightly reduced, even though it always remains
higher than in the case of a flat target, where the SPW was not excited. This can
be attributed to the fact that the penetration length of the field is reduced and fewer
electrons are involved in the vacuum heating mechanism. Then we have studied the
dependence of absorption and field amplification on the target geometry, considering a
pulse impinging on a modulated target at different angle of incidences, which did not
match the resonance conditions. It has been observed that there is an important effect
associated with the angle formed by the laser field and the normal to the modulation
curve which may induce large absorption even for non-resonant incidence. Reducing
the depth of the surface modulation to values smaller than the wavelength, this effect can
be reduced and we notice a great difference in the absorption when the SPW is excited
compared to the non-resonant incidence, where laser absorption approaches the value
obtained for a flat target. We also note that the modulation depth cannot be reduced
too much as the coupling may be affected for values smaller than the gradient scale
length at the target surface.

Finally we have examined the dependence of the absorption and field amplification
on the target thickness, considering a semi-infinite target and two different laminar
targets: we find that the absorption is increased for decreasing target thickness, while
the amplitude of the SPW field is reduced. This can be attributed to electrons which are
recirculating inside the target and interact several times with the wave field, absorbing
more energy. Namely, in the case of a laminar target energetic electrons entering the
target reach the rear (unirradiated) side where a Debye sheath forms immediately as
a consequence of charge separation. The sheath reflects more electrons towards the
front (irradiated side) of the target where they are reflected again from the front sheath
towards the rear and so on. Thus for thinner targets the number of cycles that electrons
can perform before the driving field is extinguished is greater and a larger number of
electrons can perform at least one bounce.

We note that the most favourable results are obtained in the high intensity range,
which makes SPW excitation a promising method to increase the maximum energy which
can be transferred to particles at very high laser intensities.
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Chapter 3

Magnetic field generation in presence
of SPWs

The possibility of generating high magnetic fields during high power laser matter in-
teraction with solid target has attracted considerable attention during this last decade
[64, 79, 65] as it may have important consequences on the particle beams produced
during the interaction. Typically in these studies a sharp-edged overdense plasma is
created by ultra-short (τ 6 100fs) intense (Iλ2 > 1015W cm−2µm2) IR laser pulses,
that correspond to the interaction regime examined in the present work.

In this chapter we will investigate the role of the SPW on the creation of a steady
magnetic field during laser overdense plasma interaction. To this end we develop a
simple non relativistic hydrodynamic model which gives an analytic expression for the
self-generated magnetic field. Within this model, valid in the low field intensity range
where vth < vosc, we find that the SPW can induce (to the second order in the amplitude
of the SPW field) a static magnetic field in the skin depth of the overdense plasma which
has a quadratic dependence on the SPW electric field.

The magnetic field generation observed in PIC simulations will be also examined, for
a large range of laser intensities (Iλ2

0 = 1015−1020W cm−2µm2) and the characteristics
of the field in presence of a SPW will be compared to the case of a flat target. The
values of the magnetic field observed for low laser intensities and its spatial distribution
will be compared to the prediction of the hydrodynamic model.

3.1 Analytical model for magnetic field generation

In section 1.6 we have studied the propagation of a surface wave at the vacuum plasma
interface, by a simple, non-relativistic hydrodynamic derivation. We assume that the
results of these calculations are valid in order to describe the early stages of the laser-
plasma interaction, where kinetic effects are not important yet. In the model presented
in the following we will carry on the calculations in the section 1.6, where we derived
the surface wave field in the first order approximation, up to the second order. We
will initially take into account the electron temperature and then analyze the cold
plasma limit. The influence of the electron plasma density on its intensity and spatial
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distribution will be also discussed. The results of this derivation can be applied to the
case where a SPW is resonantly excited by a low intensity laser pulse, such that the
electron quiver velocity in the field of the surface wave is less than its thermal velocity.
We recall that, in the calculations, the plasma fills the half-space x > 0 while the vacuum
occupies the half-space x < 0 and the wave propagates along y (see fig.1.1). We also
recall that the point x = 0 corresponds to the point where the first order electron
velocity associated with the wave vanishes, i.e. v1 = 0 (notice that this condition
concerns only v1 and not the thermal speed).

We will start by considering the second order continuity equation

∂n2

∂t
+ n0∇ · v2 + n1∇ · v1 + v1∇ · n1 = 0 (3.1)

and the second order momentum equation

n0
∂v2

∂t
+ n0(∇ · v1)v1 + n1

∂v1

∂t
= −n0

e

mec
[cE2 + v1 ×B1] (3.2)

−β2∇n2 − β2T1

T0

∇n1 − n1
e

me

E1

where the subscript 2 refers to the second order perturbation quantities. According to
the adiabatic temperature-density relationship we have T1 = γT0(n1/n0) which means
that at this approximation order we are neglecting any thermo electric source, i.e. a
term of the form ∇n × ∇T which gives no contribution on the fast time scales of
the SPW oscillation. In fact, as the surface wave is rapidly oscillating, the electrons
in the plasma do not have enough time for thermalization, and the process can be
approximated as adiabatic for short timescales.
Substituting the expression of T1 into (3.2), the second order momentum equation
becomes

n0
∂v2

∂t
+ n0(∇ · v1)v1 + n1

∂v1

∂t
= −n0

e

mec
[cE2 + v1 ×B1] (3.3)

−β2∇n2 − β2n1

n0

∇n1 − n1
e

me

E1

Using the first order momentum equation (1.128) for v1, the latter expression can be
rewritten as

n0
∂v2

∂t
+ n0(∇ · v1)v1 = −n0

e

mec
[cE2 + v1 ×B1] (3.4)

−β2∇n2 + n1β
2∇n1 − β2n1

n0

∇n1

Then we will consider the time derivative of the second order momentum equation (3.4)
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∂2v2

∂t2
= − e

me

∂E2

∂t
− ∂

∂t

[
e

mec
v1 ×B1 + (∇ · v1)v1

]
− β2∇ ∂

∂t

n2

n0

(3.5)

+β2

(
1− 1

n0

)
∂

∂t

(
∇n1

n1

n0

)
(3.6)

and the time derivative of the second order electric field from the Maxwell-Faraday
equation (1.7) at the second order

∂E2

∂t
= c∇×B2 +

4π

c
[en0v2 + en1v1] (3.7)

which can be combined to obtain the following relationship

∂2v2

∂t2
= − ec

me

∇×B2 − ω2
pv2 − ω2

p

n1

n0

v1 −
∂

∂t

[
e

mec
v1 ×B1 + (∇ · v1)v1

]
−β2∇ ∂

∂t

n2

n0

+ β2

(
1− 1

n0

)
∂

∂t

(
∇n1

n1

n0

)
(3.8)

The first order magnetic field B1 can be obtained from the first order momentum
equation (1.128) as follows

∂∇× v1

∂t
= − e

me

∇× E =
e

mec

∂B1

∂t
(3.9)

∇× v1 =
e

mec
B1 (3.10)

which, after a simple manipulation, allows us to simplify the two terms in the squared
brackets of equation (3.8)[

e

mec
v1 ×B1 + (∇ · v1)v1

]
= [v1 ×∇× v1 + (∇ · v1)v1] = ∇v2

1 (3.11)

and (3.8) becomes

∂2v2

∂t2
= − ec

me

∇×B2 − ω2
pv2 − ω2

p

n1

n0

v1 −
∂

∂t
∇v2

1 − β2∇ ∂

∂t

n2

n0

(3.12)

+β2

(
1− 1

n0

)
∂

∂t

(
∇n1

n1

n0

)
Finally, by taking the curl of (3.12), we can eliminate some terms and we find the

relation

∂2∇× v2

∂t2
= − ec

me

∇×∇×B2 − ω2
p∇× v2 − ω2

p

1

n0

∇× (n1v1) (3.13)

=
ec

me

∇2B2 − ω2
p

1

n0

∇× (n1v1)− ω2
p∇× v2
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where we used the fourth of Maxwell’s equations (1.1) for the divergence of the magnetic
field.

Now we look for an expression connecting the second order magnetic field and the
second order electron velocity. Taking the curl of the second order momentum equation
(3.4) and using relation (3.11) we get

∇∂ × v2

∂t
= − e

me

∇× E2 =
e

mec

∂B2

∂t
(3.14)

∇× v2 =
e

mec
B2 (3.15)

and substituting the latter expression into (3.13) we have:

∂2B2

∂t2
− c2∇2B2 + ω2

pB2 = −ω2
p

mec

en0

∇× (n1v1) (3.16)

We are looking now for the slowly varying component of the electromagnetic field,
so we will assume that the term ∂2B2

∂t2
is negligible and we will take the time average

of the term ∇× (n1v1). This means suppressing the y derivatives in the curl product
of equation 3.16, as we will show in the following. We develop the product n1v1,
rewriting the first order density and the velocity as follows n1 = n̄1e

iky−iωt + c.c.,
v1 = v̄1e

iky−iωt + c.c. :

n1v1 = n̄1
∗v̄1 + n̄1v̄1

∗ + n̄1v̄1e
2iky−i2ωt + n̄1

∗v̄1
∗e−2iky+i2ωt (3.17)

We observe, from equations (1.163) and (1.164), that the x component of v̄1 has to
be imaginary (v̄1x

∗ = −v̄1x) while the y component is real (v̄1y
∗ = v̄1y); from equation

(1.162) we also observe that n̄1 is real (n̄1
∗ = n̄1). Moreover we recall that v̄1 and n̄1

have no dependence on y and time.
In order to calculate the curl product in (3.16), we first calculate the y derivative of

the x component of n1v1:

∂(n1v1x)

∂y
= i2kn̄1v̄1xe

2iky−i2ωt + i2kn̄1v̄1xe
−2iky+i2ωt (3.18)

and we note that the time average of this term is 0.
Now we calculate the x derivative of the y component of n1v1 :

∂(n1v1y)

∂x
=

∂

∂x
(2n̄1v̄1y) +

∂

∂x
(2n̄1v̄1y)

[
e2iky−i2ωt + e−2iky+i2ωt

]
(3.19)

The time average of this term is non-zero and is given by ∂
∂x

(2n̄1v̄1y), so that equation
(3.16) becomes
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−c2∂
2B2

∂x2
+ ω2

pB2 = −2ω2
p

mec

en0

∂(n̄1v̄1y)

∂x
= (3.20)

2c
e

me

E2
0x

ω2
p

ω2

k2 − q2
t

qtω

[
−(qp + qt)qp

k
e−(qp+qt)x + e−2qtx2k

]
where we used relations (1.128) and (1.162). We can now solve the differential equation
looking for a particular solution of (3.20) which combined with the solution of the
associated homogeneous equation, will give the general solution. We will take the field
B2 of the form

B2part = Ae−(qp+qt)x +Be−2qtx (3.21)

so

−c2
[
A(qp + qt)

2e−(qp+qt)x +B4q2
t e
−2qtx

]
(3.22)

+ω2
p

[
Ae−(qp+qt)x +Be−2qtx

]
=

2c
e

me

E2
0x

ω2
p

ω2

k2 − q2
t

qtω

[
−(qp + qt)qp

k
e−(qp+qt)x + e−2qtx2k

]
and we find the solutions

A = 2c
e

me

E2
0x

ω2
p

ω2

k2 − q2
t

qtωk

−(qp + qt)qp
ω2
p − c2(qp + qt)2

(3.23)

B = 2c
e

me

E2
0x

ω2
p

ω2

k2 − q2
t

qtω

2k

ω2
p − 4c2q2

t

(3.24)

The solution of the homogeneous differential equation associated with (3.20)

−c2∂
2B2

∂x2
+ ω2

pB2 = 0 (3.25)

is

B2om = Ce−
ωp
c
x (3.26)

The general solution for the slowly varying magnetic field B2 is

B2 = ẑ(Ae−(qp+qt)x +Be−2qtx + Ce−
ωp
c
x) (3.27)

On the vacuum side (x < 0) the analog of eq. (3.20) reads ∂2 ~B2,v

∂x2
= 0 that gives as

solution a constant field. The condition that the field is zero far away from the surface
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imposes B2,v = 0. Thus, imposing the continuity of the magnetic field we obtain the
solution:

C = −(A+B) (3.28)

The terms A and B can also be expressed as a function of the SPW field at the plasma-
vacuum interface, Esw = |E1x(x = 0)| = (1− ω2

p

ω2 )E0x writing1:

A =
2ce

me

E2
sw

(1− ω2
p

ω2 )2

ω2
p

ω2

k2 − q2
t

qtωk

−(qp + qt)qp
ω2
p − c2(qp + qt)2

(3.29)

B =
2ce

me

E2
sw

(1− ω2
p

ω2 )2

ω2
p

ω2

k2 − q2
t

qtω

2k

ω2
p − 4c2q2

t

(3.30)

Equations (3.27), (3.29) and (3.30) show that the surface wave gives rise to a second
order magnetic field proportional to the square of the SPW field Esw and confined near
the interface, whose strength depends on the source field, the electron temperature and
density.

Two limits are now interesting to explore, in order to clarify the dependence of B2

on the relevant parameters. First, in the limit of T0 → 0 (qt → ∞), that is a cold
plasma, we observe that B vanishes while A does not. Thus, using relations (3.27) and
(3.28) we obtain the second order magnetic field for a cold plasma at x > 0 (B2 = 0 at
x = 0):

~B2,cold = 2
e

mecω

E2
sw

(1− ω2
p

ω2 )2

ω2
p

ω2

qp
k
e−

ωp
c
xẑ (3.31)

It should be noticed that this result is difficult to obtain directly from the cold plasma
equations, due to the discontinuity of the electric field E1x at x = 0.

Then, in the limit of strongly overdense plasma ωp
ω
>> 1, we have k2 ∼ ω2/c2 from

the dispersion relation (1.112) and equation (3.31) can be expressed as

~B2,ovd = sign(k)2
e

mecω
E2
sw

ω

ωp
e−

ωp
c
xẑ (3.32)

Thus, in the case of extremely high density and low temperature, the model predicts a
magnetic field having a rapidly vanishing amplitude inside the plasma, with a maximum
value proportional to

√
nc/ne.

In figure 3.1 the dependence of the magnetic field given by the expression (3.27)
on the electron thermal velocity (expressed by the parameter β) is shown, for Esw =
0.2meω/e, ω2

pe/ω
2 = 25, and three values of β/c: 0.15, 0.05 and 0. The magnetic

field is peaked near the plasma surface for low electron thermal temperatures while it
becomes less localized when the electron thermal velocity is increased. This is consistent
with the fact that if we increase the electron thermal velocity the parameter 1/qt ∼

1The field is continuous at the surface due to the presence of a finite electron temperature.
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Figure 3.1: Magnetic field (absolute value B2 = | ~B2|) as a function of the depth
inside the plasma, given by equation (3.27), for ne = 25nc and different values of
β = 0, 0.05, 0.15 and in the limit n1/nc → ∞ for β = 0. Esw = 0.2. The values of the
fields are given in units of B0 = meω/e, the depth is in units of k−1.

λD (where λD is the Debye length) increases while in the case of a cold plasma the
evanescence length is simply given by the skin depth, which for our parameters, is
equal to c/ωpe = 0.2c/ω ' 0.2k−1. For comparison, the curves corresponding to the
limits of a cold (T0 → 0) and dense plasma (ωpe/ω � 1) are also shown: the long
dashed curve corresponds to equation (3.31) while the gray solid curve corresponds to
equation (3.32). As expected a higher maximum strength of B2,cold = 0.017meω/e is
obtained in the limit of a cold plasma, while in the limit of very high density the peak
decreases to B2,ovd = 0.016meω/e.

To complete the discussion, we have plotted in figure (3.2) the dependence of the
magnetic field on the electron density for ne =25, 50, 75 and 100nc for an electron
thermal velocity β/c = 0.05 (a) and in the cold plasma limit β = 0 (b). As expected
from the expression (3.32) in the limit of very high density, we observe that the field
amplitude decreases for increasing electron density and becomes more peaked and closer
to the surface. This is consistent with the reduction of the skin depth for increasing
plasma density. The same trend is observed in the cold plasma limit.

Thus, in the case of resonant excitation of the surface wave by a laser field, the
model predicts the presence of a quasi-static magnetic field in the plasma skin depth,
induced by the SPW, whose amplitude scales with the square of Esw. The latter can be
related to the laser field by the amplification factor η, as discussed in chapter 2, which
means that the self-generated magnetic field would scale with the laser intensity if we
consider a range where η is quasi-constant. We notice that the quasi-static magnetic
field derived in this model is stronger than what was derived for the case of generation of
a static magnetic field by a laser propagating in underdense, cold, homogeneous plasma,
[69] where the perturbative analysis needed expansion to fourth order in order to prove
the possibility of magnetic field self-generation. Nevertheless, it should be mentioned
here that the validity of this approach is limited to moderate laser intensity range where
Iλ2 ' 1016W cm−2µm2 because of the hypothesis vosc/c = eEsw/cmeω < β. Moreover,
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a b

Figure 3.2: Magnetic field (absolute value B2 = | ~B2|) as a function of the depth inside
the plasma, given by equation (3.27), for Esw = 0.2 and different values of the ne, for
β/c = 0.05 (a) and in the limit of a cold plasma β = 0 (b).The values of the fields are
given in units of B0 = meω/e, the depth is in units of k−1.

some limitations of the model should also be noticed such as, for example, the transfer
of energy from the wave to the particle via kinetic effects (such as J × B and vacuum
heating), creating hot tails in the electron distribution functions which are not described
in this fluid approach. However, in the higher laser intensity range, SPW still exist, as
we have seen in chapter 2 and can be an attractive way for quasi-static magnetic field
generation.

In conclusion we predict, with a simple non relativistic hydrodynamic model, a new
effect in a moderate intensity laser interaction regime Iλ2 <∼ 1016W cm−2µm2: the
significant generation of a quasi-static magnetic field by resonant excitation of a surface
wave on a plasma target. The magnetic field intensity is shown to have a quadratic
dependence on the SPW electric field, which can be related to the laser one, and to
decrease with ω/ωpe for increasing density. The model is different from previous studies
on the steady magnetic field generation in laser over-dense plasma interaction, where
the mechanisms proposed are of thermoelectric origin and involved the electron density
gradient or the temperature anisotropy [68, 63]. The results presented in this section
have been published [51].

In the next section we will examine the magnetic fields which were found in PIC
simulations for both the low intensity regime, which can be compared with the model
discussed in this section, and the high intensity regime, where the model cannot more
be applied any more.

3.2 Quasi-static magnetic field in PIC simulations

In PIC simulations performed at different intensities we observe a strong, quasi-static
magnetic field localized near the target surface within a thickness of ∼ λ0. With SPW
excitation the maximum value obtained in our simulations for the magnetic field is
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∼ 580MG for λ0 = 1µm at 7× 1019W cm−2µm2. The field appears at the beginning of
the interaction, reaches its maximum around 500ω−1

0 , and it is found to grow with the
laser intensity. (We recall that λ0, k0 and ω0 are respectively the wavelength, the wave
vector and frequency of the laser pulse. In the previous section instead we have used
the variables λ, k and ω which refer to the wavelength, wave vector and frequency of the
SPW. When the SPW is excited, for our set of laser and target parameters, we have
λ ' λ0, k ' k0 and ω = ω0, so that the two sets of variables are nearly equivalent.)

In this section we wish to analyze the characteristics of the self-generated field such
as its spatial distribution, evolution in time and their dependence on the laser pulse
intensity. Two regimes, low and relativistic intensity, will be analyzed. Particularly, for
the low intensity regime (Iλ2

0 <∼ 1016W cm−2µm2) where the calculations developed
in the previous section can be valid, we will compare the field characteristics with the
predictions of the analytical model.
In the following we will consider only the case of the semi-infinite target (where electrons
reaching the right side of the target are cooled and reintroduced into the plasma at ther-
mal velocity), in order to exclude effects due to electron recirculation [21] in the target,
which may further complicate the understanding of the magnetic field generation.

We recall that in the simulations the box size is 6λ0 along the y direction and 46λ0

along the x direction for the semi-infinite target. The plasma starts at x = 240k−1
0

and its extension is 8λ0. The plasma particles are initially described by a Maxwellian
distribution with electron temperature Te = 1keV (thermal velocity vth = 0.044c) and
ion temperature Ti = Te/10 (here mi/me = 1836, where mi and me are the ion and
electron mass). The charge of the ions was Z = 1. For the modulated target the
periodicity is am = 2λ0 and depth of the modulation, which will not vary in the present
study (in order to have stronger coupling even for low intensities), is d = λ0 (from the
maximum to the minimum). The laser is incident at an angle θ = 30◦, which matches
the condition for SPW excitation, reaches the target surface at t = 240ω−1

0 and has a
duration of 240ω−1

0 (∼ 56 fs for λ0 = 1µm).

3.2.1 Magnetic field when the SPW is excited

A strong quasi-static magnetic field is generated at the plasma surface when the SPW
is excited. We will now analyze for ne = 25nc this field, Bz, (which in the following is
normalized to B0 = meω0/e ∼ 107MG for λ0 = 1µm) which was obtained by averaging
over one laser cycle.

We shall start our study by considering the low intensity regime. Figure 3.3 a)
shows the static magnetic field generated at the plasma surface for the pulse having
Iλ2

0 = 1016W cm−2µm2 at times tEmax = 460ω−1
0 (as in fig.2.2, it corresponds to the

time at which the SPW field is maximum on the modulated surface). We observe that
the quasi-static magnetic field is localized at the modulation tips and on the upper
part of the dips and has an extension of ∼ λ0. The latter corresponds approximately
to the size of the layer of expanding plasma at the target surface, as shown in fig.3.3b.
The magnetic field at the tips is positive and its maximum value is ' 0.023meω/e
(2.5MG for λ0 = 1µm) while in the upper y side of the dips the field is negative and
reaches ' 0.034meω/e (3.6MG for λ0 = 1µm).
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Later on, the spatial distribution of the field evolves and the positive peaks tend to
disappear. At a time when the pulse is over, for example at t = 600ω−1

0 as shown in
fig.3.3c, the field has negative values at any position, and has preserved its intensity
compared to the time tEmax = 460ω−1

0 .

a b

c

Figure 3.3: For Iλ2
0 = 1016W cm−2µm2, quasi static magnetic field in the xy plane, at

tEmax = 460ω−1
0 (a) (dotted line shows the initial plasma surface), and corresponding

electron density isocontours from 1 to 25nc (b). Quasi static magnetic field in the xy
plane at a later time t = 600ω−1

0 (c). The magnetic field is in units of B0,and the
lengths are in units of k−1

0 .

A plot of the maximum negative value of the magnetic field, generated by SPW
excitation at t = 600ω−1

0 , is shown in fig. 3.4, as a function of the maximum SPW field
Esw. The scaling of the magnetic field with Esw is faster than linear for low intensities
(Iλ2

0 < 5× 1016W cm−2µm2) but almost linear for higher intensities.
The magnetic field in the low intensity simulations can be compared to the model

presented in the previous section, using the formula (3.32) obtained in the limit of
high plasma density (as here we have ne = 25nc). We notice that the sign of the field
corresponds to the predictions: the wave vector of the SPW wave (which is given by
k = k0(sin θ + λ0/am) ∼ k0), has negative sign in the ŷ direction, as shown in fig.2.1,
which would give a negative magnetic field as observed in fig.3.3c. If we apply (3.32)
to the simulations performed at Iλ2

0 = 1015−16W cm−2µm2, we find that the predicted
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Figure 3.4: Plot of the maximum value of the magnetic field as a function of the
maximum SPW field Esw. The electric field is in units of E0 = 3 × 1010V cm−1 for
λ0 = µm and the magnetic field in units of B0. In the small frame: zoom on the low
intensity range.

field has the right order of magnitude, ∼ 1MG for λ0 = 1µm, but it is systematically
smaller than what found in the simulations. This can be related to the limit of validity
of the hydrodynamic description where we recall that kinetic effects were not taken into
account, and a flat and sharp plasma-vacuum interface without grating was assumed.
At the same time, we notice that the extension of the field in fig.3.3c is bigger than
predicted in the model (see fig.3.4) by a factor ∼ 2 and the field is located in the low
density region, where plasma expansion has occurred. In order to examine the effect
of the density gradient scale length at the surface, simulations with fixed ions at low
intensity Iλ2

0 = 1015−16W cm−2µm2 have hence been performed, in order to limit the
expansion of the plasma towards vacuum and the presence of electrons outside the skin
depth. In fig. 3.5 we show the magnetic field for the case Iλ2

0 = 1016W cm−2µm2 with
immobile ions. In this case there is a weak modifications of the SPW field that takes
the value Esw = 0.23 instead of 0.2 with mobile ions (at tEmax = 460ω−1

0 ). We can
observe that the negative component of the magnetic field is localized in the plasma
skin depth and the absolute value of the field is reduced by a factor of 2, giving better
agreement with the model prediction, Bz ∼ −0.02, from the formula above. However at
Iλ2

0 = 1015W cm−2µm2 the variation in the field values from the mobile to the immobile
ions case is only 10%, and the predicted field is too small, so that we conclude that
even at this low intensity kinetic effects are already important.

Analysis of the observed structure of the cycle-averaged magnetic field at late times
(fig.3.4c) implies that, on the average, a positive current flows along the target parallel
(y) direction on the vacuum side, while a negative return current flows in a thin surface
layer. The positive current corresponds to a flow of electrons in the negative y direction,
consistently with the conservation of the laser wave momentum, since ky < 0. Since
most of the momentum is absorbed by the suprathermal electrons, we conclude that these
electrons produce the positive current from the average of their orbits on the vacuum
side, i.e. in the course of a two-dimensional “vacuum heating” process. The return

67



current is localized in the skin layer and it is due to slower bulk electrons with higher
density. The structure of the steady magnetic field and of the associated currents is
particularly clear after the end of the laser pulse in the case of low laser intensity since
the flowing of the current on the modulated surface produces peaks of the magnetic
fields inside the dips of the surface modulation.

a b

Figure 3.5: a) Quasi static magnetic field in the xy plane, at tEmax = 460ω0 For
Iλ2

0 = 1016W cm−2µm2 and b) electron density in the case where the ions are fixed.
The magnetic field is given in units of B0, the lengths are in units of k−1

0 .

We will now examine the magnetic field in the high intensity regime (Iλ2
0 > 1018

W cm−2µm2), which is outside the validity range of the model developed in section 3.3.
The field structure initially, for t = 500ω−1

0 ∼ tEmax (fig.3.6a) has some points in
common with the one observed in the low intensity case at t ∼ tEmax (fig.3.3a), but at
later times it shows a more complex structure: we observe in fig.3.6c that the negative
magnetic field is less uniform than what was observed in the low intensity case (fig.3.3c)
and appears stronger on the lower part of the modulation dip. This difference can be
attributed to kinetic effects due to the electrons accelerated in the strong SPW field
(the ’enhanced vacuum heating’, mentioned in section 2.1.2, and ~J × ~B heating) which
become very important in this regime with the emission of bunches of particles as
shown by picture 3.6b), where the density of electrons is shown at t = 500ω−1

0 ∼ tEmax,
for Iλ2

0 = 1019W cm−2µm2. The stream of electrons in the vacuum strongly affects
the magnetic field distribution, which is characterized by irregular negative and positive
areas even at late times.

The emission of electron bunches as well as the ion emission will not be discussed
here as they will be treated in detail in chapter 4 and 5 respectively where currents and
emission directions are investigated.

Finally we shall examine the dependence of the quasi-static magnetic field on plasma
density, which was found to be an important parameter to determine the field strength
(see eq.(3.32) in our analytical model). In tab.3.1 the magnetic field is plotted as a
function of the electron density for two laser intensities Iλ2

0 = 1016W cm−2µm2 and
Iλ2

0 = 1019W cm−2µm2 representing the low intensity and the relativistic regime re-
spectively.
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a b

c

Figure 3.6: Quasi static magnetic field in the xy plane, at t = 500ω−1
0 ' tEmax (a)

and corresponding electron density isocontours in the xy plane (b) (given in particles
per point). Quasi static magnetic field in the xy plane at t = 600ω−1

0 (c). The laser
intensity and the target density were Iλ2

0 = 1019W cm−2µm2 and ne = 25nc. The
magnetic field in units of B0, the lengths are in units of k−1

0 .

We notice that in both intensity regimes the field varies, weakly increasing, regularly,
with the electron density while, according to the model, it was expected to strongly
decrease for increasing plasma density (see fig.3.2). This result confirms further that
the magnetic field has a strong dependence on kinetic effects. Also the expansion of
the plasma has an important role as we have observed that the magnetic field spatial
extension spreads in front of the target where a density gradient is present.

3.2.2 Magnetic field for the flat target

We shall now compare the characteristics of the field in the simulations where the SPW
is excited with the simulations where the target is flat.

We notice that in all cases the intensity of the magnetic field is increased by SPW
excitation compared to the flat target even though the scaling with Esw becomes weaker
at relativistic intensities. A net increase of the magnetic field is observed in the cases
where the surface wave is excited: for example when Iλ2

0 = ×1019W cm−2µm2, the
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Table 3.1: Quasi-static magnetic field as a function of the plasma density ne, for the
semi-infinite target with modulated surface (modulation depth d = λ0), when the SPW
is excited. The field was averaged over a laser cycle and the maximum field value (which
has negative sign) is plotted. t ' tEmax and the field is normalized to B0.

ne/nc Iλ2
0 = 1016W cm−2µm2 Iλ2

0 = 1019W cm−2µm2

25 0.4 1.9

50 0.42 2

75 0.43 2.1

100 0.44 2.3

Table 3.2: Quasi-static magnetic field as a function of the laser intensity, for the semi-
infinite target with flat surface (flat) and modulated surface (modulation depth d = λ0),
when the SPW is excited (res). The field was averaged over a laser cycle and the
maximum field value (which has negative sign) is plotted. t ' tEmax.

Target Iλ2
0 a0 Bz

type W cm−2µm2 - B0

res 1016 0.086 0.04
flat 1016 0.086 0.018

res 1017 0.272 0.16
flat 1017 0.272 0.073

res 1018 0.86 0.45
flat 1018 0.86 0.28

res 1019 2.72 1.9
flat 1019 2.72 0.84

maximum value reaches ∼ 190MG (for λ0 = 1µm) at t ' tEmax while it is only ∼ 90MG
for the flat interface.

We also note that, even though an exact comparison is not possible due to the dif-
ferences in some parameters, in simulations where we use a flat interface we get values
of the magnetic field that are of the same order as what is found experimentally in
[64] for the interaction of ultra-intense laser pulses with a solid target, and in previous
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simulations [79, 62, 7]. A peculiar feature of the flat interface simulations is the appear-
ance, inside the plasma, of filamented structures in the magnetic fields as can be seen
in picture 3.7, where the typical size of the filaments is ∼ λ0/6, similar in size and in
the time evolution to filaments observed and discussed by other authors [62, 79]. It is
interesting to notice that a fundamental difference in the case when the SPW is excited
is the absence of such filaments.

a b

Figure 3.7: Quasi static magnetic field in the xy plane (a) and electron density (b),
at t = 500ω−1

0 in the case of a flat surface localized at x = 240k−1
0 (no SPW). The

laser intensity and the target density were Iλ2
0 = 1019W cm−2µm2 and ne = 25nc. The

magnetic field in units of B0, the lengths are in units of k−1
0 .

This difference can be attributed to the capability of the strong self-generated magnetic
field to partially confine the particles. In fact we find here that the magnetic field
observed when SPW is excited is much larger than what was found when no plasma
wave is excited. We shall consider the Larmor radius RL, in order to estimate the
importance of this effect, which in the relativistic regime becomes RL = λ0γ/(Bz2π),
where Bz is our normalized magnetic field. If we substitute the values of Bz and γ (see
for example the phase space in fig.4.1) found in our PIC simulations in this expression,
we find that RL ∼ λ0 for the most energetic particles, in the relativistic regime. Since
the typical size of the layer where the static magnetic field is present is of the order
λ0, this implies that the magnetic field may confine some particles near the surface, a
point that may be important for potential applications.

3.3 Conclusion
In this chapter we have studied the quasi-static magnetic field analytically, with a
non-relativistic hydrodynamic model, which is valid in the low intensity range (Iλ2

0 ≤
1016W cm−2µm2). This model shows that the surface wave gives rise to a second order
magnetic field proportional to the square of the SPW field Esw and confined nearby the
interface, whose strength depends on the electron temperature and density.

At the same time we have analyzed the characteristics of the magnetic field arising
during laser-plasma interaction, which is observed in PIC simulation for a wide laser
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intensity range (Iλ2
0 = 1015−7×1019W cm−2µm2), when the SPW is resonantly excited

and for the case of a flat target. In simulations where we use a flat interface we observe
values of the magnetic field that are of the same order as what is found experimentally
in [64], ∼ 90MGλ0/µm for Iλ2

0 = ×1019W cm−2µm2, while when the SPW is excited
we have ∼ 200MGλ0/µm for the same laser intensity. For Iλ2

0 = 7× 1019W cm−2µm2

the magnetic field exceeds ∼ 500MG.
Comparing the model to the PIC simulations performed for a low intensity laser

pulse (Iλ2
0 = 1015−16W cm−2µm2), we find that the predicted field has the right order

of magnitude (about ∼ 1MGforλ0 = µm) but is systematically smaller than what was
found in the simulations. We interpret this as related to kinetic effects and plasma
expansion which are found to play an important role and are not taken into account by
the model. Nevertheless we notice that in all cases the intensity of the magnetic field is
increased by SPW excitation compared to the flat target, even at relativistic intensities.
Comparison of the field structure of the flat target and resonant cases suggests that the
enhanced field strength has caused partial particle confinement at the target surface
when the SPW is present.
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Chapter 4

Electron heating

In chapter 2 we have discussed the local amplification field and the enhancement of
laser absorption which can be obtained via the resonant excitation of a surface plasma
wave (SPW). We will now investigate electron acceleration in presence of a SPW.

As seen in section 1.4 the energy of the laser is transferred to the plasma via electron
heating which occurs during the interaction due to different mechanisms. Especially
very energetic electrons are generated [34] which are referred as hot electrons, i.e. elec-
tron having energy much higher than the thermal energy. For high laser intensities
(Iλ2

0 > 1018W cm−2µm2) they have relativistic momentum posc/mec ≥ 1 and energy of
the order of the laser ponderomotive energy, that is Up = mec

2(〈γ〉 − 1) where 〈γ〉 is
defined in eq. (1.28).

In general these mechanisms are supposed to produce different angular distributions
of the accelerated electrons: for example resonance absorption is expected to produce
electrons mainly in the direction of the density gradient ∇ne, while J×B and vacuum
heating accelerate electrons in the direction perpendicular to the target. Indeed this is
only a very schematic description of the electron heating, based on the model presented
in section 1.4.2 and many important contributions are not taken into account [19]. For
example i) electrons near the target surface will feel the radiation pressure of the laser
which adds a component in the direction of pulse propagation ii) the self-generated
fields, as the quasi-static magnetic field described in chapter 3 contributes to electron
deflection. For these reason the trajectory of an electron may be quite complicated to
predict as we will see in the following.

Furthermore the oscillation frequency at which electrons are accelerated depends on
the acceleration mechanism. For example in the case of a laser pulse obliquely incident
on a flat surface and having high intensity, such that J × B and vacuum heating are
present at the same time, electrons would be accelerated by two forces having different
oscillation frequencies: ω0 for the component of the laser field perpendicular to the
surface which is associated with vacuum heating and 2ω0 for the J×B term. If instead
the laser is normally incident then there will be only J×B, which accelerates electrons
at a single frequency 2ω0.

In the presence of a surface wave excited at the vacuum-plasma interface, the mech-
anism of electron heating changes, as the component of the electric field perpendicular
to the surface is amplified, as discussed in chapter 2. Moreover the characteristics of
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electron acceleration are modified as shown in fig.4.1, where the case of SPW excita-
tion is compared with the flat target case. We observe that when the SPW is excited

a b

Figure 4.1: Electron (px, x) phase space for the flat target (a) and resonant case (where
the SPW is excited) (b) at Iλ2

0 = 1018W cm−2µm2. The momentum is normalized to
mec, such that px/mec = vxγ(v) at t = 500ω−1

0 . ne = 25nc, d = λ0, semi-infinite target.

electron bunches are created along the x direction at the frequency of the surface wave
ω = ω0, while for the flat interface the phase space is smoother as a consequence of the
mix of J×B and vacuum heating, which are characterized by two different frequencies,
as mentioned above. Moreover we notice that the hot electrons energy and number rises
when the SPW is excited, which can be interpreted as an effect of the field amplification
and its local distribution that is observed in simulations (see chapter 2).

In this chapter we will initially study the electron heating for the case of a semi
infinite target, comparing the case of the modulated target having resonant incidence
with i) the plane target and ii) the case of non-resonant incident angles. Furthermore
the dependence on the target modulation depth will be considered which, in section 2.4,
was found to be important in order to separate the role of the target shape from the
effect of the SPW. Finally, we will see the electron acceleration in the case of a laminar
target, where we have electron recirculation and emission from the non-irradiated side.

We shall start by examining the electron energy obtained for different target and
laser parameters, then we will analyze in detail the emission angles of the hot electrons
which are generated in the laser-plasma interaction. We recall that in the simulations
the box size is 6λ0 ' 37.7k−1

0 along the y direction and the plasma starts at x = 240k−1
0 ,

which means that the vacuum extension in front of the target is ' 38λ0. The plasma
particles are initially described by a Maxwellian distribution with electron temperature
Te = 1keV (thermal velocity vth = 0.044c) and ion temperature Ti = Te/10 (here
mi/me = 1836, where mi and me are the ion and electron mass). The charge of the
ions was Z = 1. For the modulated target the periodicity is am = 2λ0, the modulation
depth is d = λ0 and the initial density, which will be kept constant in the present
chapter, is ne = 25nc. The laser reaches the target surface at t = 240ω−1

0 and its
temporal variation is given by a Gaussian envelope, having full width at half maximum
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FWHM = 240ω−1
0 (which corresponds to a laser pulse duration of 56 fs for λ0 = 1µm)

and a total length of ∼ 400ω−1
0 .

4.1 Electron energy

The determination of the number and energy of the electrons which are generated
in high energy laser-matter interaction is one of the most important and controversial
physics issues [32, 6, 31]. As the absorption depends on various processes (see section
1.4), it is difficult to deduce the scaling law of the hot electron temperature from
laser intensity and no consistent analytical model to predict such scaling exists yet
[32]. One of the most cited scalings which have been proposed is the ponderomotive
scaling [33, 6], which was observed to be valid for laser intensities in the range Iλ2

0 =
1019−1020W cm−2µm2. According to this scaling the hot electron temperature is related
to the ponderomotive potential defined in (1.46) for linear polarization,

Thot,pond = Up = mec
2

[(
1 +

a2
0

2

)1/2

− 1

]
(4.1)

An alternative scaling law which is found in literature is Beg’s empirical scaling [31],
which was deduced for laser intensities in the range Iλ2

0 = 1017 − 1019W cm−2µm2:

Thot,Beg = 0.469mec
2a

2/3
0 . (4.2)

where mec
2 ≈ 511keV.

A model which is valid for any regime has been proposed recently [32] where the
average of the electron energy used to obtain (1.46), which was averaged over the labo-
ratory time and gives the ponderomotive scaling (4.1), is replaced by the average over
the electron proper time (the phase of the electron oscillating in the wave). According
to this model the electron temperature is given by the relation

Thot,phase =

[
π

2K(−a2
0)
− 1

]
mec

2 (4.3)

where K(−a2
0) is the complete elliptical integral of the first kind. The scaling given by

equation (4.3) converges to the ponderomotive scaling for a0 � 1.
We will now analyze the electron temperature obtained in our simulations comparing

the case of a flat target with the case of the resonant SPW excitation, where we expect
to obtain higher temperatures than the ones predicted for the laser field alone, as a
consequence of the enhanced intensity of the field at the surface (by a factor η, as
discussed in 2.1.1) and of its localized spatial distribution.

In this section we will consider the case of the semi-infinite target (where electrons
reaching the right side of the target are cooled and reintroduced into the plasma at the
initial thermal velocity), in order to exclude effects coming from electron recirculation
[21] in the target which will be treated in section 4.3. This means that the measured
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temperature corresponds only to the hot electrons which have not yet reached the
unirradiated plasma boundary, so that their energy is related to the actual intensity
of the fields at the surface. Relativistic electrons would reach the right side in few
(∼ 10) laser cycles and, being cooled, they will not contribute to the hot electron
energy measured at later times.

We will take t = 500ω−1
0 as the reference time for the electron temperature estimate.

This corresponds approximately to the time for which the maximum electron energy
has been reached in all the simulations. The results for the case where the SPW is
excited on the modulated target (corresponding to the laser pulse angle of incidence
θ = 30◦ with the present target parameters ) and flat target are summarized in table 4.1
for different laser intensities, while the values predicted by the three models presented
above are reported in tab.4.2, for the same intensity values.

We note again that the electron temperature in the case of a semi-infinite target is
given by the electrons which have not reached yet the right boundary, where electrons
are cooled. Thus we are considering only the electrons which are accelerated within few
laser periods around t = 500ω−1

0 and the energy of these electrons is strictly related to
the accelerating field at that time.

Table 4.1: Electron energy as a function of the laser intensity, for the semi-infinite
target with d = λ0. Two target types are considered: one having modulated surface
such to resonantly excite the SPW (res) and one having flat surface (flat). a0 = eE0

mecω
.

Target Iλ2
0 a0 Tcold Thot Emax

type W cm−2µm2 - keV keV keV

res 1016 0.086 1.7 40 140
flat 1016 0.086 1 33 90

res 1017 0.272 1.3 62 500
flat 1017 0.272 1 38 320

res 1018 0.86 3.71 820 2400
flat 1018 0.86 5 168 1700

res 1019 2.72 54 1900 13000
flat 1019 2.72 38 860 6500

The temperatures, Tcold, Thot and the energy Emax, in tab.4.1 are obtained from
the electron spectra where two quasi-exponential slopes are observed, as reproduced
in pictures 4.2. The energy of the electrons is shown for the flat and resonant target
at Iλ2

0 = 1016W cm−2µm2 and Iλ2
0 = 1019W cm−2µm2. Tcold and Thot are derived

from the plot of ln(ne) versus the electron energy E, assuming (as is commonly done
in laser-matter interaction theory [32, 6, 31]) that the electrons have a distribution
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function of the form ne(E) = exp(−E/kBTe). In fact, we observe two main electron
populations having different exponential slopes, that we associate with a population of
’cold’ electrons, which have gained less energy during the interaction (Tcold) and ’hot’
electrons, which have been efficiently heated and have gained a considerable amount of
energy (Thot). In tab.4.1 we also report the cut-off energy (Emax), i.e. the maximum
energy that a single electron can acquire, which is important in order to compare
with the maximum SPW amplitude. It has to be noted that it is not intended as a
temperature in the thermodynamic sense since, during the laser-plasma interaction, the
situation is non-equilibrium and the mean electron flow velocity is non-zero.

We notice that the hot electron temperature for the flat target has a magnitude
comparable to the scalings above (equations 4.1,4.2, 4.3 and tab.4.2), particularly to
the empirical Beg’s scaling, even if none of them reproduces the complete range of
values found in the simulations. This is not surprising as relations 4.1, 4.2 and 4.3 were
deduced for a laminar target and a laser pulse having a finite transversal profile, and
these parameters may affect the electron temperature as it will be discussed in section
4.3 and 6.2 respectively.

We can observe the enhancement of the electron heating in the case where the surface
wave is present compared to the flat target. The temperature increase is consistent with
the amplification of the electric field reported in section 2.1.1 and it is generally more
evident in the relativistic intensity range a0 ≥ 1. Comparing with equations 4.2 and
4.1, if we use the Beg’s scaling and we consider the correction due to field amplification,
the temperature should increase by a factor η2/3 when the SPW is excited compared
to the flat surface while for the ponderomotive scaling we would have an increase by
a factor ∼ η2 in the low intensity regime and ∼ η in the relativistic regime. However
we notice again that none of these scalings fits our electron temperature values: for
example at Iλ2

0 = 1019W cm−2µm2, taking the flat surface value of Thot,flat = 860keV
and η = 4.2, we expect Thot,res ' 2.17MeV from the Beg’s scaling and Thot,flat = 3.6MeV

Table 4.2: Electron energy as a function of the laser intensity calculated from the
scalings in equations 4.1 (ponderomotive scaling), 4.2 (Beg’s scaling) and 4.3 (model
including the electron phase). a0 = eE0

mecω
.

Iλ2 a0 Thot,pond Thot,Beg Thot,phase

W cm−2µm2 - keV keV keV

1016 0.086 1 46 1

1017 0.272 9.4 100 9.5

1018 0.86 162 216 84

1019 2.72 594 466 460
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a b

Figure 4.2: Electron spectra for the flat target (BLUE) and resonant (RED) case Iλ2
0 =

1016W cm−2µm2 (a) and Iλ2
0 = 1019W cm−2µm2 (b). The target is semi-infinite and

d = λ0.

from the ponderomotive scaling, when the SPW is present. It is important to consider
that the spatial form of the field also gives a contribution (discussed also in chapter 2)
which is difficult to include in the temperature estimate. Moreover, as we will see in
the following, when the SPW is excited we have electron acceleration along the surface,
which is not taken into account in these models. We note that the maximum relative
enhancement, i.e. Thot,res/Thot,flat is obtained for 1018W cm−2µm2 that corresponds
to the intensity for which we found the maximum damping of the wave (see section
2.1.2). This tends to confirm the assumption made in chapter 2, according to which
the growth of the SPW amplitude is damped by the transfer of energy from the wave
to the electrons. We also notice that the cold electron temperature is increases rapidly,
growing from 1keV up to some tens of keV from t = 240ω−1

0 to t = 500ω−1
0 .

4.1.1 Non-resonant angles

In order to separate the role of the target geometry from the effective contribution
due to the resonant excitation of a SPW, electron heating in the case of non-resonant
grating shall be studied. This will be done using the same procedure as in section
2.3, i.e. considering different angle of incidences while keeping the target parameter
constant (semi-infinite, d = λ0, ne = 25nc, am = 2λ0, which match the resonance for
30◦). We will analyze two different regimes, taking the simulation having the laser
intensity Iλ2

0 = 1016W cm−2µm2, as representative of the low intensity case, while the
simulation at Iλ2

0 = 1019W cm−2µm2 will represent the high intensity regime.
In fig.4.3 the electron energy distribution is shown for three angle of incidences:

θ = 10◦, 20◦, 30◦, where 10◦ and 20◦ are non-resonant angles, as said before.
We found that for the low intensity case Thot,20 and Thot,10 are both higher than
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Figure 4.3: Electron spectra for different angle of incidences, θ = 10◦, 20◦, 30◦, for the
semi-infinite target where d = λ0. The resonant incidence is θ = 30◦ and the intensity
is Iλ2

0 = 1016W cm−2µm2 (a) and Iλ2
0 = 1019W cm−2µm2 (b). t = 500ω−1

0 .

Thot,res, but the difference is only few keV: Thot,20 ' Thot,10 ∼ 47keV. The maximum
electron energy Emax is increased for the smallest angle of incidenceto Emax,10 ' 150keV
while for θ = 20◦ the maximum energy is approximately the same as found for the
resonant case Emax,20 ' Emax,res ' 140keV. We note that the values of Thot for
Iλ2

0 = 1016W cm−2µm2 do not match exactly the trend of laser absorption discussed in
section2.3. We recall that the absorption percents were 68%, 60% and 54% for θ = 30◦

(resonant incidence), 20◦ and 10◦. Thus the higher absorption observed for the two
non-resonant laser angle of incidences can be related to the fact that Thot,10 and Thot,20

are greater than Thot,res but, at the same time, the hot electron temperature for θ = 10◦

and θ = 20◦ is essentially the same while we found that the absorption for θ = 10◦ is
higher (68%) than for θ = 20◦ (60%). Contrastingly we notice that the relation be-
tween the values of the maximum electron temperature, Emax,20 ' Emax,res < Emax,10,
can be related to the fact that the absorption for θ = 10◦ is higher than for θ = 20◦

but it appears in disagreement with the fact that the absorption for the resonant case
(θ = 30◦) is lower than for the case having θ = 20◦. In general we may conclude that for
the low intensity case the mean hot electron energy and the maximum energy are both
important to determine the final absorption and in general it is difficult to establish
a precise relation between the trend of the electron temperature and the laser absorp-
tion. However we notice that the electron temperature taken at a given time does not
represent the total absorption process: other effects may contribute to the final result
such as damping of the electron energy due to ion acceleration.

For the high intensity case, corresponding to the spectra in fig.4.3b), we obtain ap-
proximately the same hot electron temperature for the three angles: Thot,20 ' Thot,10 '
Thot,res ' 2MeV. The maximum electron energy instead is similar for resonance inci-
dence (θ = 30◦) and θ = 10◦, as Emax,10 ' Emax,res ∼ 13MeV, while for θ = 20◦ the
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Table 4.3: Electron energy as a function of the laser intensity, for the semi-infinite
target with d = λ0. Three angle of incidences are considered θ = 10◦, 20◦, 30◦, where
10◦ and 20◦ are non-resonant angles. a0 = eE0

mecω
.

θ Iλ2
0 a0 Tcold Thot Emax

degree W cm−2µm2 - keV keV keV

10 1016 0.086 1.6 47 150
20 1016 0.086 1.6 47 140
30 1016 0.086 1.7 40 140

10 1019 2.72 47 2000 13000
20 1019 2.72 38 2000 12000
30 1019 2.72 54 2000 13000

maximum energy decreases to Emax,20 ' 12MeV.
Comparing with the absorption values reported in section 2.3 we notice that, also

for this intensity range, the dependence of the hot electron temperature Thot on the
angle of incidences does not correspond exactly to the associated laser absorption. In
fact we recall that at Iλ2

0 = 1019W cm−2µm2 the absorption is 60% for the angle of
incidence θ = 20◦ and 75% for θ = 30◦ (i.e. the resonant angle of incidence), while
here we observe a similar hot electron temperature in the two cases. Contrastingly
we notice that the cut-off energy has the same trend as the absorption values: the
relation between the maximum electron temperatures is Emax,10 ' Emax,res < Emax,20

which can be associated with the fact that the absorption is approximately the same
for θ = 10◦ (72%) and the resonant incidence (75%), while it is lower at θ = 20◦ (60%).
We may infer that for high intensity (Iλ2

0 = 1019W cm−2µm2) the most important data
to consider in the comparison with laser absorption is the maximum electron energy.
This suggests that the most energetic electrons play the dominant role in the absorption
process for this regime: in fact, as discussed in section 2.3, these electrons may have an
excursion length large enough to escape the electric field at the target surface and to
be absorbed in the plasma bulk.

4.1.2 Modulation depth

In 2.4 we have examined the effect of the depth of the modulation on the absorption
mechanism and the SPW excitation. The results of this study suggested that this
parameter plays an important role in the absorption of the laser energy and in the
damping of the wave. Especially we observed that decreasing the modulation depth
to sub-λ values allows to separate the effects associated with the target geometry from
those due to SPW excitation.

We will now investigate the effect of the modulation depth on the electron heating,
by reducing the modulation depth from d = λ0 to d = λ0/5. We will again analyze two
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Figure 4.4: Electron spectra for different modulation depths, for the semi-infinite target
at the resonant angle of incidence θ = 30◦. The intensity was Iλ2

0 = 1016W cm−2µm2

(a) and Iλ2
0 = 1019W cm−2µm2 (b). t = 500ω−1

0

different regimes: the simulations having laser intensity Iλ2
0 = 1016W cm−2µm2, will

represent the low intensity regime, those with laser intensity Iλ2
0 = 1019W cm−2µm2 will

represent the high intensity regime. In fig.4.4 we show the electron energy distribution
for three values of the modulation depth d = λ0, λ0/3 and λ0/5.

For Iλ2
0 = 1016W cm−2µm2 the hot electron temperature found for varying mod-

ulation depths are Thot,λ0/3 ' 37keV and Thot,λ0/5 ' 34keV. These values are lower
than the value obtained for d = λ0 and larger than the flat target value, as shown
in tab.4.1 and we observe that by reducing the target depth we get close to the flat
target value. Similarly the maximum electron energy decreases for decreasing d and
we have Emax,λ0/3 = 100keV and Emax,λ0/5 = 90keV. The reduction of the hot electron
temperature and cut-off energy is consistent with the values of absorption and field
amplification presented in 2.4, where we found that both absorption and amplification
decreases for decreasing d: assuming that the hot electron temperature is given by the
overall process of absorption, which includes different mechanisms (resonant absorp-
tion, vacuum heating , J ×B) while the cut-off is associated with the enhanced heating
via SPW, we can interpret the lower Thot as the result of the general decrease of the
absorption while the lower Emax can be interpreted as a lowered efficiency of heating via
SPW. The latter may be explained in terms of the density gradient scale length which,
for d . λ0, becomes larger than the modulation depth at Iλ2

0 = 1016W cm−2µm2, as
discussed in 2.4.

For Iλ2
0 = 1019W cm−2µm2 the hot electron temperatures found for varying modu-

lation depths are Thot,λ0/3 ' 2.1MeV and Thot,λ0/5 ' 1.7MeV. The maximum energy is
approximately the same for the three values of d and we have Emax,λ0/3 ' Emax,λ0/5 '
13MeV. Applying the argument used above, according to which the cut-off is associ-
ated with SPW excitation, we can infer that the effects of the SPW in this regime are
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dominant for the three values of d. This can be explained by considering that for
Iλ2

0 = 1019W cm−2µm2 the density gradient scale length is < 0.2λ0 and weakly affects
the driving SPW field.

We notice that the target with modulation depth d = λ0/3 corresponds to the higher
number of electrons accelerated in the high energy range, even more than the case at
d = λ0. This is in agreement with the interpretation of laser absorption data given in
2.4, according to which this value of d is large enough to avoid the effects of the density
gradient scale length in the high intensity regime and small enough to reduce the effects
of target geometry, enhancing the effects of the SPW resonance.

For this reason we will conclude this analysis by comparing the electron energies for
the non-resonant angle of incidence θ = 10◦ with the resonant case when the modulation
depth is d = λ0/3 . We observe in fig.4.5 that the electron temperature is higher for the
resonant case, being Thot,λ0/3 ' 2.1MeV, while for θ = 10◦ we have only Thot,λ0/3,10 '
1.2MeV. Also the maximum electron energy is lower for the non-resonant incidence as
we have Emax,λ0/3,10 ' 12MeV for θ = 10◦ (instead of 13MeV for the resonant angle of
incidence θ = 30◦). These values are consistent with those of laser absorption and field

Figure 4.5: Electron spectra for the semi-infinite targets having modulation depth
d = λ0/3, taken at time t = 500ω−1

0 for Iλ2
0 = 1019W cm−2µm2. The red/blue line

correspond to the resonant/non-resonant (θ = 10◦) cases.

amplification reported in section 2.4, where we find that for d = λ0/3 the absorption is
increased for the resonant case compared to non-resonant incidence.

In conclusion, the analysis of the dependence of electron heating on the modulation
depth has confirmed the importance of the presence of a density gradient in the process
of hot electron heating via SPW. In the low laser intensity range, where the gradient
scale length becomes larger than the modulation depth at d ' λ0, the electron acceleration
is affected and low cut-off energies are found. In this case, the effects of the target
geometry are dominant and we observe that the contribution of SPW to the electron
energy is small. Contrastingly, in the high intensity range, where the laser steepens
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the density gradient, electrons are efficiently accelerated via SPW for smaller values of
d. Moreover, as the reduced modulation depth reduces the contributions of the other
heating mechanisms, the effects of SPW excitation are emphasized.

In order to better understand the process of electron heating via SPW excitation
we will analyze in the following section the electron current and the emission angles.

4.2 Electron emission angles

In this section we will examine the electron emission angles for the case of resonant
excitation and the case of a flat surface. We are particularly interested in the angular
distribution of the most energetic electrons, which, in the resonant case, may be asso-
ciated with the SPW excitation. Similarly to the previous section we will consider the
case of a semi-infinite target (where the electrons reaching the right side of the target
are cooled and reintroduced into the plasma), in order to exclude effects due to electron
recirculation [21] in the target which will be treated in section 4.3.

We will define the x axis direction (x̂) as the ’forward’ direction, that corresponds
to electrons moving towards the plasma, while the backward direction will be that of
electrons moving towards the vacuum (−x̂), away from the plasma. The positive angles
correspond to a positive y component of electron velocity, such that 90 degree represents
the motion parallel to the y axis, positive direction, as shown in the scheme of fig.4.6.
We remark that, in the present geometry, the resonant laser incidence corresponds to
−30◦ in the forward direction.

In the following we will analyze two different acceleration regimes, taking the simula-
tion having laser intensity Iλ2

0 = 1016W cm−2µm2 as representative of the low intensity
case, while the simulation at Iλ2

0 = 1019W cm−2µm2 will represent the high intensity
regime. In order to distinguish the hot electron emission angles from the cold back-
ground electrons, we will plot the electron density in the angle-energy space and consider
the eventual peaks in the angular distribution. This analysis is performed using the
electron momentum phase space (px, py) (integrated over the space), which allows to
determine the angular direction and energy of particles.

We note that, generally, the angular distribution of the electrons accelerated towards
the vacuum is phase dependent, as it represents electrons oscillating in the field at the
surface. By contrast, that of electrons moving forward, into the plasma, represents,
at the same time, many phases of the acceleration, where the most energetic electrons
have definitely left the field at the surface. For this reason the latter is more important
to determine the emission angles which characterizes the electron heating process while
the emission towards the vacuum has to be analyzed further, by examining the electron
currents at different times.

We will take the time t = 500ω−1
0 as the reference time for the study of the emission

angles, which is the same reference time as taken for the electron energy analysis in
the previous section. We also recall that t = 500ω−1

0 corresponds approximately to the
time at which the maximum electron energy has been reached in our simulations.

We shall start by examining the emission in the low intensity regime, when Iλ2
0 =

1016W cm−2µm2. For the low intensity, at resonant incidence, the angular distribution
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Figure 4.6: Scheme of the electron emission angles: ϕF correspond to the ’forward’ emis-
sion, ϕB corresponds to the ’backward’ emission. Positive/negative angles corresponds
to positive/negative vy.

is shown in fig.4.7a,b. Observing the plot in fig.4.7a we may distinguish three main
emission angles corresponding to the forward direction: an angle around 30o, one around
60◦ and one around −60o. A smaller peak is also observed around −20◦. Fewer energetic
electrons are moving in the backward direction, i.e. towards the vacuum (fig.4.7b), and
their motion is quasi-parallel to the y axis (positive and negative direction), with a
minor accumulation at −40o. The (px, py) phase space from which we have derived the
two plots is shown in fig.4.7c.

The interpretation of the electron angular distribution described above is not obvi-
ous. Nevertheless we notice that some of the features in fig.4.7 can be related to the
geometry of the target and to the SPW excitation. In fact we note that, when the
target has a modulation, we may take the tangent to the modulation curve to approx-
imate the direction parallel to the target surface, as discussed in 2.3 (see fig.2.7), that
is θT = ±30◦, for the modulation depth d = λ0 and the periodicity am = 2λ0 (and
±60◦ corresponds to the direction normal to the surface in our geometry). Thus, for
the modulated target considered here, the accumulation of the electrons around ±60◦

may be associated with electron emission perpendicular to the surface, while the 30◦

may be seen as emission along the target surface.
Before discussing the interpretation of electron acceleration in these directions, we

will consider the case of the flat target, for the same pulse intensity and angle of inci-
dence. The angular directions for the flat target are shown in fig.4.8. We observe that,
as for the resonant case, the electrons moving forward (fig.4.8a) are accelerated along
the normal to the surface, i.e. ∼ 0◦ for this target shape. Electrons emitted into the
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Figure 4.7: Electron emission angles as a function of energy: forward (a) and backward
(b) direction and electron phase space (c) at t = 500ω−1

0 for Iλ2
0 = 1016W cm−2µm2

(a0 = 0.086), d = λ0, for the semi-infinite target when the SPW is excited.

vacuum instead have angular direction −20◦ (fig.4.8b).
Thus, taking into account the dependence on the geometry of the target, we notice

that in both cases (when the SPW is excited and for a flat target) we observe forward
acceleration in the direction normal to the target surface which can be attributed to
resonance absorption and/or to the vacuum heating mechanisms. Contrastingly, the
acceleration along the surface is present only in the case where the SPW is excited, and
can be interpreted as electrons moving with the surface wave. For the electrons emitted
into the vacuum instead, the interpretation is much more difficult. For the simple case
of the flat target we may infer that the angular direction −20◦ is related to the reflected
pulse direction and/or to self generated fields at the target surface. For the resonant
case instead, the phase of the field at the surface is very important as we will see when
electron currents will be examined.

We will now analyze the emission in the high intensity regime, i.e. for Iλ2
0 =

1019W cm−2µm2. For the high intensity, when the SPW is excited (fig.4.9), we find
three main angles in the forward direction (fig.4.9a) at t = 500ω−1

0 : a main emission
angle at about −60o, a secondary angle at −30o and a positive angle around 30− 40o,

85



a b

c

Figure 4.8: Electron emission angles as a function of energy: forward (a) and backward
(b) direction and electron phase space (c) at t = 500ω−1

0 . Iλ2
0 = 1016W cm−2µm2

(a0 = 0.086), d = λ0, ne = 25nc, semi-infinite target for the flat surface.

eventually merging with a peak at 60o. Fewer energetic electrons are accelerated in the
backward direction (fig.4.9b) with an accumulation around 60o. We also notice that a
large number of hot electrons is accelerated in the direction −ŷ (corresponding here to
−90◦), which is the direction of propagation of the surface wave.

For the flat surface and high pulse intensity case, the angular distribution of electrons
accelerated in the forward direction (fig.4.10a), ranges from 30o to −70o. The angle at
which the most energetic particles are emitted is around −20o, followed by two accumu-
lations around −40o and −60o. In the backward direction (fig.4.10b) instead electrons
are emitted in the direction parallel to the target surface (−ŷ direction) and (very few) in
the direction perpendicular to the surface (0◦). Comparing the emission in the forward
direction for the flat target case in the low (fig.4.8) and high (fig.4.10) intensity regimes,
we notice that the emission peak has moved from 0◦ (at Iλ2

0 = 1016W cm−2µm2) to
20◦ (at Iλ2

0 = 1019W cm−2µm2). As at Iλ2
0 = 1019W cm−2µm2 vacuum heating is

dominant, this fact may appear as a contradiction with the classical vacuum heating
scheme, where electrons are supposed to move in the direction perpendicular to the
target for any laser intensity. Indeed the shift in the angular direction of electrons
accelerated forward may be explained by considering the contribution of the laser pres-
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Figure 4.9: Electron emission angles as a function of energy: forward (a) and backward
(b) direction and electron phase space (c) for Iλ2

0 = 1019W cm−2µm2 (a0 = 2.72), at
t = 500ω−1

0 , when the SPW is excited. ne = 25nc, semi-infinite target, d = λ0.

sure and self-generated fields at the target surface, as discussed at the beginning of this
chapter and in reference [19]. The final direction of electrons entering the plasma bulk
is difficult to determine but some prediction can be done on the basis of momentum
and energy conservation. According to the model in appendix .3, the direction of the
particles emitted in the forward direction depends also on the intensity of the driv-
ing field such that their direction tends to be close to the target (surface) normal for
low energies while it becomes closer to the laser wave vector direction for increasing
laser energies. Basically we have to consider that, when the laser pulse is absorbed,
its momentum is also absorbed by the plasma particles which, for high pulse energy,
will be accelerated in a direction close to that of laser propagation. As the laser inci-
dence is −30◦ here, this model would explain qualitatively the shift observed when the
laser intensity is increased and the emission angle 20◦, observed for the flat target at
Iλ2

0 = 1019W cm−2µm2 can be associated with the laser pulse incidence.

We shall now reconsider the flat and resonant target cases in the high intensity
regime taking into account the dependence on the geometry of the target, as done for
the simulations in the low energy range, and considering the angular shift occurring in
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Figure 4.10: Electron emission angles as a function of energy: forward (a) and backward
(b) direction and electron phase space at t = 500ω−1

0 for Iλ2
0 = 1019W cm−2µm2 (a0 =

2.72), ne = 25nc, semi-infinite target for the flat surface.

this regime. If we exclude angular directions which can be associated with the laser
incidence or the respective target normal direction, that are present in both the flat and
modulated targets, we may observe that when the SPW is excited much more energetic
electrons are accelerated along the target surface (±30◦), both in the forward and
backward direction, and in the direction of propagation of the wave (−ŷ). The latter
effect was found also for SPW excitation at low intensity but it is more pronounced in
this regime where the negative emission angles are associated with the greater electron
energies.

In conclusion, the analysis of the angular distribution of the electrons accelerated
when the SPW is excited and for a flat target shows that the direction of electron
emission partially depends on the geometry of the target and on the laser incidence.
Nevertheless, in the case where the SPW is excited, we observe very energetic electrons
accelerated in the direction of propagation of the wave (−ŷ) which are not observed for
the flat surface and this is particularly evident in the high intensity regime.

88



As announced since the beginning of this section, the study of the phase space at
a given time is not sufficient to analyze electron motion, particularly the motion of
electrons which oscillate at the vacuum-plasma interface. For this reason it will be nec-
essary to compare the emission angle plots with the electron current vector plots of
fig.4.11 (Iλ2

0 = 1016W cm−2µm2) and fig.4.13 (Iλ2
0 = 1019W cm−2µm2), taken for dif-

ferent time fractions of the laser period, in order to identify the different contributions,
their localization and the dependence on the field phase.

Figure 4.11: Electron current (neve, no charge sign) sequential vector plots taken
at time intervals of 1.5ω−1

0 (' 1/4 laser period), starting from t = 492ω−1
0 . Iλ2

0 =
1016W cm−2µm2 (a0 = 0.086), d = λ0, ne = 25nc, semi-infinite target when the SPW
is excited.

It has to be noticed that the current distribution is, at each point, the result of
the contributions of all particles related to that space grid point and this means that
a hot electron passing through the bulk thermal plasma may not be visible here. The
electron current gives different informations compared to electron phase space, where
each particle momentum is represented in the (px, py) space, thus we do not expect exact
correspondence of the two plots. In figure 4.11 we observe a current of hot electrons
which periodically exit the plasma, in a direction which is about normal to the target
surface, at two main points situated on the lower part of each modulation tip, one
close to the top and the other halfway between the top and the bottom (i.e. at a
distance of am/4 = λ0/2 from the top). We also observe a current of electrons inside
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the plasma, moving along the target surface. In fig.4.11 we show the main steps of
electron emission for Iλ2

0 = 1016W cm−2µm2: the electron bunches mentioned above
exit the plasma with a periodicity of one laser period, if we consider the emission from a
given point, but there is a one half laser period phase lag between two emission points.
Then the electrons re-enter the plasma, following the modulation surface.

In fig.4.12 we show the electric field corresponding to each phase of the emission
of fig.4.11. We notice that the maximum excursion of the electrons ejected at each
emission point corresponds in time to a maximum of the electric field at the surface.

Figure 4.12: Electric field Ex, sequential plots taken at time intervals of 1.5ω−1
0 (' 1/4

laser period), starting from t = 492ω−1
0 , corresponding to electron currents in fig.4.11.

Iλ2
0 = 1016W cm−2µm2 (a0 = 0.086), d = λ0, ne = 25nc, semi-infinite target when the

SPW is excited.

For the high intensity regime (Iλ2
0 = 1019W cm−2µm2) the current vector plot shows

a result which is qualitatively similar to the one observed in the low intensity case:
electrons which exit/re-enter the plasma periodically in a direction which is almost
normal to the modulation surface, from two emission points, or electrons which moves
along the target surface. The only difference we can notice compared to the low intensity
case is the larger excursion of the electron emitted outside the plasma. In fig.4.14 we
show the electric field corresponding to each phase of the emission of fig.4.13.

We will now try to give an interpretation of the electron emission features observed
in both regimes. According to the results obtained in [77] for test particles entering the
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Figure 4.13: Electron current (neve, no charge sign) sequential vector plots taken
at time intervals of 1.5ω−1

0 (' 1/4 laser period), starting from t = 492ω−1
0 . Iλ2

0 =
1019W cm−2µm2 (a0 = 2.72), d = λ0, ne = 25nc, semi-infinite target when the SPW
is excited.

field of the surface wave, the most favourable phase for electron acceleration corresponds
to the zeros of the SPW field, so that the electrons experience the rising part of the field
amplitude (absolute value) and reach the maximum momentum at the peak of the field.
Thus the emission observed at each half laser period may be related to electrons entering
the wave field at the most favourable phase, which experience large oscillations: such
electrons detach from the surface and exit or enter the plasma depending on whether
the field is evolving towards a minimum or a maximum. Following this assumption, the
emission we observe from different points would correspond to the spatial periodicity of
the wave: for example if at one point we have a maximum of the field while at a second
point we have a minimum, we will have emission in the vacuum from the first point
while from the second one electrons are accelerated into the plasma; after half laser cycle
the situation is reversed as the field has changed sign. This is confirmed by the electric
field shown in 4.12 where we observe that each electron emission point corresponds to
a local SPW field maximum (positive) at times t = 492ω−1

0 and t = 495ω−1
0 .
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Figure 4.14: Electric field Ex, sequential plots taken at time intervals of 1.5ω−1
0 (' 1/4

laser period), starting from t = 492ω−1
0 , corresponding to electron currents in fig.4.13.

Iλ2
0 = 1019W cm−2µm2 (a0 = 2.72), d = λ0, ne = 25nc, semi-infinite target when the

SPW is excited.

4.2.1 Non-resonant angle of incidences

In section 4.1.1 we observed that the electron energy has a dependence on the laser
pulse angle of incidenceand modulation depth. We will now analyze the dependence of
the electron emission angles on the angle of incidencecomparing the angle of incidence
θ = 30◦, which matches the parameters for SPW excitation, and the two angles out of
resonance θ = 20◦ and θ = 10◦ which do not match the condition for SPW excitation.

The target parameters are kept constant: semi-infinite target, d = λ0, ne = 25nc,
am = 2λ0. We will consider two laser intensities in order to compare the effect of
the laser angle of incidenceon the electron emission for different interaction regimes:
Iλ2

0 = 1016W cm−2µm2 and Iλ2
0 = 1019W cm−2µm2.

At Iλ2
0 = 1016W cm−2µm2, for the angle of incidences θ = 20◦ (not shown here)

and θ = 10o (fig.4.15) the angular distribution of the electrons accelerated towards
the plasma is similar and we observe two main angles ±60◦. Electrons which are
moving in the backward direction, i.e. towards the vacuum, have an angular distribution
peaked around ±70◦ for θ = 10◦ and ±80◦ for θ = 20◦ instead. We notice that these
emission angles have some similarity with those found for the resonant incidence in the
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same intensity regime, where we also found the angles ±60◦. Nevertheless we observe
an important difference, that is the forward emission around ±30◦, which could be
associated with the electron motion along the surface, disappears when the surface wave
is not excited. Thus, from the comparison of the angular distribution of the electrons

a b

Figure 4.15: Electron emission angles as a function of energy: forward (a) and backward
(b) directions at t = 500ω−1

0 , for Iλ2
0 = 1016W cm−2µm2 (a0 = 0.086), d = λ0, ne =

25nc, semi-infinite target, for the non-resonant angle of incidence θ = 10o on the
modulated surface (same target shape as for the resonant case, where the SPW was
excited).

a b

Figure 4.16: Electron emission angles as a function of energy: forward (a) and backward
(b) directions at t = 492ω−1

0 , for Iλ2
0 = 1019W cm−2µm2 (a0 = 2.72), d = λ0, ne = 25nc,

semi-infinite target, for the non-resonant angle of incidence θ = 10o (same target
shape as for the resonant case, where the SPW was excited).

emitted in the forward direction, for non-resonant angle of incidences, with the case
where the SPW is excited, we may conclude definitely that angles ±60◦ depend only on
the shape of the target and correspond to electrons accelerated along the target normal.
We may associate the acceleration in this direction to resonance absorption mechanism,
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which accelerates electrons in the direction of the density gradient, corresponding to
the surface normal. In fact, as discussed in chapter 2, absorption in the density gradient
plays an important role at this laser intensity and does not depend on SPW excitation.

Contrastingly, at high intensity we find a more complex result for the electron emis-
sion when the laser incidence does not match the resonance. In this interaction regime
vacuum heating is dominant and, as discussed in the previous section, and the contri-
butions of laser pressure and self-generated fields may determine the final directions
of electrons which re-enter the plasma [19]. For 20o (not shown here) we find a very
regular angular distribution with two emission angles at ±60◦ for the emission in the
forward direction while in the backward direction we find a peak at ' 60◦ and a minor
accumulation corresponding to the −ŷ direction. For the case of a 10o incidence pulse
instead, emission occurs mainly at negative angles, in the forward direction, as we can
observe in fig.4.16.

Figure 4.17: Electron current (neve, no charge sign) sequential vector plots taken at
time intervals of 1.5ω−1

0 (' 1/4 laser period), starting from t = 492ω−1
0 , for Iλ2

0 =
1019W cm−2µm2 (a0 = 2.72), d = λ0, ne = 25nc, semi-infinite target, for the non-
resonant angle of incidence θ = 10o (same target shape as for the resonant case,
where the SPW was excited).

We observe that the emission in the forward direction has four main angles around
40o, 0o, −40o and −70o. In the backward direction, emission is more dispersed com-
pared to the resonant case but we can distinguish a distribution in the negative part
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Figure 4.18: Electric field Ex, sequential plots taken at time intervals of 1.5ω−1
0 (' 1/4

laser period), starting from t = 492ω−1
0 , for Iλ2

0 = 1019W cm−2µm2 (a0 = 2.7), d = λ0,
ne = 25nc, semi-infinite target, for the non-resonant angle of incidence θ = 10o

(same target shape as for the resonant case, where the SPW was excited).

of the plot, with angles ranging from −20o to −90o, peaked at −90o, and an accu-
mulation point around ' 60o. These angles are more difficult to interpret than for
the resonant high intensity case, where the main emission angles could be associated
with directions parallel or perpendicular to the surface. In order to better analyze the
electron motion at the different points of the target, we compare these results with the
electron current (neve, no charge sign) vector plots in fig.4.17. The time of the plots in
fig.4.16 corresponds to the time of the top left picture of fig.4.17, allowing a comparison
of the angular distribution and electron current. The first thing to be noticed is that
the electron emission does not have the same periodicity of the target modulation any
more, i.e. emission at one modulation tip is different from the emission at the next
modulation tip. This can be observed in the top left frame of fig.4.17, where a bunch
of electrons exit the middle tip while at the other two tips (upper and lower) there is
no emission at that point. The electric field distribution near the target surface for the
non-resonant angle of incidence θ = 10o shows the same ’irregularity’ of the electron
emission as can be seen in fig.4.18 where the electric field component Ex is plotted. We
may infer that for non-resonant angle of incidences the electron emission is essentially
determined by the interference pattern of the electric field at the target surface which
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varies according to the angle of incidence.
Thus for the high intensity regime we find that the difference between the resonant

case and non-resonant angle is stronger and the ’irregularity’ of the electric field pattern
at the surface leads to an angular distribution which is difficult to interpret. Comparing
with the low intensity case we notice that the differences in the electron distribution
for non-resonant and resonant incidence are less evident there, which would confirm
the assumption that at low laser intensities the main heating mechanism is resonance
absorption, which accelerates electrons in the direction of the density gradient for any
value of the laser angle of incidence θ.

4.2.2 Effects of the modulation depth

In section 2.4 we have examined the dependence of absorption on the modulation
depth, d, and observed that it decreases for small values of d: for example, for Iλ2

0 =
1019W cm−2µm2 absorption decreases from 75% to 51% when the modulation depth is
reduced from λ0 to λ0/3. Contrastingly, in section 4.1.2 we have observed that electron
heating appears quite similar for different values of the modulation depth, in the high
intensity range, particularly for what concerns the maximum electron energy. This
result may be explained if we associate the hot electrons population to the SPW. In
this section we will study the characteristics of the electrons acceleration for reduced
modulation depth in order to confirm this assumption.

In figure 4.19 we can observe hot electron emission angles for the resonant case
having modulation depth d = λ0/3. The first thing we notice in this plot is that

a b

Figure 4.19: Electron emission angles as function of energy: forward (a) and backward
(b) direction for Iλ2

0 = 1019W cm−2µm2 (a0 = 2.72) andmodulation depth d = λ0/3,
at t = 492ω−1

0 . Semi-infinite target, ne = 25nc when the SPW is excited.

electron acceleration in the direction of the vacuum (fig.4.19b) is much more important
here than in the case having a larger modulation depth, d = λ0, as in that case the
maximum energy of backward accelerated electrons was around ' 4MeV while here
we find ' 9MeV. In the forward direction (fig.4.19a) the emission is characterized by
two angles: −15◦ and −60◦ (approximately) while in the backward direction (fig.4.19b)
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we find an emission angle around ' 50◦. We also find a large number of energetic
electrons accelerated along the −ŷ direction. These angles are close to the directions
perpendicular and parallel to the target surface, which for this modulation depth are
±25◦ and ±65◦ respectively, as shown in fig.2.7. Thus for d = λ0/3 we can apply the
same considerations done for d = λ0, and electrons moving along the surface can be
interpreted as the signature of SPW excitation. A similar result is found for the smallest
modulation depth, d = λ0/5 (not shown here) even though the emission towards the
vacuum is characterized by a lower value of the maximum energy, which is ' 6000keV.
In figure 4.20 we can observe in detail the electron current when the SPW is resonantly
excited, for d = λ0/3: the electron emission is qualitatively similar to the one observed
in the d = λ0 case (fig.4.13) but here we observe electrons moving further from the
plasma, in agreement with the higher energy values observed for backward accelerated
electrons at this modulation depth. At the same time we notice well defined bunches
of electrons entering the plasma.

Figure 4.20: Electron current (neve, no charge sign) sequential vector plots for the
target having modulation depth d = λ0/3, taken at time intervals of 1.5ω−1

0 (' 1/4
laser period), starting from t = 492ω−1

0 ; Iλ2
0 = 1019W cm−2µm2 (a0 = 2.72), ne = 25nc,

semi-infinite target, when the SPW is excited.

We remember that in section 2.4 we also found an important result for small mod-
ulation depths combined with non-resonant angle of incidences: when the modulation
is reduced to λ0/3 − λ0/5 the difference between the resonant and the non-resonant
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incidence is greater than what was observed for d = λ0. For example, when d = λ0/3,
the non-resonant angle of incidence θ = 10◦ corresponds to only 35% absorption, which
is very close to the plane target value, while for resonant incidence it is 51%. This
result was further confirmed by the comparison of the electron energy for resonant and
non resonant incidence at d = λ0/3 in section 4.1.2, where we found that both the hot
electron temperature and the cut-off energy of the electron are greater when the SPW
is excited. We will now examine the hot electron emission angles for the non resonant
angle of incidence θ = 10◦ when the modulation depth is d = λ0/3. In the angular
distribution of electrons accelerated forward (4.21a) we can distinguish three angles,
−30◦, 20◦ and a small peak at −70◦. We notice that the main peaks in the forward
emission, −30◦ and 20◦, are close to the direction perpendicular to the target surface,
(' 25◦) and can be interpreted as electrons accelerated by vacuum heating. In the
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Figure 4.21: Electron emission angles as a function of energy: forward (a) and backward
(b) directions for Iλ2

0 = 1019W cm−2µm2 (a0 = 2.72), at t = 492ω−1
0 , and modulation

depth d = λ0/3 for the non-resonant angle of incidence θ = 10o (same target
shape as for the resonant case, where the SPW is excited). ne = 25nc, semi-infinite
target.

backward direction (fig.4.21b) electrons are emitted over a wide angular range, with a
small peak around −60◦ and have lower energies compared to the case having d = λ0

and the same pulse angle of incidence(θ = 10o).
We shall now examine the electron currents and angular emission for angle of incidence
θ = 10◦ when d = λ0/3 in order to examine in detail the differences with the currents
observed in the resonant case. From the current vector plot in fig.4.22 we can observe
that the characteristics of electron emission are very different from the resonant case.
When the laser incidence is switched from 30◦ to 10◦ electron emission at the surface
is very confused and not periodic along ŷ, as was also observed for the d = λ0 case in
fig4.17, but here electron emission outside the plasma is reduced and electrons do not
perform large excursions in the vacuum, staying closer to the target surface than in the
d = λ0 case. This is in agreement with the lower values of absorption and electron
energy and with the angular distribution observed for this case.

To conclude, in this section we have analyzed in detail the electron acceleration for
reduced modulation depth, where the geometry effects are reduced so that the effects
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Figure 4.22: Electron current (neve, no charge sign) sequential vector plots for the
target having modulation depth d = λ0/3, taken at time intervals of 1.5ω−1

0 (' 1/4
laser period), starting from t = 504ω−1

0 ; for the non-resonant angle of incidence
θ = 10o (same target shape as for the resonant case, where the SPW is excited).
Iλ2

0 = 1019W cm−2µm2 (a0 = 2.72), ne = 25nc, semi-infinite target.

of the surface wave excitation are found to be more evident. This study shows that
electrons emitted at the target surface have much larger excursion length when the
SPW is excited and have negative velocity in the y direction, which can be associated
with the SPW wave. Electrons accelerated into the plasma have directions which can
be associated with vacuum heating in the direction perpendicular to the surface or to
a motion along the surface, which is more evident when the SPW is excited. We may
conclude that the high electron energies observed when the modulation depth is reduced,
in the high laser intensity regime, can be attributed to SPW excitation, while other
mechanisms are less efficient, as confirmed by the non-resonant cases.

4.3 Laminar targets

In the previous sections we have examined the electron energy and emission angles for
the case of a semi-infinite target where electrons reaching the right end of the plasma
are cooled and re-enter the plasma at thermal velocity. We have shown that we can
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define a relationship between the electron energy distribution and the SPW excitation
according to which the latter is associated with a larger number of electrons accelerated
in the high energy range. Electron currents for the semi-infinite case were also examined
where we found that electron emission is more regular when the SPW is excited and
electron bunches exit and re-enter the plasma at points corresponding to maxima of
the SPW field.

We will now analyze the characteristics of particle emission in the case of a laminar
target, where, as we discussed in section 2.5, electrons recirculate in the target and may
interact with the accelerating field more than once. The pulse shape and duration is
the same as used in the simulations of the semi-infinite target. As we aim to analyze
the differences of the laminar target with the semi-infinite target, we will consider
only the high intensity pulse regime (Iλ2

0 = 1019W cm−2µm2) in order to produce a
large number of hot electrons which will underscore the effects of recirculation. The
simulation box here is 480k−1

0 ' 76λ0 along x and has the same y size (6λ0) as the
semi-infinite target. The plasma starts at x = 240k−1

0 and we will consider two target
thicknesses: 22k−1

0 ' 3.5λ0 and 50k−1
0 ' 8λ0.

4.3.1 Electron heating

As we mentioned above, the most important characteristic of electron motion which can
be observed in a thin laminar target is electron recirculation [21]: energetic electrons
entering the target reach the rear (unirradiated) side where a Debye sheath has formed
which reflects them back, towards the front (irradiated side) of the target. There, they
are reflected again from the front sheath towards the rear and so on. The hot electron
density at one side then corresponds to a superposition of laser accelerated electrons
and electrons that are reentering the target at intervals of the double transit time. This

a b

Figure 4.23: Electron phase space (x, γvx) for the laminar target of thickness 22k−1
0 ∼

3.5λ0 taken during electron reflection at the rear (a) and after further reflection at the
front (b) of the target (time 360ω−1

0 and 503ω−1
0 ). Iλ2

0 = 1019W cm−2µm2 (a0 = 2.72),
ne = 25nc, d = λ0, the SPW is excited.

process is observed in our simulations as it can be seen in fig.4.23, where the electron
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phase space (x, px) is shown after the first electron reflection at the rear surface (a) at
x = 262k−1

0 and later, after further reflection from the front sheath (b) at x = 240k−1
0 .

Electrons reach the rear surface, for the first time at t ' 357ω−1
0 and after the first

reflection, are back to the front at t ' 380ω−1
0 , thus their velocity is close to c (the time

mentioned here does not correspond to fig.4.23). We may also observe that electrons are
emitted in bunches with a spatial periodicity of ' 6k−1

0 , which is coherent, for electrons
accelerated to relativistic velocities, with an accelerating field oscillating at about ω0.
This means that for a laminar target sufficiently thin to allow reflected electrons to reach
the irradiated side while the driving field is still present, electrons may interact several
times with the field and this results in enhanced particles acceleration and radiation
absorption. Recirculation is absent in the semi-infinite target where energetic electrons
entering deep in the bulk are ’lost’ (absorbed) and replaced by thermal ones.

We observe in fig.4.24 that the electron energy is increased for rediced target thick-
ness, which is consistent with the laser absorption data presented in section 2.5. We
can give an estimate of the critical target thickness, hc, for which the electrons can take
advantage of recirculation, increasing their energy, using the relation τL/2c = 2h (where
τL is the laser duration FWHM): for the pulse duration in our simulation τL = 240ω−1

0

we have hc = 60k−1
0 ' 9.5λ0. For the two target thicknesses h = 8λ0 and h = 3.5λ0, the

hot electron temperatures are Thot,8 ' 2.1MeV and Thot,3.5 ' 2.3MeV respectively while
the maximum energies are Emax,8 ' 13.5MeV and Emax,3.5 ' 14MeV. The latter are
both higher than the electron temperature and maximum energy of the semi-infinite
case where we had Thot,s−inf ' 1.9MeV and Emax,s−inf ' 13MeV.

Figure 4.24: Electron spectra for the laminar targets having different thickness,
h = 3.5, 8λ0 and the semi-infinite target, taken at time t = 500ω−1

0 for Iλ2
0 =

1019W cm−2µm2 (a0 = 2.72), ne = 25nc, d = λ0, when the SPW is excited.

This result can be explained as follows: in the case of the laminar target, electrons
which are accelerated are not ’lost’ in the absorption into the bulk plasma and an elec-
tron’s energy at a given time represents the sum of the energies absorbed by the particle
after multiple interactions with the driving field, if we exclude the energy that has been
transferred to the ions. However ion acceleration has longer time-scales, thus the elec-
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tron energy shown at t = 500ω−1
0 corresponds to the energy of electrons that have been

accelerated, possibly more than once, by the SPW and the laser pulse. If we reduce
the target thickness, a larger number of electrons will have the possibility to interact
more than once with the surface field and further increase their energy. Particularly,
for the case of SPW resonant excitation at the irradiated surface, energetic electrons
may interact several times with the wave having more chances to enter the wave with
the correct phase (corresponding to zeros of the SPW field as discussed in 4.2) in order
to get the maximum acceleration.

We will now analyze in detail the emission angles of the electrons for the thinnest
target, having thickness 22k−1

0 ' 3.5λ0, for which the differences with the semi-infinite
case are more pronounced. We notice that in the laminar target the emission angle
is not sufficient to separate electrons which are recirculating inside the plasma from
those which are emitted towards the vacuum. Therefore, the electron phase space will
be divided into 3 parts: (a) electrons emitted into the vacuum at the irradiated side
(x = [0 − 240k−1

0 ]), (b) electrons inside the plasma, and (c) electrons emitted into the
vacuum at the rear of the target (x = [262−480k−1

0 ]). In each section we will distinguish
two directions for the electron motion: backward (i.e. moving from right to left) and
forward (i.e. moving from left to right).

From figures 4.25a we see that electrons leaving the target at the left side (irra-
diated) are very few and have a quite homogeneous angular distribution, where we
can distinguish three peaks: −40◦ and 60◦ in the forward direction, and −70◦ in the
backward direction. The angular distribution of the electrons leaving the target at the
rear side (unirradiated) is also quite smooth and we can distinguish only one peak at
−40◦, in the forward direction (figures 4.25c). The majority of hot electrons is observed
inside the plasma (figures 4.25b) where the angular distribution has two main peaks,
60◦ and −40◦ both in the forward and the backward direction. The fact that we find
similar angles in the forward and backward angular distributions can be associated with
the electrons recirculating inside the plasma. We may interpret these data as electron
acceleration in two directions: i) approximately perpendicular to the target modulated
surface (the angle at 60◦) and ii) along the laser propagation direction or along the
surface (the angle at −40◦, which is close to θ = −30◦), and their respective reflected
angles. This is only a rough description of the dynamics, in fact electric and mag-
netic fields close to the surface may deflect electrons accelerated by vacuum heating, as
discussed previously.

We will now analyze the corresponding electron current (neve, no charge sign) vector
plots in fig.4.26. We recall that this current is, at each point, the result of the contri-
butions of all the particles related to that space grid point and hot electrons passing
through the bulk thermal plasma may not be visible in this plot. Nevertheless we will
have the possibility to examine the different phases of electron oscillations at the sur-
face and identify the spatial location of electron emission. Thus, as discussed for the
semi-infinite target, the currents will provide information on electron motion which are
complementary to angular distribution plots obtained from the electron phase space,
where the momentum of each particle is represented.

In fig.4.26 we observe an emission towards the vacuum (backward), at the irradiated
target side which is qualitatively similar to that observed for the semi-infinite case of
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Figure 4.25: Electron emission angles backward ( B=moving from right to left) and
forward (F=moving from left to right), for the laminar target of thickness 22k−1

0 '
3.5λ0, taken at t = 500ω−1

0 ; ne = 25nc, d = λ0 and Iλ2
0 = 1019W cm−2µm2 (a0 = 2.72)

when the SPW is excited.(a) electrons emitted into the vacuum at the irradiated
side (x = [0−240k−1

0 ]).(b) electrons inside the plasma (x = [247−262k−1
0 ]).(c) electrons

emitted into the vacuum at the rear of the target (x = [262− 480k−1
0 ]).

fig.4.13: bunches of hot electrons exit the plasma periodically, in a direction which is
about normal to the target surface (' 60◦), at two main points situated on the lower
part of the modulation tip: one closer to the top and the other halfway between the
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Figure 4.26: Electron current (neve, no charge sign) sequential vector plots for the
laminar target of thickness 22k−1

0 ' 3.5λ0, taken at time intervals of 1.5ω−1
0 (' 1/4

laser period), starting from t = 504ω−1
0 ; ne = 25nc, d = λ0 and Iλ2

0 = 1019W cm−2µm2

(a0 = 2.72) (the SPW is excited).

top and the bottom of the dip. The periodicity of the emission is one laser period and
there is a phase lag of half a laser period between the two emission points. Then the
electrons re-enter the plasma, following the surface modulation. We may also observe
bunches of electrons which are moving inside the plasma, towards the rear surface.
For example, we observe electrons moving from the surface towards the rear side at the
point y ' 19k−1

0 in a direction which forms an angle of about 30◦ with the x̂ axis. Other
points from which electrons are accelerated into the plasma are found at a distance of
' λ0 along y and we notice that electron motion is periodic in this direction, similarly
to what was found for the semi-infinite targets where the SPW is excited.

We may conclude that in the case of the laminar target the effects of SPW excitation
on electron heating are qualitatively similar to what was observed for the semi-infinite
case: electron emission angles are approximately the same and show the same character-
istics of spatial and temporal periodicity. Electron recirculation enhances the efficiency
of acceleration via the SPW as electrons can interact with the wave field more than
once, eventually entering the field with the most favourable phase and further increas-
ing their energy. This effect is more pronounced when the thickness of the target is
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reduced because i) the number of cycles that electrons can perform before the driving
field is extinguished is greater and ii) a larger number of electrons can be reflected back
to the irradiated surface at least once.

4.3.2 Non-resonant incidence and reduced modulation depth

We have seen in section 2.3 that, when the angle of incidence of the laser beam is
switched from the resonant incidence to angles which do not match the conditions for
resonant SPW excitation, the absorption and electron heating are modified not only
because we are not exciting the SPW any more, but also as a consequence of a geometry
effect. The latter may be very important for modulated targets having large modulation
depths, of the order of d ∼ λ0, enough to hide the effects of SPW excitation. In section
4.2.2 we have observed that for the semi-infinite target, at non-resonant incidence the
electron emission appears to be more irregular and loses the spatial periodicity found in
the resonant case. Moreover, when the geometry effects are reduced, we observed that
the energy of electrons is much lower when the SPW is not excited and their excursion
length in the vacuum is reduced. A similar result is found for the laminar target, with
the only difference that here we also observe electrons which are reflected at the rear
surface, at an angle which corresponds to the angle at which the electrons were injected
into the plasma. In order to avoid geometry effects and not repeat the analysis that
was already done for the semi-infinite case, we will limit our investigation to the case
of the non-resonant angle of incidencewith a reduced modulation depth.

Initially we study the case of a target having reduced modulation depth d = λ0/3,
in the case of a resonant angle of incidence(θ = 30◦) and compare to the case where
d = λ0. Then the angle of incidencewill be switched to a non-resonant angle, θ = 10◦,
in order to observe the modifications or electron heating when the SPW is not excited
and the geometry effect is reduced.

Fig.4.27 shows the angular distribution of the electrons for d = λ0/3, when the SPW
is excited, at the time t = 500ω−1

0 . In order to separate the electrons recirculating inside
the target form those emitted into the vacuum, we will again divide the simulation
box into three parts: electrons emitted into the vacuum at the irradiated side (x =
[0 − 240k−1

0 ]), electrons inside the plasma (x = [240 − 262k−1
0 ]) and electrons emitted

into the vacuum at the rear of the target (x = [262 − 480k−1
0 ]). We observe that,

comparing with electrons recirculating inside the plasma for d = λ0 (figures 4.25b), hot
electrons tend to have negative components of the velocity along y and emission angles
in both directions are ' −60◦ and ' 0◦. As for the previous case, we may interpret this
considering two groups of electrons which are bouncing back and forth at two different
angles, one of which (−60◦ ) can be associated with the direction parallel to the target
surface for this modulation depth (as shown in fig.2.7). Hot electrons emitted outside
the plasma (figures 4.25a,c) have emission angles which correspond approximately to
the angles observed for the electrons inside the plasma, and may be associated with
electrons which exit the plasma after some reflections.

Comparing with the semi-infinite case having the same target and laser parameters
(except for the thickness), we notice that the emission angles for electrons accelerated
towards the plasma, shown in fig.4.19a are the same as those found in the laminar target.
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Figure 4.27: Electron emission angles backward ( B=moving from left to right) and
forward (F=moving from right to left), for the laminar target of thickness 22k−1

0 ' 3.5λ0

and modulation depth d = λ0/3, at t = 500ω−1
0 ; ne = 25nc, Iλ2

0 = 1019W cm−2µm2

(a0 = 2.72), when the SPW is excited.(a) electrons emitted into the vacuum at the
irradiated side (x = [0− 240k−1

0 ]).(b) electrons inside the plasma.(c) electrons emitted
into the vacuum at the rear of the target (x = [262− 480k−1

0 ]).

In fact the electron currents observed for the laminar (not shown here) and semi-infinite
(4.20) cases are qualitatively the same and the choice of the laminar target type only
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has the effect of increasing the electron energy.
We will now examine the electron angular distribution for the same target but non-

resonant laser angle of incidence θ = 10o, which is shown in fig.4.28. The main emission
angles both inside the plasma (figure 4.28b) and outside (figures 4.28a,c) become ±25o,
both in the forward and backward directions. In our geometry (see fig.2.7) these di-
rections correspond approximately to the two directions normal to the surface for the
modulation having depth d = λ0/3 and periodicity am = 2λ0. If we compare the an-
gular distribution in fig.4.28 with the corresponding resonant case (fig.4.27) we notice
that in the non-resonant case the angular distribution is much more symmetric and the
angular directions of electrons only correspond to the geometry of the target surface.

Thus the analysis of the reduced modulation depth for the case of the laminar target
confirms the results obtained for the semi-infinite target having the same modulation
depth: the differences between the resonant and non-resonant case are appears more
evident and for the resonant case electrons tend to acquire a larger velocity component
in the −ŷ direction which is the direction of propagation of the SPW.

4.4 Conclusion

We have studied the electron heating for the case of the semi-infinite target, where the
electrons reaching the right side of the target are cooled and re-enter the plasma at
thermal velocity, and laminar targets of different thickness. For each target type we
have compared the electron acceleration when the angle of incidenceis such that the
SPW is resonantly excited and the case where the laser incidence does not match the
resonance.

We observed that the electron acceleration depends both on the geometry of the
target and on SPW excitation. Particularly in the low laser intensity regime, where
the light pressure is such that the density gradient scale length at the surface is of the
order of λ0, the geometry effects are dominant, probably due to absorption mechanisms
associated with the density gradient scale lenght. In this case the electron energy is
not increased when the SPW is excited. Contrastingly, in the high intensity regime,
where the gradient is sharper, the target geometry dependence is partially reduced and
we observe that when the SPW is excited the cut-off energy of the hot electrons is larger
than in the cases where the pulse angle of incidencedoes not induce SPW excitation.

The effects of the SPW are more pronounced when the modulation depth is small
(d < λ0), which reduces the importance of the target geometry. In this case we observe
a larger difference between the resonant and non-resonant angles of incidence both in
the hot electron temperature and the cut-of energy. We can also notice a difference in
the angular distributions of the accelerated electrons: for non-resonant incidence they
are accelerated perpendicularly to the target surface while for resonant incidence they
tend to acquire a larger velocity component in the −ŷ direction which is the direction
of propagation of the SPW.

However, observing the electron currents, there is a characteristic which is found,
in both the low and the high laser intensity regimes, only when the SPW is excited:
a current of hot electrons which periodically exit the plasma, in a direction which is
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Figure 4.28: Electron emission angles backward (B=moving from right to left) and
forward (F=moving from left to right), for the laminar target of thickness 22k−1

0 '
3.5λ0 and modulation depth d = λ0/3, taken at t = 504ω−1

0 ; ne = 25nc and
Iλ2

0 = 1019W cm−2µm2 (a0 = 2.72) for the non-resonant 10o incidence on
the modulated surface.(a) electrons emitted into the vacuum at the irradiated side
(x = [0 − 240k−1

0 ]).(b) electrons inside the plasma.(c) electrons emitted into the vac-
uum at the rear of the target (x = [262− 480k−1

0 ]).
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about normal to the target surface, at two main points situated on the upper part
of the modulation depth, one closer to the tip the other close to the bottom. The
latter are ejected with a periodicity of one laser cycle, and have a dephase lag of half a
laser cycle and correspond spatially to maxima of the SPW. This is coherent with the
fact that the particles are entering the field of the surface wave at the most favourable
phase for electron, i.e. the zeros of the SPW field, such that the electrons experience the
rising part of the field amplitude (absolute value) and reach the maximum momentum
at the peak of the field. Such electrons detach from the surface and exit or enter the
plasma depending whether the field is evolving towards a minimum or a maximum,
which explains the phase lag between the two emission points spatially separated by a
distance of λ0/2.

The study of the laminar target shows that in this case electrons recirculate inside
the target: energetic electrons entering the target reach the rear (unirradiated) side
where a Debye sheath has formed which reflects them towards the front (irradiated
side) of the target. There, they are reflected again from the front sheath towards the
rear and so on. The hot electron density at one side then corresponds to a superposition
of laser accelerated electrons and electrons that are reentering the target at intervals
of twice the transit time. Decreasing the thickness of the target increases the electron
energy which is consistent with the fact that in the case of the laminar target electron
energy at a given time represents the sum of the energy absorbed by particle after
multiple interactions with the driving field. In fact, for thinner targets, the number of
bounces that electrons can perform before the driving field is extinguished is greater
and a larger number of electrons can perform at least one bounce.
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Chapter 5

Ion acceleration

During the past decade, with the rapid development of the laser technology, ion accel-
eration has received extensive attention in the area of laser-plasma interaction. This
has been motivated by the discovery of multi-MeV protons in three experiment per-
formed independently in the year 2000 [24, 25, 26], where an ultra intense laser pulse
Iλ2

0 > 1018W cm−2µm2 was impinging on metallic targets. The protons, present as
contaminants on the target surface, were emitted as a quite collimated beam in the
forward direction with respect to the laser beam propagation and were detected at the
rear (unirradiated) side of the target. Indeed, emission of energetic protons and heavier
ions in the interaction of laser with solid targets had been observed previously at the
irradiated side of the target [31], but they had a broad angular distribution and were
interpreted in terms of the expansion of the hot laser-produced plasma. However the
characteristics of the ion emission at the rear side of the target attracted more atten-
tion due to the high degree of collimation which was suitable for applications requiring
highly localized energy deposition in dense matter, such as proton therapy [81, 82, 83]
and laser fusion [84]. The emission from both the rear and the front surface can be
related to the sheat field generated near the target surface due to charge separation,
as described in section 1.5.1, where the Target Normal Sheat Acceleration (TNSA) was
presented.

In the following we will present the results of our PIC simulations concerning ion
acceleration in presence of a SPW. The TNSA mechanism, which accelerates ions to-
wards the vacuum, was observed for the whole range of laser intensities while shock
acceleration, which accelerates ions inside the plasma (see sec.1.5.2), is only observed
for simulations at high laser intensities, consistently with what was observed in the
literature [37, 36].

We will initially focus on the characteristics of ion emission from the irradiated sur-
face, in order to identify the main acceleration mechanisms. The case of the resonantly
excited SPW will be compared with the case of a plane target in order to contrast ion
energy and emission angles for the low-intensity pulse regime (Iλ2

0 = 1016W cm−2µm2)
and the relativistic regime (Iλ2

0 = 1019W cm−2µm2). The effects of the modulation
depth and of non-resonant angle of incidences will also be studied, comparing two main
values for modulation depth (d = λ0, λ0/3) and pulse angle of incidences (θ = 10◦, 20◦).
Finally we will examine the laminar target and the ions accelerated at the rear side of
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the target.

5.1 Characteristics of ion emission

In this section the characteristics of the ion emission from the irradiated surface will be
analyzed, in the case of a semi infinite target, for two interaction regimes corresponding
to Iλ2

0 = 1016W cm−2µm2 and Iλ2
0 = 1019W cm−2µm2. The resonant excitation here

corresponds, as for the previous chapters, to the angle of incidenceof θ = 30o as we have
a plasma density ne = 25nc and a modulation periodicity of 2λ0. The plasma occupies
the right half-space for an extension of about 8λ0 with the tips of the modulated surface
located at x = 240k−1

0 and the laser pulse peak impinges on the modulated surface at
tpeak = 440ω−1

0 . The modulation depth was equal to λ0 here.

a b

c d

Figure 5.1: (a) Ion phase space at t = 500ω−1
0 where we observe no forward (F) emission.

(b) Ion emission angles backward distribution (log scale) at t = 500ω−1
0 , (c) ion emission

angles forward distribution at t = 1000ω−1
0 (d) same as (b) at t = 1000ω−1

0 as a function
of energy. Iλ2

0 = 1016W cm−2µm2 (a0 = 0.086), d = λ0, semi-infinite target, when the
SPW is excited. (Note: the maximum value of the abscissa varies in the different
plots).
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Ion emission will be observed at two different stages: i) at time t = 500ω−1
0 , cor-

responding to the maximum electron heating (see chapter 4), in order to study the
initial coupling with hot electrons via TNSA and ii) at time t ' 1000ω−1

0 corresponding
approximately to the observed saturation of the ion acceleration mechanism, after the
complete reflection of the laser pulse (occurring at t ' 740ω−1

0 ). In this section we will
focus only on the angular emission and its evolution while the final energy of the ions
will be analyzed in section 5.6.

In the low intensity case, when the SPW is excited we observe (fig. 5.1a,b) that
energetic ions are emitted towards the vacuum only and have a very symmetric angular
distribution peaked at two main angles, 60◦ and −60◦, at t = 500ω−1

0 . For the present
geometry, this angular distribution can be interpreted as an expansion towards the vac-
uum where ions move perpendicularly to the modulated target surface (we recall that
the angular direction perpendicular to the surface is approximately as 60◦ for the upper
part of the tips and −60◦ for the lower one as shown in fig.2.7). This interpretation
is confirmed by the corresponding ion density and current vector plot, in fig.5.2a and
fig.5.2b, where we observe ions accelerated in the direction perpendicular to the tar-
get surface, towards the vacuum. We notice that the filaments of higher ion density
appearing at the center of each cavity, in fig.5.2a, are due to the focusing effect of the
modulation depths and are a pure geometrical effect of the target shape. A secondary
angle is also identified, around (−25◦, which may correspond the direction tangent to
the modulation curve. The latter is not visible in the ion current plot in fig.5.2, as it
is hidden by the currents associated with the plasma expansion. Figures 5.1c,d show
the evolution of the angular distribution at t = 1000ω−1

0 : the main emission angles in
the forward direction have changed and we find two main angles, ±20◦. We notice that
the negative angle corresponds to the higher energies. Thus the most energetic ions are
associated with emission angles at later times that are smaller than the emission angles
found at t = 500ω−1

0 and their energy is significantly increased. This can be interpreted
as an evolution of the initial ion velocity in the acceleration process or as the presence
of two groups of ions which undergo a different acceleration.

Shock is not observed consistently with [37] and few ions are moving forwards,
towards the plasma bulk (fig.5.1c).

For a flat target and the same laser pulse intensity Iλ2
0 = 1016W cm−2µm2, the

emission angles are distributed around the flat surface normal, corresponding here to 0o,
as shown in figs.5.3b,d. This distribution does not evolve to different angular emission
at later times, as it can be observed in fig.5.3c. As for the resonant case, we do not
observe energetic ions (> 20keV) accelerated towards the plasma bulk, and no shock
wave is produced. The ion phase space is substantially contained in the px > 0 half-
space during the whole interaction, as shown in figs.5.3a,c. We notice that the final
energy of the ions at t = 1000ω−1

0 is lower than in the resonant case.
Considering the angular direction of the ions, we may conclude that in both cases

the mechanism of ion acceleration can be identified with the TNSA mechanism, which
is taking place at the irradiated surface, where electrons expanding towards the vacuum
are setting up a charge separation field. The latter accelerates the ions in the direction
perpendicular to the target surface, as described in section 1.5.1. Moreover, according to
the TNSA model, the final ion energy (which will be examined in section 5.6) depends
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Figure 5.2: Ion current vector plot (a) and ion density (b) taken at time 500ω−1
0 .

Iλ2
0 = 1016W cm−2µm2 (a0 = 0.086), ne = 25nc, d = λ0, semi-infinite target, when

the SPW is excited.

on the hot electron energy and this is coherent with the decrease of the ion energy
observed for the flat target, where the electron energy is lower than for the grating
target, where the SPW is excited.

In the high intensity case, when the SPW is excited (Iλ2
0 = 1019W cm−2µm2), the

ion angular distribution of the energetic ions emitted towards the vacuum is still quite
symmetric at t = 500ω−1

0 : we find a double peak on each side (positive, negative) of the
angular distribution around ±30◦ (fig. 5.4). However we observe that a larger number
(a factor ∼ 10) of ions is emitted at the negative angle −30o and the maximum ion
energy is higher compared with the corresponding positive peak (30o).

Comparing the angular distribution of the ions emitted backwards at t = 500ω−1
0 , for

Iλ2
0 = 1019W cm−2µm2 (fig.5.4b) with the corresponding distribution in the case having

Iλ2
0 = 1016W cm−2µm2 (fig.5.1b) we notice that for the high intensity case the emission

angles of the ions do not correspond to the direction normal to the target surface, despite
of the fact that the symmetry of the angular distribution suggests that they are related
to the expanding front. Moreover, the angular direction associated with the most
energetic ions evolves further at t = 1000ω−1

0 , moving to smaller values of the emission
angles, ±20◦. We also notice that the distribution becomes more asymmetric and the
number and energy of ions is much greater at the angle −20◦ for t = 1000ω−1

0 . We
recall that in the low intensity case too we observed a similar evolution of the backward
accelerated ions, but at t = 500ω−1

0 the values still corresponded to the surface normal
(θT ' ±60◦). As for the low intensity case, there may be two different interpretations:
i) ions are emitted perpendicularly to the surface and their angular direction changes
during the acceleration ii) there are ion bunches which undergo different accelerations
such that they acquire more energy and have a different a direction compared with the
ions in the expanding front. Both these interpretations can be valid, as we will see in
the following.

Observing the ion current and density in fig.5.5, we can identify two groups of ions:
those associated with the expanding front and the filaments emitted at different points

114



a b

c d

Figure 5.3: Ion phase space at t = 500ω−1
0 (a) and t = 1000ω−1

0 (c) where we observe
no forward (F) emission. Ion emission angles backward (B) distribution (log scale) at
t = 500ω−1

0 (b) and t = 1000ω−1
0 (d) as a function of energy and ion phase space.

Iλ2
0 = 1016W cm−2µm2 (a0 = 0.086), ne = 25nc, semi-infinite target, for the flat

surface.

along the lower part of each tip. The expanding front gives a similar contribution to
the two peaks in fig.5.4b and fig.5.4d while the filaments can only give a contribution to
the negative peak. Consequently we may infer that the filaments cause the asymmetry
in the two peaks and correspond to the most energetic ions observed in the angular
distribution. We also notice that the filaments are generated at points that correspond
to the emission points of the electrons bunches found in the previews chapter (fig.4.13)
which exit and re-enter the plasma periodically. Therefore we can infer that the latter
may have caused a charge unbalance over many oscillation periods which has driven the
ion acceleration. This mechanism would be similar to that described in reference [29],
where, differently from classical TNSA, the acceleration is found to be directly driven
by Brunel electrons, dragged in and out of the plasma by the laser electric field. After
these considerations, if we examine again the evolution of the angular distribution in
figs.5.4b,d, we notice that both the negative and positive angles evolve towards smaller
values. Thus we may conclude that the angular evolution in the backward direction is
the final result of the presence of two groups of ions and of a progressive change in their
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Figure 5.4: Ion emission angles forward (a) and backward (b) distributions (log scale)
as a function of energy and ion phase space at t = 500ω−1

0 ; forward (c) and backward
(d) distributions at t = 1000ω−1

0 , as a function of energy. Iλ2
0 = 1019W cm−2µm2

(a0 = 2.72), ne = 25nc, d = λ0, semi-infinite target, when the SPW is excited.

inner angular direction. We shall now consider the ion emission in the forward direction
(for the high intensity case, when the SPW is excited). At Iλ2

0 = 1019W cm−2µm2, in
contrast with the low intensity case, ions are also accelerated towards the plasma, with
an emission angle of about −40o (fig.5.4a,c). This can be interpreted as a shock front
(studied in detail in section 5.2) which is propagating into the plasma, accelerating ions
by the mechanism described in section 1.5.2. In fact, in the density plot of fig.5.5 we
can observe a very localized high density sheath (red/yellow area), reaching ' 70nc,
that is about 3 times the surrounding plasma density. The latter can be identified with
the shock front that has been ponderomotively launched and is moving from the surface
towards the bulk.

Finally, for the flat target and high intensity laser pulse (fig.5.6) we find that the ion
emission is always perpendicular to the target, both for ions emitted into the vacuum
and ions accelerated by the shock front into the plasma bulk.

We notice that the ions accelerated towards the vacuum are fewer at t = 500ω−1
0

than the shock accelerated ions, which means that the TNSA mechanism is less efficient
for the flat target. Moreover, comparing the angular plots for the forward emission in
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Figure 5.5: Ion current vector plot (a) and ion density (b) taken at time t = 500ω−1
0 ,

for Iλ2
0 = 1019W cm−2µm2 (a0 = 2.72), d = λ0, semi-infinite target,when the SPW

is excited.

fig.5.4b and fig.5.6b, we observe that for the ions associated with the shock, the energy
value when the SPW is excited and for the flat target are similar (of the order of 700keV
at t = 1000ω−1

0 ), and the most important difference is found for ions accelerated by
TNSA whose cut-off energy is only 1.6MeV. This is consistent with the dependence of
this mechanism on hot electron energies, as the electron temperature for the flat surface
is much lower than in the case of SPW excitation (see tab.4.3).

In this first overview of the ion emission, we have examined the case of resonant
SPW excitation and flat surface, for two laser intensity regimes, when the target is semi-
infinite. We have identified two acceleration mechanisms: the TNSA, which accelerates
ions towards the vacuum and shock acceleration which pushes the ions inside the target.
The first mechanism is observed in all the cases that we have examined while the second
one is present only for high laser intensities (Iλ2

0 > 1018W cm−2µm2). In the cases where
the SPW is excited the TNSA mechanism is enhanced compared to the flat target cases.
This is particularly evident in the high intensity range where we find that, when the
wave is not excited, the shock acceleration is more efficient than the TNSA while in
the case of SPW excitation the TNSA is dominant. The enhancement of TNSA can be
traced back to the efficient electron heating due to the wave resonant field, as discussed
in chapter 4. In the presence of the surface wave we also observe a general increase of
the number of ions accelerated at negative angles (vy < 0), in the backward direction.
This effect is more pronounced in the high intensity case (Iλ2

0 = 1019W cm−2µm2),
where we observe very energetic ions emitted in filaments at the lower side of each tips.
We associate the ion filaments to bunches of electrons accelerated at the same points by
the SPW field, as shown in chapter 4.

In the next section we will examine shock acceleration in detail in order to determine
the effect of SPW excitation on this mechanism.
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Figure 5.6: Ion emission angles forward (a) and backward (b) distribution at t =
500ω−1

0 ; emission angles forward (c) and backward (d) distributions at t = 1000ω−1
0 ,

as a function of energy. Iλ2
0 = 1019W cm−2µm2 (a0 = 2.72), ne = 25nc, semi-infinite

target, for the flat surface.

5.2 The shock front

In PIC simulations where the laser energy exceeds Iλ2
0 ∼ 1019W cm−2µm2 a shock front

is observed which is formed at the irradiated target surface and propagates towards the
rear side. The shock can be identified with a peak in electron/ion density which is of
the order of three times the unperturbed plasma density. In order to study the possible
modifications of the shock parameters when a SPW is excited at the target surface, we
will compare the characteristics of the shock for the flat surface case and the case where
the SPW is excited.

From the density plot of fig.5.7 we can give an estimation of the velocity of the
shock. We have considered two interaction times: t = 600ω−1

0 , that is a time at which
the shock front becomes quite visible in the density plot and a later time, t = 1000ω−1

0 ,
at which the surface wave is extinguished and the TNSA mechanism saturates.

If we take the point of the front situated at y = 6k−1
0 in fig.5.7a) (corresponding

to t = 600ω−1
0 ), which is initially located at x = 246k−1

0 , we find (fig.5.7b) that it
has moved to x = 250k−1

0 after 400ω−1
0 . This means that the shock velocity would be

118



a b

Figure 5.7: Ion density taken at time t = 600ω−1
0 (a), and t = 1000ω−1

0 (b), for
Iλ2

0 = 1019W cm−2µm2 (a0 = 2.72), ne = 25c, d = λ0, semi-infinite target, when the
SPW is excited.

a b

Figure 5.8: Ion phase space (px, x) at time t = 600ω−1
0 (a), and t = 1000ω−1

0 (b).
ne = 25c, Iλ2

0 = 1019W cm−2µm2 (a0 = 2.72), d = λ0, semi-infinite target, when the
SPW is excited.

vx,shock = 0.01c if we neglect the fact that the shock front is also deforming. As the
direction of propagation of ions moving from the surface towards the bulk was found
to be at an angle of about −40◦ with respect to the x axis, the actual shock velocity is
higher than the x component and can be estimated as ' vshock/ cos(40◦) = 0.013c. This
estimation can be verified considering the maximum ion velocity reached by the ions in
the direction of propagation of the shock (x̂). In fig.5.8 we can observe the ion (px, x)
phase space: the shock corresponds to the positive vx peak which is moving forwards,
inside the plasma. The maximum velocity found for the x component in this direction
is vx,max = 0.022c, thus if we assume vx,max = 2vx,shock (as predicted from the model in
1.5.2), we have vx,shock = 0.01c, which is consistent with the previous estimation.

In order to estimate the Mach number M = vshock/cs, we will calculate the sound
velocity cs =

√
Te/mi using the hot electrons energy value in tab.4.1, Thot = 1.9MeV.

We get cs = 0.043c, therefore the Mach number would be M = vshock/cs = 0.3, which
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is lower than the minimum Mach number value that is required by the model in 1.5.2
(1 < M ≥ 1.6) to have a shock. We may argue that in that model the electrons
are treated as isothermal while, when they are treated exactly, the limits appearing
in theory do not apply [63]. For example in [36], where the electron temperature
is calculated following the ponderomotive scaling of equation (4.1), Mach numbers
around M = 2− 3 are obtained while in [63], where a Maxwellian plasma is used which
is impinging on a reflective wall, Mach numbers are around M = 3 − 3.5. Thus, even
if the model does not apply exactly, the values found in our simulation are much lower
than the values reported in literature and the most reasonable interpretation is that
the shock is driven by electrons having lower temperature. In fact, in order to have
1 < M ≥ 1.6 with our value of the shock velocity, the electron temperature should be
in the range 38−100keV and the cold electron temperature in this case is Tcold = 54keV
(see tab.4.1).

For the flat surface the ion density peak is found to be of the same order of the
resonant case ' 70 − 60nc. The shock front is located at x = 242k−1

0 for t = 600ω−1
0 ,

as we can observe in fig.5.9, and moves to x = 247k−1
0 for t = 1000ω−1

0 .

a b

Figure 5.9: Ion density taken at time t = 600ω−1
0 (a), and t = 1000ω−1

0 (b). Iλ2
0 =

1019W cm−2µm2 (a0 = 2.72), ne = 25c, semi-infinite target, for the flat surface.

Here the shock does not deform and appears to be perpendicular to the target planar
surface; we may estimate the shock velocity as vflat,shock ' 0.013c, which is the same
value as when the SPW is present. As previously done, we can verify this estimation
from the the ion (px, x) phase space plot in fig.5.10 a), where we find a maximum ion
velocity in the forward direction of vx,max ' 0.025c, which would give a shock velocity
of about 0.0125c. In this case, if we consider the hot electron temperature, the Mach
number is M = 0.43 (where we used the temperature Thot = 860keV of the flat target
in tab.4.1), which is once again lower than the minimum Mach number (M = 1) value
required by the model in 1.5.2 to have a shock. By contrast, if we consider the cold
electron temperature Tcold = 38keV the Mach number becomesM ' 1.6 and, according
to the theory, this allows the generation of a shock.

Fig.5.10a) also reveals an interesting feature of the ions accelerated by TNSA at the
front surface: we can distinguish two groups of ions for the flat target which were not
visible in the angular distribution. One group, formed by a few ions, is more distant
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Figure 5.10: Ion phase space (px, x) at time t = 600ω−1
0 (a), and t = 1000ω−1

0 (b). Iλ2
0 =

1019W cm−2µm2 (a0 = 2.72), ne = 25c, semi-infinite target, for the flat surface.

from the target surface at t = 600ω−1
0 (the surface is located at x = 240k−1

0 ) and is
moving away from the target since the beginning of the interaction while the second
one, which appears later, is closer to the target surface at t = 600ω−1

0 . These two
groups seem to experience different acceleration as at time t = 1000ω−1

0 (fig.5.10b)) the
second group has overtaken the first group and reached a velocity of ' 0.3c while the
first one has a velocity of ' 0.2c.

From the shock analysis carried out in this section we may conclude that the velocity
of the shock has no dependence on the hot electrons temperature. The electrons involved
in shock acceleration have a temperature of some tens keV, which corresponds to the
temperature of the cold electron population, and the SPW excitation, associated with hot
electron generation, does not give a crucial contribution to this acceleration mechanism.

5.3 Non-resonant angles

In section 4.2.1 we observed that electron acceleration changed drastically in the case
of non-resonant angle of incidences, for which the emission along the target surface was
found to be non-periodic. We expect this difference to cause some change in the ion
acceleration as we observed in fig.5.5 that filaments of ions develop at the same points
as where bunches of electrons are emitted in the resonant case, which suggests a strong
correlation between electron and ion motion. As we found that the SPW effects on
electron emission are more evident in the high laser intensity case, we will focus here on
the case having pulse intensity Iλ2

0 = 1019W cm−2µm2, for the study of the ion emission
dependence on pulse angle of incidenceand modulation depth. This choice will allow
us, at the same time, to analyze the effect of the angle of incidence on the shock, which
is launched for this range of pulse intensity.

For the non resonant angle of incidence θ = 10◦ (fig.5.11), we find that the ions are
accelerated towards the vacuum (b) at the angles ±30◦ and 0◦ at t = 500ω−1

0 . Fewer
ions are accelerated forward (a), into the plasma bulk, and we can distinguish a main
peak (600keV) around ' 60◦ and a secondary one (400keV) around ∼ 10◦. At later
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Figure 5.11: Ion emission angles forward (a) and backward (b) distributions (log scale)
as a function of energy at t = 500ω−1

0 and emission angles forward (c) and backward (d)
distributions (log scale) as a function of energy at t = 1000ω−1

0 . Iλ2
0 = 1019W cm−2µm2

(a0 = 2.72), d = λ0, semi-infinite target, for the non-resonant angle θ = 10◦.

times the angular distribution evolves and the emission angles in the backward direction
(d) become ±20◦ and 0◦ at t = 1000ω−1

0 . As for the resonant incidence, we find that the
angular directions of ions generally tend to converge towards smaller angles during the
acceleration process. At the same time, in the forward direction (c), associated with
the shock acceleration, the peaks become smooth and difficult to distinguish and are
located around 0◦ and 70◦.
From the analysis of the ion density density plots in fig.5.12 taken at three different
times, t = 500ω−1

0 , t = 600ω−1
0 , and t = 1000ω−1

0 , we can give an interpretation of
the features of the ion angular distribution and its evolution. In fig.5.12a, i.e. for
t = 500ω−1

0 , we observe an expanding ion front and some filaments at the lower part of
each tip, which develop towards the vacuum. The ion front may be associated with the
symmetric angles ±30◦, as discussed in section 5.1, while the higher energy of the peak
at −30◦ can be associated with the filaments which have vy < 0. Moreover the final
angular distribution at t = 1000ω−1

0 can be explained by the new filaments appearing
on the upper side of the tips at later times, which can be clearly seen in fig.5.12b. In
fact the filaments of ions emitted in the vacuum correspond to the electron emission
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points of fig.4.17, and can be interpreted as the effect, averaged over many periods, of
electron oscillations at given points of the surface, which have caused charge unbalance.
As was said for the electron emission points (see section4.2.1), the generation of these
filaments is not caused by the excitation of a surface wave, but is determined by the
interference pattern of the laser field at the target surface.

a b

c

Figure 5.12: Ion density at times t = 500ω−1
0 (a), t = 600ω−1

0 (b), and t = 1000ω−1
0 (c)

for the non-resonant angle θ = 10◦. Iλ2
0 = 1019W cm−2µm2 (a0 = 2.72), d = λ0,

ne = 25nc, semi-infinite target.

At t = 500ω−1
0 , for the non-resonant case having angle of incidence θ = 20◦ (not

shown here) we find essentially the same emission angles as for θ = 10◦. The ions
accelerated backwards are emitted at three main angles, ±30◦ and 0◦ while in the
forward direction we find a main peak (400keV) around ' 60◦ and a secondary one
(100keV) at −30◦. Also, the evolution of the angular distribution at later times (t =
1000ω−1

0 ) appears similar. In the backward direction we find the same peaks that were
found for θ = 10◦, even though the maximum energy is lower, being only 7MeV while
we had 10MeV for θ = 10◦. In the forward direction instead, ions have the same final
energy and approximately the same angular distribution, with directions around 0◦ and
70◦. The analysis of the angular distribution in the case non-resonant angle of incidence
θ = 20◦ is analogous to that previously done for θ = 10◦: ions emitted into the vacuum
have the angular direction given by the expanding front or by the filaments developing
at the surface, generated by non-periodic electron oscillations and having the same
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characteristics as mentioned above for θ = 10◦ but different locations (see fig.5.13c).

a b

c

Figure 5.13: Ion density at times t = 500ω−1
0 (a), t = 600ω−1

0 (b), and t = 1000ω−1
0 (c)

for the non-resonant angle θ = 20◦. Iλ2
0 = 1019W cm−2µm2 (a0 = 2.72), d = λ0,

ne = 25nc, semi-infinite target.

For the shock which accelerates the ions into the plasma, the angular directions are
different for different angles of incidence. For example, comparing fig.5.12a with the
forward emitted ions when the SPW is excited (fig.5.4a), we notice that for θ = 30◦

the angular distribution is peaked around −40◦ while for θ = 10◦ very few ions are
accelerated into the plasma and we have two emission angles (' 0◦ and ' 60◦). The
interpretation of the different angular directions is not straightforward but we note
that it is consistent with the fact that the shock is driven by the laser pressure and the
direction of the shock accelerated ions changes according to the laser angle of incidence.
We shall estimate the shock velocity for θ = 10◦, from the ion density perturbation
appearing in the density plot of fig.5.12: for y = 6k−1

0 the density peak is located at
x = 248k−1

0 for t = 600ω−1
0 and it moves to x = 253k−1

0 for t = 1000ω−1
0 ; therefore we

can approximate the shock velocity value as 0.012c which is essentially the same value
found for the resonant case in section 5.2, if we consider the different angular direction
of the ion front.

Thus from the analysis of the ion acceleration in the non-resonant incidence case
(with modulation depth d = λ0) we may conclude that a part of the characteristics
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observed depends only on the target geometry, which determines the angular directions
associated with the ion front. The latter does not depend on the angle of incidence of the
laser and gives a contribution that initially corresponds to the direction normal to the
target surface, both for resonant and non-resonant angles of incidences. Contrastingly,
the emission of ion filaments is different in the two cases and we have seen that it
corresponds to the different electron emission. For what concerns the shock acceleration
mechanism, even though the angular direction of the ions in the shock front changes
for non-resonant laser incidence, we do not observe substantial differences in the front
velocity and ion energy.

5.4 Reduced modulation depth

As we have seen in sections 2.4 and 4.2.2, the modulation depth d is an important
parameter in laser-grating coupling. Particularly we have found in PIC simulations that
for reduced d the sole effects of target geometry on absorption and electron heating are
reduced and the importance of SPW in determining absorption and particle heating is
more pronounced.

We shall examine in this section the case of the target having reduced modulation
depth d = λ0/3, for the resonant angle of incidence θ = 30◦ and the non resonant
angle of incidence θ = 10◦ at Iλ2

0 = 1019W cm−2µm2. We focus on these values of laser
intensity, incidence, and modulation depth as i) d = λ0/3 allows to reduce the geometry
effects and preserve an efficient laser-modulation coupling at the same time (see section
2.4) while ii) the case θ = 10◦, for the high intensity regime, represents the maximum
difference compared to the resonant case.

The ion emission for d = λ0/3 and resonant incidence (θ = 30◦) is shown in fig.5.14.
We first notice that the ions which are emitted backwards have different angles com-
pared to the previous cases where d = λ0: at t = 500ω−1

0 (fig.5.14b) we have two main
angles, ' 20◦ and ' −30◦, which correspond approximately to the direction perpendic-
ular to the target surface, θT = ±25◦. We notice that the maximum energy associated
with the negative one is larger than with the positive one, as for the cases having
d = λ0, where this asymmetry was interpreted in terms of the emission of ion filaments.
The angular distribution evolves at later times, as observed in all the previous simu-
lations, and the most energetic ions are associated with smaller angles, close to 0◦ for
t = 1000ω−1

0 (fig.5.14d).
Then, we also observe that the ions emitted forward (fig.5.14a), i.e., towards the

plasma, present a double peak: for t = 500ω−1
0 the main one, corresponding to' 450keV

energy, is at −20◦ while a secondary peak corresponding to ' 300keV energy, is found
at ' 10◦. At later times (fig.5.14c) the secondary peak tend to merge with a peak
appearing around 0◦ and the maximum energy of ions emitted in this direction is
' 450keV while for the main peak (around −20◦ ) the maximum energy at t = 1000ω−1

0

is ' 700keV.
In order to better understand the origin of the accelerated ions we will observe the

ion density evolution in fig.5.15.
Ions emitted backwards at the angles 20◦ and −30◦ can be traced back to the
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Figure 5.14: Ion emission angles forward (a) and backward (b) distributions at t =
500ω−1

0 and forward (c) and backward (d) distributions at t = 1000ω−1
0 , as a function

of energy. Iλ2
0 = 1019W cm−2µm2 (a0 = 2.72), ne = 25nc, d = λ0/3, semi-infinite target

when the SPW is excited.

expanding front in fig.5.15a and are initially moving in the direction perpendicular to
the surface, while the filaments which are formed at the lower side of each modulation
tip contribute only to the negative angle. As found in the previous cases, the latter
have features which can be related to the presence of electron bunches which exit and
re-enter the plasma periodically as shown in fig.4.20. The ions accelerated forward
instead can be associated with the shock front which is propagating into the plasma.
In fig.5.15b) we also notice that a periodic disturbance has formed in the shock, around
y = 19(±2π)k−1

0 , which can be associated with the ions moving at the positive angle
' 10◦.

We shall now analyze the (px, x) phase space, in fig.5.16 in order to study the shock
parameters in the case of modulation depth d = λ0/3. The maximum velocity of the
ions accelerated forward (into the plasma) is estimated from the positive momentum
peak that is observed in the plot, where vx,max ∼ 0.035c. Thus, as discussed in section
5.2, we can estimate the shock velocity value in this direction as vx,shock ∼ 0.017c.
However, as we have observed two different angles for the velocity of the ions in the
shock, we cannot estimate vshock from the x component. This value of vx,shock can be
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Figure 5.15: Ion density at times t = 500ω−1
0 (a), t = 600ω−1

0 (b), and t = 1000ω−1
0 (c).

Iλ2
0 = 1019W cm−2µm2 (a0 = 2.72), ne = 25nc, d = λ0/3, semi-infinite target when

the SPW is excited.

a b

Figure 5.16: Ion phase space (x, px) at times t = 600ω−1
0 (a), and t = 1000ω−1

0 (b)
.Iλ2

0 = 1019W cm−2µm2 (a0 = 2.72), ne = 25nc, d = λ0/3, semi-infinite target when
the SPW is excited.

verified by comparing the density plots of figs.5.15a) and b), where we observe the
density perturbation front that moves from x = 244k−1

0 to x = 249k−1
0 in the time

∆t = 400ω−1
0 , from which we obtain the shock velocity vx,shock ' 0.012c. The latter
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value is lower than the previous estimation but this can be explained by considering the
deformation of the shock front during the propagation, which does not allow a precise
measurement. Note that the shock velocity obtained for d = λ0/3 is slightly higher
than the one observed for the case d = λ0 (vx,shock ' 0.01c); this may depend on the
different angular direction of the ions in the shock, which was −40◦ for d = λ.

Finally, we complete the analysis by comparing the case having modulation depth
d = λ0/3 and resonantly incident laser pulse, with the case having the same modulation
depth but an angle of incidence, θ = 10◦, which does not match the conditions for SPW
excitation.

a b

c d

Figure 5.17: Ion emission angles forward (a) and backward (b) distributions at t =
500ω−1

0 and forward (c) and backward (d) distributions at t = 1000ω−1
0 as a function of

energy. Iλ2
0 = 1019W cm−2µm2 (a0 = 2.72), ne = 25nc, d = λ0/3, semi-infinite target,

for the non-resonant angle of incidence θ = 10◦.

In figs.5.17b,d we observe that very few ions are emitted backwards, towards the vac-
uum, and their final energy is only ' 1.6MeV at t = 1000ω−1

0 . We can distinguish three
peaks in the angular distribution corresponding to ±20◦ and 10◦ whose position do not
evolve between t = 500ω−1

0 to t = 1000ω−1
0 . These angles can be associated, as done in

the previous cases, with the expanding ion front observed in the ion density plot 5.18a),
which gives angular directions perpendicular to the target surface (θT = ±25◦ here). In
contrast with the case having the same angle of incidence(θ = 10◦, non-resonant), but
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Figure 5.18: Ion density at times t = 600ω−1
0 (a) and t = 1000ω−1

0 (b). Iλ2
0 =

1019W cm−2µm2 (a0 = 2.72), ne = 25nc, d = λ0/3, semi-infinite target, for the non-
resonant angle of incidence θ = 10◦.

a b

Figure 5.19: Ion phase space (x, px) at times t = 600ω−1
0 (a), and t = 1000ω−1

0 (b).
Iλ2

0 = 1019W cm−2µm2 (a0 = 2.72), ne = 25nc, d = λ0/3, semi-infinite target, for the
non-resonant angle of incidence θ = 10◦.

deeper modulation (d = λ0), we do not find the ion filaments expanding towards the
vacuum that were observed in fig.5.12. This is can be related to the characteristics of
the corresponding electron currents that were shown in fig.4.22, where we noticed that,
in this case, electrons have reduced excursions towards the vacuum.

For the ions accelerated into the plasma (fig.5.17a,c) at angle of incidence θ = 10◦,
we notice a double emission angle, as for the resonant case: a negative angle −20◦, that
was found also for the resonant case, and a positive angle ' 30◦, which is greater than
the positive angle of the resonant case (' 10◦). The ion energy associated with the
negative and positive angles is 600keV and 400keV respectively at t = 500ω−1

0 . From the
(x, px) phase space (fig.5.19) we observe that for the non-resonant case with d = λ0/3
the maximum velocity of the ions in the shock is vx,max ' 0.035c as for the resonant
case having the same d. This means that both resonant and non-resonant case have
the same shock velocity despite the great difference in the hot electron temperatures (see
fig.4.4). This fact further confirms that the hot electrons are not involved in the shock
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mechanism.
The analysis of the effects of modulation depth on ion acceleration has shown that,

when the surface wave is excited, the ion emission has similar characteristics for differ-
ent values of the modulation depth. For example, similar ion filaments are generated at
the irradiated surface, at points which correspond spatially to the bunches of electrons
which we have observed in the previous chapter, oscillating in the SPW field. Never-
theless the angular distribution changes for different values of d and we observe that
the emission angles depend on the shape of the target surface, in agreement with the
TNSA mechanism. We also notice that, when the modulation depth is reduced, the
effects of target geometry are reduced and the difference between the characteristics
of ion acceleration in the case of resonant and non-resonant laser incidence are more
pronounced.

5.5 The laminar target
In the previous sections we have examined the electron energy and emission angles for
the case of a semi-infinite target where electrons reaching the right end of the plasma
are cooled and re-enter the plasma at thermal velocity. We have found that the angular
direction of the ions emitted towards the vacuum at the irradiated surface is partly
determined by the shape of the surface and partly by the electron oscillations at the
surface. These characteristics are coherent with TNSA model. An other acceleration
mechanism was also identified, shock acceleration, which pushes ions forward, towards
the plasma bulk.
In the case of the laminar target we also observe ion emission from the rear side. As
mentioned in the introduction (sec.1.5.1) the only 1 relevant mechanism for ion accel-
eration from the non-irradiated side is related to the generation of strong space-charge
fields generated as a consequence of the hot electron production since the beginning of
the laser-plasma interaction. Hot electrons are generated at the irradiated side of the
target and reach the rear where they set-up a sheath field which accelerates the ions.
The driving field depends on the hot electron density and temperature, as derived in
section 1.5.1. Thus it may be enhanced by electron recirculation [21] because several
bunches of electrons, which have been reflected at the front and rear sides of the target,
give a contribution to the hot electron density. Moreover we have shown in section
4.3.1, where we examined the electron temperature as a function of target thickness,
that electrons having interacted more than once with the electric field at the irradiated
surface can reach higher temperatures.

The latter effect of recirculation on electron temperature is relevant also for the
emission of ions at the irradiated side, towards the vacuum, which occurs with the
same mechanism occurring at the rear side.

We will consider the laminar target having the smaller thickness, h = 3.5λ0, in
order to better stress the differences with the semi-infinite target in the study of the
emission at the irradiated side and of the shock acceleration. The laser intensity will be
Iλ2

0 = 1019W cm−2µm2 and the modulation parameters are d = λ0 for the modulation
1for target thickness h > λ0
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depth and am = 2λ0 (resonant for θ = 30◦ for ne = 25nc). The modulation tips are
located at x = 240k−1

0 , while the rear surface is at x = 262k−1
0 and the vacuum at the

rear of the target extends for 218k−1
0 , up to x = 480k−1

0 , where the simulation box ends.
The plots in fig.5.20 and fig.5.21 show the angular distribution of the ions corre-

sponding to three different parts of the simulation box: (a) the vacuum in front of the
plasma (x = 0− 240k−1

0 ), (b) the bulk plasma (x = 247− 262k−1
0 ) and (c) the vacuum

at the rear of the target (x = 247 − 262k−1
0 ). In fig.5.20 the angular distribution is

taken at t = 500ω−1
0 , that is approximately the time at which we found the maximum

electron temperature in the simulations while fig.5.21 corresponds to time t = 1000ω−1
0 ,

that is the time at which we estimate that the ion acceleration begins to saturate (as
will be explained in section 5.6).

a b

c

Figure 5.20: (a) Ion emission towards the laser source at the irradiated side, ions accel-
erated into the plasma (b), and (c) forward emission at the unirradiated side, as a func-
tion of energy for the laminar target when SPW is excited; Iλ2

0 = 1019W cm−2µm2

(a0 = 2.72), ne = 25nc, t = 500ω−1
0 , d = λ0, h = 3.5λ0.

As done previously, we examine the ion acceleration at times t = 500ω−1
0 and t =

1000ω−1
0 in order to follow the evolution of the angular distribution of the ions that have

been accelerated by ’hot’ electrons. As for the semi-infinite case the angular distribution
of the ions accelerated backwards into the vacuum at the irradiated surface is broader
for earlier times: at t = 500ω−1

0 (5.20a) we find two main peaks located at ±40◦ and
two minor peaks around ±60◦. The ions accelerated inwards (5.20b) , associated with
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Figure 5.21: (a) Ion emission towards the laser source at the irradiated side, ions
accelerated into the plasma (b), and (c) forward emission at the unirradiated side
as a function of energy for the laminar target when the SPW is excited; Iλ2

0 =
1019W cm−2µm2 (a0 = 2.72), ne = 25nc, t = 1000ω−1

0 , d = λ0, h = 3.5λ0.

the shock wave, have an angular distribution peaked at an angle of about 45◦, similarly
to the semi-infinite case having the same parameters (thickness excluded). Finally, at
the rear of the target (5.20c), ions are emitted towards the vacuum in the direction
normal to the surface with a very small angular spread ' 2◦.
At t = 1000ω−1

0 , we observe that ions accelerated into the vacuum in front of the plasma
(fig.5.21a) have two main emission angles, −20◦ and 10◦. These angles are smaller than
the ones found at t = 500ω−1

0 and we notice again that in general smaller angles corre-
spond to higher ion energy. We also notice, inside the main angular distribution, some
denser regions, eventually corresponding to substructures as filaments. The energy of
the ions emitted in this direction grows from 1.52MeV at t = 500ω−1

0 to 11.8MeV at
t = 1000ω−1

0 . Ions accelerated into the vacuum at the rear of the target (fig.5.21c) are
much more energetic than those accelerated at the front, with a maximum energy of
14MeV at t = 1000ω−1

0 . Notice that the final energy of the ions corresponds approx-
imately to the electron maximum energy found for this target parameters in section
4.3.1.

The angular distribution can be better understood by analyzing the ion density
in fig.5.22: at the irradiated side of the target it is possible to observe the ion front
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expanding towards the vacuum, which initially propagates perpendicular to the modu-
lated surface, and some filaments, that appear inside the expanding front. As mentioned
above, the latter can be associated with the secondary features in the angular distribu-
tion noticed in fig.5.21a. Just as for the semi-infinite case, the ion filaments develop at
the points where we had observed electron bunches which exit and re-enter the plasma
periodically.

We will now examine the shock propagating inside the plasma for the case of the
laminar, resonant, target. From the ion density in fig.5.22, we can estimate the shock

a b

Figure 5.22: Ion density taken at times t = 600ω−1
0 (a) and t = 1000ω−1

0 (b), Iλ2
0 =

1019W cm−2µm2 (a0 = 2.72), ne = 25nc, with modulation depth d = λ0 for the
laminar target of thickness h = 3.5λ0, when the SPW is excited.

velocity component in the x direction as vx,shock = 0.01c, as we observe that the per-
turbation front covers 4k−1

0 in 400ω−1
0 . This is the same value that we found for the

semi-infinite case, at the resonant incidence, even though we notice that the ion peak
density associated with the shock, ne = 61nc, is lower than the value ne = 75nc found
for the semi-infinite case.

Similarly to what done for the semi-infinite target, we shall consider the ion emission
for the case of a laminar target having flat surface, in order to compare the angular
distribution with the modulated target. The target thickness, the density and the laser
parameters will not change compared to the resonant case described above. There is
not much evolution, except for the energy, of the emission angles in the flat surface
case, between t = 500ω−1

0 and t = 1000ω−1
0 , hence only the later time plots are shown

here. The angular distribution in fig.5.23, has a single angular direction for ions emitted
both outwards and inwards (shock accelerated ions), that is normal to the target (0◦).
Eventually, a secondary peak can be distinguished for ions emitted towards the vacuum,
at the irradiated surface, around 10◦.

We notice that in the flat surface case the ions emitted outwards have the same
energy, 8.5MeV, in both emission directions, i.e. towards the vacuum, in front of the
irradiated surface and at the rear side. This energy is much lower than the energy of
the resonant case that was about 14MeV at the rear side and 11.8MeV at the front of
the target. Contrastingly, we notice that this energy is much higher than that found
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Figure 5.23: (a) Ion emission towards the laser source at the irradiated side, ions
accelerated into the plasma (b), and (c) forward emission at the unirradiated side, as a
function of energy for a flat target of thickness h = 3.5λ0; Iλ2

0 = 1019W cm−2µm2

(a0 = 2.72), t = 1000ω−1
0 , ne = 25nc.

for the emission at the irradiated side in the semi-infinite case with a flat surface where
we had only 1.6MeV at t = 1000ω−1

0 .

a b

Figure 5.24: Ion phase space (x, px) at times t = 600ω−1
0 (a), and t = 1000ω−1

0 (b).Iλ2
0 =

1019W cm−2µm2 (a0 = 2.72), ne = 25nc, for the flat target of thickness h = 3.5λ0.
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We may conclude that, qualitatively, the ion acceleration for the laminar and the
semi-infinite targets are similar, despite the fact that some values, such as the shock
peak density or the ion energy, may vary. The data presented in this section show
that the energy of the ions emitted towards the vacuum is increased thanks to electron
recirculation which make the TNSA mechanism more efficient, bringing a larger number
of hot electrons at the target surface. This mechanism causes a further enhancement
of SPW effects when a thin laminar target is considered. Indeed, comparing fig.5.22
and fig.5.7 we also notice that the ion filaments developing at the irradiated surface last
longer ; this is probably also due to recirculation, which renews the electron bunches at
the irradiated surface which are involved in the acceleration of ion filaments.

5.5.1 Non-resonant angles and reduced modulation depth

As we discussed in the previous section, the case of the modulated target with reduced
modulation depth d = λ0/3 is particularly interesting in order to stress the effect of
the SPW excitation on particle acceleration and laser absorption compared to the non-
resonant case. In the following we will examine the case of the laminar target having
d = λ0/3 (and thickness h = 3.5λ0, as in the previous section) with resonant incidence
and then compare with the case where the SPW is not excited, for the non-resonant
angle of incidence θ = 10◦.

Comparing the ion emission at the irradiated side (figures 5.25a and 5.26a) for
d = λ0/3 with the corresponding emission for the laminar target having d = λ0 (figures
5.20a and 5.21a) we notice that for d = λ0/3 we have emission angles in the backward
direction, which are smaller than for d = λ0. The change in the angular distribution
for reduced modulation depth is consistent with the change in the shape of the target,
as the normal to the modulated surface approach 0◦ when the depth of the modulation
is reduced. This implies that the ions in the expanding front, which are emitted in the
direction perpendicular to the surface, have smaller emission angles. The main emission
angles in the backward direction at t = 500ω−1

0 (fig.5.25a), are −10◦ and 10◦ while at
t = 1000ω−1

0 (5.26a) they are −10◦, 0◦ and 10◦.
As found in all the previous cases, we notice that the emission angles evolve during

ion acceleration and the most energetic ions tend to have smaller angles, approaching
the target normal direction (0◦). The angular distribution is similar to that of the semi-
infinite target having the same modulation parameters, and also the density distribution,
shown in fig.5.27, is characterized by the same filaments as those observed in fig.5.15 at
the irradiated surface. For what concerns the shock, the velocity is approximately the
same as for the semi-infinite case: the value can be estimated from the perturbation in
the ion density, which is propagating inside the plasma, as vx,shock = 0.012c.

The most important result is found for the ion emission at the unirradiated side:
as we can observe in fig.5.26c, the cut-off energy of the ions for d = λ0/3 is the same
that was found for the d = λ0 case (fig.5.21), that is 14MeV at t = 1000ω−1

0 . The
angular direction is always perpendicular to the rear surface, with small angular spread
(∼ 2◦), which is consistent with the TNSA acceleration mechanism. As for the d = λ0

laminar case, we notice that the maximum ion energy corresponds approximately to
the maximum electron energy which was reported in section 4.3.1.
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Figure 5.25: (a) Ion emission towards the laser source at the irradiated side, ions
accelerated into the plasma (b), and (c) forward emission at the unirradiated side at
t = 500ω−1

0 , as a function of energy, for the laminar target of thickness h = 3.5λ0, when
the SPW is excited; Iλ2

0 = 1019W cm−2µm2 (a0 = 2.72), ne = 25nc, d = λ0/3.

We shall now compare these results with those for a laminar target having mod-
ulation depth d = λ0/3, interacting with a laser pulse having the same intensity
(Iλ2

0 = 1019W cm−2µm2) but angle of incidence θ = 10◦, which does not match the
conditions for resonant SPW excitation. The density and thickness will be the same as
those used for the resonant case described above, ne = 25nc and h = 3.5λ0. The angular
distribution, shown in fig.5.28 at t = 500ω−1

0 and fig.5.29 at t = 1000ω−1
0 , has many

similarities with the one observed for the resonant target (fig.5.25 and fig.5.26). At the
irradiated side ions are emitted backwards at angles ±20◦ for t = 500ω−1

0 and tend to
merge to a single angle, ' 0◦, at t = 1000ω−1

0 while at the rear they are accelerated
perpendicularly to the surface, corresponding to 0◦. However the energy at t = 1000ω−1

0

is different for the angle of incidence θ = 10◦ and the resonant cases: at the rear sur-
face, in the non-resonant case the maximum energy is 12MeV energy, 2MeV less than
for the corresponding resonant case. Also the ions emitted at the irradiated surface
(5.29a) have a lower cut-off as the maximum energy reached is 10MeV, while for the
resonant case we had 12.5MeV. Contrastingly the final energy of the ions accelerated
towards the plasma (5.29b) does not change compared to the resonant case, suggesting
once more that electrons involved in the shock formation are not ’hot electrons’ and
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Figure 5.26: (a) Ion emission towards the laser source at the irradiated side, ions
accelerated into the plasma (b), and (c) forward emission at the unirradiated side at
t = 1000ω−1

0 , as a function of energy, when the SPW is excited, for the laminar
target of thickness h = 3.5λ0; Iλ2

0 = 1019W cm−2µm2 (a0 = 2.72), ne = 25nc, d = λ0/3.

a b

Figure 5.27: Ion density taken at time t = 600ω−1
0 (a) and t = 1000ω−1

0 (b), for
Iλ2

0 = 1019W cm−2µm2 (a0 = 2.72), ne = 25nc, d = λ0/3, for the laminar target of
thickness h = 3.5λ0 when the SPW is excited.

the shock formation is not substantially influenced by SPW excitation.
From the ion density plot of fig.5.30, we may infer that the velocity of the shock
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Figure 5.28: (a) Ion emission towards the laser source at the irradiated side, ions
accelerated into the plasma (b), and (c) forward emission at the unirradiated side, as a
function of energy, for the laminar target of thickness h = 3.5λ0, for the non-resonant
angle of incidence θ = 10◦ at t = 500ω−1

0 ; Iλ2
0 = 1019W cm−2µm2 (a0 = 2.72),

ne = 25nc, d = λ0/3.

which is propagating inside the plasma is vx,shock = 0.012, i.e. the same as the resonant
case, which would confirm that the shock parameters are not changed.

The results reported in this section show that the reduced modulation depth makes
the effects of SPW excitation more evident, not only in the quality of particles emission,
as the emission angles, but also in the values of their energy. Contrastingly when the
modulation depth is equal to the laser wavelength, the contribution from the target
geometry may hide the contribution coming from SPW excitation. This effect, discussed
in section 2.3, is a consequence of the scalar product of the incident field with the surface
normal which determines electron heating. As the driving field which accelerates the
ions via TNSA depends on hot electrons, the ion energy also has a dependence on the
geometry factor.

Thus, as found for absorption and electron heating, we may conclude that the max-
imum advantage from SPW excitation corresponds to the case where the modulation
depth is reduced to λ0/3 which minimizes the geometry effects.
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Figure 5.29: (a) Ion emission towards the laser source at the irradiated side, ions
accelerated into the plasma (b), and (c) forward emission at the unirradiated side, as a
function of energy, for the laminar target of thickness h = 3.5λ0, for the non-resonant
angle of incidence θ = 10◦ at t = 1000ω−1

0 ; Iλ2
0 = 1019W cm−2µm2 (a0 = 2.72),

ne = 25nc, d = λ0/3.

a b

Figure 5.30: Ion density taken at time t = 600ω−1
0 (a) and t = 1000ω−1

0 (b), for
Iλ2

0 = 1019W cm−2µm2 (a0 = 2.72), ne = 25c, with modulation depth d = λ0/3 for
the non-resonant angle of incidence θ = 10◦.
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5.6 Ion energy at the end of the interaction

Finally we will examine the ion energies at the end of the interaction, for different
simulations, in order to compare with the electron energies found in chapter 4 and
verify the TNSA scaling for the ions emitted into the vacuum.

The time at which the ion acceleration is found to saturate in the semi-infinite target
is around t = 1000ω−1

0 . This time can be also considered approximately as the time of
saturation for the laminar target, of thickness h = 3.5λ0. In fact following the model in
[41], which is partly reported in section 1.5.1, the relevant time for the saturation of the
process of ion acceleration by TNSA is tf = h/2cs. The value of tf can be calculated
by taking the ion sound speed cs = 0.013c, estimated from the velocity of the shock
vshock for the laminar target of thickness h = 3.5λ and assuming M = vshock/cs = 1
(the minimum required by the theory in 1.5.2 in order to have a shock). We obtain
tf ' 270ω−1

0 . This time is a rough estimate as it was assumed that cs is constant and
corresponds to the velocity of plasma expansion into the vacuum. Remembering that
the total duration of the pulse is 400ω−1

0 , we may conclude that the relevant time for ion
acceleration is the pulse duration, which is longer than tf . As the complete reflection
of the laser pulse occurs at t ' 740ω−1

0 , we can consider t = 1000ω−1
0 as the final stage

of ion acceleration.
Comparing the ion energies in tab. 5.1 with the electron temperatures in tab. 4.1,

we observe that, in general, for the semi-infinite target, the ion energy Efront is of the
order of magnitude of the electron energy Emax. Only one value appears lower than the
corresponding electron energy, as we observe that for Iλ2

0 = 1019W cm−2µm2, when the
SPW is excited, we find Efront ' 0.5Emax. As for the laminar target this discrepancy
is not observed, we may infer that in this case a large amount of electrons has been
accelerated from the surface into the plasma bulk and, in the case of a semi-infinite
target, they cannot contribute to ion acceleration any more. In fact, for the laminar
target, where electrons can be reflected at the rear surface and recirculate, the ions
emitted at both the irradiated and rear target (Erear in tab. 5.1) always have energies
close to the corresponding Emax. The maximum energy of the ions emitted towards the
vacuum is always higher when a laminar target is considered compared to a semi-infinite
target. Thus we may conclude that, for the semi-infinite case, as the most energetic
electrons are rapidly lost into the bulk plasma, ion acceleration by TNSA is less efficient,
as fewer electrons contribute to the process.

Contrastingly, if we examine the energy Eplasma of the shock accelerated ions at
Iλ2

0 = 1019W cm−2µm2, we notice that Eplasma is higher for the semi-infinite case than
for the laminar targets. This may indicate that ion emission towards the vacuum and
plasma expansion at the rear of the target have a negative effect on the final energy
of the ions accelerated by the shock and the maximum energy is not reached. We also
observe, comparing the cases of flat and modulated targets, that there is a variation
of the energy of the shock accelerated ions even if the shock velocity values that we
have calculated have little difference. This may be the result of the fact that we cannot
properly estimate the velocity of the different elements of a deforming front when the
target is modulated and the y component of the shock velocity is not taken into account
properly. However the energy of the shock accelerated ions do not vary when the target
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shape is not varied (see Eplasma for resonant incidence in tab. 5.1 ), even if we change
the angle of incidence. Therefore we may still conclude that the SPW excitation does
not play a fundamental role in this mechanism.

5.7 Conclusion

In this chapter we have studied the ion acceleration and its dependence on SPW ex-
citation for different laser and target parameters. We have considered both the low
and high intensity regimes, corresponding respectively to Iλ2

0 = 1016W cm−2µm2 and
Iλ2

0 = 1019W cm−2µm2, resonant and non-resonant laser incidence, different modula-
tion depths and target thicknesses. Two mechanisms of ion acceleration can be identified
in the simulations, one, the Target Normal Sheath Acceleration (TNSA) accelerates the
ions towards the vacuum, the other, the shock acceleration, pushes them from the sur-
face into the plasma. Both mechanisms have a dependence on the electron temperature,
thus the enhanced electron heating via SPW is expected to play an important role. The
first mechanism causes acceleration normal to the target surface, driven by the space
charge field associated with an electron plasma sheath, set up by the hot electrons ac-
celerated by the laser pulse at the front surface. Hot electrons also propagate through
the target so that, for a laminar target, TNSA is observed both at the front and at the
rear of the target. In the low intensity regime the ions are found to be emitted in the
direction perpendicular to the target surface, consistently with the TNSA mechanism
while shock acceleration is not observed. In the high intensity regime, instead, we find
both ions emitted into the vacuum and shock accelerated ions. We have studied the
characteristics of the shock which is ponderomotively driven for laser intensities greater
than Iλ2

0 = 1018W cm−2µm2 and the analysis of the velocity and peak density of the
shock suggests that it does not depend on SPW excitation and can be associated with the
cold electron population. Contrastingly, acceleration by the TNSA mechanism, which is
driven by the hot electrons, is strongly enhanced when the SPW is present.

As for electron emission, we have examined the dependence on the geometry of the
target and observed that for non-resonant incidence, the ion angular distribution at the
irradiated surface can be traced back to plasma expansion, corresponding to emission
in the direction perpendicular to the modulated surface. The same angles are found
also for the resonant incidence but in this case we have more ions which have negative
ŷ component of the velocity. These ions are the ones having the greatest energy, which
represents the cut-off observed in the spectra.

Comparing the ion currents and density we have found that ion filaments develop at
the same points where we had previously observed the electron bunches which exit and
re-enter the plasma, when the SPW is present. Thus the SPW can be associated with
the production of high energy ions at the irradiated target surface whose acceleration is
driven by hot electrons associated with the surface wave field, via the TNSA mechanism.
As observed for electron heating, the effects of SPW excitation are dominant over
geometry effects due to plasma expansion when the modulation depth is reduced.

For laminar targets, we also considered the ion emission at the rear side of the
target, which is unirradiated. In this case the angular direction of the ions is always
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perpendicular to the surface, which is flat at the rear side. Nevertheless, SPW excitation
has an effect on these ions too as the energy of the hot electrons which drive the ion
acceleration via TNSA is increased. Higher ion energies are observed compared to the
the cases where the wave is not present: for example at Iλ2

0 = 1019W cm−2µm2 the
maximum ion energy is 14MeV when the SPW is excited while for a flat target it is
only 8.3MeV. Thus the excitation of a SPW is found to be an efficient mechanism in
order to increase the energy of the ions emitted in laser-plasma interaction.
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Table 5.1: Ion energy at t = 1000ω−1
0 , as a function of the laser intensity, and target

parameters. flat=flat target, res= resonant case (modulated surface and θ = 30), n-r=
non resonant angle of incidence (modulated surface).

Target Iλ2 h d Efront Eplasma Erear
(type) W cm−2µm2 λ0 λ0 keV keV keV

res 1016 inf 1 150 20 −
flat 1016 inf 0 120 15 −

res 1017 inf 1 500 30 −
flat 1017 inf 0 160 25 −

res 1018 inf 1 1800 40 −
flat 1018 inf 0 60 40 −

res 1019 inf 1 6500 1000 −
flat 1019 inf 0 1600 400 −

res 1019 3.5 1 11800 800 14000
res 1019 8 1 10000 850 11000

res 1019 inf 1/3 9200 700 −
n-r 1019 inf 1/3 1650 700 −

res 1019 3.5 1/3 12500 700 14000
n-r 10◦ 1019 3.5 1/3 10000 700 12000

flat 1019 3.5 0 8100 380 8300
flat 1019 8 0 5800 380 6000
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Chapter 6

The case of a Gaussian laser pulse

In the previous chapters we have used a laser pulse shape which had a plane spatial
profile in the y direction, i.e. perpendicular to the propagation direction. This do not
reproduce the real envelope of a laser pulse, which has a given transversal size (the
’waist’). This choice was motivated by the need to investigate the mechanisms which
are relevant in the processes of light absorption and particle acceleration, when a surface
wave is excited by laser-gating interaction, reducing the number of effects which have
to be taken into account at the same time.

Moreover, the choice of a laser profile having uniform intensity along y, allows us to
reduce the computational requirements and to perform a larger number of simulations,
testing different parameters.

In this chapter we will examine the effect of the finite transversal size of the pulse
envelope, by approximating its y profile with a Gaussian function. The pulse will be
focused on the center of the target surface, with a focal spot (intended as the FWHM of
the Gaussian) of 10λ0, and will have the same temporal dependence as in the previous
chapters. This focal spot size corresponds to the typical transverse size of the pulse
in the experiments where the interaction of a laser with a laminar target is studied
[26, 27, 28]. In the simulation, we will use a laminar target of thickness 3.5λ0 and
density ne = 25nc, with a modulation at the surface of periodicity am = 2λ0 and depth
d = λ0. The pulse will be incident at the resonance angle θ = 30◦. As the pulse is no
more periodic in the y direction, we will take a simulation box size of 110λ0 ' 691k−1

0

along y, in order to avoid unwanted effects from the boundaries (which have periodic
conditions along y), while the total box size will be 480k−1

0 along x.
In order to underscore the computational requirement associated with this simula-

tion, we have to consider that, in this case, we have 18440 plasma points along y and
590 along x, i.e. a total of 107 plasma points. Thus the total number of particles is now
∼ 109. The code was parallelized (see appendix .1) and 461 processors were necessary
in order to treat such a large number of particles and grid points (we recall that when
the pulse is uniform along y we need just 32 processors). The total CPU time necessary
to complete a simulation, which has a typical duration of 1000ω−1

0 , is ∼ 4000H. The
outputs of this simulation occupy more than 1TB, ∼ 15 times bigger than the space
occupied by the data of the previous simulations.
In order to give an overview of the simulation set-up, in fig.6.1 we show the x component
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of the electric field, for the Gaussian pulse.

Figure 6.1: Electric field Ex at t = 390ω−1
0 for the Gaussian pulse, Iλ2

0 =
1019W cm−2µm2 (a0 = 2.72), d = λ0, ne = 25nc, semi-infinite target when the SPW
is excited by a Gaussian laser pulse. The plasma starts at x = 240k−1

0 , the pulse
focus is at y ' 345.5k−1

0 and the focal spot size is 10λ0 ' 63k−1
0 .

We will compare the case of the Gaussian profile pulse with the simulation having
the same target parameters (and the same laser intensity) but plane laser transverse
envelope. The aim of this study is to understand qualitatively the modifications that we
can expect when comparing our previous parametric study to a more realistic set-up.

6.1 SPW excitation
We will first consider the absorption values for the Gaussian pulse, and compare with the
absorption for the pulse having a plane transversal profile, impinging on the same target
type, for Iλ2

0 = 1019W cm−2µm2. We observe that the absorption for the Gaussian
pulse is 74%, a value lower than the plane pulse value which was 85%. This result is
not surprising as, in general, we have observed that absorption in the high intensity
regime always increases with intensity and for the Gaussian profile the intensity spatially
decreases away from the center of the pulse. This means that, in contrast with the case
where the laser intensity is uniform along y, the local absorption will gradually decrease
when the distance from the laser focus increases and the total value will be lower than
the one found when the intensity is uniform. However the difference is not dramatic
and 74% is still a high value.
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Then we will examine the electric field Ex, which is associated with the SPW ex-
citation, in order to verify i) the periodicity of its spatial distribution, which should
be λ ∼ λ0 and ii) its frequency, which is expected to be the same as the laser pulse,
i.e. ω = ω0. In fig.6.2 the electric field Ex is shown at time intervals of 1.5ω−1

0 (∼ 1/4
laser period), starting from t = 492ω−1

0 , for a portion of surface of 6λ0 around the
laser focus (y ' 345.5k−1

0 ). The field distribution at the center is very similar to that

Figure 6.2: Electric field Ex, sequential plots taken at time intervals of 1.5ω−1
0 (∼ 1/4

laser period), starting from t = 492ω−1
0 . Iλ2

0 = 1019W cm−2µm2 (a0 = 2.72), d = λ0,
ne = 25nc, for a laminar target of thickness h = 3.5λ0 when the SPW is excited by
a Gaussian laser pulse.

observed for the pulse having a plane transverse profile: we observe a localized field
at the surface which has 6 periods along y that correspond to a periodicity of ' λ0.
Away from the center the intensity of the field is progressively lower, but, as shown in
fig.6.2, the intensity can be considered quasi-constant over a small portion of surface.
The oscillation frequency that we observe confirms the resonant excitation of the SPW
, as we find ω ∼ ω0. This can be also verified by comparing Ex in fig.6.2 for t = 492ω−1

0

and about a half period later, at t = 495ω−1
0 , as we notice that the field at the surface

at a given position has opposite signs in the two pictures.
The maximum local amplification, of the field at the focal spot, is η = 3.4 that is

essentially the same value as obtained in the simulation where we used the same target
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parameters and laser intensity but a uniform y profile for the pulse envelope (where we
had η = 3.5).

Thus we may conclude that for a pulse having a Gaussian shape we can still excite
the surface wave: its maximum amplitude will be almost the same as that predicted for
the pulse having uniform transversal profile and will correspond, in space, to the laser
focal spot area. The absorption fraction, instead will decrease slightly, and this can be
interpreted as a consequence of the lower intensity values far from the center of the
pulse, which are generally associated with lower absorption values.

6.2 Electron heating

We have seen that SPW excitation by a Gaussian pulse, if we observe a small portion
of the target surface, has characteristics which are very similar to those presented in
the previous chapters, where the laser pulse was uniform on the target surface.

However as far as the electron acceleration is concerned, we expect some important
differences as we have to take into account the non-homogeneity of the field along y,
which will give a different contribution to electrons involved in the vacuum heating
process.

We will now analyze in detail the emission angles of the electrons for the Gaussian
laser pulse impinging on a laminar target of thickness 22k−1

0 ∼ 3.5λ0. We recall that in
the laminar target the emission direction (forward/backward) is not sufficient to sepa-
rate electrons which are recirculating inside the plasma from those which are emitted
into the vacuum. Thus the phase space of electrons will again be divided into 3 parts:
(a) electrons emitted into the vacuum at the irradiated side (x = [0 − 240k−1

0 ]), (b)
electrons inside the plasma, and (c) electrons emitted into the vacuum at the rear of
the target (x = [262− 480k−1

0 ]). In each section, we will distinguish two directions for
the electron motion: backward (i.e. moving from left to right) and forward (i.e. moving
from right to left).

We observe that, in general, the electron motion in the three sections (plasma and
vacuum at the front and rear side) has two main angles, ±60◦, which correspond to the
direction perpendicular to the grating surface. The only exception is the emission at
the irradiated side, shown in fig.6.3a, where we notice a peak around −80◦, both in the
backward (towards the vacuum) and forward (towards the plasma) directions.

In fig.6.4, where the electron currents are shown, we observe an electron emission
towards the vacuum (backward), at the irradiated side of the target, which is quali-
tatively similar to that observed (in fig.4.26) for the same simulation parameters but
uniform laser intensity along y. In fact we notice similar bunches of hot electrons that
exit the plasma periodically, in a direction which is nearly normal to the target surface
(' 60◦), at two main points situated on the lower part of the modulation tip: one
closer to the top and the other halfway between the top and the bottom of the dip.
The periodicity of the emission is one laser period and there is a phase lag of half a laser
period between two emission points. Then the electrons re-enter the plasma, following
the surface modulation. We may also observe bunches of electrons which are moving
inside the plasma, towards the rear surface, where they are reflected. Comparing with
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a

b

c

Figure 6.3: Electron emission angles backwards ( B=moving from left to right) and
forwards (F=moving from right to left), for the laminar target of thickness 22k−1

0 ∼
3.5λ0, taken at t = 492ω−1

0 ; Iλ2
0 = 1019W cm−2µm2 (a0 = 2.72), ne = 25nc. The

SPW is excited by a Gaussian laser pulse.(a) electrons emitted into the vacuum
at the irradiated side (x = [0 − 240k−1

0 ]).(b) electrons inside the plasma (x = [247 −
262k−1

0 ]).(c) electrons emitted into the vacuum at the rear of the target (x = [262 −
480k−1

0 ]).

the corresponding electric field distribution in fig.6.2, where Ex is plotted for the same
times, we notice that the points at which electrons are emitted correspond to local
(positive) maxima of the SPW field. This result is the same as what was found in all
the cases where the surface wave was excited (see chapter 4) and can be interpreted
as follows: electrons which experience large oscillations at the surface have entered the
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Figure 6.4: Electron current (neve, no charge sign) sequential vector plots taken at
time intervals of 1.5ω−1

0 (' 1/4 laser period), starting from t = 492ω−1
0 . Iλ2

0 =
1019W cm−2µm2 (a0 = 2.72), d = λ0, ne = 25nc, laminar target of thickness h = 3.5λ0.
The SPW is excited by a Gaussian laser pulse.

wave field at the most favourable phase, i.e. at a zero, as discussed in [77], and reached
the maximum excursion when the amplitude of the field was maximum. Such electrons
can detach from the surface and exit or enter the plasma depending whether the field
is evolving towards a minimum or a maximum.

However the temperature of the hot electrons is generally reduced compared to the
simulation where a pulse having a uniform y profile was used, in fact here we have only
Thot,Gaussian = 1.4MeV while in the previous case (where the laser profile is uniform
along y) we had Thot,uniform = 2.3MeV. Furthermore the maximum electron energy is
lower: Emax,Gaussian = 11MeV while in the case of the laser with uniform transversal
profile Emax,uniform = 14MeV. This may be interpreted as consequence of the fact that,
as the intensity of the field is not homogeneous on the target surface, only electrons at
the focal spot can be efficiently accelerated, resulting in a lower percent of hot electrons.
This effect is evident from the observation of the lower electron emission at only 3λ0

from the center of the target, as shown in fig.6.5. We notice that the bunches of
electrons which were observed to exit the plasma at t = 496.5ω−1

0 rapidly decrease their
excursion into the vacuum when we observe the zones away from the laser spot. Also
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Figure 6.5: Electron current (neve, no charge sign) vector plot at time t = 496.5ω−1
0 ,

starting at y = 360k−1
0 (the laser spot is centered at y ' 345.5k−1

0 ). Iλ2
0 =

1019W cm−2µm2 (a0 = 2.72),d = λ0, ne = nc, laminar target of thickness h = 3.5λ0.
The SPW is excited by a Gaussian laser pulse.

the recirculation mechanism may be less efficient as electrons that are emitted with a
given angle, after being reflected at the rear surface, will return to the irradiated surface
at a point which is different from the emission one and where the accelerating field has a
different value. Schematically, an electron accelerated at the laser focus, y = 345.5k−1

0 ,
and having angular direction ' 60◦, would return to the irradiated surface at the point
y = 345.5 + 2h sin θ ' 383.6k−1

0 (i.e. at the edge of the focal spot), after the first
reflection, where the field is much lower. This effect may be reduced by reducing the
target thickness h or the electron emission angles. We notice that the latter condition
is difficult to achieve as, for example, reducing the modulation depth we reduce the
emission angles associated with the direction perpendicular to the modulation but the
angles associated the direction tangent to the modulation increase. One solution may
also consist in varying the angle of incidence of the laser pulse (adapting the target
parameters for the resonance), in order to extend the irradiated area.

We may conclude that the process of electron heating, when the pulse envelope has
a Gaussian shape, is qualitatively similar to what observed, for the same target pa-
rameters, but with uniform laser intensity along the transverse direction. In the zone
corresponding to the maximum laser intensity on the target, we observe the same elec-
trons bunches which are associated with the surface wave excitation. Nevertheless the
electron temperature value is lower than the one found for the uniform pulse and this
can be traced back to the non-uniformity of the laser intensity at the target surface
which reduces the effects of recirculation.
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6.3 Ion acceleration

In chapter 5 we have analyzed the process of ion acceleration both in the case of semi-
infinite and laminar targets, when the transverse profile of the pulse is uniform. We
recall that two acceleration mechanisms were identified, one, shock acceleration, pushes
the ions from the irradiated surface towards the plasma bulk, while the other one, the
TNSA mechanism, accelerates ions towards the vacuum, both at the irradiated and at
the rear sides of the target. We observed that shock mechanism is weakly dependent
on the SPW excitation while the TNSA was strongly enhanced by SPW excitation. In
fact, in the TNSA, ion acceleration is driven by the space charge field associated with
the hot electrons and, as their temperature and number grows when the surface wave
is excited, the mechanism becomes more efficient.

a b

c

Figure 6.6: (a) Ion emission towards the laser source at the irradiated side, ions ac-
celerated into the plasma (b), and (c) forward emission at the unirradiated side, as
a function of the emission angle and energy for the laminar target when the SPW
is excited by a Gaussian pulse; Iλ2

0 = 1019W cm−2µm2 (a0 = 2.72), ne = 25nc,
t = 500ω−1

0 , d = λ0, laminar target of thickness h = 3.5λ0.

In this section we will examine the ion emission when the laser y profile is Gaussian
and the intensity of the pulse is not uniform over the target surface. As we are interested
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in the processes where SPW excitation plays a relevant role, we will focus on the TNSA
mechanism.

We will start by considering the angular distribution at two different times. As
in chapter 5 we will consider t = 500ω−1

0 , which is approximately the time at which
electrons reach their maximum energy and t = 1000ω−1

0 , which is the time at which ion
acceleration starts saturating and ions reach the maximum energy.

a b

c

Figure 6.7: (a) Ion emission towards the laser source at the irradiated side, ions ac-
celerated into the plasma (b), and (c) forward emission at the unirradiated side, as a
function of the emission angle and energy, for the laminar target when the SPW is
excited by a Gaussian laser pulse; Iλ2

0 = 1019W cm−2µm2 (a0 = 2.72), ne = 25nc,
t = 1000ω−1

0 , d = λ0, laminar target of thickness h = 3.5λ0.

In fig.6.6 we show the angular distribution of ions at t = 500ω−1
0 . We observe that

the emission angles have not changed substantially compared to the case where a pulse
with a uniform transverse profile was used. Ions emitted in the backward direction
(fig.6.6 a), at the irradiated side have a quite symmetric distribution, with two peaks
around ±40◦, which can be associated with the expanding ion front, as discussed in
chapter 5. The most energetic ions correspond to the negative angle, as found in all
the cases where the SPW was excited, and can be associated with the development
of ion filaments. The latter are generated at the points where electron bunches are
observed which oscillate at the target surface. The ions emitted at the rear (fig.6.6 c)
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are accelerated in the direction perpendicular to the flat surface, i.e. 0◦ as for the the
simulation where the pulse profile was uniform along y, but here they have a larger
angular spread, ' 7◦ instead of ' 2◦. The increased angular spread may be traced back
to the inhomogeneity of the space charge field at the surface, due to the inhomogeneous
distribution of the hot electrons reaching the rear side of the target, which may induce
a defocusing effect on the ions. We also see that the direction of shock accelerated ions,
moving inside the plasma, does not change for the Gaussian pulse shape, being around
40◦.

At later times, for t = 1000ω−1
0 , we observe that the angular distribution of the ions

moving backwards (fig.6.7a) has evolved and the most energetic ions corresponds to
angles ±20◦. This evolution was also found in the other simulations where the surface
had a modulated profile and may be associated both to an evolution of the particles
trajectories in the external field and to the presence of groups of ions that are emitted
at different times (see chapter 5). The final energy of the ions moving backwards, from
the irradiated target surface is 6MeV for the Gaussian pulse case, much lower than
in the case where the pulse was uniform along y, where we found 12.5MeV. Also the
ions emitted at the rear side of the target (non-irradiated) have lower final energies:
as shown in fig.6.7c, the maximum energy in this case is only 7.1MeV, while, for the
simulation where pulse intensity was uniform on the target surface, the maximum energy
was 14MeV. We notice that, by contrast, the final energy of ions accelerated into the
plasma bulk (fig.6.7b) has changed only slightly, from 800keV when the pulse is uniform
on the target surface to 700keV for the Gaussian one. Moreover we notice, observing

Figure 6.8: Ion phase space (y, px) for the laminar target when SPW is excited by
a Gaussian laser pulse; Iλ2

0 = 1019W cm−2µm2 (a0 = 2.72), ne = 25nc, t = 500ω−1
0 ,

d = λ0, laminar target of thickness h = 3.5λ0.

the ion momentum px as a function of y (fig.6.8), that the emission is concentrated,
along y, at the point where the laser intensity is maximum and that far from that point
the emission gradually decreases.
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We may conclude that, qualitatively, the ion emission in the case where the laser
pulse has a Gaussian envelope in the transverse direction is similar to the case where
the pulse has uniform intensity in the transverse direction, if we look only at the zone
of the laser spot (that is the center of the target, at y = 345.6k−1

0 ). Nevertheless, the
angular spread of the electrons crossing the target, combined with the fact that the field
intensity is not uniform along the surface, led to a decreased efficiency of recirculation
and the energy of the ions is reduced down to the values of the semi-infinite target.
The same ion energy reduction is observed also for a plane laminar target when the
laser pulse has a Gaussian envelope: if we consider a simulation having the same laser
and target parameters as the one described above, but flat target surface, the energy
of the ions emitted at the unirradiated side is 4MeV. This means that, when the SPW
is excited, the ion energy is increased of the same factor ' 1.8 (compared to a plane
target) that is found in the case where the laser has uniform intensity in the transverse
direction (see tab.5.1).

6.4 The magnetic field
The inhomogeneity of the electron emission along the target surface, shown in fig.6.5
and of the plasma expansion (fig.6.8), which are observed for the Gaussian laser pulse,
have important consequences on the characteristics of the quasi-static magnetic field.

In fig.6.9 we can observe the magnetic field distribution for the case of the Gaussian
laser pulse. We notice that the sign of the magnetic field changes around y = 345.5k−1

0 ,

Detail of Bz inside the focal spot
(which is centered at y = 345.5k−1

0 )

Figure 6.9: Magnetic field Bz (Normalized to B0 ' 107MG for λ0 = 1µm) averaged over
the laser cycle for the laminar targetwhen the SPW is excited by a Gaussian laser
pulse; Iλ2

0 = 1019W cm−2µm2 (a0 = 2.72), ne = 25nc, t = 500ω−1
0 , d = λ0, laminar

target of thickness h = 3.5λ0. The laser transverse size (FWHM) is 10λ0 ' 63k−1
0 .

that is the ’focus’ of the laser pulse: at the irradiated target side the magnetic field is
positive for y > 345.5k−1

0 and negative for y < 345.6k−1
0 while at the rear of the target

the sign of the field is negative for y > 345.5k−1
0 and positive for y < 345.5k−1

0 . This
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fact can be explained by considering the mentioned inhomogeneity of plasma expansion:
the electron current is maximum at the point where the laser is more intense and this
applies both to electrons accelerated towards the vacuum, at the irradiated surface,
and to electrons which have reached the rear surface. The spatial distribution of the
field suggests that the hot electrons leaving front and back surfaces are pulled back
by the space charge. As they are emitted with an angular spread, they will return to
the target along curved trajectories and this corresponds qualitatively to the scheme
called ’fountain effect’ which is described in references [86, 87]. This process, combined
with the local ion and electron current unbalance, leads to the final spatial distribution
observed in fig.6.9. The maximum magnetic field observed in the simulation is about
∼ 120MG for λ0 = 1µm

Nevertheless if we observe in detail the magnetic field distribution inside the focal
spot, we notice that it is very similar to the distribution observed when the laser pulse
was uniform along y (see fig.3.6). This means that in this area the electron acceleration
associated with the surface wave dominates over the other effects and determines the
characteristics of the quasi static magnetic field.

This results further confirms that the self-generated magnetic field found in our
simulations essentially depends on kinetic effects: the inhomogeneity of particles emis-
sion, due to the Gaussian pulse profile, produces a bipolar magnetic field, far from the
laser spot, while inside the focal spot the field distribution depends on the electrons
accelerated in the SPW field.

6.5 Conclusion

We have examined the case where a laser pulse having a Gaussian profile, with 10λ0

FWHM, excites a surface wave on a laminar target of thickness h = 3.5λ0. The aim
of this study was to compare this case, which is computationally demanding but closer
to typical experimental parameters [27], to the cases where pulse was uniform along
y, which required less computational resources and allowed the parametric study of
laser-grating interaction.

We observe that the surface wave is excited and that the electric field perpendicular
to the surface, if we limit our observations to the laser spot, is similar to what we found
when the pulse transverse profile was uniform. Similarly, the quasi static magnetic field
generated on the target surface, inside the focal spot area, has the same distribution
as observed when the pulse intensity was uniform along y. We also observe the same
bunches of electrons, oscillating at the surface, which were found in all the cases where
the wave was excited. However their excursion decreases far from the center of the
target (which is the focus of the pulse), as the intensity of the laser field decreases.

Moreover we observe that when the pulse has a Gaussian shape, the electron tem-
perature is lower compared to the value found when the pulse intensity is uniform along
y. This can be related to the fact that the energy of the electrons accelerated at differ-
ent points of the surface is different and only the electrons at the center of the target
may reach the maximum energy. Furthermore the effects of recirculation are reduced
as electrons, which are accelerated at an angle and reflected at the rear surface, will
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find a reduced field intensity in the zones far from the laser spot.
The different electron heating entails important changes for ions accelerated by

TNSA, both at the front and at the rear of the target. The maximum ion energy
decreases from 14MeV to 7.1MeV when the pulse transverse profile changes from uniform
to Gaussian, a value close to the one found when the target is semi-infinite. The
maximum ion energy does not correspond to the maximum electron energy (11MeV),
as was the case when the pulse had a plane transverse profile and this may indicate that
recirculation is less efficient, providing fewer hot electrons at a given point. Nevertheless
the ion energy is higher than the value found experimentally for similar laser and target
parameters, where the SPW is not excited. For example in [80], where the laser pulse
intensity and duration were respectively Iλ2

0 = 3× 1019W cm−2µm2 and 80fs, and the
target thickness was ∼ 5λ0, the maximum ion energy was 2.4MeV.

We may conclude that, in general, when a Gaussian pulse is used, the absorption,
and electron/ion energy are lower (74%) than the values found in the simulations where
the laser intensity was uniform on the target surface (85%). From the analysis done
in this chapter, we may infer that this effect is a mere consequence of the pulse shape
and does not depend on SPW excitation. This means that we expect a quantitative
difference between the values found in all the simulations in the previous chapters and
experimental values on laser-grating interaction. The simulation examined in this chap-
ter, by contrast, shows a qualitative agreement with the study presented in the previous
chapters, where we used a pulse profile which was uniform along y. Thus we have
demonstrated that the simplified simulations where the effect of transverse pulse size
is not considered, can efficiently predict the qualitative dependence of SPW excitation,
electron heating and ion acceleration on laser and target parameters.
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Conclusions

The problem of the excitation of a plasma surface wave by the interaction of a laser
pulse on a structured target has been investigated in this work, both analytically and
numerically. We have seen that describing the surface wave with a simple fluid model, we
can find the surface wave dispersion relation which, combined with the phase matching
conditions, allows us to determine the periodicity of the modulation at which the wave
is resonantly excited, as a function of the pulse angle of incidence. The dynamics
of the plasma and the distribution of the fields associated with SPW excitation are
reproduced using two-dimensional particle-in-cell (PIC) simulations, where the plasma
surface is initially pre-formed so that the SPW excitation conditions are fulfilled. The
surface wave excitation has been examined for a large range of laser intensities (Iλ2

0 =
1015 − 1020W cm−2µm2) in order to study the transition from the non-relativistic to
the relativistic regime. The simulations in which the wave is resonantly excited are
compared to cases in which the resonant conditions are not provided and the different
coupling of the laser with the target is analyzed. We have considered the following
aspects of the laser-plasma interaction, for different laser and target parameters: i) the
laser absorption and the field intensity at the surface ii) the generation of a quasi-static
magnetic field iii) the electron heating and iv) the ion acceleration.

We have found that in the cases where the surface wave is excited the electric field
component normal to the target near the surface is amplified compared to the laser
field. The amplification factor ranges from η = 7.2 to η = 3.2, depending on the
laser intensity and its variation can be associated with the absorption process, whose
efficiency varies with laser intensity. At low intensities a density gradient is found at the
target surface which has a scale larger length than the one found in the high intensity
regime so that the absorption mechanisms associated with the density gradient scale
lenght are more important. By contrast, when the laser pulse has higher intensities
(Iλ2

0 > 1018W cm−2µm2), the laser pressure steepens the density gradient and the
main absorption mechanism becomes vacuum heating which is associated with particles
oscillating in the field perpendicular to the target, having an excursion large enough to
escape the field and enter the bulk plasma. The latter mechanism is enhanced by the
SPW excitation because of its greater field intensity and more localized distribution.
In fact the laser absorption is enhanced in the presence of a surface wave, for example
it rises from 27% when the SPW is not excited up to 73% at Iλ2

0 = 1019W cm−2µm2.
At the same time the wave is damped by electrons which are absorbing its energy so
that its maximum amplitude may be reduced and this explains the variation of the
amplification factor with the laser intensity. The dependence of the laser absorption
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and field amplification on different target parameters has also been studied. We have
considered different plasma densities (from 25 to 100 times the critical density) and
found that the absorption is slightly reduced, even if it remains always higher than
the case of a flat target, where the SPW was not excited. This is consistent with
the weak dependence on electron density of the fraction of laser energy absorbed via
vaccuum heating, discussed in reference [10]. Then we have studied the dependence of
absorption and field amplification on the target geometry, considering a pulse impinging
on a modulated target at different angle of incidences, which did not match the resonant
condition. It has been observed that there is an important effect associated with the
angle between the laser field and the normal to the modulation curve which may induce
large absorption even for non-resonant incidence. Reducing the modulation depth to
values smaller than the wave length reduces this effect and we notice a great difference
in the absorption when the SPW is excited compared to the non-resonant incidence,
where laser absorption approaches the value obtained for a flat target. However the
modulation depth cannot be reduced too much as the coupling may be affected for
values smaller than the gradient scale length at the target surface. Finally, we have
examined the dependence of absorption and field amplification on the target thickness,
considering a semi-infinite target and two different laminar targets: we find that the
absorption increases for reduced target thickness, while the amplitude of the SPW
field decreases. This can be attributed to the electrons which are recirculating inside
the target and interact several times with the wave field, absorbing more energy. For
thinner targets the number of cycles that electrons can perform before the driving field
is extinguished is greater and a larger number of electrons can perform at least one
bounce.

One of the aspects of laser-overdense plasma interaction that we have examined is the
generation of a quasi-static magnetic field. We have studied the quasi-static magnetic
field analytically, with a non-relativistic hydrodynamic model, which is valid in the low
intensity range, in order to investigate the role of the surface wave in the magnetic field
generation. This model shows that the surface wave gives rise to a second order magnetic
field proportional to the square of the SPW field and confined near the interface, whose
strength has a dependence on the electron temperature and density.

At the same time we have analyzed the characteristics of the magnetic field arising
during laser-plasma interaction which is observed in PIC simulations for a wide laser
intensity range, when the SPW is resonantly excited and for the case of a flat target.
Comparing the model to the simulations performed for low intensity laser pulse, we find
that the predicted field has the right order of magnitude (of the order of a MegaGauss)
but it is systematically smaller than the values found in the simulations. We interpret
this as related to kinetic effects and plasma expansion which are found to play an
important role and are not taken into account by the model. Nevertheless we notice
that in all cases the intensity of the magnetic field is increased by the SPW excitation
compared to the flat target case, even at relativistic intensities. The values found in PIC
simulations for laser intensity Iλ2 = 1019W cm−2µm2 are of the same order, ∼ 90MG, of
those found in experiments [64] when the surface wave is not excited, while they increase
of more than a factor 2 when the SPW is present. Comparing the field structure of the
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flat target and resonant cases suggests that the enhanced field strength, which exceeds
500MG at Iλ2 = 7 × 1019W cm−2µm2, has caused partial confinement of particles at
the target surface when the SPW is present.

The electron heating corresponding to different target and laser parameters has been
studied analyzing their energy and angular distribution. We observed that the electron
energy dependence on SPW excitation is different, depending on the laser intensity
regime considered. In the low intensity regime, the geometry effects are dominant,
due to absorption mechanisms associated with the density gradient scale length, as
mentioned above. In this case, if we consider different laser angle of incidences (resonant
and non-resonant) on the same target, we find that electron energy is not increased
when the SPW is excited. By contrast, in the high intensity regime, where the density
gradient is sharper, the target geometry dependence is reduced and we observe that
when the SPW is excited the cut-off energy of the hot electrons is larger than in the
cases where the pulse angle of incidence does not match the resonance conditions.
However the effects of the SPW are more pronounced when the modulation depth is
small, which reduces the importance of the target geometry. In this case we observe
a larger difference between the resonant and non-resonant incidence both in the hot
electron temperature and the cut-off energy.

The angular distribution of accelerated electrons, by contrast, changes when the
SPW is excited, both in the low and high intensity regimes: for non-resonant incidence
the electrons are accelerated perpendicularly to the target surface, so that their angular
distribution depends only on the target shape, while for resonant incidence they also
acquire a large velocity component in the direction of propagation of the SPW.

Moreover, observing the electron currents, there is a characteristic which is found,
in both laser intensity regimes, only when the SPW is excited: bunches of hot electrons
are ejected with a periodicity of one laser cycle, whose position on the surface is related
to the SPW field distribution. Their spatial location and periodicity suggest that the
particles are entering the field of the surface wave at the most favourable phase for
electron acceleration, i.e. the zeros of the SPW field, so that they experience the rising
part of the field amplitude and reach the maximum momentum at the peak of the field.

In the case of laminar targets we have also observed that electrons recirculate in-
side the target, being reflected several times at the rear and irradiated surfaces. This
mechanism further enhances the effects of the SPW as, for sufficiently thin targets, the
electrons may interact more than once with the accelerating field.

Then we have studied the ion acceleration and its dependence on SPW excitation. In
the simulations, we have identified two different mechanisms: one, the Target Normal
Sheath Acceleration (TNSA), accelerates the ions towards the vacuum, the other one,
the shock acceleration, pushes them from the surface into the plasma. The TNSA
mechanism causes acceleration normal to the target surface, driven by the space charge
field associated with an electron plasma sheath. The latter is set by the hot electrons
accelerated by the laser pulse or the SPW field at the front surface. Hot electrons
also propagate through the target so that, for a laminar target, the TNSA is found
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both at the front and at the rear of the target. Shock acceleration is observed for laser
intensities greater than Iλ2

0 = 1018W cm−2µm2 and the analysis of the velocity and
peak density of the shock suggests that it does not depend on the SPW excitation and
can be associated with the cold electron population. Contrastingly, an ion emission
consistent with TNSA is found in both the low (Iλ2

0 < 1018W cm−2µm2) and high
intensity regime and we observe that when the SPW is excited the energy of the ions
increases by a factor of 4 for the ions emitted at the irradiated side and by a factor 2
for the ions emitted at the rear.

As for electron emission, we have examined the angular distribution of the ions ac-
celerated for different laser angle of incidences and target geometries. We observed that
for non-resonant laser incidence the ion angular distribution at the irradiated surface
can be traced back to plasma expansion, corresponding to emission in the direction
perpendicular to the target surface. A similar expansion is also found for the resonant
incidence but in this case we also observe filaments of ions having very high energies,
which develop at the same points where we had observed the electron bunches which exit
and re-enter the plasma, when the SPW is present. This suggests that the acceleration
of the ions in the filaments is driven by the hot electrons oscillating in the surface wave
field, via the TNSA mechanism.

For laminar targets we have also examined the angular distribution of the ions
accelerated at the rear side of the target, which is not irradiated. In this case, the
ion emission is always perpendicular to the surface, which is flat at the rear side.
Nevertheless SPW excitation has an effect also on these ions as the energy of the hot
electrons which drive the ions acceleration via TNSA is increased. For example, in
the case of a laminar target of thickness h = 3.5λ0, at Iλ2

0 = 1019W cm−2µm2, the
maximum ion energy was 14MeV.

Finally, we have examined the effects of the finite transverse size of the laser pulse
envelope, introducing a laser pulse with a Gaussian profile. The processes of SPW
excitation and particle acceleration, when the laser pulse has a Gaussian profile, show
a qualitative agreement with the previous simulations where the laser intensity was
uniform on the target surface. The maximum amplitude of the surface wave was the
same as for the pulse having a uniform transverse profile and corresponds to the laser
focal spot area. Comparing with the previous simulations, where a laminar target was
used, we observe that the electron recirculation is less efficient for the case of a Gaussian
pulse. For example the absorption decreases from 85% to 74% for a laminar target of
the same thickness, at Iλ2

0 = 1019W cm−2µm2. However this value of absorption is still
much higher than the values reported in literature (∼ 40%) for plane targets, where no
SPW was excited [22, 31, 33].

Thus, the finite transversal size of the laser pulse is not expected to affect the en-
hancement of laser absorption and particle acceleration due to the surface wave field.

In conclusion we have demonstrated the possibility to excite a surface plasma wave
on a structured target so as to match the resonance conditions for a large range of laser
intensity. We have defined the optimal conditions for efficient coupling which increase
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laser absorption. In such conditions the surface wave is found to enhance the production
of hot electrons which, in turn, increases the energy of the ions accelerated at both the
irradiated and unirradiated target surfaces.

These results have motivated an experimental campaign (see appendix .4), which
started at the CEA (Saclay, France) in June 2012. The objective of the experiment is
the measurement of laser absorption, electron temperature and ion energy when a laser
pulse interacts with a grating when the conditions for SPW excitation are fulfilled. The
preliminary results, that will not be included in this work, appear to be in agreement
with our study.

Thus, surface plasma wave excitation via intense laser-grating interaction is a promis-
ing tool to increase the energy of the accelerated particles. This is of particular interest
in applications such as ion acceleration for adron-therapy [81, 82, 80, 83] or the pro-
duction of high energy electrons required in inertial confinement fusion, where the fast
ignitor scheme is used [84].

PIC simulations with a Gaussian laser pulse profile will be further developed in
order to better reproduce the experimental conditions, particularly for the case of very
thin laminar targets (∼ λ0). Future work will also include the investigation of new
target geometries, such as the study of the possibility to excite a SPW on the wall of
conical target, enhancing the electron focusing described in ref.[85]. Also the analysis
of different types of plasmas, having higher ion mass and charge (Z) will be considered,
in order to determine the role of these parameters.
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.1 Particle In Cell codes

Particle-in-cell codes (PIC) are commonly used in order to study numerically the dy-
namics of particles involved in laser-plasma interaction. In the particle in cell scheme
the individual (macro-) particles in a Lagrangian frame are tracked in continuous phase
space, whereas moments of the distribution such as densities and currents are computed
simultaneously on Eulerian (stationary) mesh points.

We will give here a general description of this class of codes with references to the
code that we have used to perform the simulations in this work.

.1.1 The principle of PIC technique

We will see in the following how the relevant plasma equations are transformed in a
discrete set to be solved numerically.

In the simulations of plasma dynamics, the aim is to solve the Boltzmann equation
for the distribution function fα(x,pα, t) of each specie considered, α = e, i (electrons
and ions) [

∂t + vα∂x − qα
(
E +

vα
c
×B

)
∂pα

]
fα = (∂tfα)(coll) (1)

where the particle velocity is vα = pα
mα

(
1 + p2

α

m2
αc

2

)− 1
2 , coupled with Maxwell’s equations

for the electromagnetic fields. The collisional term (∂tfα)(coll) will take into account
all the effects as Coulomb collisions or ionization processes that cannot be included in
the Hamiltonian function and, when it can be neglected, equation (1) reduces to the
relation known as Vlasov equation. In our work, ionization is not taken into account
and collisions do not play an important role, due to the high plasma temperature;
nevertheless the code includes the possibility to compute coulomb collisions with a
method similar to the one described by Nambu in [89].

The Boltzmann equation is coupled with Maxwell’s equations via the charge density
ρ and the current j, which are derived from the distribution function as follows

ρ =
∑
α

qα

∫
dvαfα(x,pα, t), (2)

j =
∑
α

qα

∫
vαdvαfα(x,pα, t).

where qα is the charge of the specie α. This system of equations can be solved numeri-
cally as a boundary value problem.

The Particle-In-Cell (PIC) method for the simulation of the collective dynamics
of the plasma consists in the numerical solution of the Boltzman equation with a La-
grangian approach. The phase space is divided into small domains which moves in time
along the trajectories of the particles, which are determined by the self-consistent fields.
The latter are calculated in space at the points of a mesh. Thus we have a discrete
description of the plasma as a collection of macro-particles, having a defined extension
and associated with an individual equation of motion.
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This is equivalent to assuming a discrete representation of the distribution function
f(q, p, t), where q and p are generic vectors in the phase space (for example the position
and momentum):

f(q, p, t) = f0

Np−1∑
n=0

g [q − qn(t)] δ [p− pn(t)] (3)

where g is a generic analytical function that will be discussed later, δ is the Dirac
function and f0 is a normalization constant.

We will now derive the equation of motion for the discretized distribution func-
tion. First we rewrite the Vlasov (for simplicity we neglect the treatment of collisions)
equation in the phase space

(∂t + q̇∂q + ṗ∂p) f(q, p, t) = 0 (4)

q̇ =
p

m
, ṗ = F (q, p, t) (5)

then we insert (3) in (4) and obtain the relation

Np−1∑
n=0

−q̇ng′ [q − qn(t)] δ [p− pn(t)]− ṗng [q − qn(t)] δ′ [p− pn(t)] (6)

+
pn
m
g′ [q − qn(t)] δ [p− pn(t)] + F (q, pn(t), t)g [q − qn(t)] δ′ [p− pn(t)] = 0

Then integrating the latter relation for dp we get
Np−1∑
n=0

(
−q̇n(t) +

pn(t)

m

)
g′ [q − qn(t)] = 0 (7)

which, for any form of the function g′, gives the relation

q̇n(t) =
pn(t)

m
(8)

In the calculation we have used the properties of the Dirac functions δ and δ′∫
δ(q − q̄)dq = 1 (9)∫
δ′(q − q̄)dq = 0 (10)

If we assume that the properties above apply also for the function g, then integrating
(6) for dq we get

Np−1∑
n=0

[
− ˙pn(t) + F̄n

]
δ′ [p− pn(t)] , (11)

F̄n(qn(t), pn(t), t) =

∫
g [q − qn(t)]F (q, pn, t)dq (12)
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and the relation for the momentum variables becomes

ṗn(t) = F̄n(qn(t), pn(t), t). (13)

Thus the problem of computing the distribution function f is reduced to 2Np equa-
tions, (8) and (13), that describe the motion of Np computational particles. To each
particle is associated a value pn(t) of the momentum and a spatial extension with a
shape given by the function g [q − qn(t)], so that the macro-particle is associated with
the average position qn. The term F̄n is the force averaged in the space F (q, pn, t),
which in the present case will be the Lorentz force:

F = qα

(
E +

vα
c
×B

)
(14)

where qα and vα are the charge and velocity of the particle α = e, i (electrons or ions),
as in equation (1).

Thus the equations for charge and current density (2) can be rewritten in the discrete
form:

ρ(x, t) = f0

∑
α,n

qαg(x− xn(t)), (15)

j(x, t) = f0

∑
α,n

vnqαg(x− xn(t))

where we used x to indicate the spatial coordinate (instead of q), in order to distinguish
it from the charge qα. Once the sources (charge and current) are known, they can be
used to find a numerical solution of Maxwell equations and find the electro-magnetic
fields. In order to calculate the solutions, fields and currents are defined at the points
of a spatial grid, which divides the simulation box into cells, and are calculated from
the particles distribution. At each time-step ∆t the Lorentz force corresponding to the
position of the macro-particles is calculated by performing a spatial interpolation over
the grid points involved and the momenta and the positions of the particles are updated.
Then the currents and the density are calculated for the new particles positions and
used in the Maxwell’s equations to obtain the new fields and so on.

.1.2 Technical aspects

We have derived the principles of the PIC computational technique from the basic
equations used for the kinetic description of a plasma. We shall now consider some
more technical aspects of these codes: the particle mover, the field solver, the accuracy
and stability conditions.

The schemes used for the particle mover can be classified in two categories, implicit
and explicit solvers. While implicit solvers calculate the particle velocity from the
already updated fields, explicit solvers use only the old force from the previous time
step. The latter are simpler and faster, but require a smaller time step. In the code
used for our simulations we used the leapfrog method [90], which has the following form
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in plasma applications (for the non-relativistic case)

xn+1 − xn
∆t

= vn+1/2

vn+1/2 − vn−1/2

∆t
=

q

m

(
En +

vn+1/2 − vn−1/2

2
×Bn

)
(16)

where the subscript n refers to the quantities from the previous time step, j + 1 to
updated quantities from the next time step (i.e. tn+1 = tn + ∆t), and velocities are cal-
culated in-between the usual time steps. For the relativistic generalization of equation
(16) we use u = γv rather than v so that the relativistic form of the leapfrog method is

xn+1 − xn
∆t

=
un+1/2

γn+1/2

un+1/2 − un−1/2

∆t
=

q

m

(
En +

un+1/2 − un−1/2

2γn
×Bn

)
(17)

The most commonly used methods for solving Maxwell’s equations (or more gener-
ally, partial differential equations (PDE)) belong to one of the following three categories:
i) finite difference methods (FDM) ii) finite element methods (FEM) iii) spectral meth-
ods.
With the FDM, the continuous domain is replaced with a discrete grid of points, on
which the electric and magnetic fields are calculated. Derivatives are then approximated
with differences between neighboring grid-point values and thus PDEs are transformed
into algebraic equations.
Using FEM, the continuous domain is divided into a discrete mesh of elements. The
PDEs are treated as an eigenvalue problem and initially a trial solution is calculated
using basis functions that are localized in each element. The final solution is then
obtained by optimization until the required accuracy is reached.
Also spectral methods, such as the fast Fourier transform (FFT), transform the PDEs
into an eigenvalue problem, but this time the basis functions are high order and defined
globally over the whole domain. The domain itself is not discretized in this case, it
remains continuous. Again, a trial solution is found by inserting the basis functions
into the eigenvalue equation and then optimized to determine the best values of the
initial trial parameters.
The method used in the code EMI2D to solve the partial differential equation is the
first one, the finite difference method with the relativistic formulation in equation (17).

In the previous section, where we introduced the principles of PIC simulations, we
have seen that the charge and current density are assigned to simulation particles, the
so called macro-particles. The latter can be situated at any point of the continuous
domain, as their position is defined by xn but their contribution to a mesh point, where
currents and fields are calculated, depends on its shape g(x − xn). The shape of the
macro-particle, or weighting, has to satisfy the following conditions: space isotropy,
charge conservation, and increasing accuracy (convergence) for higher-order interpola-
tion terms. Moreover the order of the field interpolation has to be the same as the one
of charge and current in order avoid self-forces.
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Figure 10: Spatial lay-out of the field grid for the 2D, TM (transverse magnetic) fields
and currents. i, j are the indices associated with a grid point, for the x and y coordinates
respectively.

The code used in this work is 2D and all spatial variations are in the (x, y) plane.
The relative spatial variation is chosen so as to provide centered spatial differencing as
shown in fig.10.

In this scheme, the (2D, TM) finite differenced Maxwell’s equations becomes:

B
n+1/2
z,i+1/2,j+1/2 −B

n−1/2
z,i+1/2,j+1/2

∆t
= −c

En
y,i+1,j+1/2 − En

y,i,j+1/2

∆x
(18)

+ c
En
x,i+1/2,j+1 − En

x,i+1/2,j

∆y

En+1
x,i+1/2,j − En

x,i+1/2,j

∆t
= c

B
n+1/2
z,i+1/2,j+1/2 −B

n+1/2
z,i+1/2,j−1/2

∆y
− Jn+1/2

x,i+1/2,j (19)

En+1
y,i,j+1/2 − En

y,i,j+1/2

∆t
= −c

B
n+1/2
z,i−1/2,j+1/2 −B

n+1/2
z,i+1/2,j+1/2

∆x
− Jn+1/2

x,i,j+1/2 (20)

where n is the index of the of the (old) time step in the leapfrog scheme. The accuracy
of this method is second order in space and time. The code alternates, first advancing
the electric field (time-step n) and then the magnetic field (n+ 1/2). At each step the
new value of a field over-writes the old value in memory such that it is not necessary to
keep values for any field more then once. We observe that the magnetic field is given
only for the half integer times, i.e. n±1/2 while in the leapfrog equation of momentum
(16) the time has to be integer for both magnetic and electric fields. In order to get the
Bn value, the integration of B is decomposed into two steps, advancing the magnetic
field only half way:

Bn
z,i+1/2,j+1/2 = B

n−1/2
z,i+1/2,j+1/2 − c

∆t

2

En
y,i+1,j+1/2 − En

y,i,j+1/2

∆x
(21)

+c
∆t

2

En
x,i+1/2,j+1 − En

x,i+1/2,j

∆y
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A similar method is used for currents, where the particle position at half integer times
is mediated between the integer time positions. Notice that one (macro-)particle con-
tributes to the 4 nearest grid points and the ’weight’ Wi,j of the particles at each point
i, j, is given by:

Wi,j =

(
1− x−Xi

∆x

)(
1− y − Yj

∆y

)
(22)

Wi+1,j =

(
x−Xi

∆x

)(
1− y − Yj

∆y

)
(23)

Wi,j+1 =

(
1− x−Xi

∆x

)(
y − Yj

∆y

)
(24)

Wi+1,j+1 =

(
x−Xi

∆x

)(
y − Yj

∆y

)
(25)

where Xi = i∗∆x, Yi = j ∗∆y and (x, y) is the position of the particle in the 2D space.
The Courant condition gives the minimum requirement for the stability of the code,

relating the cell size and the time step: c∆t ≤ ∆x. The requirements on the cell size
instead depend on the physical process that has to be investigated. Following [90] a
rough rule to avoid the non-physical instabilities caused by the grid finite size (aliasing
instability) is ∆x ≤ πλD where λD is the Debye length. This means that the cell size
will depend on the density and temperature of the plasma, which are evolving and the
instability may be negligible in some cases even for larger values of ∆x.

From this requirements, we may have an idea of the typical size of a simulation
of the type (2D) presented in this work. For example for the cases having density
ne = 25nc, with Te = 1keV, we have λD = 0.083k−1

0 , therefore the grid size would be
about ∆x = 0.025k−1

0 . This means that a plasma target, such as the one typically used
in our simulations, of size 6λ0× 8λ0, corresponds to 1507× 2010 ∼ 3× 106 grid points,
at which the fields (3 variables) and the currents (2 variables) are defined. Besides if we
consider that for each cell we have used 100 particles, each having 2 variables of position
and 3 variables of momentum, we may understand the computational requirement of
such simulations. For this reason parallelization of the code is required: the simulation
box is divided into slices along the y direction, each of which is treated by a different
processor (communicating with the next slice at the boundary). In the simulation where
the box size was 6λ0 along the y direction we used 32 processors.

.2 Modifications, diagnostics and tests
The original code EMI2D [88], developed by A. Héron and J.C. Adam, was modified in
order to study the particular case of SPW excitation by laser-grating interaction.

target geometry The modifications included the possibility to choice a modulated
target interface, selecting the periodicy and the amplitude of the modulation. Also the
possibility to choose a wedge profile, was introduced, which allows the 2D study of a
conical target having modulated walls. The interest in the conical target is motivated
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by the possibility to focus strong electron currents at the cone tip, as discussed in
ref.[85]. However this latter geometry has not been examined in this work and will be
the subject of a future study.

diagnostics The study of particle acceleration in presence of a surface wave required
the extension of the code diagnostics. Especially the ion (px, py) phase space was added
to the simulation outputs, in order to determine the emission angles. Moreover the
possibility to generate multiple phase spaces was included, both for ions and electrons,
corresponding to different zones of the simulation box. This has permitted the separate
analysis of the angular direction of ions and electrons accelerated at the front or rear
surface of the target and inside the plasma. We also included the possibility to write
separate electron and ion current outputs, which provide a complementary diagnostic
to the particle phase space.

tests The code has been validated for the peculiar grid size and particle number used
in the simulation. The grid size used in the simulation presented in this work, ∆x = 5λD
and ∆y = 4λD, has been tested in order to exclude self heating. We compared two
simulations, having laser intensity Iλ2

0 = 1015W cm−2µm2, one with the spatial grid
mentioned above and the other having ∆x = ∆y = 3λD, i.e. respecting the theoretical
limit defined in appendix .1.2 to avoid self-heating. We observed no substantial differ-
ences in the electron velocity and field intensity, which proves that, even for very low
laser intensities, the time scales of the heating processes under investigation allow the
use of a spatial grid slightly larger than 3λD. We also tested the number of particle per
cell N = 100 used in the simulations. A simulation where N = 100 was compared to
a simulation where N = 400, for low laser intensity (Iλ2

0 = 1016W cm−2µm2) and high
electron density (ne = 100nc), corresponding to a range of parameters for which the
density gradient is expected to play an important role. We found that the differences in
the two simulations were limited to a few percent: the absorption increased of 2% for
N = 400, while the electric field had essentially the same value. These results validate
the set of parameters used to describe the plasma dynamics in the regime investigated
in this work.

.3 Angle-energy relation for laser-accelerated electrons1

In the process of vacuum heating, where electrons at the target surface are pulled into
the vacuum by the laser field, many effects may contribute to the trajectories of the
particles, such as laser pressure and self-generated fields. For this reason it is difficult to
determine the final direction of electrons which re-enter the target. Nevertheless some
predictions may be done considering the following simple scheme.

In this model it is assumed that electrons are accelerated at a laser-plasma interface
in planar geometry, and that acceleration occurs via the absorption by each electron of
a well-defined number N of “laser” photons of frequency ω. The laser pulse (actually

1A. Macchi, private communication.
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p , E

k , ω

θ

α

y

x

a plane wave) impinges at the angle of incidence θ. The conservation of energy and of
the momentum component in the transverse (y) direction yield for the electron energy
E and transverse momentum py

E = N~ω, (26)
py = (N~ω/c) sin θ = (E/c) sin θ (27)

For the electron we have

E =
√

p2c2 +m2
ec

4 −mec
2 (28)

Let α be the emission angle, i.e. tanα = py/px. Then

sinα =
E sin θ

[(E +mec2)2 −m2
ec

4]1/2
(29)

The two limiting cases to be considered are:

sinα '
(

E

2mec2

)1/2

sin θ, E � mec
2 (30)

sinα ' sin θ, E � mec
2 (31)

Thus, the non-relativistic and strongly relativistic electrons would be accelerated along
the target normal and the incidence direction, respectively.

We note that this result is simply a consequence of the assumptions (26) and (27).
There is not a rigorous proof that such relations should hold. Near the surface, electrons
oscillate in the overlapping fields of the laser pulse and of the plasma oscillations; we
may speculate that if the latter are excited due to linear coupling with the laser field,
they have the same frequency and transverse wavevector, so that the four-momentum
of each ’quantum’ which may be absorbed by the electrons is the same. This picture
seems to be consistent with the qualitative description of electron acceleration due to
the vacuum heating mechanism [18, 19].
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.4 Laserlab project (June 2012)
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Les ondes de surface ont été observées pour la première fois par Wood en 1902 qui note des
anomalies dans le spectre de diffraction d’une lumière continue sur un réseau métallique.
Pour certaines longueurs d’onde, le spectre diffracté présente des lignes noires que Fano

interprète quelques années plus tard (1941) comme dues à l’excitation d’ondes de surface. De
façon analogue, on peut exciter par laser de facÌ§on résonante une onde plasma de surface à

la surface d’un plasma sur-dense créé par interaction laser-solide, si les conditions
d’excitation de l’onde sont satisfaites. L’onde de surface se propage le long de l’interface
plasma-vide et se caractérise par un champ électrique résonant haute-fréquence localisé.
Dans ce travail, la dynamique du plasma et les champs associés à l’excitation par laser de

l’onde de surface sont décrits numériquement avec des simulations bidimensionnelles
Particule-In-Cell dans lesquelles la surface du plasma est initialement pré-structurée de sorte
à satisfaire les conditions d’excitation de l’onde de surface. L’intensité laser a été varié entre
Iλ2

0 = 1015W cm−2µm2 et Iλ2
0 = 1020W cm−2µm2 afin d’étudier la transition entre un

régime d’excitation non-relativiste et relativiste. Les simulations dans lesquelles l’onde de
surface est excitée sont comparées à celles où elle ne l’est pas et le couplage du laser avec la
cible est analysé. Pour différents paramètres du laser et de la cible, nous avons considéré les

quatre aspects suivants de l’interaction laser plasma : i) l’absorption laser et le champ
électrique à la surface du plasma, ii) le champ magnétique quasi-statique généré, iii) le
chauffage électronique et iiii) l’accélération des ions. Nous avons démontré la possibilité

d’exciter une onde plasma de surface pour une large gamme d’intensité laser. Lorsque l’onde
de surface est excitée, la composante perpendiculaire à la surface du plasma du champ

électrique est amplifiée par rapport au champ laser sur la surface plasma-vide d’un facteur
allant de 3.2 à 7.2 selon les cas. L’absorption augmente également fortement de 27% lorsque
l’onde de surface n’est pas excitée à 73% lorsqu’elle l’est pour Iλ2

0 = 1019W cm−2µm2 par
exemple. Cette étude nous a permis de définir les conditions optimales pour lesquelles le

couplage entre le laser et l’onde de surface est le plus efficace. Elles correspondent au régime
d’intensité laser relativiste dans lequel le mécanisme d’absorption principale est le vacuum

heating: les particules gagnent de l’énergie en oscillant dans le champ électrique
perpendiculaire à la cible. En présence de l’onde de surface, cette oscillation est fortement

augmentée par la présence du champ localisé de l’onde de surface plus intense que le celui du
laser. La possibilité de créer des champs magnétiques quasi-statiques auto-générés en

présence d’une onde de surface a de plus été étudiée analytiquement et les résultats ont été
comparés à ceux des simulations. Les structures de champ obtenues suggèrent que l’intensité
du champ magnétique généré induit un confinement partiel des particules sur la surface de la

cible lorsque l’onde de surface est excitée. Enfin, nous avons observé un effet induit par
l’excitation de l’onde de surface encore plus fort dans des cibles minces dans lesquelles les
électrons peuvent circuler d’un bord à l’autre de la cible et interagir plusieurs fois avec le

champ de l’onde. Le champ de charge d’espace ainsi créé au cours de l’interaction induit une
augmentation importante de l’énergie des ions émis sur les deux faces de la cible mince.

L’ensemble de ce travail nous a permis de montrer que l’excitation d’une onde de surface par
interaction laser-plasma structuré est un mécanisme physique prometteur pour augmenter

l’énergie des particules émises. C’est un point particulièrement intéressant pour les
applications liées à la production de protons énergétiques telles que la thérapie hadronique
ou à celle d’électrons de hautes énergies indispensables dans le processus de fusion inertiel

dans lequel le schéma de l’allumeur rapide est utilisée.


