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ABSTRACT

ITRS Road Map predicts that the number of coreshan same chip will increase
following an exponential curve. Insuring the intamoections between the different cores in
the same chip is a real challenge when the nunfb@mponents is high. The use of the NoC
(Network On Chip) is a suitable solution overcomitite limitations of the classical
interconnects methodologies. The regular NoC tapols costly in term of area and power
consumption that is why designing an optimized iéeckure is a major problematic in
MPSOC design. Moreover, with the semi-conductor GvEbrrinking, the interconnect delay
has overcome the gate delay. In fact there is hrmeed to find other methodologies to
continue the evolution of the chip design. 3D I@me of the promising solutions which can
reduce the interconnect delay, minimize the areghefchip and allow the use of mixed
technologies. With the shortage of real 3D IC MPSi@plementation, we propose in this
thesis to study the 3D design methodologies on ABIAMPSOC architectures based on 3D
NoC. Even though the NoC was proven to be an efficisolution to deal with the
interconnect problems between the different comedy few works have validated the
architectures based NoC by a real implementatiorFBGA/ASIC. We consider that the
validation of 3D NoC by synthesis, place and rowtakflow is an essential step which
guarantees the good functionality of the architechefore moving to 3D technology. That is
why we have validated our MPSOC based 16 PEs aothie with a butterfly NoC on
different FPGAs platforms. 3D IC design is facingmnehallenges like TSV assignment, heat
dissipation and partitioning problems. That is wimyorder to generate an optimized 3D NoC
for a specific application and subject to the 3xZaon technology, we propose in this work
a new 3D NoC synthesis methodology based on MOEAeal 3D IC design implementation
of our tested and validated 3D MPSOC architectuae performed using the 3D IC Tezzaron
technique. Our real case study represents a signtfiexample proving that there is no actual

3D tool taking in consideration all the 3D IC clesfjes like mapping and partitioning.

Keywords: NOC, MPSOC, 3DIC, EDA tools, Validatio@hification
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RESUME

La feuille de route d'ITRS prévoit que le nombeetocesseurs dans la méme puce va
augmenter suivant une courbe exponentielle. Asslareconnexion entre les différents
processeurs dans la méme puce constitue un viaqui@hd le nombre des composants est
important. L'utilisation d’un réseau sur puce e3¢ solution efficace qui résout les problemes
des moyens classiques de connexion comme le blespstint & point. Le réseau sur puce
régulier colte cher en termes de surface et d'@eclest pourquoi la conception d’'une
architecture optimale représente une motivationearaj En plus, avec la réduction de la
taille des transistors, le temps de propagatiors desliens dépasse celui des portes logiques.
En effet, il est indispensable de trouver de ndasdkchniques qui permettent de continuer le
développement des circuits du semi conducteur.drecaption 3D des circuits intégrés est
une solution prometteuse qui peut réduire la longakes liens, la surface de la puce et qui
permet d'utiliser des technologies difféerentes démsnéme architecture. Vu le manque
d’'implémentations réelles des architectures a bdasmultiprocesseurs avec la technique 3D,
nous proposons dans cette thése d'étudier les nwtyies de conception ASIC des
architectures MPSOC a base du NoC 3D. Bien queé&saux sur puce soient considérés
comme une solution efficace pour le probléme denerions entre les processeurs, rares sont
les travaux qui valident le NoC par une vraie impmé@tation sur FPGA/ASIC. Nous
considérons que la validation d’'un NoC par émufatimus permet de garantir la bonne
fonctionnalité de notre architecture lors de liéaplentation en 3D. La technique de
conception en 3D IC est confrontée a plusieurs probt comme le placement des
connexions verticales, la dissipation de chaleue girobleme de partitionnement. Dans ce
cadre, nous proposons dans cette thése une noméhedologie de synthése NoC 3D qui se
base sur les algorithmes évolutionnaires. Nous airapgmenté une architecture MPSOC
avec la technologie 3D de Tezzaron. Notre cas détugprésente une architecture

significative qui tient en considération les comites de la technologie 3D de Tezzaron.

Mots clés : NOC, MPSOC, 3DIC, EDA tools, Validatigerification
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List of Abbreviations

« MPSOC: Multi Processor System On Chip
* IC: Integrated Circuit

* NOC : Network On Chip

* GA: Genetic Algorithm

« MOEA : Multi Objective Evolutionary Algorithm
e LP: Linear Programming

TSV : Through Silicon Via

» EDA : Electronic Design Automation

* IC: Integrated Circuit

* |ILP : Integer Linear Programming

» MOGA : Multi Objective Genetic Algorithm
* ID: Individual

* FSL : Fast Simplex Link

* |IP : Intellectual Property

* PE: Processing Element

* CMP : Chemical-Mechanical Polishing

*  WNS: Worst Negative Slack

« WTW : Wafer To Wafer

« DTD: Die To Die

» DTW : Die To Wafer
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Introduction

ITRS road map has predicted that the number ascor the same chip will increase
following an exponential curve. This was the majustivation to create new techniques to
solve the interconnection problem between high nurobeores in the same MPSOC. The
use of the Network On Chip represents an efficsahition to deal with classical interconnect
methods limitations like the point to point and 8tered bus. But with the evolution of the
CMOS semi-conductor reaching the Nanometre sctiesinterconnect delay is overcoming
the gate delay which is illustrated in Figueel. The Interconnect delay is the new
performance limitation of the chip. The reductiointhe interconnection length is the new
challenge in the MPSOC design. 3D IC is emerging asitable solution to reduce the global

interconnects delay thanks to the use of the \adtfiicks.

Intercannect (1 um Cu Metal 1 wire, na scattering) —e—
NMOSFET (intrinsic delay) ---=-—- | /|

Delay (ps)

120 20 68 45 32 22
MPU/ASIC 1/2 Pitch (nm)

Figure 0.1. Global and local wire delay evolutioril]

Even though 3D IC design is not a new methodololgg, number of works making
real 3D ASIC implementation is too limited. The oraproblem of the 3D IC design is the
shortage of 3D IC dedicated EDA tools. In fact,réhés no complete industrial software

allowing the implementation of all the steps of @Drkflow.

The objective of this work is to evaluate the eliéint MPSOC design methodologies
used in 3D IC design. We focus on the implementatad the NoC synthesis with
heterogeneous architectures.

We propose in the first part of this work, to exel different MPSOC implementation

methodologies. A design space exploration of thHeerdint configurations of the hardware
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architectures will be performed in order to findetlmptimal one in term of cost and
performance. The objective of this work is to vatelthe used MPSOC architectures before
their implementation on 3D IC.

The main objective of this thesis is to proposeea 3D NoC synthesis methodology
taking in consideration the 3D IC used technologyreal implementation with 3D ASIC
design will be performed in order to show up theaadages of the 3D design compared to the

obtained results in 2D.

The organization of this report is directly rethteo the scientific approach and
methodology adopted during this PHD studies. In, fde first step of this work which is the
MPSOC state of the art represents an importardgdaottion to the general research field. We
can then propose an MPSOC design implementatioanofnteresting architecture when
compared to the actual industrial and researcheaements. Chapter two and three are
performed in parallel in order to have a good 2pezimental knowledge and a rich 3D
theoretical background which are necessary befad\NbC synthesis section. As we believe
that the 3D NoC synthesis problem has a very higimpdexity, we propose to start by
exploiting our Lab experience in 2D NoC synthesigploposing a new NoC synthesis model
based on the Microelectronics characteristics. rAfeving a first experience in the 2D NoC
synthesis we can then move to the 3D NoC syntludgipter with an efficient strategy. The
last three chapters concern the 3D IC MPSOC stat¢he® art, complexity and real

implementation.

We present in chapter 1 of this thesis, the sihitbe art of the existing MPSOC real
implementations listed in the literature. We alsgail the different design methodologies

with real implementations.

We introduce in chapter 2 the 2D design and implaiation of our MPSOC
architecture based on software processors andarejoIC. The execution result of a parallel
image processing on FPGA will be reported. We wie the GA in order to explore and

evaluate the performance of the different induktaals.

Chapter 3 will be the subject of 3D semi condut#ghnology state of the art. We will
detail the different 3D ASIC design methodologié& will then discuss the different issues

and challenges in 3D design.
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The NoC synthesis methodologies will be the sulpéchapter 4. We will define the
exact, the mixed and the heuristic methods alresey in literature. Our NoC synthesis 2D

solution will be presented as a case study ofahépter.

We will introduce in chapter 5 the different projpes of the 3D Tezzaron technology.
We will also detail the 3D ASIC methodologies prase in the literature. The sate of the art
of the 3D NoC synthesis problem will be summari2&tk will detail in this chapter our 3D
NoC synthesis methodology based on the MOEA.

In chapter 6, we will study different MPSOC arekiures based on heterogeneous
components. We will then discuss the different roéthogies to create MPSOC architectures

using 3D Hardware Accelerator.

We will evaluate in chapter 7, the theoretical ptexity and the experimental results
of our parallel EDA of the 3D NoC synthesis problewe will perform a design space
exploration on the cadence tool to study the efdét¢he different properties on the synthesis,

place and route results.

Chapter 8, will present the 3D ASIC design implamagon of our MPSOC using the
3D Tezzaron technology. The results of synthesagebnd route of our 3D architecture will

be reported.

The last part of this report will include the camgibn and our future work.

Chapter 1

Chapter 2 Chapter 3
\;v—l
Chapter 4

!

Chapter 5

!

Chapter 6

Chapter 7

PHD Plan and Scientific Approach Organization
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Chapter 1 : MPSOC State of The Art
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1 MPSOC State of The Art

The use of a single processor is not any moreiless the industrial products like
smart phones and medical devices needing high catigoal time and fast parallel
programming. That is why; the use of Multi Proces§ystem On Chip (MPSOC) is
emerging. As a real example, we can notice thaMR&OC Cortex-A9 of ARM Company

was included in many industrial chips like Nvidi@sgra 2 and Samsung's Exynos 4210.

1.1 Trends
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] i [ e}

o
&8 & B ® 88 &8 8§
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“
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Emmm Number of Main CPUs 277 Number of DPES e Max Frocessing Performance (TFLOPS)

Figure 1.1 Design Complexity trend 2]

The prevision of the International Technology Roagnin Semi conductor (ITRS)
was considered as a sort of science fiction irbéganning of the last decades but researchers
have respected and sometime they have even excteslguevision. In fact, the evolution of
the number of IPs in the same chip was supposedotible each about 18 months as
presented irFigure 1.1. For this, the first alternative was scaling tieehnology but this
methodology has almost reached its limitation facethe physical problems of semi
conductor. In Figur®.1, we can see that the global wire delay is becomiege important
than gates delay in Nanometre technologies. Thieagldelay of the NoC is limited in this
case not by the gate delay but by the global wdleday. The connectivity becomes a major
problem when we increase the number of cores isdhnge chip. With the high complexity of
the multiprocessors system on chip MPSOC, the némd scalable and efficient
communication architectures to support inter-coatadiransfers has become paramount.

Network-on-Chip (NoC) fabrics have been shown tovjgte superior communication
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bandwidth, scalability, and modularity comparedréalitional bus-based architectures (Figure

1.2 and Figuret.3).

Memory
uP RF

Keypad @—> DSP Keypad DSP

Figure 1.2. Point to Point Architecture Figre 1.3. Bus Architecture

NoCs have gradually gained acceptance as the dotrimtarconnection paradigm for
emerging CMP systems with tens to hundreds of cdres interconnect challenge is one of
the major problems in MPSOC architectures. Onceesbwith the NoC solution, a new
limitation related to the interconnect length issiiaced. In fact, the design of future MPSOC
architectures especially with Nanometre technokgbould minimize the interconnection
length in order to increase the performance.

A new solution is emerging to deal with this iation which is the 3D ASIC design.
In fact, with a 3D MPSOC, the global routing lengim be shortening thanks to the use of
the vertical connection called TSV. ITRS roadmagspnts in the report published in 208 1[
the prediction of the evolution in the world of 3DWhich is presented in Tablel. Referring
to this table, the reduction of the TSV diameted gitch will reach 50% between the years
2012-2015. This can be a major reason to incréesade of the 3DIC in the future chips.

Table 1.1. ITRS 3D Interconnect TSV Roadmap

Global Level, WTW, DTW, or DTD 3D stacking 2009-202 2012-2015
Minimum TSV diameter 4-8 um 2-4 um
Minimum TSV pitch 8-16 um 4-8 um
Minimum TSV depth 20-50 um 20-50 pm
Maximum TSV aspect ratio 5:1-10-1 10:1-20:1
Bonding overlay accuracy 1.0-1.5 pm 0.5-1.0 ym
Minimum contact pitch(thermo compression) 10 um 5um
Minimum contact pitch ( solder or SLID) 20 um 10pm
Number of tiers 2-3 2-4
INTERMEDIATE Level, WTW 3D stacking 2009-2012 20122015
Minimum TSV diameter 1-2 um 0.8-1.5 um
Minimum TSV pitch 2-4 um 1.6-3 um
Minimum TSV depth 6-10 um 6-10pum
Maximum TSV aspect ratio 5:1-10:1 10:1-20:1
Bonding overlay accuracy 1.0-1.5 um 0.5-1.0 um
Minimum contact pitch 2-3 um 2-3 um
Number of tiers 2-3 8-16(DRAM)
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1.2 MPSOC State of the Art

The first real MPSOC was created in the beginnihghe last decade based on two
processors. The communication between cores waseghs) the beginning via the classical
communication technologies like shared busses amat po point methodologies. With
reference to the Figure4, it is clear that the number of cores is increasiggpecting an
exponential curve. Until the year 2000, only singtecessors were available like the well
known one which is the Pentium. This domain knexea revolution in the previous decade
with the apparition of different MPSOCs architeesr The evolution of the MPSOC is

directly related the evolution of the interconnentmethodologies.

[Amarasinghe06]

512 Bicochip ™ armbric
PC102 AD pM2045
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Figure 1.4. Industrial MPSOC number of cores evoltion [4]

This last decade has known a real explosion in tdrresearch and industrial products
in these fields. The evolution of number of hitstive IEEE Xplorer for different NoC
searches presented in Figure 1.5 can be a reasgiof this trend. We can conclude from this
curve that the Hardware field overcomes the Softwded in term of research papers. This
can explain the decrease of the NoC and the MPS®&g by the year of 2010. In fact, there
is no meaningful need to increase the number adscor the same chip if there is no suitable
parallel application to use the hardware researdflescover, the competition in the MPSOC
becomes costly with large Scale designs needinguatie emulation platforms instead of the
simulation. Many big companies like INTEL, TILERRhilips and ST Microelectronics are

the leaders in this domain.
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Figure 1.5. IEEE Xplorer hits for different “netwo rk-on-chip” researches []

The point-to-point architecture and the bus basedimunication schemes are
considered as the origin of the first MPSOC topmsgWe present in Table2 some first
industrial chips based on the first MPSOC architexs. Starting from a trivial idea to connect
all the cores to each others, the P2P (point tatpeonethod is an easy way to ensure the
communication between all the components of a dediis solution can be suitable with
few cores and reaches its limitation with largesiges. On the other hand, by using the
shared Bus architecture we can connect tens of cohese two methods suffer from the lack
of scalability needed for big applications, butytlaee still used in the case of few cores in the

same chip due to their simplicity in term of design

Table 1.2. MPSOC state of the Art

MPSOC Architecture Application
RISC + SIMD RISC + SIMD .
Daytona was designed for
Lucent Daytona L cache Hcache wireless base Stations
1/0 + memory
[6]2000 terace | > Processor : SPARC V8
L1 cache L1 cache
RISC + SIMD RISC + SIMD
,TPS\ ’m‘ Trimedia
PR3940 controller ™32
fast
Philips Viper
. MIPS . . .

Nexperia[] bda T . P Multimedia processing
2001 — stz Processor : MIPS PR3940

C-bridge |—{

C-bridge

H
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Table 1.3. MPSOC using busses communication

Company Name Number of cores Topology
INTEL Intel IXP2850 2 Busses

Philips [7] 2001 Philips NexperiaTM PNX-8500. 2 Busses
T1 2002 [10] TI OMAPTM 5910 2 Bridge
ST 2003[12] ST NomadikTM 2 Bridge
Toshiba 2008 Venezia 8 Busses

Tl 2008 TMS320VC544 4 Busses
ARM ARM11 4 Busses

1.3 MPSOC Actual implementation

In the actual implementations, the use of the Nlm@e MPSOC industry is taking
more and more place. With the increasing numbecaoés, the classical interconnection
technologies are not any more sufficient. We presenrable 1.4, a summary of actual
MPSOC implementation. We notice that the most papioC topology is the Mesh due to
its symmetry and to its simple routing algorithnRM has produced the Cortex family with
the technology 40 nm and below and Tilera has exhthe 64 cores with its MPSOC Tile 64

presented in Figuree. We present in Figure7 and Figurel.8 respectively the architecture

and the spot of the chip SpiNNaker including 18cpssors.

Table 1.4. Actual MPSOC implementation

NAME Number of cores Topology Technology

2011[3] SpiNNaker 18 Hierarchical UMC 8-metal layer

130nm

2009 4] 81.6 GOPS 10 Mesh 180nm

LETI 2009 [15] The MAGALI 15 Mesh ST 65nm

ARM 2009[16] ARM Cortex-15 4 cores per cluster Mesh 40nm & below
Cortex-5, Cortex-8

Tilera 2009 17] Tile 64 family 64 Mesh 90nm

MIPS 2009 MIPS32 1074K Dual core Bus

MIPS 2009 MIPS32 1074K Dual core Bus
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1.4 MPSOC Design methodologies

Component Description

I
I
I / I
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description I description H description I
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and Linker HDL \ model
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FPGA level System System level
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EDIF __—— | level EDIF \%k
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bit file

Figure 1.9. Kumar et al MPSOC Design flow[8]

Kumar et al proposed irl9], a full and complete MPSOC design workflow. They
proposed to generate a customized NoC and corte isame workflow design. The Silicon
Hive [20] processing core was used. This one is an erdwe dhain for rapid design of
custom cores. For the NoC generation they proptsatse Athereal?]l] design flow. In
Figure1.9 , we present the proposed design flow. The sys&emi description is considered
as the input point of the design flow. In fact attee description of the NoC and the cores, the
HDL entities are generated together with a simafatnodel. An .edif file is then generated
automatically from Handel-C. These files and witl system level edif file are used during
Place and Route (P&R) to obtain the bit file (fétGA configuration). ASIC design can also

be produced from the system-level HDL if desired.
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Figure 1.10. Application Specific MPSOC workflow P2]
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In [22] the proposed design flow aiming to generate anliGgn specific
heterogeneous pipelined multiprocessor systemopigposed of two separate stages which
are: the Design Space Generation and the DesigoeSpeploration. The designer provides
the partitioned application, the pipelined architee and the runtime constraint as inputs. The
different configurations and instructions are deieed during the Design Space Generation
phase. The user can choose the basic processas sput to this design flow. In this
methodology authors used ASIPs (Application Spedifistruction Set Processors) which is
generated using a commercial tool Tensilicia. Thaokifie input parameters, a designer can
control the amount of design space to be genefatea particular application. As shown in
Figure1.10 , the simulation results are used to record théety and the area values for all the
ASIP configurations which will be used in the expliiosn phase. In the second phase
dedicated to the Design Space exploration, authrofsoged to use heuristic approach to run a
rapid exploration and to find a near Pareto frditis one will be the new design space to

explore in the last step and to find the optimalfigumation.

User Objective: Constraints: Application switch area.
area, pPowWer, - i e —
power, hop—delay. - 1; ot] characteristics switch, link
) _ wire—length, power models
combination hop—delay
phase 1
R
'l
phase 2 .
NoC Architecture : .
L misearch
Svnthesis | parameter
switch i RTL simulations l
] Placement
i i —— Network RTL synthesis . i
link generation + & Routing
+ phase 3 l Layout
FPGA emulation
NI Processor
models To Fab
SwystemC
library

Figure 1.11. Xpipes Synthesis Flov2B]

In this paper 23] L. Benini proposed a new MPSOC Design flow basadhe NoC
architecture synthesis called Xpipes NoC synthBsisign flow. In the first phase, the user
specifies the objectives and the constraints thatilsl be satisfied by the designed NoC. The
application traffic characteristics, the size of ttores, the area and the power models of the
network components are also obtained. In the sepbade of the flow, the NoC architecture

that optimizes the user objectives and satisfies dlesign constraints is automatically
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synthesized. In the last step, the XpipesLite sdu® generate the RTL (SystemC) code of
the switches, the network interfaces and the limkshe designed topology. The RTL files

can be then synthesized and implemented on FPGplage and route steps are performed
using the industrial tool soc encounter from Cadenkhe output of this phase is a total
floorplan design specification which can be serthfabrication. A real implementation was

realized in this work with a design consisting of@0@es: 10 ARM7 processors with caches,
10 private memories (a separate memory for eachepsoc), 5 custom traffic generators, 5

shared memories and devices to support inter pgpocesommunication.

- List of processors
Application - - List of /0 components
specification B - Connections between
* processes
SW/HW partitioning
SW part HW part

Arch Definition

- /0 streams modules
C-code gen & Topology and Hw synth & - Co-processor bridges

comm synth comm synth comm synth ¥~ _ Processor specifications
- 1/0 components
- Embedded memories,

etc
SW Interfaces
- Read & Write functions
- Loading operating
system
- Peripheral drivers System generation
Performance
evaluation Cosimulation platform \»
Logic synth &
implementation

Figure 1.12. STARSOC Design flow overview

The input of STARSOC24] design flow is a set of files in C code describthg
whole design: the number of processors, their gonditions and their interconnections. After
the step of the hardware-software partitioning, ilaedware part is synthesized into register
transfer-level (RTL) architecture, and the softwagrart is distributed on the whole of
processors. The software part will be modified nswre the operation of the hardware call.
The RTL code generated by the high-level synthesid the communication system

synthesizer is then downloaded to the FPGA.
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X.Li and O.Hammami presented in their worR5] an automatic Heterogeneous
MPSOC design flow on Multi-FPGA. The input of themkflow is an ANSI C code of Triple
Data Encryption Standard (TDES) and a small-scalétipnocessor (SSM) IP which will
serve as the basic element for the parallelizappoocess. At the first step, software
parallelization is explored through direct executmn multi-FPGA platform to find out the
best data parallel and the pipelined configuratitvihile the parallel programming ensures to
achieve a maximum design space exploration, thensestep is reserved to explore
coprocessor — based TDES by incrementally addingeS CC-based synthesis generated

coprocessor. The last step compares the two pathsteoses the appropriate one.

TDES
C application

Multiproces sor\J

Multiprocessor
parallel
software execution

HLS coprocessor
DSE

[ |

Parallel software Multiprocessor with
DSE Coprocessor

~N 7

Multiprocessor
generation

e

Multi-FPGA platform
execution

Performance
evaluation results

Figure 1.13. Automatic heterogeneous design flov24]

We present in Figure.14, the workflow methodology to implement the SpiNNake
MPSOC. Plana et al used a hierarchical place am# raethod to implement this architecture
considered complex. In fact the SpinNNaker includé@ferent IPs devices ARM cores,
SDRAM controller, timers, interrupt controller andatchdog as well as the devices
developed specifically for SpiNNaker: multicast tery DMA controller and bridge, Ethernet
interface, and system controller. In this methoel place and route step of the IP blocks was
applied separately. This was possible thanks tdabiethat the MPSOC has a GALS nature

which means that each IP can have its differergkcgignal.

31



A.M’zah 3D MPSOC
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Figure 1.14. MPSOC Methodology Workflow of SpiNNalkr [13]

1.5 Conclusion

With reference to the ITRS road map, the numbecares in the same chip will
double each about 18 months to reach hundredsres$ &y the end of the current decade (see
Figure 1.1). Actually, many works have already reached few hedsl of cores in the same
chip: for example the number of cores #6][is equal to 762. With this evolution, classical
interconnection methodologies like bus and poirgdimt are not any more possible and other

interconnect solutions like the Network On Chip éappeared to deal with those limitations.

We presented in this chapter a brief descriptiothe evolution of the MPSOC during
last decades. The evolution of the number of ceregponential which means that the design
complexity is also exponential. We presented theahdIPSOC implementations which have
different network On Chip topologies starting framsimple bus connection to a free NoC
topology. Designers used different methodologiasiaement their own chips; we presented

a set of workflows with real implementations.
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Chapter 2 : 2D MPSOC Design and implementation
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2 . 2D MPSOC Design and implementation

Before moving to 3D IC implementation, we propasehis chapter to test and to
verify our MPSOC designs with 2D implementationEfAGA. This approach will guarantee
the good functionality of our chip which helps ossblve the MPSOC problems and to only
focus on the specific 3D challenges. Thanks to NHESOC state of the art performed in
chapter 1, we choose to study the Butterfly archit@ which is an interesting case study for

EDA evaluation and of an eventual 3D IC design.

2.1 Theoretical Complexity Problems in 2D Design and iplementation

To perform an efficient implementation of a 2D @s we have to deal with the
complexity of the workflow steps. We will presehetcomplexity of the basic steps in 2D
design implementation on FPGA which are the partitig, the floorplanning and the place

and route.

The partitioning:

When the Netlist of a component or a design carfinoh a single FPGA the step of
partitioning on Multi-FPGA becomes necessary. Tgsration can be trivial with symmetric
and homogenous MPSOC but it becomes a real challeith asymmetric and heterogeneous
architectures. The main goal of this operatioroiéind a methodology which minimizes the
connections between the partitions. In the prove@dtion, each partition should meet all the
design constraints (size, number of external caiioresx..) and get a balanced distribution
between the different groups. The problem of VLSirtpioning can be defined by a
Hypergraph partitioning. Given a graph G= (V,E), @@ model the cells of the Netlist or the
components by the set of the vertices V and the fiet interconnections) by the set of the
edges E. K-way patrtitions can be defined by thésaim of the vertices into K groups. This
problem is known to be NP-Hard that is why the psmub solutions are based on

approximations and heuristic metho@g][

Placement:

The step of placement on FPGA is the determinatibthe cell’s locations of the
Netlist in order to optimize the area and the festy. Given a Nelist of logic blocks, 1/0
pads and the set of interconnections between tle tee output of the placement operation
are the coordinates;(y; for each block. This problem is known to be NP dHtahich means

that no polynomial algorithm is known to proposeeaact solution to solve i2g].
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Routing:

Routing is one of the major steps in 2D FPGA desigs it has an important impact on
the performance of the circuit. The success of dpisration is affected by the previous step
which is the placement. The routing step has bé&snpaioved to be NP-har@9).

The listed steps in the FPGA 2D design are cliaskih the family of the NP hard
problems which means that the optimization in tilBAHooIs is still possible. In general the
common tools used in the synthesis place and foutePGA like ISE and EDK from Xilinx
[30], perform each step sequentially which is not #ictient approach as there is a real
dependency between the different operations. Wegs® in this chapter to study the
implementation of an MPSOC with 16 masters and laBes based on the Butterfly NoC
topology. A real execution on FPGA will be perfoane

2.2 Regular NoC implementation on FPGA: case study Buérfly

The common NoC topology which is usually usechim literature and in the industrial
products is the mesh topology. This one is fambasks to its symmetric architecture and to
the possibility to use a repetitive structure. AQ\Nwith a mesh topology is relatively an easy
case study for the EDA tools implementation. Irt,faartitioning tools can find a symmetric
structure even with a NoC with a very Large ScalRS®C P6] . In this work[31], authors
implemented an MPSOC with 2048 cores. We choogskisnchapter, to study the butterfly
topology to evaluate the limitation of EDA toolsander to solve the design step problematic.
In Table 2.1, we compare the mesh and the butterfly topologythWs asymmetric
architecture, the butterfly NoC represents an @séng case study to evaluate the portioning
algorithm used in the EDA tools. This NoC is congubef long wires compared to the mesh
topology with its equal short links. This charagee can affect the maximum propagation
delay time and the power consumption of the No@ah also represent difficulties for the
automatic routing algorithms. In the mesh topoldgyks are bidirectional which is not the

case for the butterfly case which needs a requestaesponse NoC.

Table 2.1. Comparison Mesh and Butterfly topology

NoC topology Mesh Butterfly
Symmetry Symmetric Asymmetric
Wires Short Long
Direction Bidirectional unidirectional
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To study in deep the different characteristicsha butterfly architecture, we have
designed a NoC with 16 masters and 16 slaves. A B is called 2Ary-4Fly : the term
2Ary refers to the fact that all the used switchase a degree equal to 2, the term 4Fly refers
to the number of stages needed which is equal idhd.NoC'’s topology is presented in the
Figure2.1; Masters in the left are sharing 16 slave mema@resented in the right part of the
NoC.

[Prosessoro |-~ imeriace Networicon-chip
[ intertace |——
—
[ intertace |
Jinterface '—»
,{ Interface '—»
[ interface '—»

[Processor 11}—~{ intriace

[Prossssor 2} inierface / \:><><: | intertace |~ Memory 12 >

[Frocessor 13}~ intertace =l oo ] L L2 ] 2

[Prosesser 14} interiace / \_/\ﬁ><l; | intertace |~ Memory 14 >

[Processor 15— _interface = o7 ] L7 12 L o7 |
Figure 2.1. MPSOC based Butterfly NoC: 2Ary 4Fly Achitecture

[ Processor 1 || Interface

[ Processor 2 || Interface

[ Processor 3 || Interface

[ Processor 4 |—+[ Interface

[ Processor 5 |—[ Interface

[ Processor 6 | Interface

[ Processor 7 || Interface

[ Processor 8 [—| Interface

[ Processor 9 || Interface

[Processor 10]—{ Interface

The main component of the NoC is the switch, we tne switch library from the
company Arteris 32]. This switch presents different options like &mdion, pipelines...In
each router we have to modify the routing tableoediag to the physical links and to the
position of the switch in the NoC. We can verifgrir the NoC’s architecture that all masters
are connected to all the slaves through a single pacording to the routing table and to the
message’s address, the packets can be routed Bwitod. For each switch, we have 2 input
ports and 2 output ports. When the switch recethiespackets, it can decide thanks to its
routing table through which output port to sendVite present the routing tables of each

switch in Table2.2.
Table 2.2 Address of the slaves

Cores Addresses Cores Addresses
Slave0 0x0 Slave8 0x800000
Slavel 0x100000 Slave9 0x900000
Slave2 0x200000 Slavel0 0xA00000
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Slave3 0x300000 Slavell 0xB00O0O0O
Slave4 0x400000 Slavel?2 0xC00000
Slaveb 0x500000 Slavel3 0xD00000
Slave6 0x600000 Slavel4 0OxE00000
Slave7 0x700000 Slavel5 0xF00000

Table 2.3. Different switch routing tables
Switches TX0 TX1
0x0
0x800000
0x100000
0x900000
0x200000
0xA00000
0x300000
0xB00000
{0.0,0.1,0.2,0.3,0.4,0.5,0.6,0.7} 0x400000
0xC00000
0x500000
0xD00000
0x600000
OxE00000
0x700000
0xF00000
0x400000
0x0
0x500000
0x100000
{1.0,1.1,1.2,1.3} 0x600000
0x200000
0x700000
0x300000
0x800000 0xC00000
0x900000 0xD00000
{1.4,1.5,1.6,1.7}
0xA00000 OxE00000
0xB00000 0xF00000
0x0 0x200000
{2,0,2.1}
0x100000 0x300000
0x400000 0x600000
{2,2,2.3}
0x500000 0x700000
0x800000 0xA00000
{2.4,2.5}
0x900000 0xB00000
0xC00000 OxE00000
{2.6,2.7}
0xD00000 0xF00000
3.0 0x0 0x100000
3.1 0x200000 0x300000
3.2 0x400000 0x500000
3.3 0x600000 0x700000
3.4 0x800000 0x900000
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3.5 0xA00000 0xB00000
3.6 0xC00000 0xD00000
3.7 O0xEO00000 0xF00000

We add our NoC as an IP in the EDK project to emtri6 Microblaze processors
which are the masters to sixteen block memoriesesgmting the 16 slaves. To evaluate the
execution time of the design we add a timer whishconnected to an OPB (On-Chip
Peripheral Bus). We start by the hardware parhefdesign. After we generate the Netlist of
the project, we use the commangt2edif to transform the Netlist to edif files used by zCui
This one is a compiler tool designed by EVE comp88} to synthesis the DUT (Design
Under Test) by calling Xilinx tools. At the end, generates a bit file and several reports
describing the FPGA resources used after the p#cke route on the board. For each
Microblaze, we create a software application inEDK project. In each application we add a
C code and header files to describe the tasks tpeb®rmed by the processor. Once we
define a software for each processor, EDK callsGlede compiler and generates *.elf files.
We transform these files to *.vhex files which darun on the board. At this level we have
now hardware and software files ready to be rurthenzebu board. We call the command
zRun to make the execution on the board. Eve tffefothe possibility to use static and
dynamic probes. In our case, we use a static pbapture the end of the execution time. In
fact, the run will stop when the condition stbp which is related to the probe value will be
true. Then we can read the execution time needdtiégprogram to be complete. A summary

of this workflow is presented in Figuee2
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2.2.1 Synthesis results

ZCui compiler makes the synthesis using Xilinx®It As Zebu-UF4 board has 4
FPGAs virtex 4 LX 200, zCui tool gives the possilito make the mapping on one or more
FPGAs. In this work we choose to make the synthasienly one FPGA. Table4 presents
the resource utilization when we implement the ggbpn the FPGA board. We note that this
design presented in Figure 2.1 reaches 100% of4BS#vailable on the board, 81% of
BRAMs and 60% of slices. In this board, we havesls which are totally used. Number of
BRAMS in the FPGA board is equal to 336. Each blisckn 18 kb memory. The need of this

project in term of BRAM is almost equal to 5 Mbytes

Table 2.4. Resource utilization of Zebu-UF4

Resources utilization in %
BRAM Slices DSP48
2Ary-4Fly 81 60 100
NoC Processors Hardware Software
architecture BRAMS , b
' ' ¢ File *.vhdl C code
PDD file MHS file File * edf e v
Bram
v | | v
Arteris
NoCcompiler . . EDK
¢ zCui compiler
Extraction v
VHDL file Xilinx par Xilinx par ‘e
| thread 1 threadN el file
[ Xilinx EDK | v v
Bit file File * VHEX
A
Generation [ \
netlist ; &
/ | Report
A 4
ngc2edif

Figure 2.2. Our MPSOC implementation workflow
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2.2.2 Parallel Programming: Filter Harris

Thanks to this MPSOC architecture, we are now ableperform a parallel
programming using 16 processors and 16 slavesurdmase, we use this hardware design to

apply a parallel image application which is thei$ailter in order to evaluate its speed up.

Principle

Harris filter is a corner detector algorithi®4]. Corner detection is an approach used
in image analyses especially for object trackingr &n original image | we calculate the

corner curvature K defined as:
k = det(4) — A*trac(A)?

Ais the Harris matrix xland | are the derivations of the image intensity | gssovely with
the axes X and YA is a parameter of corner detection tolerance wlschisually used

between 0.05 and 0.15. Local maxima of K deterntieddcation of interest points.

B ( Mean(Ix)?  Mean(Ix * Iy))
~ \Mean(Ix Iy)  Mean(ly)?

Parallel Programming

The Harris filter is written in C code associateceach Microblaze processor. In this
application, we compute the Harris filter of a giemyage of 256x256. Initial image will be
stored in the shared memory BRAMO. At the begigrohthe algorithm, Microblaze O stores
the image | in the shared Memory then gives therota all the Microblazes to start the task1.
Each Microblaze i will access the memory and caleukhe values,land | of the pixels
composing a number of rows and then stores thdtresBRAM1. When a Microblaze
finishes task 1, it changes the value of the flagraf of task 1. The Microblaze 0 finishes its
task and waits the other processors. When thedaskis finished, Microblaze 0 gives the
permission to start the task2. Each MBi will acagsand ¢ memories and compute the value
of the Gaussian filter of each pixel as an estiomatf Mean(Ix) andMean(ly). The last step
of task2 is to compute the curvature k. A comparisbthe value k with a threshold value
will decide if the point is a corner or not. Eaglogessor i computes the value of the matrix A
for each pixel of a specific number of rows. Thisner is equal to the total rows of the

image divided by the number of processors.
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Figure 2.3. Harris Filter Execution Time and sped up
Implementation Results

To evaluate the speed up of our parallel prograenchange the number of active
processors. We present in Figarg the execution time of the algorithm with differésdC
sizes. Harris filter uses in several steps theiratultiplication and convolution, which is an
independent task suitable for parallelization.he Figure2.3, we notice the efficiency of our
parallel program. In fact, the speed up is equad,&b with 4 processors to reach 9,96 for
16MB. The use of 16 processors reduces the timi®% of the time needed in the sequential
program using one processor. Our results confireoritical results irf35], with a real
implementation of a NoC with different sizes. Ictfahe speed up increases when the size of
the NoC increases (see Figarg) but the curve of the speed up has a non linear.fdhis is
due to the fact that, when the number of corexas®s, the time needed for synchronization
becomes considerable. In such case, the accdss shhdred memories is a difficult operation.
To deal with this problematic we use a home dewofunction calledRead exclusive.
Thanks to it, only one processor can access a meat@ time. When a processor is writing
or reading from a memory, the other masters mu#tuvdil the end of the operation that is

why it is called Exclusive.
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2.3 NoC Design Spac exploration on FPG/

We propose in this ection to perform a design Space explon of our MPSOC
design presented in secti@rt. The goal of this analysis is to study thfect of the differet
parameters on the industr tools used irFPGA workflow presente in Figure 2.2. We
propose to explore the dxrent NoC and processor cigurations n order to get th
execution time of eachlused tool in this workflow. We use a ulti-objective genetic
algorithms looking for tb se' of combinations which minimi the numbe of cycles, the use

Bram and the number of slis

2.3.1 ModeFRONTIER tool

In this sectio we useModeFRONTIERB6] to perform our optirization This tool is
commercialsoftware providd tc solve multiobjective problems and tallow easy couplin
to almost the most used @guter Aided Engineering tooldModeFRONTIER has a set of
specific optimization algorims. We can use deterministic optimiz« specific for single
objective problems like SIIPLEX. The design¢ can also use difflent multi-objective
optimizers like MOGA-II @ad NSG/-II. This tool is suitable to solvesal constrained ar

multi-objective problem$ike scheduling and resource optimizat

mb9mb8 mb7 mb6 mbS mb4 mb3 mb2 mbl mb0 mb.1l mb_10 mb_13 M- mb_15 PAR MAP  bwd.pipe fwcpipe pipe larbT

. . X 1
W vy mBw bH owa W Y% wRww oW B

BiddiddididiiARARARA1

&
f Script to run
o

/ Exit26

DOE NSGA-II Sh28

/ o S N
Initial Optimizer I
utfile
population Y o

Figure 2.4. ModeFRONTIER project example
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We present in Figure4, a model of a ModeFRONTIER project with its basieponents:

Input Variables: The user should define at the beginning, the injautables and

their properties. These variables define the desigace exploration and will be

affected to an input file. They can be real, integed binary. A new input file is

generated during each iteration taking in consitmrdhe new values of the variables.

Initial population:

The user should define the initial population. Té¢h®ice depends

on the problem’s properties and affects the firsutt. ModeFRONITER offers the

possibility to choose between a set of initial papoh which are summarized in

Figure 2.5. The initial population can be generated using ofethe presented

algorithms or predefined by the user.

B2 space Fillars

¥ DOE Sequence

g Random

Sobal

& Uniform Latin Hypercule

i

Incramental Space Filler

2 Constraint Satisfaction

2 Robustness and Reliability

Latin Hypercube - Monte Carla

2 Taguchi Crthogonal Arrays

B2 statistical Designs 3

g

Full Factarial

@ Reduced Factonal

@@ Central Composite Designs
4 Box-Behnken
@ Latin Squara

@ Flackatt Burman

4 Optimal Designs

Unifarm Eeducer

3 Dataset Reducer

@ D-0Optimal

Figure 2.5. ModeFRONTIER initial population

Optimizer: The tool offers different families of optimizerBasic like MOGA-II,
advanced like NSGA-II and quadratic like NLPQLP.eTbhoice of the adequate
optimizer is essential to get an optimized solutMMe present the different algorithms
provided by ModeFRONTIER.
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Schedulers
. DOE : Sequence
. MACK : Multivariate Adaptive Crossvalidating Kriging

Basic Optimizers

. SIMPLEX : Single-objective derivative-free optimizer
. B-BFGS: Single objective Bounded BFGS algorithm
. Levenberg-Marquardt

. MOGAII : Multi Objective Genetic Algorithm
. ARMOGA : Adaptive Range MOGA

Advanced Schedulers
. MOSA : Multi Objective Simulated Annealing Algorithm

. NSGA-II: Non-dominated Sorting Genetic algorithm

. MOGT : Game Theory coupled with Simplex algorithm

. F-MOGAII : Fast Multi Objective Genetic Algorithm

. MOPSO : Multi Objective Particle Swarm Optimizer

. F-SIMPLEX : Fast Single-objective derivative-free optimizer

Evolution Strategy Schedulers

. 1P1-ES
. DES: Derandomised Evolution Strategy
. MMES : Multi-membered evolution strategy

Sequential Quadratic programming

. NLPQLP : Robust implementation of a sequential quadratig@mming
algorithm.
. NLPQLP-NBI : Multi-objective scheduler based on the

* The program: we should define the algorithm to evaluate durihg éxploration.
ModeFRONTIER offers the possibility to include eifént type of languages like
Bash script. We can also use an executable filetlogr industrial tools like Matlab.
Taking the variable from the input files, this pragn provides the value of the output

variables which can be the objective functionsherdesign constraints.
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* The Objective Functions:We define the objective functions of the projeahggshe
objective nodes provided by ModeFRONTIER. We canosk to minimize or to

maximize our objectives.

2.3.2 Multi objective Genetic Algorithm NSGA-II Algorithm

Multi-objective evolutionary algorithms (MOEA) havbeen considered as a
successful solution to optimize the problems withltiple conflicting objectives. The Multi
objective problems are different from the singlgecbive function. In the first one, the
solution of the single objective function is a $en@ptimized point while it can be set of
points in the case of the multi objective formuwdati The dependency between the objectives
can affect the final result. A classical formulatioh the minimization of multi-objective

problem with m decision variables and n objectiges
Minimize y = f(x) = (f1,--, f)
subjecttoCi, <0,i=12,..p
Ce, =0,e=1,2..,q

The result of an optimization problem depends iierént factors like the choice of
the optimizer and its parameters. As we are intedet® solve multi objective problems using
MOEA, we choose to use the NSGA-II algorithm. Toie proved its efficiency compared to
other algorithms especially with Multi objectiveoptems. The NSGA-II is a fast elitist Multi
objective Non dominated Sorting Genetic algorithaggested by K.Deb et aB7]. The
NSGA-II algorithm is based on the sorting of th#edtent populations with respect to all the
functions. An individuab in the populatiorP; dominates an individua if p dominates p in
all the objective functions. If for only one furmti, g is not dominated lyy the domination of
p to g is not any more valid. Starting from this idea fle¢ of the individuals in the population
which are not dominated by any ID form the firgtrft /, of the non dominated Ids. The set of
individuals included in the first front;fare deleted from the population and the computation
of the new front Fis performed using the same method. This operasioapeated until all
the individuals of the population P are affecteditivont. To create the new generatiqn P
the algorithms inserts the front with the increasingesruntil the number of population is

reached. When the insertion of the last front oweres the number population size an
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algorithm based on the crowding distance is usezhtmse the number of needed individuals

Figure2.6.

Non dominated
sorting Crowding distance Py
sorting

P,

s ad o ———E}—

Qs

UL

Rejected
F

Figure 2.6. NSGA-II algorithm illustration

Ry

2.3.3 ModeFRONTIER project: MOEA on FPGA

We have already presented in section 2.2, thgwed a 16x16 MPSOC and the
execution of a parallel Harris filter on FPGA. Dhgithis step, different choices should be
performed to define the different options of thegassor and of the NoC. The Microblaze
processor can be used with full, basic or mediutionp. The user should find the needed
combination depending on his application. We prepiosthis section to study the effect of
the variation of these options on the area anderekecution time of the algorithm. In order
to get the optimized solution, we perform in thecton a multi objective evolutionary

algorithm.

We present in Figure 2.7 the project using thel TdodeFRONTIER which is
specific for the optimization and the exploratioike propose to explore the different
processors and NoC options of our designed MPS@@a} presented in section 2.2 . As we
affect the same configuration to all the procesdbies number of possible individuals is equal
to 2 x 2°x3. We use the evolutionary Genetic Algorithm NSGAe find the optimized
combination. We present in Table and Table.6 the input variables of our project. We use
the Microblaze processor from Xilinx presented igufe 2.4. For each individual the
execution of the Harris Filter Algorithm on FPGA erformed. The outputs of this

exploration are the values of the number of cyales the number of slices to be minimized.
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Figure 2.7. ModeFRONTIER DSE Project
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Figure 19. Microblaze Architecture [30]

Table 2.5. Microblaze parameters

Microblaze parameters

Definition

Values

C_AREA_OPTIMIZED
C_USE_BARREL
C_USE_MSR_INSTR
C_USE_PCMP_INSTR
C_USE_DIV
C_USE_FPU

Optimize Area

Use Barrel shifter

Use Msrset and Msrclr instructions
Use Pattern Compare instruction
Use divider

Use FPU

Fasle(0),True(1)
Fasle(0),True(1)
Fasle(0),True(1)
Fasle(0),True(1)
Fasle(0),True(1)
Fasle(0),True(1)
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Table 2.6. Switch Options

Switch Options Values

Arbitration Type RoundRobin(0),Rotate(1), Fif(2)
Input pipeline register True(1), False(0)
Forwards pipeline register True(1), False(0)
Backwards pipeline registel True(1), False(0)

We present the diffent options of the NSC-I11 algorithm:

NSGA Il Parameters:

Number & generatiors : 10(

Crossover Probabilit: 0.9

Mutation Probability or real coded vectors : 1/n ; n : number otision variable it
real code

Mutation Probability or BinaryStrings: 1/l ; | : is the string lengfor binary code

Advanced Parameters:

Distribution index forRea-Coded Crossover : 20
Distribution index forRea-Coded Mutation : 20
Crossover Type for hary-coded variables : simple

Random Generator ed : :

4.9431E4

4.8431E4

4.7431E4

slice

£4.6431E4

mi

CYCLE (Diameten
Min = 1.5002€7
Max = 1.5004E7

4.5431E4

4.4431E4 ~©

4.3431E4
1.5002E7 1.5003E7 1.5004E7
min_cycle

Figure 2.8 Pareto Front DSE ofHarris Filter on MPSOC 16x16

We present irFigure 2.8, the obtained result of the EvolutionaBgenetic Algorithm

applied on FPGAThe expbration of the ifferent options of the prassors anthe NoC

affects theexecution time f the Harris Filter Algorithm. With poweful processcs, the

execution time isdster ancthe number of used slices is hig Startng from a randon

population and after many :nerations, the GA converges iithe s¢ of solutions optimizel
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for both objective functions. The output resultoafr Genetic Algorithm is a set of points
known by the name of the Pareto Front presentdud gvéen points in the previous figure. The
user can choose the appropriate configuration depgrah his needs in term of time and
resources. The implementation of our design on FP®As a fast way to explore our
hardware design. The needed time to perform eagh et the workflow depends on the
performance of the machines but it also dependfhemesign’s options. We will present in
the next section a design space exploration ofleargn on different machines.

2.3.4 Machines Specifications

We present in this section the different spediices of the three used machines
during the sequential and the parallel exploratidve specify their software and their
hardware specifications.

Table 2.7. The properties of the machines

MPSOC7 SPEC
Hardware Summary Software Ssummary
Type of System Homogeneous gce 4.1.2-48
Compute Node MPSOC7 Linux Red Hat 5
Total Chips ModeFRONTIER modeFRONTIER 4.2.0
b20091201
Total Cores 4 FlexNoC VFC 2.2
Total Threads 8 EDK Edk 9.2.02i
Total Memory 12 GB ISE Ise 9.2.04i
Memory Type DDR3-800/1066/1333 zCui Version 4.3.3B.00

MPSOC4 SPEC
Hardware Summary Software Ssummary

Type of System Homogeneous | gcc 4.1.2
Compute Node MPSOC4 Linux Red Hat 5

Total Chips 1 ModeFRONTIER ModeFRONTIER 4.2.0 b20091201

Total Cores 1 FlexNoC VFC 2.2
Total Threads 2 EDK Edk 9.2.02i
Total Memory 8 GB ISE Ise 9.2.04i
Memory Type zCui Version 4.3.3B.00
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THALES2 SPEC

Hardware Summary Software Summary

Type of System Homogeneous gce 3.4.6

Compute Node Thales2 Linux Red Hat 4

Total Chips 2 ModeFRONTIER MOdeFRONTIER 4.2.0
b20091201

Total Cores 4 FlexNoC VFC 2.2

Total Threads 4 EDK edk 9.2.02i

Total Memory 8 GB ISE Ise 9.2.04i

Memory Type GB DDR2 RAM ECC | zCui Version 4.3.3B.00

Table 2.8. ZEBU UF4 Emulator specifications

Emulator platform : ZEBU UF4

Modules Descriptions Design 1 SSM IP 12MBs ,8 Brams
FPGA 4 Virtex-4 LX200 Resources utilizations

DRAM 512 MBytes Bram Slices DSP48
SSRAM 64 MBytes 62 66 54

ICE Smart and Direct

2.3.5 Sequential DSE

hdicrablaze O \‘Elmrn u]

hdicroblaze 3

Q
iy

hdicroblaze 1 - Connection 1 Connection 2 hdicroblaze <4
/ T T
hdicroblaze 2 hdicroblaze S
hdicroblaze G hdicroblaze 9
h 4 w
hdicrablaze 7 | Connection 2 h Connection < hicroblaz e

i0

Figure 2.9. SSM IP Architecture
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Mdicrablaze = Amm £l

0
U4

50



A.M’zah 3D MPSOC

When we have usethe GA during our wrk, we remarked tht the choice of th
different parameterke the number of individuals ai the number of ¢cneratios is usually
not justified That is why w2 choose to study the effect of the varin of some of thos
options using different macies For this,we implement a Mesh MPS( topology SSNV—IP
presented in Figure.9. We apply the same 2D FPGA workflow alreapresented itFigure
1.10 and we study the varian of the execution time needed by the {sictools: FlexNoC,

EDK and zCui. We preserité results irfFigure2.10.

105
§ 100 FlexNoC tool (a)
£ o5
g 524 POP
= 90
= 1432 POP
2 &
3 =
8 %0 =48 POP
4 [~
- =64 POP
70
MIN(s) Average(s)
o 2500 EDKtool (b) 2236
£ 2000 187
©
E M 24 POP
g 1500 32 POP
B 1104
5 1017
5 936 M 48 POP
g 1000 | 863
L|>j M 64 POP
500 -
MIN(s) Average(s) MAX(s)
2600 zCuitool (c) 2433
2400
g 2200
é 2000 M 24 POP
£ 1800 132 POP
S
5 1600 48 POP
..% 1400
1200 4 M 64 POP
1000 -
MIN(s) Average(s) MAX(s)

Figure 2.10.MPSOCT: Execution timevariation in function of the popuktion size:
FlexNoC (a), EDK (b), zCui (c)
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The number of indivluals in the sae population is an importat parameter fi the
NSGA-II algorithm used ilModeFRONTIEF tool to perform thelesigi space exploration.
We present the variation ofe execution time of the different tools on: machine MPSO(
presented in Table7. Wenotice that the average time values present theFigure2.10 are
almost the same for differepopulation sizes, we can conce thd the average timdoes not
depend orthe population ze poperty. We notice that for the thréeols thedifference
between the Min average 'ue and the Max Average valueconsidenble about 20% for
FlexNoC and50% for EDKand zCui. This variation is due to the erence between tr
individuals in term of optins EDK and zCui tools are sensitive the variation ofthe
hardware options. Ifact they perform the steps of synthesis, place arite. The complexit
of those steps is directly reed to the complexity of trhardwarecomponens. For example
with a hadware design usg a full processor,he number of logic ells is high and the
synthesis, the place and roioperationare harder to performrhe variaion of the executio
time when the population s:changess also due to the diversity of thepuldion which has
the probability to increase ven the population size increas

8 120 FlexNoC (a)
< 108 108 108 110 109 109
£ 110
% 100 24 POP
S 90 - i 48 POP
g 801 i 64 POP
x
L 70 i

MIN(s) Average(s) MAX(s)
M EDK (b)
§ 2000 - 1758 1763 1759
E 1508 1539 1547,35

1 .

: 500 M 24 POP
=
S 1000 - i 48 POP
g M 64 POP
3 500 -

MIN(s) Average(s) MAX(s)

Figure 2.11 THALES?2 : Comparison of FlexNoC (a) EDK (b) execution with diffeent population sizes

We present the resu of the same exploration on the machine\LES 2 (Table2.7).
We notice that the averagxecution time for all the tools is almothe same when tr

population size change$he value of the distance (difference betweee Min and the Ma
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values) is mosimportant fir the smallest population sizd. is clear that thedifference
between the maximum anne minimum values is meaningful for E[tool. This result i
similar to the one already psented for the machine THALES 2. Theiation of the desig
properties has an importarffect on the steps of place and roin fact the complexity o

those operations depends «ctly on the complexity of the desic

_ 160
§ FlexNoC (a) 139
— 140
122,8 128 w4
g 120 — s — N e = oo
= [— L1 [— — [ S = 24 POP
'; [ — N | [ — R ] [ = R |
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= [ S [ S [ S
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Figure 2.12 MPSOC4: Comparison of FlexNoC (a), EDK (b), zCui (c with differeent population size
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We present in Figure.12 the DSE results on the machine MPSOC 4 presented i
Table2.7. The average execution time is almost invarianeémthe population size changes
for the tools FlexNoC and EDK. This average tisieiv when the population size is high.
The design space exploration of our MPSOC on diffemachines gives a better idea about
the effect of the population size on the MOEA. aotf the average time is almost the same for
all the tools on the different machines. The valtithe distance is meaningful with the tools
(EDK, zCui). In fact, the place and route stepstakore time to be performed when the
design is complex. With full version hardware (mssor full options, NoC full options) the
number of used slices and DSP are multiplied.

If we compare now the average execution time toaekthe NoC by the tool FlexNoC
using the 3 machines (Figueer0, Figure2.11 Figure2.12), the value is about 120 sec for
THALES 2 and MPSOC 4 while it is about 80 sec foe thachine MPSOC7. With 8 threads
and 12G memory, this machine is the most powenfie. @he number of threads is a major
factor affecting the performance of the machineisTsult is also the same for EDK and
zCui tools. The machine MPSOC7 can perform all warkflow faster than the other
machines. The industrial used tools offer the fml#tsyi to use all the processors of the
machine which is a way to perform a parallel exiecut

2.4 Parallel and multi-scale software implementation

With the shortage of information about the difféarparameters during the step of
design, we propose in this section to study thecefdf different variables of the design. The
real goal of this work is to create a data baseledigns which can be the input of a
mathematical predictive model. We present in Figute the main idea of this work. The

different input variables of our work are:

o Parameter 0: NSGA-II options
» Parameter 1 : FPGA platform
» Parameter 2 : parallel flow

» Parameter 3 : the properties of the machines

These different parameters can be the input tater@ mathematical model to predict
the behavior of the workflow for a specific desigrhis step is a learning step in the

predictive model.
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At the end of this work and thanks to the obtaineadel, we can advice the user
referring to his personnel constraints (numbeicgrses, maximum time...) about the way to
schedule his DSE. This work can be used by the EBApanies as a consulting service to

get an optimized utilization of their tools.

Parameter 2
Parallel Flow

| |
| |
Parameter 1 T | T ! T
Design | ! Parameter 3
Parameter 0 Single FPGA ;4 i i leferent. PC
NSGA-II FPGAs;8 : = : - : properties
parameters FPGAs

j | |

Design Space Exploration

i

Model Prediction

‘ Maximum time >
NSGA-II
‘ Number of licences ) parameters
Mathematical
Model
P N

| C properties > Schedule for

parallel flow
‘ Software characteristic Tc/Te>

Final result : Design Space exploration properties suitable for the
client input specifications

Figure 2.13. Design Space Exploration for mathematal Model generation

We performed at the previous section a study efpbpulation size which is a basic
parameter in the NSGA-II algorithm. We have alsespnted the effect of the different
machines on the design workflow. We propose nowhange the number of parallel used

threads. In fact, we can run the workflow at thensdime on the same machine thanks to the

55



A.M’zah 3D MPSOC

option of parallel IDs run fered byModeFRONTIER tool. We prest the results of thi
Design Space Exploration Figure2.14 and Figure2.15. Thanks to theiigh performance ¢
the Machine MPSOC 7Ave can run until 39 Is at the same time& problem of out ¢
memory is faced with highr numbel The parallel execution increasthe needed time to
extractthe NoC files by inlividual. Until 8 parallel IDs theexecutiol time is not really
affected compared to the uentialtreatment (see Figure10 ), but itis almost the double
when the nurber of paralle IDs reaches 16. There is a challenge reen the number
parallel threadsand the whle exploration timeAs the EDK tool ishungry in term o
memory, we can my reach12 parallel I[s at the same time. There no real differenc

betweerrunning 4 or 8 parel threads, but the real deles/reached wha the number of Is

is equal to 16.
Execuion time FlexNoC tool with parallel Ids
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L 410 &4 1ds
= 360
) 1 8 |ds
E 310 61
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§ 260
g 210 =32 ds
£ 160 39 Ids
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(&)
(5}
2]
~— 2500
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Figure 2.14. MPSOC7 :Comparison of FlexNoC (a), EDK (b) execution with diffeent numbers parallel
Ids
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We perform the san parallel Design space exploration on thachine THALES :
using the tools FlexNoC a EDK. The executioitime is more than i1e douke when the
number of parallel IB chanes from 4 to 1€The execution time is alsnultiplied when the

number of parallel IB increses with EDK tools

The user should findhe gooccombination ktween the number parallel ICs and the
execution time by IB. Increesing the number of parallel designs mak: achievement of tt

single workflow slower. A padictive model can give betterapproach tcmake the optimize

scheduling.
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Figure 2.15 THALES2: Comparison of FlexNoC (a), EDK (k) executionwith differeent numbers parallel
Ids
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Until now all the presented work was performed @mngle FPGA, we propose now to
use a multi FPGA platform. That is why we implenshthe next architecture with a mesh
topology using 48 processors and 32 memories. ditaisitecture needs 5 FPGAs platforms.

The implementation of this design was performed ZEBU-UF4 board. The resource

utilization is presented in Tabbe9.
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Figure 2.16. SSM IP 48 processors 32 BRAMs
Table 2.9. SSM IP 48x32 on Zebu UF4 Resource utitions

Microbla
ze 9
Microbla
ze 10
Microbla
ze 11

on 4

Modules Descriptions Design 2 SSM IP 48MB,32 BRAMs
FPGA 4 Virtex-4 LX200

DRAM 512 MBytes Ressources utilizations

SSRAM 64 MBytes

ICE Smart and Direct Bram Slices DSP48
FPGA1 F0O0O 76% 44% 31%
FPGA2 FO0O1 57% 14% 9%
FPGA3 FO010 1% 78% 66%
FPGA4 FO11 95% 27% 18%
FPGAS F100 2% 32% 17%
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We perform the same design space explorationdirpeesented in 2.3.3. In fact, we
change the population size of the generation anchtimeber of parallel IDs. The obtained
results are summarized in Talde0. By using MPSOC 7, it was only possible to run 8
parallel IDs with FlexNoC tool, 4 parallel IDs witiDK tool and only 2 parallel IDs with
zCui while no parallel execution was possible fQuztool using the MPSOC 4 machine.
With this design the memory size of the used mashwas the real limitation of the parallel
DSE. To perform the place and route operationsnthehines use all the available memory.
The variation of the average execution time of BexNoC tools is not really meaningful
with the machine MPSOCY7, but this one doubles wihenpopulation size doubles on the
machine MPSOC4. The parallel run of the FlexNoQ imaffected by the difference between
the available memories in both machines.

From those results we can conclude that with tB&\ Eools, using deterministic
mathematical algorithms to perform the synthesipthee and route design, the choice of the
machine is a major operation to optimize the exenuime of the exploration. For example
to perform the synthesis, the place and route tipesawith EDK (2 parallel Ids) the machine
MPSOCT7 needs about 2 hours while MPSOC4 takes d@blooirs.

Table 2.10. SSM IP 48x32 Exploration Results

Exploration Results : MPSOC7

software Population size Parallel Ids Max(s) Min(s) Average(s)
FlexNoC 24 2 593 539 554,96
FlexNoC 24 4 614 568 591,71
FlexNoC 24 8 629 580 611,17
EDK 24 2 8297 6796 7600,58
EDK 24 4 16309 8944 12678,79
zCui 24 2 8829 6759 7778,71

Exploration Results : MPSOC 4

software Population size Parallel Ids Max(s) Min(s) Average(s)
FlexNoC 24 2 816 799 807,666667
FlexNoC 24 4 1683 1583 1633,20833
FlexNoC 24 8 4051 2193 3267,625
EDK 24 2 14181 11850 13105,6667
EDK 24 4 BLOCKED BLOCKED BLOCKED
zCui 24 2 BLOCKED BLOCKED BLOCKED
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2.5 Return on experience: Analyses and discussions

We presented in this chapter an experimental saidyPGA implementation using
different MPSOC designs. During the first step lné implementation, we needed to make
different choices on the machine, the tools andstieeduling of the exploration. It was clear
that there is no detailed work giving such inforimat That is why we performed a design
space exploration to get the optimized configuratibhe number of input variables in the
step of design is important. That is why we perfedna design space exploration to test the
effect of the different parameters.

Thanks to our result we have now a data base mérarental results presenting the
relationship between different parameters. The ilmplementation and execution on FPGA,
offers a real freedom to realize this exploratiompared to the simulation methodology. This
work can be a good database to perform a theorstiedy and to create a predictive model

serving as an “Adviser” to the new users of thelewgal tools.

2.6 Conclusion

We presented in this chapter the design of an MP8€sign having 16 masters and
16 salves based on the Butterfly NoC topology. Fhgect was implemented on the Multi
FPGA platform ZEBU-UF4. We applied on this hardwdesign a parallel programming of
the Harris Filter algorithm. Thanks to this parbieogramming, the speed up has reached the

value 10 when the sixteen processors were fullg.use

During this step of design, the shortage of infation about the choice of the suitable
machines, tools, platforms, number of licences wmaseal handicap. That is why we
performed a Design Space Exploration by changieglifierent options of the processors and
the NoC. We applied a Multi Objective Evolutionahgorithm in order to find the optimized
sets of individuals which are minimizing the arewl ahe execution time of the design. We
got a pareto front of the optimized IDs.

During our workflow implementation, three basicltowere used which are FlexNoC
(NoC extraction), EDK (place and route), zCui (poring and execution). We performed a
Design Space Exploration in order to study the otfief the different parameters on the
performance of those tools. Thanks to the variatibthe machines, the population size, the
number of FPGA and the architecture of the MPSO€pvovide a wide data base which can

be the input of a predictive mathematical modelohhis created later during an internship in
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the lab B8]. Thanks to this model the user can have a be&tter to make different choices

during the implementation of his design.
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Chapter 3 : 3D Semi conductor Technology
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3 3D Semi conductor Technology
3.1 3D Semi conductor Technology: Motivation

The development of semi conductor technology laageted at the same time the
increase of the performance and the reduction ef ghwer consumption and the cost.
Transistor shrinking was the principle key of thislution but in these last years this method
has reached its limits. One of the major faced lgrab with high technology is presented in
Figure3.1. In fact, between the 180 nm and the 130 nm tle¥dahnect delay overcomes the
gate delay. In other words, the links are becontimg new limitation of the design’s

performance.

SPEED / PERFORMANCE ISSUE  The Technical Problem
20 é\
19
Delay 19
(ps)

>,

== Sum of Delay

4 Interconnect Delay
%= Gate Delay

5

0
650 500 350 250 180 130 100
Generation (nm)

Figure 3.1. Gate and Interconnect Delay as a funicin of gate technology 39]

Three-dimensional (3D) integrated circuits (ICs),a design containing multiple
active silicon layers. This new approach of desagan deal with the problem of the
interconnection delay. In fact, the key of the EDdesign is the use of the vertical connection
called TSV (Through Silicon Via) which is an efgcit technique to shorten the global

interconnection of the design.

The other major limitation of the 2D shrinkingtise increase of the cost changing
from a technology to another. CMOS scaling requinesh higher cost, For example a node
mask set for 90 nm is about $1 million while iaisout $2 million for 45 nm technology (see
Figure3.2). We present in the same figure, the comparisdwden the CMOS scaling and
two different methodologies of 3D IC. It is cle&at the cost of a single die overcomes the

cost of 3D design with high technology.
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Figure 3.2. Cost CMOS scalingf0]

3.2 3D Semi conductor Technology: State of the Art

3D MPSOC

Three-dimensional integrated circuit (3D-IC) is meally a new field, in fact it has

been studied since the 198@4][42]. However, CMOS scaling following Moore’s Law has

been the most explored in order to increase thsiyeand the performance of ICs. The 3D

IC is emerging in the last decade as CMOS scalasgdiready reached its limitation.
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Figure 3.3. Example of 3D Design4p]

The 2005 edition of the ITRS was the first one alhis projecting the need for

focusing not only on device integration that relegs the improvement of the form factor

(More Moore) but also on applications leveragincen technology to provide added

Options (More than Moore) (see Figuare).
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More than Moore: Diversification

Analog/RF  Passives  HV Power As;ﬂ‘:?;fs Biochips

===

Interacting with people

130 nm
and environment
arnm Non-digital content
System-in-package
65nm (SiP)
45nm Information

Processing

32nm Digital content
System-onchip

22 nm (50C)

Baseline CMOS: CPU, Memory, Logic

Beyond CMOS

Figure 3.4. lllustration of the evolution of the &mi conductor technology with CMOS scaling with otler
ways of development offering new functionalities?]

We present in the Tabk1, a summary of the implemented 3D MPSOC for thase |
years. Even though the number of the papers stgd3ih design is considerable, only few

works present a real implementation of a 3D MPS@§igh.

L.Zhou et al #3] implemented a 3D LDPC (Low Density Parity Chedesign using
three tiers with the technology 180 nm. The freaquyeuf this design reached the value of 128
MHz. The comparison of this 3D design with a 2Dieglent one has shown an improvement
of the 3D technology in term of power consumptiglopal interconnection, clock skew and
area. In 44] authors have designed a 3D NoC with Mesh topalddys design fitted on
1mnt area with the technology 130nm. To perform thisrapen, 100 vertical connections
were used to ensure the connections between tteeattif layers. The frequency of the design
can only reach 25 MHZ. An implementation of 3D addad multiplier was performed in
[45]. Authors have used the technology 180 nm and T&¥nsure the communication
between the three different wafers. This work hawgul the efficiency of 3D design with an
improvement up to 34% for speed and up to 46% temtufor power consumption. Memory
stacking is one of the major motivations in 3D I€sign. In both works presented #6][ 47],
authors have designed a 3D stacked SRAM memoridact, Chen et al have designed a 3D
SRAM using MITLL 180 nm FDSOI process, which impesvthe access time by 32%. and
speed up the access time to the world line of tamary. A 3D implementation of a complete
MPSOC design containing 64 cores and having a nogsilogy was the subject of the paper
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[48]. This work was performed using 3D Tezzaron tebdbapp with 130 nm technology. This
design has a frequency of 277 MHz . The verticalneztions were ensured using TSV and
Micro bumps from 3D Tezzaron technology. The samehrology was also used by
Thorolfsson et al to implement the 3D SoC for H.2@4ignfi9].

Table 3.1. 3D MPSOC design implementatiorbD]

Teams Architecture Technology/Number of tier

L.Zhou et al [43] 2006 3D LDPC decoder 180 nm / 3tiers
C.Mineao et al 2009 44] 3D mesh NoC 130 nm/ 2 tiers

J. Ouyang et al[45] 2009 3D adder and 3D multiplier| 180 nm/ 3 tiers

X.Jing et al [47] 2010 3D SRAM 180 nm / 3tiers

M. B. Healy 2010[48] 3D multicore (64 cores) 130 nm/ 2 tiers

130 nm / 5 tiers (2 tiers for logic, 3

T. Thorolfsson et al[51]2010 3D SoC for H.264 tiers DRAM)

X.Chen et al[46], 2011 3D SRAM 180 nm / 3tiers

3D IC is relatively a new research field that isywthere is a shortage of 3D industrial
chips. The leader semi conductor companies likel rdd IBM are in a real course to be the
first provider of the first 3D industrial chip. Weresent in the Figura.s, a set of 3D
industrial designs. In 2006 and for the first tirthes three dimensionally stacked NAND Flash
memory was produced by the company Samsung. Thiankise technology S3 (single-
crystal Si layer stacking), which was used to deped3 SRAM previously, it was possible to
double the memory capacity without increasing thie size p2]. On October 2011, Samsung
and Micron announced the new project of a new Hiyiube Memory (HMC) presented in
Figure 3.5 (b). This memory is designed to ensure high perémce computing which can
send information from memory chips to the CPU. IBEs announced in November 2011 the
production of the first commercial chip based orcitdin’s Hybrid Memory Cube using TSV

technology. The actual high volume production isasal for the image sensors of Toshiba.
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i s 19

(b)

Micron's Hybrid Memory Cube (HMC) produced by
IBM[ 53] (2011)

Samsung’s Stacked Flash Memories 2006

CMOS Imaging Sensor
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X e
©) Cross-section image of IBM's "through-silicon-via"
Toshiba Image Sensor with TSV 2008 technology in a stacked chip. (Source: IBM)

Figure 3.5. 3D IC industriel design
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3.3 3D Design Methodologies

The fabrication of a 3D IC design can be performsitg different approaches. We

present in Figure.s, the basic 3D IC methodologies.

Figure 3.6. lllustration of vertical interconnecttechnologies: wire bonded (a); microbump—3D package
(b) and face-to-face (c); contactless—capacitive thiburied bumps (d) and inductive (e); through via—
bulk (f) and silicon on insulator (g) [B4]

3.3.1 Wire Bonded System-in-Package

The Wire Bonding approach is the most common 3Enodology. After processing
and testing the independent components, they ackexd to create a System In Package (SiP).
The connection between the stacked chips is peedrosing external wires. The major
limitation of this solution is the resolution of ibonders and especially the increase of the
number of inter chip connections. Unlike the otBBrIC approaches the vertical connections
in the wire bonded solution can be only performadhee chip’s periphery. This can seriously
limit the vertical interconnection density which éstimated to 102-103/cmZ&4]. The
reduction of size is the only meaningful benefiieoéd by the chip stacking method. In fact
the connecting wires can be shorter but the siz¢hefcomponents is almost the same
compared to 2D Design.
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Chip stacking is a technology offered by comparike Sharp and STATSChipPAC.
Chipstacked. The produced SiPs are employed inpbelhes thanks to their tight size. We

present in Figura.7, an example of a 3D design based on the wire ngnadiethodology.

Figure 3.7. Wire bonding design $5]

We present in Figura.s, different structures of wire-bonded. The separabetween
the different stacks can be performed using spacedhesive. The connection using wire
bonding can be applied between Die to Die or dipackage. The performance of the 3D
stacked design is determined from the length ofbitveding wires and the resulting parasitic
impedance. Stacking up to four or five dies havenbalready implemented§]. But the
parasitic impedance and the shortage of the numbeavailable bonding wires are the
principle limitations of this approach leading dgrs to find other SiP methods to deal with

those problems.

Multi-row

wing "l Die-to-die  Die-to-package

wire bonding  wire bonding

Adhesive
(@)

Figure 3.8. Wire bonded System-in-PackagBy]

3.3.2 Peripheral Vertical Interconnects

In order to overcome the limitation of the Wirending method, a new SiP using
vertical peripheral connections is used. In factdbsigner can replace the classical wires by
solder balls or Through Hole vias illustrated igdtie3.9. Thanks to this solution, the number

of stacked dies can increase as the constraingarasitic, the impedance and the number of
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linking wires are relaxed. Those techniques wertlus/ several companies. In fact, Micron
Corporation company uses the Via hole method tayre fast 3D memory chips while
Hitachi attached the vertical pillars to the Prth@ircuit Boards (PCB) to perform the vertical

connections of the 3D chip.

PCB frame

2™

U F‘\ = =
\| N o= I ‘

]

I BN oe  Pg

1 I

\ T 1~
I

VLU U

-7 PCB

Figure 3.9. SiP with peripheral connections: (a)ader balls (b) through-hole via and spacers ,
(c) through-hole via in a PCBB7]

3.3.3 Micro Bumps

The Micro Bumps can be defined as Small solder lsg¢d to connect one die to
another; they are normally connected to a micro foypad, or micro ball. Micro bump
technology is the use of solder or gold bumps erstirface of the die in order to establish the
vertical connections between the different diessTBD methodology was used in different
packaging technologies, like wire bonded chip stagkchip stacking, system in package and
3D IC integration. In fact, the use of Micro bumpscreases meaningfully the
interconnections density with a low cost. In orderdecrease their resistance, the Micro
bumps are usually made up of Cu and Sn. Differentdmg processes have been developed
for example the solid-liquid-inter diffusion meth@B] and the thermal compression method
[59].

We present in Figurg11, an example of a fabrication process of CuSn SdWlero
bumps B0]. The Micro bumps are created on both sides ofSihehips to allow the assembly

of the 3D Chip with a Face to Face stacking metiseé Figure.10).

thip 7« Memo

Chip 2 - CFL

Figure 3.10. 3D Chip with Micro Bumps
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At the first step, two layers of SiO2 and Al filmsgth a thick of 1um are deposited on
the wafer (Figure.11.a). Then a patterned layer of 2um photoresighdied (Figures.11.b).
In order to form the metal pad the Al is etched Hraphotoresist is removed (Figurel.c).
Another layer which has a passivation functionpglied (Figure3.11.(d,e,f)). After this, a
Ta/Cu of adhesion layer and seed layer are spdt{€igure3.11.g). After deposing a layer of
a thick photoresist (Figurg.11.h), the CuSn is applied. In the last step, the @hesist is
stripped; the Cu and the Ta are etched sequentially

%%
#%

%%%

#ﬁ%%
s [

Figure 3.11. Process flow fabrications of CuSn stér Microbump[ 60]

This 3D approach is used by many companies. Fample the company IMEG5]]
is providing CMOS image Sensors with high interaetndensity using the Bump with a
pitch of 20um in CuSn. These Micro bumps are ithtsd in Figures.12.

Figure 3.12. SEM picture a die part of the interw@en daisy chain with 10um diameter CuSn bumps
formed by electrochemical plating. The pitch of thébumps is 20um 61]
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3.3.4 Through silicon via (TSV)
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IBEYCRY Multi-level on-chip interconnects .
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Figure 3.13. Through silicon via (TSV)62]

The TSV (Through Silicon Via) is the most used ®idhnology because it can be
scaled to achieve a high vertical connection dgnkipresents also physical advantages like
low electrical resistance, low parasitic capacityd aimpedance which represent real
motivations in the Microelectronics design. The 8imsteps in the fabrication of a 3D IC are:

* Wafer Thinning
* TSV etching and filling
* Tier Bonding

When we change the order of those steps we camedgifferent processes like “TSV

first”, “TSV last” and " TSV middle”.

3.34.1 Structure

The TSV is basically characterized by its diameted its pitch. These two values are
shrinking when the technology is improved. We pnése Table3.2, the prediction of ITRS
roadmap for the 3D TSV evolution. In fact by 20ftte TSV diameter will reach 1um while
the TSV pitch will be equal to 2.5 um. This evabmtiwill increase the density of the 3D

interconnections in a 3D chip and improve the glat@rconnect delay.

Table 3.2. High-density through silicon via projetions in 2008 ITRS update 63]

Principle 2008 2009 2010 2011 2012 2013 2014 2015
parameters
TSV diameter, 16 1.5 1.4 1.3 1.3 1.2 1.2 1
D(um)
TSV pitch, 5.6 55 4.4 3.8 3.8 2.7 2.6 25
P(um)
Pad spacing, 1 1 1 0.5 0.5 0.5 0.5 0.5
S(um)
Pad diameter, 46 4.5 3.4 3.3 3.3 2.2 2.1 2
PD(um)
Bonding
accuracy, 1.5 1.5 1 1 1 0.5 0.5 0.5

A(um), 3 sigma
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DT70um / 140um deep DO50pm / 140pm deep D30pm / 120pm deep D20pm / 100pm deep
2:1 AR 3:1 AR 4:1 A/R 5:1 AR

Figure 3.14. TSV examplesd4]

Figure3.14 is an illustration of different TSV examples desd in p4]. The diameter
is varying from 20um to 70um while the deep ishia margin of 100-140um. Thanks to this
configuration the TSV density can allow for a pitwhilOum a number of 10 000 vertical TSV

connections on the area of 1rhm

3.3.4.2 Process of fabrication

A. Thinning E. Side wall deposition
Temporary Adhesive SiN Sidewall Bﬁrrier
C_ Ssbsael ) ?' )
Metal-Pad/Device Surf f— . .
FarPadbevice Susce F. Metal filling & planarization
e ] P .
: \
B. Bonding (w/ wafer alignment) Hepeatmg from A to F with

prowdmg processed wafer

M4 25um
Il Sl substrate | J M3 25um
Permanent Adhesive M2 25um

C. DEbonding M1 Si substrate |

]

G. Packaglnngicing

D. TSV etching
TSV hol Phc;}p-Hemst

=

)

Figure 3.15. General TSV flow fabrication 5]

We present in Figura.15, a WOW (Wafer On Wafer) flow process. At the fissep
illustrated by (A) the Si wafer called Substrats thinned then bonded to another Si Wafer
(Si Substrate 1) (B). These two steps are the efepinning and bonding. During the third
operation called “Debonding”, the support glasseisioved. The TSV etching is performed
during the fourth step of this process. Playing rible of an isolator, the SIiN is chemically
deposited inside the TSV holes (E) then the TSMilisd with the metal Cu which is
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illustrated in Figures.15 (F). After the Wafer stacking the process is rége#o create all the
TSVs at the different levels.

The presented process is related to the Viapnstess fabrication. In fact, The TSV
creation is performed before the stacking operatféhen we invert the order of these steps,
the process is called Via last. We can see therdifice between the two methodologies in

Figure3.16. The summary of the different TSV process flowprissented in Table3s.

Tier2-1 4,
bond

Tier 2-1

TSV-bond pad
connection |

connection
H

Finish: 3 Tier 3D IC .

Figure 3.16. Via first (left), Via last (right) 3D IC methodologiesp3]

Table 3.3. TSV process flowsg3]

TSV first TSV middle TSV last
Etch deep silicon cavities Etch deep silicon casiti Fabricate transistors
. . Fabricate BEOL
Insulate cavities Insulate cavities interconnect
Fill cavities with a conductor Fabricate transistor Bond Wafer pair
Fabricate BEOL interconnect Fill cavities with andactor Thin bavc\:lI;sfgjre of upper
Bond wafer pair Fabricate BEOL interconne CtBackS|dga(?/tict:igsdeep silicor
Thin Backside of upper wafer Bond wafer pair Ingallcavities
Fabricate BEOL interconnect on upper wafer TlaoKside of upper wafef  Fill cavities with conductpr

3.34.3 Stacking Methods

The step of stacking or bonding can be realizddl different methods: Chip to chip,
chip to wafer or Wafer to Wafer. The choice of tdypropriate technology depends on the

user’s application and especially on the size efdie, the density of the interconnections, the
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alignment and the bonding yield. The main advantaigesing a Chip to Chip, or a Chip to
Wafer methodologies is the possibility to test tleed dies before the stacking operation
which reduces the probability of the design failure fact only Known Good Die (KGD)
which are already tested are used. This is notcdse when we use a wafer to wafer
technology where the testing step is performedtat the fabrication of the whole chip. For
this last approach the low cost is the main arguneeochoose it. Adding other steps in the 3D

IC process fabrication represents the principlemvenient in the Chip stacking techniques.

Table 3.4. Comparison between bonding methods (KGIXnown Good Die)[60]

Chip to Chip to Wafer to
Chip Wafer wafer
Pro Flexible, use Flexible, use Low cost
of KGD of KGD
Con Handling and Handling and Overall yield,
bonding bonding chip size
Wafer <4 pm to > <4 pm to > <4 ym to >
thickness 150 pm 150 ym 150 pm
Bonding Solder Solder Solder or
technolo | metal to Metal to Metal
gy Metal Metal Oxide
Adhesive Adhesive bonding

Adhesive

Stacking methods can be also classified with esfee to the direction of the active
Silicon area into 3 families: Face to Face, BacB&uk and Face to Back (see Figargy).
The Face to Face stacking is also suitable fot@GDsing Micro Bumps. For both solutions
(Face to Face and Back to Back) the number of didsnited to 2 which is the major
limitation of theses technologies. The Face to baekhodology is more scalable and gives

the possibility to use a non limited number of k&tdies.
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Figure 3.17. Stacking Method<6]
3.34.4 TSV properties

We present in Tabla.5, the comparison between the used materials toh&gllTSV.
The copper presents the main advantage which ikigfeconductivity and the compatibility
with the FEOL process. That is why; it is the mosed in TSV technology. The Tungsten
(W) is also a common material in the 3D integration it has lower conductivity compared

to the Copper. For the other materials, the lowdcetivity and the high price are the major

problems limiting their use in 3D IC.

Table 3.5. Comparison of Via Filling Materials B5]

Method Advantages Disadvantages Cu * High conductivity | @ ECD depends
W oW OVD s s Lower * Well established on PVD seed
kil . ECD process layer
compatible with conductivity o Compatible with * PVD seed layer
FEOL process compared to Cu metal BEOL process | 18 limited in
: . " - achieving
o Perfect o fill small | » Cannot fill big it Hl
via with high aspect | vias in high aspect
ratio ratio vias
. " Au wire » Compatible with * Au price is
*Can h‘" applied at a packgging standard incrgasing
relatively low wire bonding o The via
temperature of process dimension is
e limited by the
T pp—— wire diameter
Poly-51 *Poly-Si CVD is ¢ Low Conductive | e A standard polymer | e Lower
compatible with conductivity polymer via filling process conductivity
FEOL process compared to Cu o Lower temperature | compared (o
« Well established o Cannot fill bi process metal
. & « High throughput and | ® High moisture
VIds low cost absorption
] : compared to
o) ery‘!lnlgh metal
deposition * Silver diffusion
lemperature problem
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The use of the TSV can increase meaningfully teguency of the design. In fact the
delay is reduced to less than 1fs while it is miti@ 10 ps in a conventional CMOS wire
[67]. The RC delay value in TSV depends on its matamal on its diameter. We present in
Figures.18, the variation of this value function of the TSMmheter for Copper and Tungsten.
We can see that the copper has a better condycthain Tungsten with lower RC delay
values. For both materials the RC delay is propodi to the TSV diameter.

1.0E-03 |

—— Cu-TSV
~#- Tungsten-TSV

8.0E-04 |

6.0E-04 |

4.0E-04 |

RC delay[psec]

2.0E-04 |

0.0E+00 L
0 5 10
Diameter of TSV [um]

Figure 3.18. RC delay vsTSV diametefi7]

3.34.5 TSV challenges

Even though TSV technology is a promising techeidny reducing the problem of
interconnect delay and form factor, it is facinguanber of challenges. Area consumption is
one of the main problems. In fact , one TSV fitaisignificant silicon area : For example a
TSV size is about 5 to 10 times the size of a stemhdell in 32 nm (see Figusel9), which is
also about 15 to 30 times of the minimum widthMf [68]. The use of TSV has reached
66% of the total area consumption in the 3D degiggsented irj69].The shortage of TSV
tools, the high cost and the difficulty to test theip are also challenges in the TSV

methodology.

TSV
diameter

Size

standard cells

Figure 3.19. TSV Area estimation§8]
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3.3.5 Contactless

Contactless coupling is another methodology ofd@Sign which does not require the
processing steps to create the connections betweenlifferent layers. That is why this
method is known to be cheaper than TSV or wire bapchethods. We can have two ways
of contactless coupling: the inductive and the cap&. When the vertical connections are
based on the inductive coupling (see Figaiz®), each layer has spiral conductor which is
responsible of the vertical communications. In tepacitive coupling the small plate

capacitors on chip are playing the role of theigatinterconnects.

X
\ Vf/

Figure 3.20. 3D IC Inductive couplingp7] Figure 3.21. 3D IC capacitive coupling{0]

3.4 Benefits and challenges in 3D Design

3D IC stacking and use high number of vertical r&mtions presents a lot of
advantages for the final 3D chip. However thera ghortage of adequate tools to perform all
the steps of the 3D design. We will detail in thit section the benefits and the challenges of

the 3D design approach.

3.4.1 Benefits of 3D Design

3.4.1.1 AreaReduction:

3D design is considered as the new way to contiheesvolution of semi conductor
technology. A new rule know by “More than Moore égicts to find new solutions for this
domain (see Figura4). 3D Stacking represents a promising solution to cedhe chip area.
In fact, when the number of stacks increases tla tbip area is reduced; an illustration of
this reduction is presented in Figare2. For a square Chip format, the area can be redioced
the half when the number of layers doubles: a 2P walith an area A can be realized by a 3D
chip with 2 layers but with an area equal to Amlthis is a suitable technique for big sizes of

memory stacking.
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Figure 3.22. Area reduction with 3D Stacking T1]
3.4.1.2 Performanceimprovement

The use of the 3D design reduces the area of lige which directly affects the

interconnection length. In fact, we can see thatltmgest 2D length in the 2D chip with an
area A is equal t®VA as already illustrated in Figu®22. When the number of dies
increases to 4, the maximum length of a wire caedwal toVA. If we increase the number

of layers to n stacked dies, the maximum length lvélreduced ta/n vA. The reduction of
the global interconnection delay improves the pemtmce of the chip by reducing the
propagation delay time of the wires. We presenfable 3.6, a comparison between the
interconnect delay values when the number of lewetseases. The reduction of the
interconnect delay can reach 32% compared to asicéds2D design (ex: kogge-Stone
Adder).

For tight technology, the interconnect delay rdigduncin 3D IC design, improves the
chip performance better than CMOS scaling. Thisltas illustrated in Figure.23 : scaling
the technology from 90n nm to 65 nm reduces 7% efaverage latency of the design, while
with 3D IC and using the same technology the dedalyction is equal to 14% of the initial
value. This comment is also valid with the techggl®5 nm and 45 nm. The difference
between the two techniques is more important whentéchnology is tighter. In fact for the
45 nm technology, the gain in term of delay reductivith 3D IC is about 22% while it is
only equal to 7% with a 2D design using 32nm CMOS.

Table 3.6. Performance and power comparison betwealifferent 3D architectures[71]

Kogge-Stone Adder Brent-Kung Adder
# of input bits 16-bits 32-bits 32-bits
Delay Power Delay Delay
2 planes 20.23% 8% 9.6% 13.3%
3 planes 23.60% 15% 20,08 18.1%
4 planes 32.70% 22% 20,08 21.7%
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Figure 3.23. Average latency 3D IC and 2D ICq7]

3.4.1.3 Improve power consumption

Power consumption is considered as the second imgstrtant design optimization
objective after cost nowadays. The chips are almsstl in portable devices like cell phones
that is why power should be minimized in order teximize the time between battery
recharges. The reduction of the interconnecticergyth, thanks to the use of the vertical links
in 3D IC design, reduces the number of repeatersgpée Figure3.24. This reduction

decreases the power consumption of the whole design
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Figure 3.24. Number of repeaters with different tehnologies

3.4.1.4 Heterogeneous Technology

A typical Chip design includes different modulesthwdifferent functionalities:
Processing, memory, networking... In order to oenthe functionality of each IP, it is
better to choose the suitable process of fabricafldmis possibility is offered by the 3D
stacking, allowing the connection between differdigs of the chip even having different
CMOS technologies. Dies can be produced by diffevemdors and then packaged in the

same 3D chip.
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Figure 3.25. 3D chip with heterogenous technologig72]

3.4.15 Costreduction

The cost is the real motivation behind the evolutof semi conductor technology. The
classical CMOS scaling technique is becoming mdifecdit and more expensive to develop
with tight technologies. The price of developingew process for a new node technology is
becoming so expensive that only big companies baose it. We present in Figure 3.2, the
cost of 3D approaches compared to 2D design iniegrd=rom these curves we can conclude
that, when the number of gates increases the co8Dofechniques (W2W and D2W) is
usually lower than the cost of 2D integration.

3.4.2 Challenges of 3D Design
3421 Thermal dissipation

Thermal dissipation is a critical challenge in @8sign. In fact a 3D chip with stacked
dies has higher temperature than a classical 2[Qrdes case study of a wireless sensor node
presented in g9], shows that when the number of levels increases3D design the
temperature increases. The obtained results awmstrdted in Figure3.26. There is a
meaningful difference between the temperature offitselayer and the second one ( more
than 200% of difference). It is clear that fartheyers have higher Temperature. Thermal
dissipation is a serious problem in chip designfaict an increase of 15°C increases up to

15% of the interconnect delay and reduces theldkigime by 4 times[3].
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Figure 3.26. Temperature distribution along the zAxis with different Silicon layers [69]

To deal with this limitation, some methods are psmd to reduce the chip
temperature. In fact, Thermal vias can be addezhsure the heat transfer from the different
levels of the 3D chip. The Cu TSV, known by its higpnductivity, is used to perform this
operation (see Figura.28). These TSVs are passing through all the dieshef3D chip.
Microfluidic cooling is also another proposed santto evacuate the heat from the 3D chip,

this method is illustrated in Figuse27.

Fluid In F?n
:\_ [ die 1

SiDie 2 B
Fluidic

Sealant .
mderriny  die 2

thermal via —

SiSubstrate
die 3

Fluidgut Fluid Out -

Figure 3.27. Microfluidic cooling
Figure 3.28. Thermal vias for heat dissgiion [74]
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3.4.2.2 Difficult Testing

Figure 3.29. Examples of TSV defects: insufficieht filled TSV (right), TSV containing Micro voids (left)

Table 3.7. Reduction of integrated yield with staking using wafer on wafer [70]

Number of tiers 1 2 3 4

Yield 95% 91% 85% 81%

During the step of TSV fabrication, many defaulis cause the damage of the whole
system on chip. We present in Figar29, two examples of TSV defects. When the TSV is
not fully filled or containing micro voids, the veral interconnect is not ensured. That is why
when the number of stacks increases the yield ofchiye decreases which is presented in
Table 3.7 , this value can move from 95% for omget to 81% with a 3D chip having 4
layers. The need of developing suitable testinghotlogies is a real need to prevent such
situations. Testing 3D becomes costly when the nurabstacks increases especially when
the designer wants to perform a complete testlj@stration of an example of 3D testing chip

is presented in Figure 3.30.

wafer fab 1| |wafer fab 2 wafer fab n
1 B H
pre-bond pre-bond pre-bond
die test 1 die test 2 die test

stacking stacking stacking
142 (1+23+.., (1+2+.)+n
B ¥ B

post-bond || | post-bond || | post-bond
stack test 24| |stack test 3} | [stack test n

:

assembly &
packaging
T ;

packaged
test

Figure 3.30. 3D IC testing model[5]
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3.4.2.3 Bonding strategy

There is three different ways to perform 3D bondingfer to wafer, die to wafer and
die to die. We have already presented the advasitage the issues of each methodology
Table3.4. Wafer to wafer bonding is the fastest one ashallwafers are created at the same
time with the constraint to have dies with the saize and shape at the same wafer which
reduces the possibility to have heterogeneoustanthral layers. In the die to wafer stacking,
we can have different dies on the same wafer. 8idgs will be stacked on the fixed wafer.
Even though this method presents a better freedorterm of design, the problem of
alignment is more difficult. The die to die Bondimjfers the freest way to use mixed

technologies on 3D design however it increasesymtizh time and cost meaningful&g].

3.5 3D Academic and industrial devices
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Figure 3.31.Geographic mapping of 3D IC players7b]

Figure3.31 represents the actual geographic mapping of tgeps in the 3D IC field.
It is clear that 3D design is attracting the bignseconductor leaders. 3D stacking is
commonly used in CMOS image Sensors by differentpaomes like IBM, Samsung, Sharp (
see Figures.32). 3D research field is attracting industrial aazhdemic labs. Even though
researches are progressing, there is a real cbataeen concurrent industrials to develop the

first industrial 3D chip.
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Figure 3.32. 3D TSV applications and players7[/]
3.5.1 3D Academic

We present the principle 3D IC tools dedicated fieal implementation developed by
Academic labs:

* 3D Magic tool ( MIT company)

e MIT - cu-cu bonding, 3D Magic tool 1
* CEA-Leti — 3D integration toolbox 2

* Pennsylvania SU — 3DCACTI3

* UCLA - MEVA-3D

3.5.2 3D industrial

» Tezzaron: via-last, metal thermal bonding, wafgeletacking, FaStack
* Ziptronic: covalent oxide bonding, DBI and ZiBond

e ZyCube: adhesive bonding, micro bumps

3.6 Conclusion

3D IC design is a semi conductor methodology oftenew solutions to overcome the
interconnect delay which is more important thenititerconnect delay when using nanometre

technologies. Depending on the properties of ttegde we can choose different techniques
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of stacking like wafer to wafer, die to wafer and tb die. The vertical interconnections are

usually performed using TSV (Through Silicon Via).

3D IC design offers various advantages like thig enea reduction, the decrease of
the interconnect delay and the decrease of powesutoption, but challenges are also
considerable. In fact, the heat dissipation andstimtage of specific 3D tools represent the

major actual 3D IC difficulties.

The main objective of this chapter was to detal different characteristics of the 3D

technology in order to take them in consideratiarirdy the NoC synthesis step.
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Chapter 4 : NoC Synthesis methodologies
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4 NoC Synthesis methodologies

In 3D IC design, new challenges should be takencamsideration like TSV
assignment, heat dissipation and partitioning. Wl high cost of the 3D IC design, the
designer should consider the additional constramtgder to generate an optimized 3D NoC
for a set of objectives; a such problematic isezhthe 3D NoC synthesis problem which will
be the subject of this chapter.

4.1 2D NoC synthesis methodologies

Network-on-Chip (NoC) architectures have been gagiwidespread acceptance as the
new communication technology for multi-core systethanks to their high scalability, their
predictability, and their performance. However, ulag NoCs are resources hungry
components; this fact represents the main reasotrdate NoC synthesis methodologies
satisfying with optimal resources the needs ofréiqdar application.

The definition of the NoC synthesis problem is tpeneration of a NoC topology
optimized for a specific objective function withspect to various constraints. The NoC
synthesis methodology should consider a multitutlenan-trivial design problems which
enlarge the design space of the possible configmsathat is why some people choose to use
heuristic methods to deal with this complexity.sipite of the complexity known to be NP-
hard, some other use deterministic methods whiehaareal guarantee to find the optimized
solution. Trying to find a deal between time anadumacy, we can find methods using a

mixture of heuristic and deterministic techniques.

4.1.1 Deterministic methods

The Linear Programming (LP) and the Genetic Aliponis (GA) are the main
deterministic used methods in the literature tovesolhe NoC synthesis problem. The
resolution of this problem with Linear Programminghen solved, will generate the
optimized solution but when the problem is complex resolution time can be too important
that we can face memory or solver limitations. Wliea Design Space of possible NoC
configurations is huge making impossible a LineagrgPamming resolution, a GA can be the
solution. The use of GA coupled with the exploratofrihe Design Space does not guarantee
reaching the optimized solution but will approathin a faster time compared to exact
methods. The main advantage of GA is the possibitit solve accurately multi objective

problems, which is not the case of LP, in this daseresolution of the problem will not be a
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single solution but a set of possible solutiongeepnting a Pareto Front curve. Srinvasan et
al [78] have presented an integer linear programming)(lbbRyenerate a low power custom
NoC topology. In this work, authors have divide@ tNoC synthesis problem into 2 sub
problems: a floorplanning problem and the intercatioa problem. M.Jun et al have used in
[79][80] a Mixed Integer Linear Programming (MILP) as apsf an iterative method to
solve the NoC synthesis problem. The GA has been us[81] to generate two NoC
architectures: the first one is optimized for avdale the other one is optimized for delay.
The generated solution is a combination of both ree@dopologies. This technology is also
used in other papers lik&7][83]. In the majority of these previous works, an @pen of
core partitioning is applied at some level to reddbe mathematical complexity of the
problem. This step is in the majority of cases dwith heuristic algorithms.

4.1.2 Mixed methods

In the previous section we presented works usingrenistic methods for the main
NoC synthesis step. In reality the problem can ibeled into sub problems and in this case
we can find that in some works authors use a détestic method in one step while they use
a heuristic methodology in another. We present abld 4.1, the summary of 2D NoC
synthesis methodologies. The work of K.Srinvasaralepresented in7B], is in reality a
mixture of deterministic and heuristics methododsgiEven though the principle steps of the
NoC synthesis problem were performed using LP @lgor some steps like the floorplanning
of the routers or the clustering were heuristindakt the authors have considered that routers
can only be placed on the corners of the cores.Nid@ synthesis solution proposed by B.Yu
et al in B4], is based on the Min-Cut algorithm for partitioniaigd NoC synthesis generation.
In this work authors suppose that the routers cdy loe only inserted in the white places of
the floorplan.

4.1.3 Heuristic methods

In some works, authors choose heuristic methodsotloe the problem of NoC
synthesis. In the quasi totality of the cases, thisised to reduce the complexity of the
problem when deterministic methods fail to genethi optimized solution. Heuristic is
usually used in clustering and solution post prsicgs V. Dumitriu et al 85], have used a
fully heuristic method to deal with the complexdf the NoC synthesis problem. Using the
principle of merging and dividing routers, the aarthcan explore different topologies. With
this method there is no prove to attend the optahigolution, but this algorithm can find
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feasible solutions for complex designs. It is iegting to study the reduction of the
complexity when using heuristic methods which s thal motivation to choose between the
different proposed solutions. In the majority of theesented solutions, there is a need to
study the theoretical complexity of the proposedhméology and the complexity of the

tested benchmarks.

Table 4.1. Summary of 2D NOC synthesis Methods

Works Clustering | Core Switches | NoC Assumptions Nature
Floorplanning | Placement | Topology
algorithm algorithm

K.Srinvasan | * Heuristic | * MILP(Mixed | *Heuristic | *MILP(Mixed | * Routers are Mixed(
et al Integer Linear Integer Linear | smaller than deterministic
[78] Programming) Programming)| cores. +

* Place routers | Heuristic)

in the corners.
M.Jun et al | *Heuristic | * Parquet tool: | *Heuristic | *MILP * Single Mixed(
MIRO system level frequency of the| deterministic
[79] Floorplanner crossbar switch | +

network. Heuristic)

* Single path

between two

communicating

terminals.
MJunetal | *No *No *No *MILP * Consider only | deterministic
[80] the router hops.
A.A.Morgan | *No *No *No *MOGA * The length of | deterministic
et al all the links is
[81] the same and

allows for a

single clock

cycle data

transfer

*Fixed routers

number
G.Leary et *No *Parquet *MOGA *MOGA * Latency deterministic
al [82] floorplanner constraints are

represented by

the number of
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hops.

X.Li, *No *No *No *MOGA * Consider a deterministic

O.Hammami NoC with only

[86] 2 stages.

B.Yu et al *yes , *yes *Heuristic | *Min-cost *consider Mixed(

[84] Min-cut partitioning deterministic
after +
floorplanning Heuristic)

V. Dumitriu | *No *No *No * point-to- * use the Heuristic

point oriented -

[85] algorithm principle of

* Partitioned | merging and
Crossbar .

) dividing routers.
Topologies

4.2 FPGA based NoC synthesis Design Flow

Even though the problem of NoC synthesis has Iessted since many years, only

limited number of works have performed real implata&on. In this section, we present the

main NoC synthesis design flow in the literaturedzhon FPGA execution.

The objectives and the constraints specificateprasents the first step of the NoC

User Objective: Constraints:
ower, hop—dela area, powet,
P - op ¥ wire—length,

combination hop—delay

Application switch area,
switch, link
power models

characteristics

M phase 1
]

phase 2 .
NoC Architecture o
mismatch
Synthesis parameter
switch RTL simulations !
A A
R Placement
, > Network RTL synthesis | .
link generation * & Routing
+ phase 3 . Layout
NI p FPGA emulation
rocessor
models To Eab
SystemC
library

Figure 4.1. NoC synthesis on FPGAg[/]

synthesis flow presented in Figwa. The library of the routers and the charactesstitthe

application are also inputs to the workflow. Duygritme step of Network generation, the user

changes the values of the aimed frequency, the mari number of routers and the link

width. For each configuration, the algorithm shodidd the optimized NoC topology

satisfying all the user constraints. The genertdpdlogy is then simulated before the step of
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implementation. In this methodology, authors hakesen to vary the maximum number of
used routers in order to deal with the complexityhe general problem. This exploration is
limited by the number of the cores in the desigrfact the authors supposed that the number

of routers should not overcome the number of cores.

X.Li and O.Hammami have proposed a new NoC syrhasthodology with FPGA
emulation. The used workflow is summarized in Feggar. The user objectives, the core
graph properties and the constraints are the iobptltis methodology. Depending on the used
core graph, the space of exploration is definefumnction of the number of nodes and the
number of switches in each stage. After the geioeralf the initial population, different NoC
architectures are constructed. For each proposethrddhe total area of the NoC is
determined referring to the used switch library.tliiis level, a TLM simulation is performed
to measure the performance of the design. If thetiea is not satisfying the user constraints,
a penalty is automatically added to the fithessction. The MOEA performs the different
steps of genetic algorithm to select the best mwlstat each generation. At the end of this
exploration, a number of solutions are defining #areto solutions depending on the

objectives of the user.

Core Graph

User Objectives User Constraints

NoC Design Space

Multiobjective
Evolutionary  —j
Algorithm

} |

.y TLM traffic Generator TLM simulation RTL Traffic Generator
and Memory Model Area calculation and Memory Unit

Constraint Verification
& Fitness Calculation

A 4
. FPGA Platform
RTL NoC Generation —»@

Figure 4.2. 2D NoC synthesis workflow
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J.Lee et al have proposed i83], an analytical model based on simple equations
defining the dependence between the operating dregyu of the design and the different
parameters of the architecture like the number arfes, the links properties and the used
board. This model can predict the implementaticsulteof a specific design on a chosen
FPGA platform. Authors have used different familed=PGA (Virtex 2,4,5,6) and different
architectures to create the predictive model. FguB illustrates the variation of the
frequency of the design when the number of noddstlaam average degree change. When the
number of nodes increases the operation frequeackedses, the average degree is also a

very important parameter affecting the performaofcthe design.

200

150 +—

100 g | G nOdes

==@== 32 nodes
50| =r== 48 nodes
i 4 nodes
e 06 nodes

O~ 128 nodes

2 3 4

Maximum Freuquency

(=]

3 6 7
Average Node Degree

Figure 4.3. Prediction of the Frequency variatiorwhen the number and the average node degree of the
benchmark change 88]

A.Kumar et al have proposed an integrated flow meo to generate a highly
configurable NoC suitable for FPGA implementatitimns methodology is presented in Figure
4.4. The description of the complete architecture iggomed at the high level of abstraction.
In fact the VHDL of the processing cores and the Mo@iponents are generated at the same
level with their simulation models. In this wors#, a hardware description which is FPGA
level HDL is also provided at the top level of thiethodology. Handel-C will then generate
the EDIF files from the VHDL files which are usemfether with the system level EDIF files
during the step of place and route on FPGA. The R&HR generates at the end of this
workflow the bit file to be embedded on FPGA. Tiser can also create an ASIC design
from the VHDL files.
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Figure 4.4. An FPGA design flow]9]
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Figure 4.5. The overall flow for analyzing multipe use-cases: the software part is performed for elac
application, the hardware is performed only one tine [89]

A.Kumar et al have developed a new methodologyapplication specific NoC on

FPGA presented in8p]. In this solution, authors proposed to generaterancon hardware

design suitable for different specific applicatiorBifferent Use-cases defining multiple

coregraphs are the first input of this workflow. each one, there is a specific hardware and

software properties which should be respected. Sibdy of all the use-cases allows the

generation of a unique communication matrix sagfall the input requirements. Thanks to
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this matrix, the user can define the hardware dasan of the full design or the software of
only one application. The grey boxes are determgitie steps to be applied with all the Use-
cases separately. The software part is studiedachn input application in order to specify the
hardware needs and properties. The configuratiothefFPGA is updated via the bit file
during each iteration. We notice that the hardvitlane part is performed only one time. The
bit file is updated to take in account the softwspecifications of all the applications. When
the exploration of all the benchmarks is perforntad, final multiple use-cases is generated.
Such methodology is very interesting to optimizeMfeSOC architecture for real multimedia

devices using different functional modules.

4.3 Case study and performance evaluation results

We propose in this section our 2D NoC synthesligtism with Linear Programming.
We create a mathematical model describing our egipdn specific NoC. We present in this
section our LP problem definition and the obtaineslilts.

4.3.1 Introduction to linear programming LP

The Linear Programming can be defined as the gépar of a solution which
maximizes or minimizes a linear objective functisabject to linear constraints. This
algorithm can be used in different real life apgiions like scheduling, minimizing the cost of

a production and maximizing the profit. We presestmple example of a LP :

We suppose that we want to find the maximum of shen F(X;,X,) = X; + X,

subject to the following constraints:

X, +2X,< 4
4X, 42X, < 12
_Xl +X2 S 1

X, >0,X,>0

In this problem there is only two unknown variablealled thedecision variables
which are X and X and five constraints. The objective function F afidhe constraints are
linear. All the constraints are in form of inequiak. The two constraints; > 0,X, > 0 are
called nonnegativity constraints, the other constraints are definedragn constraints. The

function F to be maximized is called tblgective function. As we have only two variables to
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find, this problem can be graphically solved awmistifated in Figures.6. A graphical
presentation of the objective function and the train#ts, allows the definition of the feasible
points presented by the grey region. It is easfni the optimal point giving the maximum

value of the objective function.

a4t X+ X%, — 1

optimal point

Figure 4.6. LP graphical solution

When the number of decision variables is more thean there are different algorithms

to solve the problem like the Simplex method.

4.3.2 OPL Modelling and CPLEX solver

We use in this section the OPL Modeling language describe our linear
Programming problem. This modeling language is plediby IMB ILOG OPL. The user
should create a model file *.mod, describing thedrBblem with the objective function and
the different constraints. The initialization of tinjput data is performed in the input data file.
These two files will be the input of the CPLEX saivto give the optimized solution.
Applying the Simplex algorithm, the IBM ILOG CPLE®ptimizer is a LP solver known to
be efficient.

4.3.3 Our LP Problem Definition

We propose in this section to model the NoC syith@roblem using the OPL
language. A presentation of this problem can bandéfas:

Given:

* A directed communication trace graph G(V,E),wheaehey ¢ V denotes either a
processing element or a memory unit and the dideetige g= {v;,v;} € E denotes a
communication trace from to v.

* N is the cardinal of V, representing the total nembf cores, NE is the cardinal of E

which is the number of edges in the graph.
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For each e= {v;,vj} € E, o(&) denotes the bandwidth requirements in bits/cycle.

A library of routers Rout, for each « Rout, In() denotes the number of the input
router ports, Out(y denotes the number of output router ports, Areti(e area of the
router,Q(r;) is the peak bandwidth that one port can suppdsidycle ( we suppose
that each router has the same peak bandwidthlfiis aput output ports).

A set of the used routers R wherezRRout.

For each core;\w«V, Req(v) € R denotes a router request associateqd &amd Resp(y
denotes a router response associateg.to v

E: is the set of the used links between the routers.

A set “long” defining a family of possible links thi different lengths, we suppose that
we have a fixed width for all the links. The lenggho be defined in unit length.

Freq: is the desired frequency for the NoC.

Timehops: is the delay time needed for data to be routealtyin one router (ps).

Linkdelay : is a delay time for each unit length specifiegh$n

The objective of the NoC synthesis problem isto:

Generate a NoC topology T(R,V)E
Define the area and number of input output portsagh used router.

Define the length of each link.
Such that:

For each g={vi,vj}} € E, there exists a route p={(Vn),(rm,Mnm),..,(%,v;) }that satisfies
(&)

The bandwidth constraints on the ports of the msutee satisfied.

The total area of the NoC is minimized.

The aimed NoC frequency is respected.

Linear problem formulation

In this section, we present the linear problem fdation of the NoC synthesis

problem. We present some used assumptions to §mtipdi problem formulation:

We affect to each couple of routers related to i apthese value Regwi and

Resp(y)=i+N.
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. Each edge ek={w;} must pass through the switch Regfv and through the switch
Resp(y)=v; +N.

. Req = {0..N-1} is representing the set of the resjueuters of all the cores.

. Resp={N..2*N-1} is representing the set of the i@sse routers of all the cores.

. For each request router Reffév we associate a set of routers destination e st

Resp defined as erDest(i) if> ek={v;,vj} € E / Resp(y=r.

. For each response router Regp{(+N we associate a set of routers origin in tae s
Req defined as :a@Orig(j+N) if > ek={v;,vj} € E / Req(y)=r.
. Lr,w is representing a link between the router Rirand the router wR_{r}.

Decision Variables

| ndependent variables

. For each edge ekE, re R, we R_{r] and for each link Ir,w , we define the Boale
variable XRRJ[ek][Ir,w] . This variable is equal 1oif the edge ek pass through the link Ir,w ,
0 else.

. For each used routererR and for each family of router roatRout we define the
Boolean variable XRF[r][rout] . This variable isue to 1 if the router r has the type family
of rout, O else.

. For each used link Ir,w with ¢ R, we R_{r } we define the Boolean variable

Longllr,w][long] , which is equal to 1 when the kitr,w has a length equal to long, O else.

Dependent variables

. For each re Req , eke E and we R\{r}, we define a boolean variable Xrrm[r][w]
which is equal to 1 if there is a link betweemdav, O otherwise. This variable is equal to 1
if there exits at least for any edge ek a vaeatiRR[ek][Iw,I] equal to 1, else XRR[eK][Iw,I]

will be null. We can express this variable as:
Xrrm [r]lw] = max {XRR [ek I[ W ,r1}, ¢ cach ek E

. For each router r=Req(w)Req , we define the integer variable Xrm[r] whisrequal
to the number of input ports of the router r. Wemse that each router r has an input port

linked to the corresponding corgthiat is why we add the value 1 to the variable.
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2*N -1

Xrm [r] =1+ > Xrrm [r][ w]

. For each re Req, eke E and we R, we define a Boolean variable Yrrm[r][w]. This
variable is equal to 1 if there exits at least,&ny edge ea variable, the value XRR[ek][Ir,w]

which is equal tol, else XRR[eK][Ir,w] will be nulVe can express this variable as :

Yrrm [r][ w] = max {XRR [ek ][ Ir, w]}, for each ek ¢ E

. For each router r=Req(w)Req , we define the integer variable Yrm[r] whisrequal
to the number of output ports of the router r.

2*N -1
Yrm[r] = > Yrrm[r][w]
w=0
. For each € Resp, ek E and we R, we define a Boolean variable Xrrs[r][w]. This

variable is equal to 1 if there exits at leastdoy edge ek a variable XRR[ek][Iw,r] equal tol,
else XRR[ek][lw,r] will be null. We can expressghiariable as:

Xrrs [r][w] = max {XRR [ek ][ Iw,r]}, for each ek ¢ E

. For each router r=Resp(vi) Resp , we define the integer variable Xrs[r] whish

equal to the number of input ports of the router r.

2*N -1
Xrs[r]= > Xrrs[r][w]
w=0
. For each r=Resp(vi¥ Resp, eke E and we R, we define a Boolean variable

Yrrs[r][w]. This variable is equal to 1 if there iescat least for any edge ek a variable
XRR[eK][Ir,w] equal tol, else XRR[eK][Ir,w] will benull. Each router r has one link to its

associated core vi. We can express this variable as

Yrrs [r][w] = max {XRR [ek][Ir, W]}, for each ek e E

. For each router r=Resp(vé) Resp , we define the integer variable Yrs[r] whish

equal to the number of output ports of the router r
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2*N-1
Yrs[r] =1+ > Yrrs[r][w]
w=0
. For each router ¢ R, we define an integer variable Area[r] whictegual to the area

of the used switch. Each used router is affectea fiamily router type Rout L. We define
this variable as:

cardinal (L)
Area [r]= > XRF [r][w]* Area (w)
w=0
. For each link J,, defined in the NoC topology we associate the Wéidinklong]l]

which is equal to its length. We define this vareaas :

cardinal  (long )

Linklong [I] = Z Long [I][ K] * k
k=0
. For each edge ekE, we define the total length of all the linksidetl for this edge as:

Linkedge [ek] = 3 XRR[ek][I] * linkiong [1]

IOLRR

Obijective Function

The objective of this NoC synthesis problem isgemerate a NoC topology which
minimizes the area of the NoC taking in considerathe area of routers and links subject to

a given timing delay constraint. We define theltataa of the NoC as:

2N-1
Minimize(A = Z Area(r) + Z Linklong (1))
r=0 LELRR
Congtraints
. C1 : For each routera R and for each edge ek=(vi,\§)E : r=Req(vi) or Resp(vi),

there is exactly one link between vi andeWDest(vi) Union Orig(vj})}

XRR | =1
2 wo{ Dest (r)00rig (v) elllr,wl =1 for eachr e R, for each ek=(v,vj) € E

. C2 : There is one link at most between 2 routers :
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Xrrm[r][w] + Xrrm[w][r] <1, r OReq,wU R_{r}
Xrrs [r][w]+ Xrrs [w][r] <1 rOResp,w0 R_{r}

. C3: for each router if there is an input link relhto an edge ek there is an output link

for this edge.
XRR [e][Ivi,r] < XRR [e][Ir,vj]: e=(\i,vj)OE,r OR_{Req(vi),Resp(v)}

. C4: A link passes through a router if it is thegarior the destination of this link.
XRR[E][Ir, W] = 0, for all e=(vi,vj) CE, r ¢ R{Req(vi)} and w e R{Resp(vj)}

. C5: the bandwidth of the edge must be less tharpéag bandwidth of the chosen

family router.

XRR[eK][Ir W] * w(ek) < >
e=(vi,vj) DE,r OR,wOR_{r}

XRF [r][ f1* Q(f)

. C6: For each routereR, we should have exactly one family from thedilgrRout.

f=0 for eachrouter r e R

. C7: The number of the input and output ports oheaciter re R should not exceed

the corresponding number of the router family chose

xrm[r]< Y @0 Y XRE (1] f]1* In(f),r OReq

Xrs[r] < > O NRE[F][ 1% In(f),r O Resp

f=0

cardinal (Rout )

Yrmr]< > XRF [r][ f]*Out (f),r OReq

cardinal (Rout)

Yrdri< > XRF[r][ f] * Out(f),r O Resp

. C8: for each router¢ R, the input flow should not exceed the output one

ZeDE ZWDR_'I’] XRR[G]['V\I, r] * w(e) <
anrdinal (Rout) XRF [r][ f] * Out(f) * Q( f ),eD E

f=0

. C9 : for each link lw,r in LRR we should have amdy one length:

101



A.M’zah 3D MPSOC

Z long Olong XRR [I][long ] =1, 0 LRR

. C10: When a link does not exist in the generat@olamy, its length will be equal to
0.
maxy XRR[eK][lw, r]; < Long[lw,r][K] * k
{XRRek][Iw,r]}< 37, . Long[Iw,r][K] ,for each Iw,r ¢ LRR
. C11: The length of one link should not exceed aimar value.

Zlonngong Long [I][long] * |0n9 < maxlink,
| OLRR

. C12: The delay of time depending on the frequentyhe NoC, should not be
exceeded for each path. We take in consideratioters and link delay.

(ZIDLRR XRR[ek][ I] _1) * t||TEhOpS +
linkedge [ek] * linkdelay < 1/lat max,

4.3.4 Experimental Results

Even though it is possible to present and befoeeeikperimental results the complete
resolution trace of the LP solver, this trace isdzhon an automatic execution of the Linear
Programming Solver. This technique is similar boothers used in Linear Programming
resolution. Observing the intermediary resolutidtages does not have any effect on the

original model.

We test our program using the modelling languag® @ create the mathematical
model and the tool CPLEX (version 12.2.0) to sottie generated problem. The used
machine has a dual processor Pentium(R) Dual-Cé¥ E6500 @ 2.93GHz with a 2G
memory. We need as an input file a *.data file rehee define the properties of the core
graph: the number of nodes, the different edgestlamdandwidth of each edge. We define
also the library of routers. In our case we hav@d@ssible configurations including the switch
0 having the number of input output ports and &@aal to 0. To avoid the case of giving
solutions with routers having one input port and ongut port or a router with only one
input port or one output port we add to the libr8rfictive router configurations. These 3
routers have an area equal to 0. In the outpultrese will only keep routers with an area

superior to 0. All the routers with an area nulll e replaced by a simple link.
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We use various core graph of different applicatibke 263 dec M3 dec, 263 enc mp3
dec, mp3 enc mp3dec, mpeg4, MPW, H.264 ( see Figur&igure4.8) . In all these graphs,
the bandwidth values which are mentioned on the®dge in Kbits/s.

We choose to affect to each cofeawcouple of routers one for request Rgg{vand
one for Resp()=i+N. At the end, the generated solution is a coion of the remaining
routers having a non null area. As we have alreagyained a router with an area equal to 0
is replaced by a simple link. We can see in theegeed solution of the application 263 enc
MP3 dec (see Figuret.7) that only 4 switches are needed to ensure théerdrft
communications between cores. Switch 12 is theoresprouter of the core 0 and the switch
0 is the request one. We propose to use propettige technology 45 nn9Q][87]. In Table
4.2, we present the summary of the used parametersupeose that all the links have the
same width which is the minimum specified by ITR822007. We choose to affect to all
the used switches the same maximum value of demag, trepresented by the variable

Timehops.

Table 4.2. Semi conductor properties

Timehops 253ps
Linkdelay/1nm 100ps
Freq 50Mhz
Maxlink 200nm

With reference to Table.3, we can compare the needed time to get the optimal
solution of the presented multimedia applicatidrfse execution time can give us a good idea
about the complexity of core graph from the pointiew of our solution methodology. If we
compare the execution time of the 2 first applmadi we can see that application 2 has less
nodes and edges than application 1, but the sdlkes longer time to find the optimal
solution. In fact App (2), has a node with a degegeal to 5 whereas the maximum node
degree in the App (1) is equal to 4. We can corelilcit the complexity of the graph has a
direct relation with the degrees of the nodes. fpptakes 5058 seconds to find the optimal
solution. This application has exactly the same lpemof nodes than App (4), the number of
edges has only 4 more edges than applicationwe knalyse the core graph of H.264 we can
see that the average degree is equal to 4.54.cbnesgraph has many adjacent nodes with

high degrees. This can be the reason of the conypleithe graph.

103



A.M’zah 3D MPSOC

Table 4.3. Properties and execution time for theifferent benchmarks

Application Number  Number Max(degree) Number of Ex_ecution
of nodes  of edges router Time(s)
App(1) 263 dec MP3 dec 14 15 4 4 24.3
App(2) 263 enc MP3 dec 12 13 5 4 31.01
App(3) MP3 enc MP3 dec 13 12 3 4 11.89
App(4) MPEG 4 12 25 13 5 1512.88
App(5) H.264 12 29 10 10 5058.83
App(6) MWD 12 12 3 3 29

Even though it is difficult to compare our work amother one as we don’t have the same
mathematical problem modelling, we will try to coanp the NoC topology size. For
example, we propose to compare the NoC topologergéed for the application 263 enc
MP3 Dec in our work and in the work of Srinivasarak[87]. The solution provided by our
work needs 4 routers with a total number of pastequal to 15 while the same application
needs 5 routers with a total number of ports equa5. If we consider the area of routers
from the Tezzaron library the area of our NoC igadqo 3897 (Nand 2x2) while it is equal to
8340 (Nand 2x2) for the other work. Our problem elody reduces the NoC area to 47%
compared to the one generateddn] [

Figure 4.7. 263 enc MP3 Dec : coregraph (left), Nibtoplogy (right)

Table 4.4. Routers Description 263 Enc MP3 Dec

rerR In(r) Out(r) Q(n) Area(r)
0 1 3 52 10° 1334
12 2 2 44 1 1448
14 3 1 301G 611
23 2 1 48 1¢ 504
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Figure 4.9. MPEG 4 Decoder NoC topology
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Table 4.5. Routers Description MPEG 4 Decoder

re R In(r) Out(r) Q(r)(b/s_) Area(r)(Nand2x2)

4 1 3 52 10 1334
5 1 5 42 10° 2003
12 2 1 48 1 504
13 4 6 48 1 4464
14 2 1 48 1 504
17 3 1 48 1 504
18 2 1 48 1 504
19 3 1 48 1 504
22 3 1 301G 611
23 2 2 10° 611

[J Router °

Figure 4.11. H264 Decoder NoC topology

Table 4.6. Router configurations H264 Decoder

r UR In(r) Out(r) Q(r)(b/s) Area(r)(Nand2x2)

1 1 5 42 10 2003
13 5 1 46 10 828
17 2 2 44 10 1448
18 2 2 44 10 1448
20 4 2 49 10 2338
16 2 4 46 10 2252
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4.1 Theoretical Complexity issues and 2D challenges

We evaluate in this section the mathematical cemipl of our algorithm. The NoC
synthesis problem is known to be NP-Hard. The cempl of this problematic increases
when the number of nodes increases. To deal wighdbimplexity, we choose to perform a
coregraph partitioning related to the spatial agh@y between nodes. In the step of pre-
treatment, we define for each node a group of rewdefining its space of exploration. In fact
we reduce the design space exploration of a rdaténe set of the router destination of the
node and their antecedent nodes. We present ime=gie, the partition of the node 0: the
request router of the node 0 can be connected teip@nse routers of its destinations (node

1, node 3) and the request routers of their anesdedh this case the node 4.

Figure 4.12. Coregraph partitioning

We remind that N is the number of nodes in thega@ph and NE is the number of its

edges. The complexity of the constraint C1 is eqa@{NE* 2 * N * card (max group (r)) ,

where NE is the number of edges, 2*N is the numiierll routers in R, we define
max_group( r ) as the maximum cardinal of the graepsted to each router. We present the
complexity of each constraint:

. C2: (2N * (2N -1)), N is the cardinal of V
. C3: 6(NE * (2N - 2))
. C4: 6(NE * (2N - 2))

. C5: 6(NE * 2N * (2N -1) * card (Rout))
. C6: (2N * card (Rout))
. C7: (N * card (Rout))
. C8: (2N * (2N -1) * NE * card (Rout ))
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From this study, we can see that the complexit€ bfis reduced as the router is now
able to be connected to switches from his group.dtoeer constraints like C5 and C8 the
complexity is still important. This model can bepraved to reduce the constraint of all other

constraints.
4.2 Conclusion

The NoC synthesis problem is the generation of No€hitecture optimized for a
specific application and subject to a set of cansts. This problem is proven to be classified
in the set of NP-Hard problems. For this reasotvirsg this problem with exact methods is

not mathematically possible.

We presented in this chapter, the used methodedoigi the literature to solve this
problem. We can classify these methods into theseilies: the exact, the mixed and the
heuristic methods. A solution is called exact, wletly deterministic methods are used
during all the steps of the workflow like the udeL®, Min-Cut, Djikstra... The use of such
methodology can not solve the problems with a rdglgree of complexity. In the Mixed
methodology, the user reduces the complexity ofpttablem by mixing the use of exact and
heuristic algorithms. Fully heuristic methodologythe use of heuristic methods during all the

steps of the resolution.

We propose a new NoC synthesis solution using-Ehenethods. We have modelled
the NoC synthesis problem with OPL Modelling lang@ian order to minimize the NoC area
and the interconnect delay. In order to deal with tomplexity of big coregraphs, we
performed a partitioning based on the degree ohcadicy between the different nodes.
Thanks to this solution, we got application specMioC free NoC topologies representing an
optimized solution which respects our problem coasitions.
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Chapter 5 : NoC Synthesis Methodology for 3D ASIC
Design
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5 NoC Synthesis Methodology for 3D ASIC Design

The NoC synthesis problem is known to be NP-Hakée have already discussed this
problematic in chapter 4. The complexity of thislilem increases when we propose to solve
it with 3D IC design. In fact additional problen@specific to 3D design are added in 3D
NoC synthesis problem like core to layer mappingyTarea, symmetry... We propose in this
chapter to study the existing 3D NoC methodologied to propose our new solution to solve

this problem.

5.1 3D NoC synthesis state of the Art

We present in Table1, a summary of the existing 3D NoC synthesis metlumies.
L.Benini team has proposed a 3D NoC synthesis wawkin order to generate a design
power-performance efficient 3D NoC. The core toelagnapping and the floorplanning are
taken as inputs. The 3D NoC synthesis problemvigleldl into sub problems: core to switch
connectivity, switch to switch connectivity and sshi floorplanning. The resolution of this
problem is performed sequentially. The authors psepuixed algorithms based on the Min-
cut partitioning to solve the two first problemsiiehLP is used to find the positions of the
routers. The 3D NoC synthesis problem is also anHSRI problem that is why, the
partitioning of the coregraph was used in orderdgduce the mathematical complexity.
X.JiangP1] et al have proposed another 3D NoC synthesis melbgyl In fact they have
used the Tarjan Algorithm to perform the core totslwconnectivity step and the Min-Cut
algorithm in order to partition the coregraph. ThA& was used to solve the switch to switch
connectivity and routers floorplanning. In this wdhe core to layer mapping and the initial
core floorplanning are taken as an input to thekidlmwv. In [92] W.Zhong et al have
proposed a power performance 3D NoC synthesis rdelbgy. In this work the clustering of
the cores is performed after the floorplanning amaters can be only inserted in the white
places. A new workflow based on stochastic algorithmas proposed by Zhou et al in
[93][94]. In fact, authors have used the Simulation Altawa Algorithm SAL to find near
optimal solutions for the traffic flow. The use this methodology avoids the need to choose
an order of treatment of the coregraph’s path$9%h S.Yan et al have proposed a 3D NoC
synthesis methodology based on the rip up and terptocedure to generate a 3D NoC
topology. The step of core to layer mapping waenaés the input of the initial problem. In
order to optimize the generated NoC topology, p eteouter merging is performed.
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Table 5.1.3D NoC synthesis methodologies
Team Objective Methodology Comments
L.Benini . design . power and delay of| e Core to layer
Teamp6][97] power- both switches and links are mapping and 2D layer
2009, 2010 performance taken in consideration floorplan are taken as
efficient 3D NoCs | Heuristic core graph input
. Main Partitioning . 65 nm
objective: Design | Core to switch technology
NoC topology and| connectivity(same layer) . 3 layers :

determine switche
positions.

D

(Heuristic+Min-Cut)

. Switch to switch
connectivity with path
computation
(Heuristic+Min-cut)

. Switch positions
computation (Linear
Programming)

Processors in top an
high layer, memories in
the middle layer
. Real

implementation

X. Jiang and T
Watanabe}1],20
10

. 3D NoC
synthesis with
Genetic
Algorithms.
Minimize power

. Tarjan
Algorithm[98] : core to
switch connectivity

. CoreGraph
Partitioning : Min Cut

. Core to layer
mapping and 2D layer
floorplan are taken as
input

. Core can only be

consumption in Partitioning connected to a switch
the NoC . Switch to Switch from the same layer
Connection GA, path . 65 nm low
computation and flow power technology and 3
control. layers
. GA switch position | No real
implementation.
. No information
about method of powel
estimation.
. W.Zhong | * the power-| Cluster cores during « The algorithm is
et alp2] 2011 performance 3D floorplanning sequential
efficient 3-D NoC | Use ILP to place | Use of the tool
topology for the switches and NIU in the 3D IARFP for the multi
application floorplanning layer floorplanning with

. determine the
connectivity across
different switches using a
power and timing aware
path allocation algorithm
. a min-cost max-
flow based algorithm is
proposed for Through-
Silicon Via (TSV)

assignment to minimize the was using min-cost

link power consumption

a weighted function

. Insert switches
and NIU in white spaces
using the ILP

. applying
Dijastra’s shortest path
Algorithm for path
allocation

. TSV assignment

maxflow algorithms
layer by layer
. No real

implementation
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. 3D layers
Floorplanning and core
to layer mapping
included.
. P.Zhou et » find the . Thermal aware . Use SAL
al[93],[94] best topology for | floorplan based on B*-tree| stochastic framework.
2010,2012 the application, floorplan model . No real
under different . Use the Simulation | implementation
optimization Allocation Algorithm SAL
objectives such as| to find near optimal
power and network solutions for the traffic
latency, and flow.
determine the . Return information
paths for traffic to the floorplanner to refine
flows. the result.
. S.Yan et Use Rip- | * 3D core to layer . Floorplanning
B.Lin [95] 2008 | up and Reroute mapping included.
procedure for . 3D Floorplanning . Core to layer
routing flows and | Use the flow Ripup| mapping heuristic.
Router Merging and Rerouting to generate | Use power

(RRRM) to
optimize the
network topology.
. Minimize
Power
Consumption
under performance

the topology of the NoC
. Use the Router
Merging procedure to
optimize the generated
NoC.

constraints

Modeling for links and
routers using Orion

. Use 70 nm
technology.
. No real

implementation

5.2 3D NoC synthesis design Flow

We propose in this section to detail the differ@btNoC synthesis workflow cited in

the literature. In the work9p], the authors have presented a 3D NoC synthesisonatigy

which is summarized in the Taldel. In this methodology, we have 3 main input filéke

first one is the communication specification fil@iah is describing the coregraph application
(connection, bandwidth, latency ...). The seconelis called a Core specification file. In fact
authors choose to treat manually the problem oé ¢orlayer assignment. The floorplan of
each layer is also taken as the input of the Na@hggis problem. To take in consideration
the 3D technology specification, they used a timglt file including the maximum number

of allowed TSV across adjacent layers. In this wenke NoC synthesis problem is restricted

to the NoC topology synthesis and the switchesgphant.
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Area,power, delay
models of NoC
components

Design goals & Design
constraints parameters

7777777

3D floorplanning I| 3D NoC synthesis

Coregraph [

|

bandwidth |
core |

|

|

|

1. 3D custom NoC architecture
2. Floorplan of cores and switches

Figure 5.1. 3D Design flow

The obtained results were compared to mesh NpGldgy and presented a large
interconnect power reduction with an average of 28fb a latency reduction with an average
equal to 25%. To have a complete 3D NoC synthesislgm, it would be better to include
the problem of core to layer assignment and théblpno of floorplanning in the NoC
synthesis problem. With these initial manual congtioms this methodology can be classified
as a mixed one, including heuristic and determmaigorithms. This work is a generation of
a specific NoC with a coregraph transformationfact, we can summarize the basic steps of

the algorithm as presented in the next table.

Sweep NoC Parameters, such as
frequency

v

Iterate Number of switches for
topology synthesis

v

Determine core to switch connecitivity

v

Layer assignement of switches in 3D

v

Compute paths for different traffic flows

v

Perform placement of switches

v

If all constraints are met, store the design point

Figure 5.2. Algorithm Steps
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We present in the initial communication coretrap
e e o Each vertex is representing a core and each link is
fer? representing the communication between the cores.
Values on edges are the bandwidth values on pach

flow.
Figure 5.3. Communication graph with bandwidth
demands on the edge®¥]
Core to switch connectivity : Phase 1
@ 3 . Create a (PG) similar to the initial

iLayer | COMMunication graph, but the weight of the edges
: defined as h (connection between the core i and j
: hi,j = axbwi,j/max—bw +(1 —a) x min-lat/ lati, j

max—bw is the maximum bandwidth value over gll
flows, min—lat is the tightest latency constraint over
3 all flows andx is a weight parameter

-"""'J-""'-
- 1 LY

Partition 1 Partition 2 Partition 3 . Partition the coregraph PG into the number
of switches: cores in the same partition are comagc
to the same switch.
Figure 5.4. Partitioning Graph (PG) and the min-cu
partitions[ 97] . If for a particular core to switch assignment
there is no possible solution meeting the condsain
the coregraph will be scaled (SPG). We denote

max-wt by the maximum edge weight in PG by

B if (ui, u;) € PG&layer; = la
R i i —
o m lt(llli. Hj) c PG&[U_\(..‘I :;-’I](.T_\

Oxmax_wi v e e
T if(u;, u;) € PG & layer; =

0 otherwise

. Partitioning and switch to layer assignment
is applied on the SPG.

e Core to switch connectivity : Phase 2 :

. In this step cores can only be connected to
switches in the same layer.
. This phase can be used when a tight inter-

layer link restriction is in place or when the
technology restricts connection between adjacent
layers.

Figure 5.6. LPG for two layerg97]
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'&\@WW%

Figure 5.7. (left) D26_media communication, (midd) NoC architecture phase 1, (right) NoC Architectte
phase 2 97]

We present in Figure.7, the obtained results for the presented methogotdghe
work of S.Murali et al. The proposed workflow ispéipd on the media benchmarks. The
result of the first phase of the 3D NoC synthesmbl@m is presented in the figure of the
middle where switches can be only connected taswitches from the same layer. A second
phase of this work can be performed when the cdmmmecbetween switches from different

layers are allowed.

) L4 VL4 l II

”':l[> ,l[D ’f

V [/ 4
V' / /4

Q\QEQ Q0806

,/o

Figure 5.8. 3D NoC synthesis Design flow with GA,
(a) left, (b) right [88]

In [91] Jiang et al, proposed a workflow based on the Gemdgorithms for the
problem of the NoC synthesis. This solution is iitated in Figures.8.(a). This workflow
takes as input the communication parameters fileichwhdescribes the Coregraph
characteristics. The Floorplan and the core t@rlayapping is also taken as inputs. The
system analyzes the input data and automaticalptements the synthesis process in three
phases as we can see in Figugg(b). In fact, as cores and switches are alreadypedto the

different layers, the only aim of the first step this methodology is the core to switch
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connectivity. The core to switch connectivity ste@pplied for each layer separately. A core
can only be connected to a switch from the samerlayhe number of sub graphs will decide
about the number of switches, as cores in the garigion are connected to the same switch
[99]. In this work, authors applied Tarjan Algorithi®8] to find the strong connectivity sub-
graphs. They have then used the methodologiesmiegsan P9][96] to obtain the number of
switches and core to switch connectivity. The sdcstep of the algorithms which is the
switch to switch connectivity is based on Genetigohthms to find the NoC architecture
which is optimized for power consumption. Authofscaused the GA methods in the last
operation to define the optimized switch positiomkich minimizes the power length

consumption.

Vertical Link, NoC area, power
Core Specification giﬁzzzllﬁ?sy power and Timing and Timing
Models Models
Core

Communication 3-D NoC Topology Synthesis
Graph (CCG)

TSV Aware Multi-layer Floorplanning
integrated with Cluster Generation

‘ Communication Requirement ‘

Locate switches and Network
Interfaces on the 3D Floorplan

Power and Timing Aware
Path Allocation

TSV Macros Assignement

core

Application Specific 3-D Network-On-Chip

Figure 5.9. 3D NoC synthesis Design flow based #iaorplanning[ 92]

In [92] Zhong et al presented a sequential Design flowdlye the NoC synthesis
problem which is illustrated in Figur®9. As this problem is known to be NP hard, authors
divided it into 4 stages. In the first step whishthe initial partitioning they applied a
recursive min-cut bi-partitioning algorithm on Corommunication Graph taking in
consideration the input communication file and phgsical locations of the cores. They then
used a multi-layer floorplanning tool IARFP to ersua TSV Aware Multi-layer
Floorplanning and Clustering. In the second stedL.® based algorithm is proposed to place
switches and network interfaces on the 3-D floarpfawhite places. Authors used the min-

cut max-flow algorithm to assign the TSV in ordemntinimize the link power consumption.
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Objective & Design
Constraints Parameters

N

Input - 3D 4| Application-Specific . Detailed
Specification Floorplanning 3D NoC synthesis Design
3
\ /
\\ / -
e 3D NoC Power
3D NoC Architecture and Area
(with routers & links) Estimation

Figure 5.10. 3D NoC synthesis workflovgs]

We present in Figure 5.10, a 3D NoC synthesihaugtlogy proposed by S.Yan et al.
The core to layer mapping and the 3D floorplanrangtaken as an input of this solution. The
NoC topology is generated by using the Rip-up @andute procedure. This work proposes to
satisfy the coregraph edges following an increasirder. The floorplan of the chip is up-
dated after the generation of the NoC topology.

5.3 Tezzaron Technology methodology

With the actual shortage of industrial tools fob 3lesign, Tezzaron Company
provides a custom script based on the classicaeRiad Route encounter version 8.1. This

flow is presented in Figure11 . The basic functions of the 3DIC flow are:

* Pre-synthesis logic simulation

The user should verify the good functionality of Hesign at the HDL level. This step
is performed using Test bench models. The desigameuse the Modelsim tool to check the
good behavior of the design without taking in cdesation any timing constraint. This
verification is the first one of the set of verditons during the 3D design. It is applied before

the RTL synthesis operation.

* RTL/logic synthesis
The RTL (Register Transaction Level) synthesishis translation of the input RTL
description using the gate-level description. Thépouof this step is a generated Netlist
which does not only respect the functionality o thput design but it also satisfies the user
constraints (frequency, area...). The used cellbéngenerated Netlist are provided from the

user input library. The RTL synthesis step capé&dormed using different tools like Design
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Compiler from Synopsys and RTL compiler from Cadenthese tools generate several

output files: a Verilog gate-level Netlist, timimgnstraint files and reports.

» Post-synthesis logic simulation
In this second step of verification, the same Testch models already developed can
be used to test the functionality of the generatedlog Netlist. To perform this step, the

models of standard cells are generated by the Rfithssis tool.

» Standard cell placement and routing

The place and route step is the geometrical @#@diz of the generated Gate Netlist
which is also called Layout. The logic gates aiced following rows of equal high by the
standard cell design style. That is why, all trendard cells from the same library have the
same heights but with different widths. The conioecbetween the cells called also routing is
performed over the design since current procedi®s several metal layers. Placement and
routing can take in consideration the timing caaists already defined during the RTL
synthesis step. At the end of these two steps akewvetput files are generated by cadence
encounter place and route tool like the geometrscigietion (Layout) of the design with GDS
format. The generated SDF (Standard Delay Formagrgion is including the gate and the
interconnect delays.

Based on the presented operation, Tezzaon compeowdes a 3D IC flow by
changing some steps in the classical 2D IC desigthodlology (see Figurg11). The first
step of this workflow is to load the design. We tise libraries from ARM provided with
Tezzaron Design kit Table2. The pre-synthesis simulation represents the st of the
design which is performed using Modelsim. Once dlesign is verified, the step of RTL
synthesis is applied using RTL Compiler from Cadent/e use Tezzaron technology with
130 nm Global Foundries low power standard Librditye RTL synthesis needs basically 3
main input files which are the Hdl files, the libydiles and the user constraints file. Timing
constraints can be applied on the design to mepeaific frequency; these constraints should
be defined in the user constraint file. The outpiuthis step is a generated Verilog Netlist
which will be the input of the Place and Rout st€pis methodology proposes to use the

encounter tool from Cadence to make the Place autkRof the design. After the placement
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Figure 5.11. 3D-IC Automatic P&R using DBI and TSV

Table 5.2. ARM used in the Design Kit Tezzaron litary

scx2_csml3lp_Ivt_ff_1p65v_m40d

P/VIT = FF/1.65V/A0

ARM Standard-cells CORELIB

scx2_csml3lp_Ivt ss 1p35v_125¢

P/VIT = SS/1.35U1 2

LP-LVT :

scx2_csml3lp_Ivt tt 1p5v_25c

P/IVIT = TT/1.50V/25(

CSMO13LP_LVT_SC_2007qg2v]]

scx2_csml3lp_Ivt ff 1p32v_m40¢

P/VIT = FF/1.32VIA0

scx2_csml3lp_Ivt_ss_1p08v_125¢

P/VIT = SS/1.08\UC12

scx2_csml3lp_Ivt tt 1p2v_25c

PIVIT = TT/1.20V/25(

ff_1v65_cm40

P/VIT = FF/1.65V/-40C

ss_1v35 c125

P/VIT = SS/1.35V/125

C

ARM Standard-cells CORELIB

tt_1v50_c25

P/VIT = TT/1.50V/25C

LP : CSMO013LP_SC_2005q1vl

ff_1v32_cm40

P/VIT = FF/1.32V/-40C

ss_1v08 c125

P/VIT = SS/1.08V/125

C

tt_1v20_c25

P/VIT = TT/1.20V/25C
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operation and before the routing step, Tezzarongsegpadditional steps which are : creating
Bumps Array, assigning signals to Bumps and pregaBumps for routing. In fact, the user
should create an Array of Bumps by defining the bhemof rows and columns, the pitch

between the different Bumps and their format Figure.

. CreateBump Array
Bump Array
Name: |array_1

Bump Cell
Bump Cell: [BOI

Bump Matrix
* Full Matrix
Rows: |53
Columns: |53
Stagger Full
FPerimeter hatrix=
1

0
0
Create in Area
®1: [0 ®z: [86z.0
Drraw
Y1 jo.o we: |B&2.0
Bump Spacing
Bump Pitch
Harizontal: [5 -
H-pitch oy
vertical: [5 olels I
slelere:
e—s C
Edge Spacing Dx V-pitch|
D [210
Dv: [210
o Apply Cancel Help

Figure 5.12. Create Bumps Array
Once the Array of Bumps is created, the user shasign the signals to the different
Bumps. A vertical signal is affected to one BumpeTsame signal should be affected to
symmetric Bumps from the different layers. Whengnal is assigned to a Bump, its color
changes to blue, this step is illustrated in Figura.

‘= Assign/Unassign Signals ] Encounter® Digital Implementation Systam RTL-E0-GDSI 8.1 - /emp/ho| - | 1|
Signal List Design LCeil Dyvresis lerifion Cloorglan Mows- [lace Clock Rowle Iminy I verf Toc
0 S Jiriver Cell | Pr acafion fetlrr | lile Pin Loc o Q@ S Y a " I
L | - 1N | <o el I EEEEEEFER S e
Fitor_Inj2) c_inz PIC P ®=00 y=411.0 Th o % @ 1| B = = Tl =
Fiter_in[1] cInt BIC P xe00 y=3410 =% o W= Ly v
Flter_injn r_inn FIC P %=N y=r710 lanVew W W
CLK L_li_CLK FIC P &= 6.5 y=0.0 L
nCacT c_In_RZECT rc X-306.0 y-0.0 .
ADZ_ELay c_In_ACC_busy PIC P #3935 y=0.0 .
4DZ_Conueth  ‘hul) ] Hr =
. ! _ L
Al kr_rshnnl) (il Hump_e_7K =140 e S O
File_Oull7]  nul) [0} B.I7p_35_33 %=3333 W
Fiter Ouli]  fuly (il Bavp 29 32 £=131.2 N
Fiter_Ouls]  mul) ol D.mp_23_33 4-3233 §J Cuver Cull W
Fitar Ouffd]  fhul) (il Bmp_17_33 “-2333 3 W
Frter_tuls] i) (il H.mp_da_14 =335 W
Flte_ouz]  chiiy (i RIMP_79_19 x=137 7 g e 10 Cel o W
Fiter Ouil']  fuly (il Bavp 20 13 = O
) ceia ot W W
iter_Ouf0]  mul) (il D.mp_17_19 4-2133 .o
]
IoLribar of lo § grals 5
) i | Tlan ]
Assiyn 1o Tlos Bumps el cel
# r 3elect set eld Mg [
r Createn vrgar oty L)1 0o connect
Clasect ) Densiy vap B

SAL AL WAe WTh
Wire Vidth set

Aszsign Lressign Cere L = a

Figure 5.13. Signal to Bumps assignment
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The main contribution of 3D Tezzaon methodologyhis modification of the Bumps
to enable their routing. In fact this company pd®s automatic scripts which add pins under
the Bumps. We can see the added pins in red iRithees5.14. Thanks to this modification,
Cadence tool can perform the routing of all thenalg taking in consideration the vertical

interconnections.

Figure 5.14. Create pins under Bumps Tezzaron tecblogy

The presented 3D Tezzaron workflow should be appbn the two layers of the
design. The whole 3D design is created during tiek@ging step. This solution is relatively
easy to integrate especially with people who anglfar with the classical 2D IC design. The

main challenge of this solution is the cost of gesand verification time.

5.4 3D NoC Synthesis with GA

We propose in this work to solve the problem of RDC synthesis with a whole
parallel algorithm using the Evolutionary Genetitlgérithm. We believe that dividing the
problems and especially treat them separately aqdentially can affect the final result. We
propose in this work to solve the problem of theectwr layer mapping, floorplanning and

NoC topology at the same time.

e Our 3D NoC synthesis workflow

We present in Figure.15 our proposed 3D NoC synthesis methodology. I, the
coregraph, the Tezzaron technology, the routeafibend the user constraints represent the
input of our workflow. We apply at the first timbe synthesis, the place and route using the
2D Tezzaron technology. Thanks to this step welhzaue an accurate idea about the area of
each core, memory and the library routers. Thiermhtion represents the input of our 3D
NoC synthesis problem. In fact we propose in th@kwto solve the complete 3D NoC
synthesis problem without dividing it into sub-preins. We propose to solve the problem of
core to layer mapping, the NoC synthesis and thaplanning using a MOEA. We choose to
describe our 3D NoC synthesis problem using ModeRRRIER tool.
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User

Tezzaron Library Coregraph constraints

\\

Parallel 2D IC components
implementation: synthesis,
place and route

Library of routers

Library of routers
with Area
information

Coregraph with
area information

Constrained 3D NoC synthesis

MOGA
ModeFRONTIER
/ \
3D core to layer :
mapping 3D floorplanning NoC topology
Output Results
~a N

Real 3D Implementation
Cadence tool

Figure 5.15. Our 3D NoC synthesis workflow

* Our GA problem modeling

We propose to describe the 3D NoC synthesis pmohising the GA methodology.
We use the modeFRONTIER tool to describe the genanttto solve it. Our 3D NoC

synthesis problem is a multi objective project withltiple constraints.

* Input File Constraints

For each individual, a NoC topology is generatemhks to the presented parameters.
In fact, we connect each master and each memaope¢arandom router, which is described
by the variable Router. The different connectionsvben the routers are represented by the
vector RouterVector relative to each router. We sedim affect input constraints to generate
NoC topologies with routers from the library. A $dale individual or ID must respect the
input and the output constraints. To avoid topaeguvith circular paths we use the input
constraint C1. With this constraint a router camehan output port to a router with a higher
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index. We accept NoC topologies using routers fitben library; in our case we have 64
possible router configurations from 1x2 router &8 8outer. This constraint is described by
the constraint C2.

. C1l: RouterVector]i][j] is equal to O i&j, a router can have an output link only to a
router with higher index
. C2 : The number of the Input ports and the Oufputs should be less than the

maximum value defined in the switch library.

e Qutput File Constraints

. In order to help the GA algorithm to find the fedes solutions, we define a set
of output constraints C3-C6.:

. C3: The ERROR_path error must be equal to O otlsertfie generated NoC topology
does not have a path for some demands in the eqlegr

. C4: The ERROR_BP error must be equal to 0 otherwiséhe generated NoC
topology there is a switch which is not respectimgbandwidth constraint.

. C5: The ERROR_overlapping error must be equal totlerwise in the actual
floorplan there is some overlaps between cores.

. C6: ERROR_Ratio, We define the value of the aspd of our chip which is a ratio
between the width and the high of the chip.

We present in Table.3, the decxision variables of our ModeFRONTIER pcojéor
each core and memory, we define the variables XgfA X and Y are the coordinates of the
lower left corner of the core while Z is the numbéthe layer which can be in our case 0 or
1. The constants Width and High are respectivedwitdth and the high of the core when it is
placed and routed in 2D. Each core must be conméotenly one router; the index of this
router is affected to the variable Router. We detime maximum value of used routers in our
NoC synthesis problem. For each router we defineséimee X,Y and Z variables. The NoC
topology is defined using the RouterVector which isinary variable ; if there is a connection

between router i and router i+1 RouterVector]]j is equal to 1, 0 otherwise.

Table 5.3. MOEA Project parameters

Core
X (um) The abscise of the lower left corner of tloee Variable : [0 .. MaxX ] with a step of 5(
Y (um) The coordinate of the lower left corner k1 Variable : [0 .. MaxY ] with a step of 50
core
z The choice of the layer Variable : [0..1] Zawn tech we have P
layers
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Width (um) | The width of the core after a place aodte in| Constant
2D
High(um) The high of the core after a place andwte in| Constant
2D
Router Each core is connected to only one router Variable : [0...MaxRout]
Router
X (um) The abscisse of the lower left corner of fhéariable : [0 .. MaxX ] with a step of 50
router
Y (um) The coordinate of the lower left corner bk{ Variable : [0 .. MaxY ] with a step of 50
router
4 The choice of the layer Variable : [0..1] Zamn tech we have 2
layers
Width (um) | The width of the core after a place aodte in| Constant
2D (Tezzaron library)
High(um) The high of the core after a place andwte in| Constant
2D (Tezzaron library)
RouterVector| This variable is a binary vector ditseg the | Variable : [0..2"]
connection between the routers.
RouterVector i][j] is 1 if there is a link from the
router i to the router j, O otherwise.
Rq: to simplify the explication we will call j &
descendant of i if RouterVector[i][j] is equal to
1

Objective functions

We propose in this methodology to solve a muljeotive function. In fact, we

propose to generate a NoC topology which is opeuhifor chip area and NoC diameter.

Obijectives and Constraints Computation

Chip Area : The Chip area is one objective of Ma€ synthesis to be Minimized

Diameter: The Diameter of the NoC is the seconéaihje to be minimized.

ERROR path:.
Algorithm 1 : ERROR_path computation
1. ERROR_path=0
2. For each e(orig,dest) in Edges
3. do
4. E={}
5. Routorig=e.orig
6. Routdest=e.dest
7. For iin Routorig+1 ..Maxrout
8. do
9. if RouterVector[Routorig][i]==1
10. Then
11. E=B{i}
12. end if
13. end for
14. Level=0
15. While (Routdes# E & E!=F)
16. do
17. F=E
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18. ForiinE

19. do

20. For jin i+1..Maxrout

21. do

22. if ( RouterVector[i][j]==1 &j¢ E)
23. Then

24, ExEj}

25. Level=level+1

26. end if

27. end for

28. end for

29. end while

30.

31. if Routdes¥ E

32. ERROR_path= ERROR_path+1
33. else

34. path[e]=1

35. end if

36. end for

The goal of theError_path constraint is to satisfy the required NoC topologye
present in algorithm 1 the different steps of thligorithm. With this constraint we can only
verify the geometrical aspect of the NoC topologithaut taking in consideration the
bandwidth constraints. The first step of the aldpons is to make an initialization to the
Error_path variable to 0. For each edgeceEdges which is the set of the demands in the
coregraph, we define the Routorig and the Routdbsth are respectively the routers of the
master and the slave of the edge e (see lines By&)Xefine the set of routers E containing
the routers which are connected to the Routorig [[ges 7-13). The set of routers E includes
all the descendants of the router Routorig and th&h descendants ( see lines 15-28) . The
loop while will be stopped when the set E doesamainge any more or the router Routdest
E. In the last step of the algorithm we verify lifet Routdest appears in the descendants
otherwise theError_path constraint will be incremented. When there is thdar all the
edges of the coregraph, this constraint has theevediual to O if there is no path for any edge

the value of the constraint will be equal to thatoumber of edges.

ERROR BP :

To guide the MOEA, we separate the geometricale@sgprom the bandwidth
limitation. In fact, we can have a path ensuring ¢dbmmunication between the origin and the
destination of a specific demand in the coregréyoib this path cannot respect this demand’s
bandwidth. We need to verify when there is a carpath for a demand if this path can
respect the bandwidth constraint. We can then odeclthat the ERROR_BP is directly
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affected by the ERROR_path. If the ERROR_path isaktp 100%, which means that O path
is found in the actual NoC topology, the ERROR_BRequal to 0. The ERROR_BP is a
guotient between the existing path in the NoC respg the Bandwidth and those not

respecting it.

Algorithm 2 : ERROR_BP computation

©CoNNMNOOTAWNE

ERROR_BP=0
For each e(orig,dest) in Edges
do
if path[e]=1
Then
Descendant[level]= set of the descendant routetisealast level defined in Algorithm 1 line

Descendant[level-1]= set of the descendant rouatetise level-1

While (level# 0 & Affect[level-1]=1)
do
For ri in Descendant[level-1]
Do
For rj in Descendant[level]
Do
If ( capacity Link_ri_rp> e.BP && Affect[level-1}£1 )
then
Affect[level-1]=1
capacity Link_ri_rj = capacity Link_ri_rj-BP
end if
End for
End for
Level=level-1
End while

If (level }£ 0 or Affect[l]£1 (I<level) )
Then

ERROR_BP= ERROR_BP+1
End if
End if
End for

ERROR overlapping :

We propose to solve the floorplanning step sinmgtausly. In fact the generation of

the coordinates of all the cores are done at thee seme thanks to the variables (X,Y,Z). That

is why we can have an overlapping situation. A ifdassolution is the one with a value of

Error_overlapping equal to zero. The Error_overiagmonstraint is equal to the ratio of the

overlapped area dividing the total area of the ore

Overlapped area * 100

Erro_overlapping =
- pping total cores area
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ERROR ratio :

In order to determine the aspect ratio of our chip propose to use the Error_ratio
constraint. Thanks to this constraint we avoid teeha big difference between the width and
the high of our chip.

Min(chipwidth, chiphigh)

Minvalue < ERROR — ratio = < Maxval
mvatue = "M = Max(chipwidth, chiphigh) — | HHe

5.5 Performance Evaluation Results
5.5.1 Case Study

With the shortage of information about the différehoices when using the Genetic
Algorithms, we propose as a first step of our expental work, to perform a study of the
different properties of the whole design. We usthia work the GA algorithms proposed by
ModeFRONTIER. We choose to test our 3D NoC synthestthodology on the coregraph
presented in Figure.16. This coregraph is including 12 masters and 8eslawith 36

demands.

Figure 5.16. Coregraph 1 : 12 Masters 8 slaves

When we use the GA to solve an optimization prnobleve should choose different
options like: the initial population, the GA solyeéhe size of the population, the number of
generations... In this work we propose to solve theNdC synthesis problem based on 3D
Tezzaron technology using the MOEA methodology. thig, we present the different case

studies, detailed in Tabke4 , applied on our core graph.

. Initial Population: We explore different configurations from the ialtpopulation. In
our work we are using a Multi objective Evolutiopaalgorithm with input and output
constraints. We choose to test two initial popatet: Constraint Satisfactory Problem CSP

and Sobol. CSP is an initial population where ontlividuals which are respecting the initial
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constraints are accepted. The use of Sobol ing@ulation can guarantee an uniform
distribution for each variable, individuals withtial violated constraints are not accepted.

. Population size: We use different population sizes to study thdfeats on the
convergence of the algorithm.

. Constraints: We propose to change the limits of the acceptedtcaints, especially
for the area constraint.

. Constraints Priority: The different constraints of our problem are inggehdent. We
suppose that the GA solver should satisfy all thestraints at the same order of priority, we Wik
multiply the constraints by weighted values to defa specific order of resolution.

. GA: We will choose two different Genetic Algorithm gets which are NSGA-II and
MOGA-II. These two algorithms treat the constraipedblems differently, in fact the NSGA-Il uses
the non dominance concept to satisfy the consgraihile MOGA-II treats that by adding a penalty to
the fithess function when the ID is not respectihtpast one constraint.

. Number of Generations:We explore the number of generations for the dbfiecase studies.

Table 5.4. Case study different configurations

N ) Population . Constraints Number of
Initial Population ] Constraints o GA )
Size Priority Generations
CSP Area<100
Constraint Bandwidth<0 NSGA-
Case 1 ) 100 . No 500
Satisfactory Overlapping<0 Il
Problem Ports<8
Area<50
Bandwidth<0 NSGA-
Case 2 | Sobol 100 _ No 500
Overlapping<0 I
Ports<8
Area<60
Bandwidth<0
. Yes NSGA-
Case 3| Sobol 250 Overlapping<0 i 500
Ports<8
Ratio<0,75

Case 1 results

We use in case 1 the CSP as initial populatiohth®l Ids of this population satisfy the
input constraints which are the number of portshefrouters and the floorplan of the chip is
included in the defined area. The population s&equal to 100 Ids and the used GA is
NSGA II. We don’t define any order of priority bed#en the constraints of the problem.
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The evolution of the error path and area conssasrepresented in Figugel7 and Figure
5.18. Referring to these two curves, it is clear thed error path constraint was solved at
almost the 2800 Ids, which means during the geloaratumber 28, while the area constraint
is not respected. We consider that a constraintaly respected when the GA provides a
feasible solution for a time while. The path coaisir is maintained almost stable around the
value of 0, which means that there is no error pathe provided NoC. The evolution of the
area constraint seems to be stable around the v&ltid0% without reaching the objective
value which is 100%. This result is due to thetfpspulation choice. In fact, the input
constraints are basically related to the numbénh@input and output ports, which has a direct
effect on the NoC topology. We can conclude from thsult that the initial population was

not diverse enough to provide individuals with ateastraint favour.
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Figure 5.18. Case 1 : Area Constraint evolution

129



A.M’zah 3D MPSOC

Case 2 results

In case 2, we change the initial population bywgdhe Sobol algorithm proposed by
ModeFRONTIER. This one ensures a better spacehldison than a random generation. We
keep the other parameters unchanged like the piguisize and the number of generations.

The obtained results are presented in Figu®and Figures.20.
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Figure 5.20. Case 2 Error path constraint Evolutio

When we have changed the first population from @sBobol the area constraint is

satisfied but the path topology and the overlappng not satisfied (see Figusel9 and
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Figures5.20. Even though we are using NSGA-II algorithm, wanclude referring to this
experience that the tool ModeFRONTIER is using agited function with a sequential
treatment of the constraints. In this case, ModeRRIER tried to solve the overlapping
constraint before the path constraint but after enttan 55 thousand iterations both
constraints are not solved. The normalization of ¢tbestraints has a big effect on the
evolution and the selection of the Ids. This camfggion was not suitable to solve our 3D
NoC synthesis problem. There is a shortage in tefrmformation about the algorithms
behind the ModeFRONTIER tool to manage a constdaipeoblem. By our different
experiences, we can conclude that this tool treesdtisfy each constraint separately and

sequentially.

Case 3 results

After testing different configurations, we chodeeest the configuration presented in
case 3. In this one, the Sobol algorithm is usegketterate the initial population with a size of
250 IDs. We propose to guide the optimizer to sohesdifferent constraints with a specific
order. That is why we multiply them by different iglets. We remark that ModeFRONTIER
starts by solving the first constraint having a ¥atue from the objective. That is why we
multiply the path constraint by 1, the overlappaugpstraint by 0.3 and the min area constraint
by 0.5. Thanks to this choice the solver should $tya generating the NoC topology then the
Min area constraint to finish by solving the ovpping of the floorplan. We present the

obtained results in the Figuse1, Figures.22 and Figures.23
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Figure 5.21. Case 3 : Area constraint evolution

131



A.M’zah 3D MPSOC

Thanks to this configuration, all the constraiate satisfied. The feasible IDs are
illustrated by blue squares in Figueel. They are respecting all the input and output
constraints. Thanks to the use of the weightsPtith constraints is respected at an early stage
before the other constraints while the overlappingstraints takes the most important part

time to be satisfied.
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Figure 5.24. Our 3D NoC synthesis floorplan Solution

Figure 5.25. The optimized NoC topology

Thanks to our 3D DC synthesis methodology, we have sd the core to laye
mapping, the NoC topologand the floorplanning probler simultanecsly. We present in
Figures.25 and Figures.24 the illustration of these results. is exampleis a goo validation
of our 3D NoC synthesis nthodology. In fact, staring from a full rarm combination, th
solver has converged to aicceptable solution which iseating at thesame time and wit
interaction the different corraints of the problem in order to minimithe area of the ch
and the diameter of the Nc The generated Notopology whichis describing the differen
connections between the sters and e salves is respecting the initcore demands (s
Figure5.16) in term of conrzctions and bandwic. Even though the aual floorplan is no

optimized, we can see that: chip width and high are almptimal.
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5.6 Conclusion

The 3D NoC synthesis problem is the generatioa dioC topology optimized for a
specific application in order to optimize one or mobjective functions with respect to the
different constraints including the 3D IC desigraicdtteristics. We presented in this chapter
the state of the art of the 3D NoC synthesis madlogges using heuristic, mixed and
deterministic algorithms. In all the previous woiksd in order to reduce the mathematical
complexity, authors tried to solve this problem diyiding it in sub problems then solving
them sequentially and separately. The differenpssteke the core to layer mapping,
floorplanning, NoC topology and routing are knowm lbe NP-Hard that is why it is
impossible to find a deterministic methodology ¢dve any 3D NoC synthesis problem.

We proposed in this chapter a new 3D NoC synthesihodology based on the 3D
Tezzaron technique. The new idea of our work isdtve all the 3D NoC synthesis sub-
problems at the same time. That is why we usedV®&A in order to generate the NoC
topology and the floorplan of the different diegaific for each coregraph applications. We
performed a design space exploration to experirttentifferent parameters of our genetic
algorithm project in order to determine the suiabhoices: initial population, number of
generations... We tested our workflow methodologighwdifferent coregraphs. In our
knowledge, this work is the first proposition tdv@all the 3D NoC synthesis sub problems

at the same time.
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Chapter 6 : ASIC Design Methodology for 3D NoC
based 3D Heterogeneous Multiprocessor On Chip
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6 ASIC Design Methodology for 3D NoC based 3D Heteremous
Multiprocessor On Chip

6.1 3D Multiprocessor Architecture Homogenous

core tier (64 cores)

memory tier (SRAM)

single core layout single memory tile layout

Figure 6.1. Various layout views of the 3D-MAPS pcessorfig]

We present in this section a 3D MPSOC real implaaten realized by Heal et al
[48]. The objective of this work is to implement a 3D-MA3D Massively Parallel processor
with Stacked memory). The advantage of this desgio demonstrate the extremely large
memory bandwidth available when using vertical BEeiconnects. In order to fabricate the
3D-MAPS, the authors used the 3D Tezzaron Techgohdgch is based on 130nm process
provided with global Foundries. In this work, theed TSV are manufactured in Via-first
process and the chip is using two stacked dies avitite to face disposition. The thick of the
thinned die is equal to 12um while for the thickeothis value is equal to 765um. The
physical implementation results of this 3D MPSOCprgsented irTable 6.1. The global
Foundries 130nm represent the used process tegyndlbe size of the die architecture is
equal 5mrmA. The total vertical connections are equal to 4A®4h mean that about 90% of
the TSV are used to ensure the Power Ground cdonscEach core needs 116 F2F vertical
connections dedicated for the clock and the varggsals which is a total of 7424 over the
entire die. Figure.1 is the illustration of the 3D-Maps processor. Toetprint of the core is
equal to 560x560um. A layout of a single memowy 8l also shown: this one is composed of
4 memory banks of 1KB. The total memory capacityho$ processor is equal to 4KBx64
which is equal to 256KB. In this work, the authol®ose to create a layer for the cores and
another one for the memories. We have 64 coresitiléhe upper die and 64 memory tiles in
the other one. This design is run at the frequei@77MHz.
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Table 6.1. Physical Design Summary4g]

Process technology Global Foundries 130nm
Die size 5x5 mm
Core footprint 560x560um
Core-to-core pitch 570um
PG 3D connections/core 668
Total PG 3D connections 42,752
Data 3D connections/core 116
Total data 3D connections 7,424
TSVs/IO pad 204
Total IO TSVs 47,940
Dummy TSVs 6,540
Total maximum IR-drop 78mV
Maximum operating frequency 277MHz

The simulation results of the different optimiziklliticore benchmarks which were
applied on the hardware 3D-MAPS architecture aesqted in Table.2. This table presents
the memory bandwidth in gigabytes per second (GHE¥gpending on the behavior of the
application, the memory bandwidth can reach up3®& &B/s which is more important than
that of a modem Intel Core i7 procesd8i|

This work represents an interesting case studyaofeal 3D MPSOC design
implementation. In fact thanks to this work, thghbandwidth of the memory is proven to be
a principle reason to use the 3D IC design. Thihitecture is based on the mesh topology
which is a symmetric architecture linking the cotleanks to its short links. For this design,
the authors have used homogenous cores and tilnesnThis choice can avoid showing
other faced problems when we implement a gener&@®P architecture like the core to layer

mapping and floorplanning.

Table 6.2. Architectural Performance Metricsj8]

Benchmark Memory Bandwidth (GB/s)
String_search 8.9
Matrix_multiply 13.8

Median 63.8
Aes_encrypt 495

Motion estimation 24.1
Histogram 30.3

Edge detection 15.6
K-means 40.6

T. Thorolfsson et al have implemented #49][a 1024-point, memory-on-logic 3DIC
FFT processor for a synthetic aperture radar (SARis work was based on the MIT Lincoln
Labs’ manufacturing process which is using 3 tieedled A, B and C. The MPSOC
architecture is including 8PEs, one controller,rtthitwvo SRAMs and 8 ROMs. The

processing element is illustrated in Figére. This core is implementing the FFT Butterfly
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3D MPSOC

with four floating point multiplies and six addititsubtraction units. We can see that this

processor is

based on the Butterfly architectureckvis interesting to test with 3D IC design

due to its long links. The whole FFT SAR MPSOC dsgtture is presented in Figuse.
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Figure 6.2. The structure of the PE49]
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Figure 6.3. The SAR FFT processor architecture(9]

Figure 6.4 represents the complete 3D workflow used in thisrkw The 3D

floorplanning and partitioning are the first stepshis flow. To perform these operations, the

authors had

That is why;

the objective to get the memoriesae s possible to the processing elements.

they placed the memories with theteifaces in the middle tier, the obtained

result is illustrated in Figures.
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Figure 6.6.Schematic and layout view of 3D SoC Hs2 Application [51]

T.Zhang et al have presented #i][the 3D IC implementation of H.264 Application.
The illustration of this design is presented inufeg6.6. This design is including different
components with various properties respecting asgular topology. Authors choose to
divide this architecture into two logic tiers arfiede DRAM tiers as presented in Figére.
The size of the two logic tiers is equal to 2.5xffmwhile the DRAM tiers are
12.3x1.8mm. All the I/O pads are placed on the back surfdd@RAM tier. The partitioning
of this SoC is based on the power and on the dréfge dwo tiers. The authors choose to place
the UniCore-Il and H.264 encoder on Logic-1 as tbaysume high power and fit on a larger
area. All the remaining components including theADdRcontroller are placed on the other
tier. Thanks to this partitioning the hotter tisemplaced on the top of the chip which is suitable
to deal with the 3D thermal issues. Each layer ballsynthesized using Synopsys tool. The

implementation of this architecture is presenteHigures.6.

FEESEEEEEEEE
~

Figure 6.7. 3D DRAM stacking p1]
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The 3D IC chip has been fabricated using the GiBbandries 130nm low-power
process together with Tezzaron’s TSV bonding teldgy The total area of tier-1 is equal to
6.2mnf while it is about 7.3mffor tier-2. The frequency of the chip is equab@MHz .

6.2 3D Heterogeneous Multiprocessor architecture

Supporting heterogeneous stacking is considered asjor advantage to use 3D
integration. In fact, the different components loé &architecture can be fabricated separately.
The use of heterogeneous technologies for largededign can reduce the cost of the chip by
three times, this result was proven by Int&DJ]. The two principle cost reduction

methodologies are:

* Metal Layer Reduction : the use of the verticatinbnnection can reduce the number
of metal layers during the fabrication of the chip

» Heterogeneous Technology stacking: thanks to tlshrtique the noncritical
components can be mapped to a similar die whiahasufactured using older and

chipper process node.

In [101] Dong et al, have taken the OpenSPARC processarcase study to test the
cost of the 3D heterogeneous integration. The @Oivalent chip has an area size of 342
mnY* and fabricated with TI 65-nm process using 11 iegers. The SRAM cache is fitting
on about 50% of the chip area. That is why, authargee mapped the memory to one layer
while all the remaining components are affecteénother one. The estimation of the cost
design is presented in Figuss. We can see that the 3D integration is cheaper 2mawith

homogenous and heterogeneous techniques.

® Bonding cost

Layer 2 cost

B Layer | cost
m2-D cost

3-D Heterogenous
I lomog.m.ous (Memory+Core)

Normalized Price

Figure 6.8. The estimated cost of OpenSPARC : ttseparate core and memory fabrication reduces the
cost [101]
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In the L01] authors have presented two partitioning methoderder to reduce the
cost when using 3D stacking which are the coaraetdity partitioning and the Fine-
granularity. The first one, which is based on tepasation of the memory and the other
components into different dies, is already presente the Fine-granularity method, the
components are divided at the unit level. The &d@penSPARC T1 processor was divided
using this technique into two-layers. The authorgehi@sted two different methods. In the
first one called 90nm-90nm stacking, the two layars implemented using the 90nm
technology. Based on their cost model, the estonatf this implementation is equal to 125%
compared to the original 2D cost which is equal46$. In the second methodology called
90nm-130nm heterogeneous process technology, tiherauhave used the timing analysis
results to perform the partitioning step. In fabtianks to this information, it is possible to
define the sets of components which are not siduattethe critical path to move them into the
slower layer. With reference to the cost modelube of this technique can reduce the cost of
the chip to 121$ which is 82% of the classical 2mpC

Figure 6.9. cross section of the final package
(Courtesy of ST Microelectronics)[L02]

We present in Figure.9, the cross section of a real 3D heterogeneous mlegented
in [102]. This design is a set top box demonstrator dewsldpe complete workflow of 3D
implementation. The top layer is implemented usirth nm technology while the bottom one
is based on the 130nm. We can see clearly thereliite between the TSV properties; in fact
the pitch is equal to 50um for the 45nm technolapyle it is equal to 120um for the 130nm
library.
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6.3 3 Hardware Accelerator synthesis in 3D HeterogenesuMultiprocessor
architecture

Stacked Multiprocessor architecture is a promisipglication for 3D IC integration.
The high bandwidth and the low latency which ararabterizing such design are also behind
its high performance. The medical image processngne of the basic domains where we
need to transfer a huge amount of data with a pewyerful computation and in real time.
Some works have treated this application.163] Cong et al have designed a 3D specific
processor based on FPGA accelerator and appliethemedical image processing. The

architecture of this 3D processor is illustrateérigure6.10.

Processor Core TSV bundles

oo o8

ey Pipeline (to FPGA)
i s i o flef v
Ly FPGA layer Arbiter
= N = K = Y Bl
E! & [}

ﬂ a TSVS ‘ Mem_o¢rv Unit

‘ L1 Cache Controller

b | ;
S ¥ CMP layer
Core8

(a) The overview of the 3D processor. (b) Interface.

Figure 6.10. 3D processor architecture CMP-FPGAJ03]

This proposed architecture is designed by stackimgogrammable layer on a CMP
layer. The connection between them is ensured ugiagTSVs. Authors have used the
medical imaging to apply the idea of domain-speditceleration, where many accelerators
are sharing the same set of applications. The rakeditaging needing high performance
computational techniques are the basic tool tooperfthe treatment of many medical
problems. This architecture based on FPGA accederatan improve the performance of

these computations.

6.4 Conclusion

One major advantage of 3D IC design is giving thessibility to integrate
heterogeneous technologies. In fact, the diffetemns of a stacked chip can be fabricated
separately. Depending on the cost and on the peafoce constraints, the designer defines the

appropriate technology for each layer.
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We presented in this chapter the state of thefareal 3D stacked processors. The
direct application of the heterogeneous technolsgyo map the processor and its cache
memory into different cores which can improve tbheess time and increase the bandwidth of
the design. A 3D MPSOC architecture can be usédeinmedical image processing where we

need to transfer a big amount of data in real time.
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Chapter 7 : Theoretical Complexity and Paralle]l EDA
for 3D
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7 Theoretical Comglexity and Parallel EDA for 3D
7.1 Parallel EDA: Hierarchical MPSOC based 64 PEs on FPGA

We propose in this :ctionto implement &hierarchical MPSOCesign based on ¢
PEs. This work is a multipliation of the elementary design based on asters and 16 slav

already presented in secti@i2. We propose to perform a paralielplementation of th

architecture on multi FPGplatform.

1

NIUto-OCP
interface
cP

NIO-
int

NIU-to-0CP
interface BRAM 4

BRAM 5

BRAM 6

BRAM 7

BRAM 8

BRAM 9

BRAM 10

BRAM 11

BRAM 12

BRAM 13

BRAM 14

7o emer s eve |

LR

_____________________________________________

...........................

High Level NoC

Figure 7.1 MPSOC architecture 64 PEs on Multi-FPGA platform Zebu-UF4
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We propose to design the MPSOC architecture wisigitesented in Figurg1. This
topology is basically composed of 4 elementary Ne@d a hierarchical central one. The
elementary MPSOC is based on a NoC with 16 masateisl6 slaves interconnected with a
Butterfly NoC (2Ary-4Fly). During the design of tharchitecture, we multiply this MPSOC
four times and we connect the separate NoCs thanksentral mesh NoC with four routers.
We add common shared memories to the central No@n$ure the connections between the
elementary NoCs and the central one, we shouldfgcare slave memory. In fact, instead of
the memory 15, we connect the NoC directly to thiet@al one. Thanks to this architecture,
all the processors can access their local memaridshe common memories situated at the
high level. The central NoC has a major role touemghe synchronization between the 64

processors.

We present in Figure 7.2, our EDA workflow to ilement this architecture. In fact
the design of the different NoCs can be perfornmeplarallel. Even though the NoC topology
is the same, we can choose different properties aibns for each NoC. This step is
performed simultaneously. Using Xilinx tools (ISEPK), we can design the elementary
MPSOCs using the IPs presented in Table 7.2. Quhe hierarchical MPSOC design step,
the complete architecture is created.

We apply the same implementation workflow alreptBsented in Figurg2. The Eve
company tool zCui offers the possibility to run ailtithread synthesis place and route.
Thanks to this option, we perform a parallel sysibe place and route design. The
implementation of this architecture is realizedtba platform emulation Zebu-UF4 which is
including five FPGAs board Virtex-4 LX-200 (see Tab.8). Our MPSOC architecture fits
on five FPGAs, this result is illustrated in Talla. We use zCcui compiler which is a
software tool of EVE Company, to make the synthdbis placement and the routing on the
different FPGAs. We can choose in the zCui compiler clustering options: manual or
automatic. In our case, we use the full automadtistering, that is why this tool will share the
Netlist between FPGAs with equal rates which issiitated by the synthesis results in Table
7.1 . We use more than 66% of Slices in all the FPGResources in term of memories are
also used with a percentage of 66% for 4 FPGAs5&d for the fifth one. Partitioning is a
critical step when the tool is faced to cluster Nuatlist of an asymmetric component like the

Butterfly topology.
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The Butterfly based NoC is a suitable case stumytest the efficiency of the
partitioning algorithms used in the industrial ®oln fact it is difficult to find a method to
cluster this architecture. We have experimenteslithour lab during the implementation of a
64PEs NoC with a Butterfly topology.

Parallel NoC Design with Arteris NoC Solutions

NoC 1 Design NoC 2 Design NoC 3 Design NoC 4 Design

T T
Parallel Elemeintary MPSOC conceptioniwith Xilinx tools

A 4 A 4

MPSOC1 MPSOC2 MPSOC3 MPSOC4
16PEx15memorie 16PEx15memories 16PEx15memories 16PEx15memorie
s Design Design Design s Design

Hirearghical
MPSOC design
64

PEsx64memories
T
|

v

Parallel Multi Thread : Synthesis,partitionning, place and route
ISE-EDK(Xilinx),zCui (Eve tool)

Figure 7.2. Parallel workflow EDA MPSOC implementdion on FPGA

Table 7.1. Resources utilization

FPGAs Slices RAM
FPGA1 66% 66%
FPGA2 67% 66%
FPGA3 65% 66%
FPGA4 62% 66%
FPGA5 7% 55%

Table 7.2. 64PE MPSOC Used IPs

IP Name Version From
Microblaze 7.00.b Xilinx
Imb_v10 1.00a Xilinx
Imb_bram_if cntlr 2.10.a Xilinx
bram_block 1.00.a Xilinx
opb_v20 1.10.c Xilinx
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opb_timer 1.00.b Xilinx

fsl_v20 2.11.a Xilinx
fsl2ocp _data 1.00.a ENSTA
ocp_bram 2.00.a ENSTA

We propose to compare our hierarchical architeotith an MPSOC based on 64 PEs
with a single Butterfly NoC. In fact, Hamwi and Harami have designed an MPSOC
architecture with 64 processors, 64 memories aceh&ral Butterfly NoC with five stages of
routers [L04]. This work is exactly using the same basic IP# the use in our design and
which are presented in Table 7.2. The authors dasgned a network on chip with 3 stages,
in each one there are sixteen routers with a deggyeal to four. This Netlist is a big challenge
to test the efficiency of the EDA tools; in factc&n not fit on a single FPGA. This work is
using the same workflow that we use to implemenidigggn on FPGA. The implementation
of this 64 MPSOC architecture is performed on thartd Zebu-UF4.

We can compare the implementation results of lkigns, the MPSOC design
presented in104] needs 323% of the available BRAM of an FPGA \MirteLX200 which is
almost the same value needed for our 64 PEs deBmgnnumber of slices used in our design
is equal to 337% of the slices available in a €ngPGA wile the compared work needs
207%. This difference in term of number of slicegslue to the fact that we are using 4 basic
NoCs and a hierarchical one which includes 132emsufor each request and response part
while in the single big NoC used in the other wawd find 48 routers in both NoC sides. The
degree of all the used routers in our work is eqoidavo while this value is equal to four in
the work presented if104] which means that the size of our routers is senalian the ones
used in their design. Our work is based on the eleary 16x16 MPSOC architecture that is
why the partition of this design was relatively ya@e®mpared to the MPSOC with a single
NoC with 64 nodes. That is why we have almost aridd distribution of the design on all
the FPGAs which is not the case of the other wadnkne we can have an FPGA with 91% of
used slices and another one with only 31% TalsleThe used EDA tools take an important
time to perform the partitioning of the designs buvas clear that partitioning the design

with one big asymmetric Netlist was a real chaleeng

Table 7.3. Resource utilization of the MPSOC baseg4 PEs NoCL04]

FPGAs Slices RAM
FPGA1 32% 95%
FPGA?2 91% 38%
FPGA3 44% 95%
FPGA4 40% 959%
FPGA5 0 0

149



A.M’zah 3D MPSOC

7.2 3D Theoretical Complexity from return of experien@
7.2.1 Core to layer mapping

We propose in this section to evaluate the cofayter mapping complexity. This step
is usually performed manually by the user. In our ISBC synthesis methodology already
presented in the paragraph 5.4, we propose t@ gbils sub problem using the MOEA. We
propose to have a number of cores equal to N tmdygped into k layers, the complexity of
this step is equal ta'k In our case, we use the 3D Tezzaron methodolehigh is a Face to
Face technology using 2 layers. The complexity a@oee to layer mapping operation of a

coregraph including N cores is equal tb 2

7.2.2 Floorplanning

We can define the floorplanning step by fixing thifferent positions of the cores in
the chip area. We propose that we define a maximmahes Xn,.x and Ynax Which are
respectively the maximum values of the horizontal gertical coordinates (X,Y) of the core.
X and Y are the coordinates of the upper left cooidhe core which are two integers in the
margins [0,X] and [0,Y].The complexity of the flg@anning of a coregraph with N cores is
equal to (faxYma)" . In our case, the core can take any positiorhéahip area which
means that it is possible to have an overlap betvadggerent cores. A floorplanning of the
cores which is taking in consideration the alrepticed cores is not any more simultaneous.
In the case of a sequential floorplanning, new f@mwis appear like the order of the core
treatment which can affect the final result. We useur 3D NoC synthesis problem the
Error_overlapping constraint to guide the EvoluéionAlgorithm toward feasible solutions

avoiding the superposition between the cores.

7.2.3 NoC topology

In order to generate the NoC topology which igpeeting all the demands of the
coregraph, we propose to define a set of routelsxiad from O to N-1 where N is the number
of cores in the coregraph. A core can be connectexhy router but a router i can only be
connected to router with a higher index. The comipleof the NoC topology generation is

equal to N!, the complexity of all the NoC topologgneration is equal (N)

7.2.4 NoC floorplanning

We propose in our 3D NoC topology to generateNb€ floorplan at the same time
of the topology generation. The positions of thatecs are generated for all the set of used or
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not used switches. Which means that the complefithis step is equal (XY ma)™ Where

Xmax and Ymax are the coordinates of the upperdefner of the router and N is the
maximum of the used routers which is equal to thmalmer of cores in the coregraph. In our
methodology, even though the floorplan is generédeall the routers only the used ones in
the NoC topology are taken in consideration. Thgwturesult is only representing the used

routers.

We choose in our methodology to solve all the 3BDCNsynthesis sub problems

simultaneously. That is why the complexity of owriflow is equal to
2V KXY max)™ - (NDN . KinaXY max) = 2V . KimasXY max) ™ . (NN

We can see that the mathematical complexity of3aluNoC synthesis is exponential.
It is known that the 3D NoC synthesis problem isié&rd. That is why; it is not possible to
solve it with deterministic algorithms. The comptgxof the 3D NoC synthesis problem
represents our major motivation to use the MOEA(isa 5.4) in order to solve it. In this
work, we choose to solve the 3D NoC synthesis prabhs a complete system without
dividing it into sub problems. Dividing the 3D Na&gnthesis problem is an efficient method

to reduce its complexity, but it can have a meduingffect on the final results.

7.3 Parallel EDA for 3D IC implementation

We propose in this section to perform a parall8EXo the 3DIC Tezzaron workflow.
In fact the 3D Tezzaron technology is based orugeof automatic scripts to perform the 3D
IC implementation. The basic steps of this workflake: the synthesis, the floorplanning, the
placement, the Bumps creation and the routing ofstpeals. We basically use the Velocity
tool from cadence to perform these steps. In otdexvaluate the compatibility of this tool
with the 3D Tezzaron technology, we propose toqearfan exploration to the different
options of the tool during the placement and théimgs steps. We propose to explore all the
combinations related to congestion, the timing redpower driven placement, the different

options of these parameters are presented in 7able

Table 7.4. Options of FILTER DSE

IN1 CongEffort (Medium, High, Low)
IN2 TimingDriven(0,1)

IN3 PowerDriven(0,1)

IN4 Frequency
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The variables presented in the previous tableesgmt the different options for the
placement operation. The variable IN1 can have skipte values: Medium, High and low.
This option decides if the tool takes in consideratthe congestion effort during the
placement step. The variables IN2 can have theev@lwr 1. When this value is true the
velocity tool performs a timing driven placement lehthe value zero means that the
placement operation is independent from the tincimigstraint. If we want to perform a power

driving placement, the value IN3 should be equdl dtherwise. The last value which is IN4

defines the frequency constraint value.

IN4 Freqt{ency Tezzaron HDL Design
constraint Library
— SV
RTL Synthesis :
RTL compiler
/ \

Netlist : Verilog

Timing constraint

file

\ 4

O

v

Variable 1: IN1

Variable 2 : IN2 n

Variable 3 : IN3 n
|

Automatic script : change the options of place and route tool:

setPlaceMode -congEffort $IN1
setPlaceMode -timingDriven $IN2
setPlaceMode -powerDriven $IN3

_¥

IDs depends on the

The number of parallel Perform paralellel 3D IC design implementation

Encounter Velocity

number of licences

Output Results generation

\

3D MPSOC

No

A

Constraint met?

Yes

Exit

Figure 7.3. 3D IC parallel and automatic workflow

We propose to create an automatic workflow usingsiB scripts, to modify
automatically the input files of the 3D IC implentation. We present in Figurg3, our
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parallel EDA workflow. In fact, we automatically mify the input constraint file before the
RTL-synthesis step. This modification is ensureahits to the variable IN4. For each fixed
frequency we generate the corresponding Netlisthvhiill be the input of the place and route
step. We define all the possible combinations efitiput variables in an input file and we
develop automatic scripts to read the value olvtreables then to modify the 3DIC Tezzaron
script. For a fixed frequency value we have 12 fibssonfigurations. For each configuration
also called ID we implement the whole 3D IC script perform the place and route
operations. These different implementations are iruparallel, providing different GDS
output results. The fact that the RTL synthesis ioies a Netlist which is satisfying the
timing constraint does not guarantee that the pdackroute steps can be performed with the
same constraints. That is why, a step of constaigtification should be performed after
each 3D IC place and route. When there is a canstrmlation, the input constraints should

be relaxed. The illustration of this parallel 3Dfl6w is represented in Figures.

7.4 Parallel EDA for 3D : Case study

We propose in this section to perform the desigtspexploration of the options used by
Encounter tool to place the Filter design provideth Tezzaron Design kit. We perform all
the possible combinations of the 3 first inputshwiixed frequencies. These options are
affecting the step of the placement of the desidter each combination we take the value of
the density, the power and the WNS (Worst NegaBleck). The WNS is the difference
between the critical path of the design and thégdewrhich is the inverse of the frequency.

The result of the 3D implementation of the Filepresented in Figure4.

Figure 7.4. The placed and routed Filter with 3D €zzaron Technology
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We llustrate in Figurer.s, the obtained results of our exploration. We pegpto
evaluate the WNS value, the density of the chip itsmdteady power estimation. We explore
the twelve configurations presented in Table We define in the user constraint file, the
objective frequency of the design but after the@land route the velocity tool gives the value
of the WNS which gives a better idea about the reathed frequency. That is why when the
WNS is positive it means that the frequency coirgtia met which is not the case when this
value is negative. From the curve of the WNS weamanrclude the optimized frequency of the

design.
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Figure 7.5.. WNS (ps), Density (%) and power (mwfpr the different combinations of the DSE
(Freq=100MH2)
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We can see that the smallest worst negative staftk the ID 1 which means that we
got the worst frequency with this configurationwé look to the configuration of ID 1, we
have a low congestion effort, the value of the migndriven option is O while the power driven
option is activated. The activation of the poweawein option ensures the power optimization
of the design, but there is a small difference leetwthese values even though we change the
other parameters. We can conclude that the worst @@ power consumption is the ID
number O: this configuration is almost the bestionerm of frequency but it is also the worst
one in term of power consumption. When the 3 otiare activated, which means that we
use the High congestion effort with timing and poaeare placement (configuration 11), the

output result is almost the average in term ofdeetpy, density and power.

Table 7.5.Different ID (L: Low, H: High, M: Medium )

I|T|T|T|Z 2R 2| ||| |8
|klolo|r|~|o|o|r|r|olo|g

Z
R O|FP|IO|IFRIOIFRIOIFP|IO|IF|IO|w

e =]
EiB|o|o|~jo|o|s|winv—|o|o

7.5 Conclusion

With the increase of the number of cores in theesamp which is following an
exponential curve, the graphical use of the EDAst@an not be any more possible. That is
why we proposed in this chapter to present ourraatc and parallel used methodologies. In
fact, starting from a first MPSOC designed withcbBes and 16 memories; we have designed
an hierarchical architecture with 64PEs and 64 masoiThe basic design was multiplied
four times and a central high level NoC was desigoeensure the different interconnections.
The design of the sub-architectures was performepdrately but the steps of synthesis, place

and route were performed at the same time usingthigthread option.

We use in this work, the 3D Tezzaron methodologgedaon cadence tools. We
presented in this chapter an automatic exploratiothe different options of these tools in
order to define the optimized design configuratievtsich improves the performance and
minimizes the cost.
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Chapter 8 : 3IC Design and Modelling Case of Tezzaron
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8 3IC Design and Modelling Case of Tezzaron

With the shortage of information and examples adl 13D IC implementation, we
propose in this chapter to implement an MPSOC techire using the 3D IC Tezzaron
technology. The goal of this work is to experimém different steps of the 3D workflow
methodology proposed by Tezzaron in order to chabge appropriate NoC synthesis

technique.

8.1 MPSOC basic components

We present in this chapter the 3D IC implementatd two MPSOC architectures
based on Mesh and Butterfly NoCs. We present s ghction the main components needed

to design these architectures

8.1.1 Processor

We choose in this work to use the OpenFire praseas a software core for our
designs. This one has almost the same architeatitbe Microblaze processor from EDK
(Xilinx)[ 105] but the OpenFire processor is provided as an opaumrce and can be
downloaded from opencores.org website with the logrianguage. The architecture of this
processor is presented in Figwe. In fact, the top level entity of this process@nche
connected to other components thanks to 8 FSL mpstes (output) and 8 FSL slave ports
(input). The FSL (Fast Simplex Link) interface daaconnected to an FSL bus which allows
a simple point to point connection. The communaratwith the processor can be also
performed thanks to the OPB (On chip Peripheral) Pasts. The first port, called I0PB, is
dedicated to perform the read operation from trstruction memory while the DOPB port
allows the read/write from the OpenFire’s data mgmdhe CPU core, the local data
memory and instruction memory and the two OPB poatstroller represent the main units
inside the top level entity. The CPU module usdkrae stage pipeline based on the fetch,
decode and execute blocks. The pipeline contrtiésresponsible to stall the pipeline when
multi-cycle instructions are executed. The impleragoh of all the internal programs is
performed thanks to the register files. This compomaterfaces with the other units in the

CPU in order to perform the data routing operation.

8.1.2 Fast Simplex Link (FSL) Bus

The Fast Simplex Link (FSL) bus is a basic momedional bus ensuring a point to

point based FIFO communication. FSL can performast Eommunication between any two
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design elements having the suitable FSL interfaaeis the case of the Openfire Processor.
Thanks to its 8 FSL ports, this processor can be&ected to 8 different components which
increases its bandwidth. The depth of the FIFOreanh 8K. This bus can support both FIFO
modes: synchronous and asynchronous which givdasigner the freedom to affect different

clock domains to the different sides (master aadeyl

8 FSL master
ports
suod

oAels 1S4 8

Instruction OPB

l[e}
Data OPB I/0)

Openfire Top

Instruction and
Data memory

CPU

Pipeline

Control Execute

I0PB

Fetch Compare Register File

Register
Decode ALU File SRAM DOPB

Figure 8.1. Openfire processor architecture

8.1.3 3D Router

3D router architecture which is illustratedrigure 8.2 and Figure 8.3 comprises four
neighbouring ports, one vertical port for the castiom to another tier and one local port to
the processor through network interface unit. Baplt/output port has 35 bits data flits and
2 bits control signals for packet transfer betweeaters. Handshake protocol is used for
router to router communication and router to nekwioterface communication. Each input
port has one buffer built using 16 words FIFO badeal port RAM architecture to support a
maximum of 16 data blocks transfer. As XY routirgy deadlock free and we do not
implement priority packets transfer, virtual chaningplementation is not necessary. We use
round robin arbitration for output port selectiohem there is more than one input requesting
the same output route. Wormhole switching is useg#acket transfer in the NoC because it
does not require large buffer and has lower lateRoy the routing, deterministic coordinate
based routing is implemented using XYZ coordinatere each packet will travel first in the

X direction followed by Y direction and finally thugh Z direction (vertical) to the other die.

The network interface architecture as shown in &g, connects the router to the processor

through two FIFO ports. Based on data address antber of words sent by the processor
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through one of the FIFO port, the network interfack access the processors data memory to
process data blocks through DMA. Each network fate&r unit connects a router to a
processor through 2 FSL ports (FIFO) of the Openfitocessor; the first one is a master FSL
for writing data to be transferred through the Not@ the other one is a slave FSL for reading
synchronization flags sent by other processors. sinehronization FIFO has 16 words (one
word per processor) with 5 bits data width eacher&hs one 11 bits counter in the network
interface unit for measuring packets travel timifige timing information is included in the
head flit attached to the packets when enteringhét@ork and is processed when the packets

arrive at the destination network interface.

Vertical port

—H >
Handshake «7:[ FIFO control, routing logle, arbitration, control flow ‘J:’f Handshake

| FIFO 16 i H
Flitin g Flit out

input buffered port,
single channel

output port

North port

East port

South port

West port

L U

Local port

Figure 8.2. 3D Router architecture
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Figure 8.3. Network interface architecture
8.2 Architecture 1 : MPSOC1 based on mesh topology

In order to explore the complete 3D IC workflowe wropose to design a basic 3D
architecture based on the Mesh topology. This desi@l6 PEs MPSOC architecture fitting
on two face to face layers which is illustratedrigure 8.4. Thanks to the symmetry of the
design the partitioning of the different cores igi@al task. In fact, we group each core with
its local memories, a Network Interface Unit (Nl&ahd a router into an independent tile. We

present in Figura.5 a detailed architecture of a tile. In each layex,place 8 tiles following
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mesh topology architecture. A processor can comecatmiwith the different processors from
the same layer or from the opposite one thank$@o3D router. The different routers are
connected creating a 3D Mesh NoC ensuring thetdatafer between all the PEs included in
the 3D design. The routing of the different packsetperformed in the router who decides to
send it to the horizontal PE neighbours via thend & ports or to the opposite processor in

the other tier thanks to the port Z.

bottom tier = = = =

e
|l
|l

Figure 8.4. Architecture 1: MPSOC based on Mesh tmlogy

| | 1

sg 5=

ER 38
network interface
ite

v

Figure 8.5. Tile Block Diagram

Synchronization between processors is ensured Us8ig linked to the NoC. Processors
communicate together through their data memorierdcessor will synchronize before

accessing its data memory by waiting for a tag worids FSL sent by the writer processor.
This is a simple synchronization hardware impleragon in order to reduce die area. If we
compare this 3D mesh MPSOC architecture with a gbDivalent one (4PEs, 4PEs), the
diameter of the 3D NoC is equal to 5 where thisigats equal to 6 in a 2D architecture. The
reduction of the NoC diameter is a theoretical pthat the 3D IC conception should increase

the performance of the design.

160



A.M’zah 3D MPSOC

8.3 Architecture 2 : MPSOC2 based on Butterfly topology

We present in this section the second MPSOC aathite based on the Butterfly
NoC. We choose to implement this topology as weebelthat it represents an interesting
case study to show up the 3D IC advantages anthtions. In fact the transformation of the
long links into vertical connections is a real mation to move from 2D to 3D design.
Moreover, the Butterfly NoC has an asymmetric decture which represents a new problem
when performing the core to layer mapping steps B architecture is mapped into 2 tiers:
Top and Bottom. We create a design based on anBBx&rfly NoC linking 8 master
processors to 8 slave memories. We use the FSlt Gtagplex Link) Bus to connect the
Openfire processor to the NoC via Network Inter§acehis processor gives the possibility to
connect up to 8 FSL links. That is why; we conremth processor to the NoC in the same
layer with an FSL port 1 and keep the FSL port thake a vertical link with the processor in
the opposite tier. This architecture is presentefgure 8.6. With these vertical connections,

processors from the Top tier and the bottom Tiaera@mmunicate and synchronize together.

Figure 8.6. Architecture 2 : MPSOC Based on the lterfly architecture

This 3D MPSOC architecture is based on two BujtédoCs; each one is linking 8
cores to 8 memories. The number of routers in &8 is equal to twelve forming three
different cascaded stages. The processors are acedne the first stage through the network
interface units called FSL20OCP. These elementsftanghe FSL bus signals to fit the OCP
(On Chip Protocol) interface. Another interfacd@@lOCP-to-NTTP transforms those signals
to fit the internal protocol of the NoC called NT.TPhe routing of the packets is performed
thanks to the different routing tables includedalinthe routers. Depending on its address and
on the router’s routing table, the packet is routethe suitable output port to finally reach its
last destination which is a slave master. In thchigecture, processors from the same layer

can only communicate by reading or writing from thleared slave memories while the
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communication between thtwo different layers can be performed ctly thanks the FS

links.

8.4 Implementation results and discussiol

! |
%I
i

\I\I(Illi

Figure 8.8. MPSOC?2 Butterfly: Bottom Tier routed layout

We apply our 3D Tezaronmethodology on the two MPSOC artectures: MPSOC
which is based on the Mesopology and MPSOC 2 which is based ¢ Butterfly NoC. We
present in Figures.7 and ir Figure 8.8 the implementation results che two chips. Thu
different properties of the tv chips are summarized Tableg.1. MPSOC 1 needs about 15
mm2 area while MPSOC requires about 10mm2. In the MPSOCwe use larger data
memories than those used MPSOC2. In fact, the processors in MFC 2 can access tl
different shared slavenemcay which is not the case of the first artectures where th
processors can only storeita in their local memories. The MPC based on the me:
topology needs about 1.3 lion Gate per tier while the other one ne 4 times more. Tf
NoC used in MPSOC 2 is cated with an industrial tool which is offerimore options that |

why the need of one route1 term of logic gate more important thathe home made 3
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router used in MPSOC 1. Both architectures haveentloan five hundred vertical signals
which are ensuring the communication between tHéerdnt cores. In both cases the
frequency of one tier is equal to 100 MHz but we c®t consider this value as the total
frequency of the 3D chip, such result can be oblaimed at the end of the 3D chip creation.
After this 3D design experience, we get a cleaa idieout the 3D IC Tezzaron methodology:
issues and limitations. The floorplanning stepiaal with the Mesh topology of MPSOC 1.
In fact, the processors are homogenous in ternoofiguration and local memory sizes. In
this case, each tile is including a processor,ta d@emory, an instruction memory, a router
and a Network Interface. The grey boxes presentedch tile are reserved for the memories.
The implementation of the architecture MPSOC 1 wmaseasy way to validate and to
experiment the complete workflow. In fact, the coetg workflow takes 2 hours and a half to
generate the GDS file describing the layout of design. The step of routing where the
cadence tool takes in consideration the verticalsginals assigned to the different Bumps
represents about 50% of the whole design time. ifhelementation of the second
architecture presents more serious problems. Tdweplanning of a heterogeneous MPSOC
architecture is known to be NP hard. The actuall@GOezzaron workflow does not take in
consideration the automation of this step. With ohip, which is considered as a small
design, we perform this operation manually takimg donsideration the architectural
properties of our design. We place the NoC in thddie between the processors and the
memories. The routing step takes about 3 hourstwheépresents more than 75% of the
complete workflow implementation. The router takedouble time to perform the routing
step of MPSOC 2 compared to MPSOCL1. This resuluésto the complexity of the Butterfly
architecture which has an asymmetric topology ksd o the limitation of the SoC encounter
tool. In fact, the 3D Tezzaron workflow methodolagya set of sequential and independent
steps. For example, the routing is performed dfterplacement step which means that the
placement does not take in consideration the cehlinections. It is clear that the
floorplanning, the placement and the routing stmesinterdependent that is why a sequential

and a static methodology can never guarantee amiapt result.

163



A.M’zah 3D MPSOC

Table 8.1. MPSOC Implementation results

Parameters MPSOC 1 MPSOC 2

Die size per tier 3.2 mm x 4.895mm 1.99 mm x 4.95 mm
Number of ASIC gate per tier 1.3 Million 5.934 Millions
Inter die signal connections 594 560
Frequency 100Mhz 100 MHz

8.5 Complexity of 3D implementation

3D conception is facing a big limitation whichtige lack of the industrial EDA tools.
In fact until now, there is no complete tool for tteal implementation of 3D ASIC design.
Tezzaron is providing home made scripts to modigy 2D EDA tools by adding pins under
the Bumps. The first difficulty in the design istpartitioning of the project conception. The
perfect partitioning of the 3D NoC Bultterfly is tbae replacing its long interconnect links by
vertical connections, a possible architecturelistitated in Figur®.9. As we are using a face
to face 3D Technology, we propose to place theedhfit stages of the NoC alternatively on
the different layers. The implementation of thefediént dies separately represents a major
problem in 3D IC conception. In fact, we should fpen the complete place and route
workflow for each tier separately. When we havenasgtric designs this will be time costly.
In addition, the verification of the complete clapn be only performed at the end of the
workflow. The lack of EDA tools dedicated for 3Dsilgns is the major faced difficulty. As
we are from the first users of Tezzaron technoiog3D , there is only few reference designs

provided with the design kit which are in the alincases simple and not representing facing
the EDA faced problems.

T

<«
2
°
3
o

Figure 8.9. 3D MPSOC partitioning
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From return of experience, we can report the adpas and the issues of the 3D IC Tezzaron
workflow. In fact using this technique was a googberience to get familiar with the 3D IC
properties. It was a genius idea to modify the sitad 2D workflow to suit the 3D
conception. This technique is principally dedicafteda chip with two face to face layers and
can be extended to at most 4 layers. The use ofoB3 in some critical steps like the
placement and the routing does not really prove rd¢a@ motivation behind the 3D IC
technique. In fact the implementation of each igerdone separately without taking in
consideration the information from the opposite evtéch does not guarantee the optimal

chip result.

8.6 3D IC Fabrication

We propose in this work to use the 3D Tezzaronhrtelogy provided by
Tezzaron]06] company. This 3D technique is a wafer level, Yfiat and metal-to-metal
thermal bonding. This technique has produced tweeggions of 3D vertical connections:
The first one is “Super Via* and the second onéSigper Contact”, both are illustrated in

Figures.10.

|

SR e e ]

Figure 8.10. Tezzaron 3D Techniques: Super-Via(lgf Super Contact(right)[107]

The Advantage of the first generation of Tezzaf&YV is the fact that the fabrication
of the TSV is applied on the wafers after their ptete process at a vendor fab. The main
issue of this method is the high cost of TSV inearin term of area. The “super-Contact”
process needs to add a new process module atritdenab which is an easier task compared

to the “Super Via” method.

We detalil in Figures.11, the complete process of the “Super Contact Brization.
We present in the first step a cross section oafemafter the transistors process creation and

before the contact metal. In the next step, thepgBContact” is etched passing through the
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oxide and the Silicon Substrate to be then lineth &O2/SN. In the third step the “Super
Contact” is filled with Tungsten and finalized witthemical-mechanical polishing (CMP).
These are the only steps which are performed awv#ier level. During step 4, the wafer is
finished normally by adding the wiring layers. Afteecessing the oxide surface of two
wafers, those one area then aligned and bonded astupper thermal diffusion process
which needs approximately about 400°C, this stelfustrated in step 5. During the sixth step
and after the bonding operation, the wafer situatedhe top is thinned until reaching the
bottom of the “Super Contact”. The thickness of substrate is about 4um. After this, the
backside of the thinned wafer will be covered wath oxide. An additional process is then
performed to create bonding pads for an eventaakstg. The stack is then inverted which is
illustrated in step 7, the fist wafer is now sieciton the top level. A final process will be
applied on the first level. In the last step oktprocess, the first wafer is thinned in the same
way of the previous steps and stops at the levéhebottom of the Tungsten super-contact.

This wafer is then covered by an aluminum laygrédorm a normal bonding.

Silicon

Dielectric(Si02/SiN)
M GatePoly
wmmm  STI (Shallow Trench Isolation)

Silicon

Dielectric(SiO2/SiN)
M GatePoly
wmm STI (Shallow Trench Isolation)

A=t vwaFer

ﬂ Gate Poly
wmm STI (Shallow Trench Isolation)
Il W (Tungsten contact & via)

|
silicon E i
Dielectric(SI02/SIN) i «Super-Contact”

Srd vwafer
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silicon
Dielectric(SiO2/SiN) «Super-Contact”
Gate Poly H i

STI (Shallow Trench Isolation) H “

Znd wafer

W (Tungsten contact & via)
Al (M1 —M5) g 3
Cu (M6, Top Metal)

Ql=]=

3rd vwafer

Step 4 Step 8

Figure 8.11. lllustration of Tezzaron's Stacking nethod with the “ Super Contact” Interconnect[107]

1st layer silicon - not thinned

Figure 8.12. Tezzaron metal bonding{2]

After the creation of each die separately, theg@ss of the 3D chip manufacturing can
be performed. In fact, the vias can be depositkbhan the stubs which are connected to the

last metal layer, in the case of Tezzaron Technolbis one is metal 6. We can see the
illustration of this step in Figurg13.

o= o= = s o=

Figure 8.13. Deposit D2D Viad[08]

After the step of Via creation, the Thermo compi@s bonding operation will be
performed on the separate dies. The applied pressw temperature during this step cause

the fusion of the copper stubs, at the end ofsteép opposite Via coppers from both dies are
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fused together. The next step is the CMP (chemmthanical polishing) thinning. In fact,
during this process the upper stack is thinnedO@rl20mm L08]. We present in Figure
8.14, the illustration of the CMP thinning step.

Figure 8.14. CMP step for stack thinning 108]

The next step of the 3D chip creation is the Balgketching dedicated for power,
ground and I/O. Thanks to the 3D stacking, the ecotians of the supply signals and the 1/10
to be shorter. New TSVs are added on the thinned(ske Figures.15 ) to ensure this
functionality.

== =) =ii=ll=
HHHE

[N |
-, -

Figure 8.15. Etching for power/Gnd TSV [08]

The last step of the 3D Chip manufacturing is paekaging. But with the thermal
dissipation problem which is considered as a sermhallenge in 3D IC integration, a Heat
Sink must be added to the stacked chip. It is regended to place the active component near

to the Heat sink in order to easily evacuate thenthkdissipation.

\ 4

Figure 8.16.The Heat Sink creation08]
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8.7 Conclusion

3D conception is an emerging and an attractingarebefield, but only few works have
performed real implementation. In order to have acticxal experience with 3D IC
conception, we designed two MPSOC architecturels ¥8tprocessors based on the Mesh and
the Butterfly architectures. The first design clMPSOC1 based on the Mesh topology was
an easy example to experiment the whole 3D workfioavided by the Tezzaron Company.
With its short interconnection, its homogenousstiéad its small size, this architecture does
not reveal critical problems during the implemeioiat The gain in term of chip area is
reduced to 50% of a 2D design but the frequency do¢ notice a meaningful increase. The
second design, based on the Butterfly NoC, whiphesents an asymmetric topology, was an
interesting case study for the 3D methodologyfatt, the partitioning of the architecture and
the core to layer mapping represent serious prablenperform the implementation of the
chip. Thanks to this experience, it was clear that 3D Tezzaron methodology should be
modified to fit with different architectures. Inda the core to layer mapping and the
partitioning should be taken in consideration duritige conception. The prefect 3D
conception should be performed using specific 3@istgolving the different sub problems

with interaction between the different tasks.
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9 Conclusion

Referring to the ITRS roadmap, the number of careseases each 18 months
following an exponential curve. The NoC has beamsmered as an emerging solution to deal
with the problem of the chip interconnects. But tise of the Nanometer technology has
presented a new major limitation where the intenemh delay overcomes the gate delay. 3D
IC was one of the proposed solutions to deal with problematic. Even though there exit
some industrial and academic 3D tools, the shortdge complete 3D dedicated workflow
represents the major challenge in this field. Wésented in this work a state of the art of the
existing 2D and 3D workflow methodologies. New 2md&8D NoC synthesis workflow were

also proposed.

In the first chapter, we presented the state efdft detailing the evolution of the
MPSOC design. Different 2D real implementation wianks used in literature have been
discussed. Even though the basic steps are the fearak the methodologies, which are the
design, the synthesis the place and the route lamdexecution, there is a big difference
between the different workflows. With the increadehe number of cores in the SoC, the
simulation is not any more possible. Only methodms based on the emulation can deal

with large scale designs.

In order to evaluate a set of industrial EDA toole presented in Chapter 2 the
implementation of MPSOC architecture with 16 preoes, 16 memories and a Butterfly NoC
on FPGA. The used methodology is based on the indutols from the companies Arteris,
Xilinx and Eve. A real execution of our MPSOC atehture has been performed on different
FPGA emulators like Zebu-UF4 and Zebu-Server. Tod fithe optimized MPSOC
configuration, we performed a MOEA on the differéfdrdware options. The results of our
DSE provided a set of Pareto front with a comprenfistween the area and the frequency.
Our design space exploration of the complete achite represents a database which can be
used as a reference design to prevent the nedtls aker in term of Hardware and Software

options.

Chapter 3 was the subject of the 3D technologte std the art. We detailed the
different techniques of 3D IC stacking and the ©&f) interconnects notions like TSV and
Microbumps. 3D IC presents various advantagesrbkieicing the interconnect length which
decreases the power consumption of the chip. The dificulty which is discouraging the
designers to move from 2D to 3D design is the sigerbf specific 3D tools.
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A major motivation of this work is to study the wpization methods of MPSOC
design. In this thesis, we focus on the NoC opt@tian based on the user constraints, which
represents, the subject of chapter 4. In factbsec 2D NoC synthesis methodologies present
in literature were discussed. We proposed 2D Na€hggis solution based on LP and spatial
coregraph partitioning. We generated free NoC togieks optimized for area and delay tested

with different benchmarks.

We presented in chapter 5, the 3D NoC synthesthadelogies already proposed in
literature. We then detailed the 3D Tezzaron teaymolproperties to perform a suitable 3D
NoC synthesis methodology. We presented in thig par new 3D NoC synthesis
methodology with 3D Tezzaron technology. Our pragbsolution is full parallel 3D NoC
synthesis solution taking in consideration all tB® NoC synthesis sub-problems

simultaneously.

We presented in chapter 6, a state of the araf3D MPSOC architecture. A set of
3D Hardware Accelerator were summarized. Theser8bitactures are suitable in the image
processing filed where we need to transfer a hogeuat of data with a high frequency.

Chapter 7 was the subject of parallel EDA methogpl We presented a parallel
implementation of an MPSOC with 64PEs on a multGAPboard. A basic MPSOC design
with 16 processors and 16 slaves has been duplidate times then connected with a
hierarchical level. In order to evaluate the difaroptions of the 3D Tezzaron methodology
we performed a DSE on the used EDA tools. The ptauw route algorithms behind the
cadence tools are not dedicated for 3D IC. The geeg 3D Tezzaron technology depends
basically from the efficiency of the synthesis,qal@and route performances.

We presented in chapter 8, a real 3D IC designlementation of our MPSOC
architecture with 16 processors and 16 memoriesp@&mrmed a comparison between two
different MPSOC with different NoC topologies (Me®utterfly). Thanks to its symmetry,
the mesh based NoC architecture is easier to ingiegompared to the other one based on
the Butterfly NoC. In fact with this one, we hawe deal with additional problems like
mapping and partitioning. With its long links, tBaitterfly architecture is a better example

than the mesh topology to prove the efficiency Dfdesign.

The main parts of this work are basically classifinto two different families:
technical and research. In fact the experimentéh® practical operation is the first step to
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define the properties and the challenges of thd nssthodology. The research step is directly
affected by the obtained results. That is why we peesent the main contribution of this

work as follow:

A design of MPSOC architecture (16PEs, 16 memotesed on a Butterfly NoC.
This design was implemented on FPGA emulator Riatef(Zebu -UF4, Zebu-
Server).

* A design of a hierarchical MPSOC design (64PEané4#nories) by the multiplication
of an MPSOC elementary design.

» A proposition of a 2D NoC synthesis solution bagedinear Programming.

» A comparison between the different 2D/3D NoC sysithenethodologies.

* A proposition of a new 3D NoC synthesis methodoldgased on MOGA. The
parallelism and the simultaneous of the sub-probleesolution represent the main
originality of this work.

* A real 3D ASIC design implementation of our 3D MRS@rchitecture using 3D

Tezzaron technology. A comparison between differ@bt MPSOC architectures

based on Mesh and Butterfly NoCs.

We believe that this work is a common platformatidress other important issues such as

reconfigurability, models of programming and comesrce of disciplines.

3D IC design technology was the main motivatiortha$ PHD studies. In this work
we have performed a real 3D ASIC real implementatisimg the face-to-face 3D Tezzaron
technology. In the future works, we are targeting tlevelopment of multi layer chips with
more developed techniques (Ex: 4 layers, use of 8}, other stacking techniques). The use
of more than 2 layers in the 3D IC design can remew challenges like the use of the TSV

and the choice of the stacking technique.

Another perspective of this work is to implemené textension of our hierarchical
MPSOC architecture based 64 PEs to create a largle slesign with 256 PEs. Such
architecture will need a powerful machine to enghesEDA tools functionality but it will be
a real challenge to test the efficiency and thétéitons of the 3D Tezzaron workflow. With a
large scale design there will be a real need toease the parallel tasks in the 3D IC
methodology.
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With the high theoretical complexity of the 3D Ne¢nhthesis problem, we propose in
the future works to perform a Design Space Explonabn the different 3D MPSOC designs.
The goal of this work is to define the critical \diles affecting the 3D chip performance.
When we define those parameters, we can reducBdbigin Space Exploration by choosing

the most important options.

The use of heterogeneous technologies represeatsnportant motivation behind the
3D IC technique. In the future works we proposertplement heterogeneous 3D chips taking
in consideration the advantages of this methodologyerm of area, cost and power
consumption. The implementation of the processndsthe memories in separate layers and

with different technologies can be an interestingegimental case study.

After this first 3D IC implementation experience Wwelieve more and more that it is
not possible to study or to propose a theoreti€al@ solution without having a deep and a
real knowledge of the 3D physical techniques. limisaningless to propose a 3D ASIC
methodology which is only based on theoretical ssifiar from the fabrication reality.

During this thesis we were faced to a major pnobighich is the limitations of the
actual EDA tools. Thanks to the real 3D ASIC desigplementations we have proved that it
is not any more possible to perform a manual PEu# Route with the evolution of the
MPSOC designs. The EDA tools perform these stepbowi taking in consideration the
architectural design information lost after theitad synthesis operation. It is necessary to

create a new EDA tool applying a design aware 3DCA8orkflow.
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