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Abstract

The ability of most eukaryotic cells to crawl is essential for embryogenesis,

immune response and wound healing while functional abnormalities of crawl-

ing can provoke di�erent diseases including cancer. Arti�cial biomimetic ma-

chines mimicking eukaryotic cells are of interests as prototypes of versatile

engineering devices operating autonomously at a nano-scale. A prototypi-

cal scheme of cell motility includes polymerization of actin network coupled

with dynamic assembly of focal adhesions, myosin-driven contraction and,

�nally, the detachment of adhesive contacts followed by de-polymerization

which closes the treadmilling cycle. The motor part of an eukaryotic cell is

a layer of an active gel whose functions are controlled by complex chemical

and mechanical processes. In particular, the coordinated movements of this

gel resulting in crawling involve spatial and temporal self-organization at

the cytoskeletal level and require a continuous supply of energy. While the

molecular and biochemical basis of cell motility is basically known, the qual-

itative understanding of the mechanical interplay between di�erent active

components is still limited despite many recent attempts to construct com-

prehensive mathematical models. This manuscript aims at presenting an

analysis of a simple and one dimensional model accounting for cell crawling.

The �rst chapter is dedicated to optimization of speed and mechanical e�-

ciency of crawling. Our analysis shows that the obtained optimal distribu-

tion of contractile stresses and the optimal friction distribution are in good

agreement with the observed distributions.

In the second chapter, we propose a mechanism of cell motility which places

emphasis on contraction while ignoring actin treadmilling. At the basis

of the model is contraction driven uphill di�usion destabilizing symmetric

con�guration and causing polarization. The morphological instability is



due to spontaneous internal motion of the cytoskeleton which is generated

by active cross-linkers and simultaneously transports them. By studying

the simplest one dimensional problem we show that such internal �ow can

generate steady propulsion of a �nite cell body. The model exhibits motility

initiation patterns similar to the ones observed in experiments.

In the last chapter we focus on actin treadmilling-based motility which allows

the cell not only to self-propel but also exert forces on obstacles (to push)

and carry cargoes (to pull). We use a minimal one dimensional model of

the crawling cell to show that the pushing dominated force-velocity relation

is controlled by the protrusion mechanism. Instead, the pulling dominated

force-velocity relation is controlled by the protrusion mechanism only at

small values of the force which is replaced by the contraction mechanism at

su�ciently large forces.

The chapters are written in such a way they can be read independently.

Several appendixes contain discussions of some auxilliary models and some

other results of technical nature.
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1

Introduction

1.1 Crawling cells

1.1.1 A brief overview of biochemical basis of crawling

One of the most striking property that distinguishes a living cell is its capacity to re-

produce and thus transmit its genetic material to its o�springs. Directional motion

is another feature of cells associated with living and requiring constant energy intake.

While most of the cells constituting a multicellular organism are static, some are motile

because of their function. In their early life, stem cells of the embryo have to move with

respect to each other to form tissues and organs. During the immune response, leuko-

cytes can migrate through capillaries to attack infections. Wound healing requires the

motion of �broblasts and cancer produces abnormaly moving cells that create metas-

tasis. More fundamentaly, most cells when released from the entanglement by their

neighbors [27] can polarize and undergo directed motion. While we often associate

cell motion with swimming meaning that a solid body undergoes directed motion by

performing strokes, in this thesis, we focus on crawling which we associate with the di-

rected motion of a viscoelastic body on a solid substrate. Several prototypical types of

cells such as �broblasts, keratocytes, nematodes spermatozoa or neutrophils are known

to perform crawling and have been the subject of intense experimental and modeling

activities. The characteristic size of these cells ranges from 10 µm to 100 µm and they

can crawl at speeds ranging from 1µm/min to 50 µm/min. The ability of cells to

polarize and crawl in a given direction depending on the substrate rigidity relies on the

highly dynamic and self organized properties of cytoskeleton. Motion of the cell requires

1



1. INTRODUCTION

constant energy supply in the form of ATP which drives three main active networks of

biopolymers constituting the cytoskeleton: microtubules, intermediate �laments and

actin �laments. We shall concentrate on the cross linked actin �laments as a prototype

of an active network.

Actin forms �laments of a characteristic diameter of 7 nm which are polarized and

undergo polymerization with a net growth at their barbed end and depolymerization

at the pointed end. In some metabolic conditions, the �laments can keep a constant

length while undergoing constant polymerization and depolymerization in a cyclic way

(treadmilling) fueled by the energy uptake through ATP hydrolysis. The actin �laments

are cross-linked to form a network by passive and active cross-linkers (motors). In this

thesis, we concentrate on one prototypical active cross-linker, myosin II (or conventional

myosin) which generate relative contraction between two active �laments. There are

other motor proteins such as Kinesins whose role is to enable reorganization of the

microtubules network and intracellular transport. Yet another motor protein, Dynein

enables cilia beating and is rather related to swimming.

The active acto-myosin network transmits mechanical and chemical stimuli from and

to the substrate through the plasmic membrane for adhesion and signalling purposes.

This function is performed by complexes of proteins such as integrins that link the active

network and the substrate and use energy from ATP hydrolysis to actively engage or

disengage with a subsrate.

The whole cycle of cell motility is usually presented as a combination of the following

mechanisms [1, 18, 19, 169]: protrusion through growth (polymerization of actin) in the

frontal area of the cell called lamellipodium with the formation of localized adhesions

at the leading edge, detachment at the rear accompanied by contraction and lessening

(through depolymerization), and then another protrusion. All these phenomena happen

simultaneously and lead to a nearly steady motion of the cell.

1.1.2 Physical models of the cytoskeleton

The cytoskeleton contains several networks and around 100 actin binding proteins types

and many di�erent types of substrate binding proteins that can tune in di�erent ways

its dynamic response. Full comprehensive models [93, 106, 107] lead to dramatic com-

plexity which is not necessarily relevant for all individual cell processes [122]. We shall

2



1.1 Crawling cells

concentrate on crawling only and consider the physical models involving only the main

players.

1.1.2.1 Passive rheology of the cytoskeleton

The rheological behavior of the cytoskelleton is complex and depends signi�cantly on

the testing conditions [24, 46, 122]. Under su�ciently "small sollicitations" (say, in

stress) the cytoskeleton is widely regarded as a viscoelastic material with both loss and

storage moduli frequency dependent. Focusing on motility of keratocytes, we consider

the e�ect brought by simple rheological models: Maxwell viscoelasticity advocated in

[34, 83, 89, 151, 156] and a Kelvin viscoelasticity which was p in [13, 14, 24, 37, 53, 58,

102, 122, 138].

The di�erential Maxwell model [87] reduces in one dimension to the equation,

λ
dσe
dt

+ σe = η∂xv

where x is the space coordinate, t the time coordiate, σ and v respectively denote the

elastic part of the internal stress and the velocity of matter inside the cytoskeleton, λ

is a relaxation time that was estimated to range from 1s to 10s [95, 137, 189] and η

is a bulk viscosity that was estimated 5 × 104Pa · s [97]. The time derivative is most

often interpreted as a corotational derivative [21]. Within such model, the cytoskeleton

can be viewed as a solid at short time scales and like a �uid at long time scales [87].

It is a basic model often used for polymers which neglects the storage modulus at a

large enough time (linked with the observation time via the Deborah number) when full

relaxation of the elastic stress takes place [156].

On the contrary, Kelvin model does not neglect the long time storage modulus E.

In one dimensional case, we can write

σe = η∂xv − Ef(
ρ

ρ0
),

where ρ denotes the cytoskeleton density while ρ0 is some reference density. The

function f is a dimensionless function and since the cytoskeleton is very soft, E ranges

from 0.1kPa to 10kPa. This estimate of E is very rough since the sti�ness of the cy-

toskeleton is known to be actively varying over at least one order of magnitude by active

cross-linkers [94, 113, 165]. We observe that in one dimension, ρ0
ρ is a dimensionless

3



1. INTRODUCTION

measure of local strain. The function f penalizes deviations of density away from ρ0 by

creating larger stresses. Some classical expressions are:

f =
ρ

ρ0
− 1,

which penalizes in�nite stretch while,

f = 1− ρ0

ρ
,

penalizes in�nite compression. An other expression used for the description of cell

population in [10] is:

f = log(
ρ

ρ0
)

On can see that it penalizes both in�nite stretch and compression.

The origin of the elastic properties may not be related to actin only as microtubules

(much sti�er) and cross linkers also play a fundamental role [176]. The role of the

plasmic membrane is also important. This has motivated the appearance of coarse

models aiming at capturing the elastic behavior qualitatively by connecting the front

and rear by a spring. The sti�ness of the spring was estimated in [14, 58, 110] to range

from 1kPa to 10kPa. In [14] it was associated with mean �eld cytoskeletal elasticity

while in [58] it was rather linked to the membrane.

1.1.2.2 Polymerization/depolymerization in the lamellipodium

The chemical basis of polymerization/depolymerization of an actin �lament at the lead-

ing edge of the cytoskeleton is basically known [3, 27, 134, 145]. In the absence of ATP,

after the formation of a precursor nucleus, the (F-actin) �lament elongates proportion-

ally to the monomer (G-actin) concentration with a rate kon and disassembles with a

rate koff . There is then an equilibrium monomer concentration Cc = koff/kon. At this

concentration, the �lament stabilizes (See Fig.1.1). The di�erence between the pointed

and barbed end of the �lament only shows in the kinetics of the chemical reaction but

the equilibrium concentration is the same. In the presence of ATP, the situation changes

and the equilibrium concentration is not the same any more for the two ends and it can

be as much as 10 times smaller at the barbed (Cbc) end then at the pointed (Cpc ) end

[27]. Then, for concentrations between Cbc and Cpc , there is net polymerization at the

barbed end and net depolymerization at the pointed end with each monomer undergoing

4



1.1 Crawling cells

Figure 1.1: Actin �lament assembly. A, Formation of a trimeric nucleus from monomers.

B, Elongation of the two ends of a �lament by association and dissociation of monomers.

C, Time course of spontaneous polymerization of puri�ed ADP-actin under physiological

conditions. D, Dependence of the rates of elongation at the two ends of actin �laments on

the concentration of ADP-actin monomers. Taken from [145]

treadmilling from the barbed to the pointed end. In the meantime, the system remains

of constant length outside thermodynamical equilibrium. For the whole actin network,

the situation is more complex due to the interactions of the actin network with other

proteins (See Fig.1.2). In particular, actin �laments may be capped and stop growing.

One �lament may also branch to give birth to a secondary �lament. The presence of the

neighboring membrane creates mechanical forces that interfere with the polymerization

process.

These e�ects have been physically modeled and molecular dynamic simulations of

the whole network have been performed. Of particular interest is the role of the mem-

brane exerting a force on the network that has been studied in the framework of the

5



1. INTRODUCTION

Figure 1.2: A model For actin �lament assembly and disassembly at the leading edge.

The reactions are separated in space for clarity but actually occur together along the leading

edge. A, Cells contain a large pool of unpolymerized actin bound to pro�lin. B, Stimu-

lation of cell surface receptors produces activated Rho-family guanosine triphosphatases

(GTPases) and other signals that activate WASp/Scar proteins. C, These proteins, in

turn, activate nucleation of new actin �laments by Arp2/3 complex on the side of existing

�laments. D, The new �laments grow at their barbed ends until they are capped (see

F). E, Growing �laments push the plasma membrane forward. F, Capping protein termi-

nates elongation. G, Polymerized ATP-actin (yellow) hydrolyzes the bound ATP to ADP

and inorganic phosphate (Pi) (orange), followed by slow dissociation of phosphate yield-

ing ADP-actin (red). H, ADF/co�lins bind and sever ADP-actin �laments and promote

disassembly of ADP-actin. I, Pro�lin promotes the exchange of ADP for ATP, restor-

ing the pool of unpolymerized ATP-actin bound to pro�lin. J, Some of the same stimuli

that initiate polymerization can also stabilize �laments when LIM-kinase phosphorylates

ADF/co�lins, inhibiting their depolymerizing activity. Inset, Electron micrograph of the

branched network of actin �laments at the leading edge. PAK, p21-activated kinase. Taken

from [145]

brownian ratchet theory. In their pioneering paper [143], the authors considered one

actin �lament polymerizing against a given force when the whole system is connected to

a thermal bath. The rate at which monomers can attach to the actin �lament depends

on whether there is enough room for them to attach the main �lament under the condi-

tion that the membrane undergoes equilibrium thermal �uctuations. This model leads
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1.1 Crawling cells

to a steady �lament growth against an applied force. The theory was then considerably

re�ned taking into account the angle between the membrane and the branching and cap-

ping properties as well as the presence of some actin binding molecules [41, 79, 123, 125].

Viscoelastic rheology of the actin �laments and the membrane were also taken into ac-

count [11, 12, 37, 92] which allowed the authors to explain di�erent morphologies of the

cell leading edge. In a comprehensive model [38] the experimentally observed oscillatory

behavior of the edge was investigated and related to fracture of �laments. The �uc-

tuations were shown to have non-gaussian statistics. In appendix (6.1), we show how

a much simpler one dimensional model can be used to link �uctuations of the leading

edge and fracture.

Seeking to capture the main e�ects only we model in this work the acto myosin

�lemantal network as a continuous one dimensional layer. It describes an active gel

(�laments polarized in the same direction) composed of two species: actin polymers

(F-actin) which receive mechanical stimuli from the exterior and actin monomers (G-

actin) which are free to di�use inside the lamellipodium. As the pool of G-actin is very

large [145], it is a valid assumption to consider its concentration is constant. Proteins

promoting polymerization such as ARP2/3 [145] are assumed to be present only close to

the leading edge. In this setting, polymerization is modeled by a mass �ux of monomers

ṁ < 0. The complete polymerization/depolymerization cycle of the gel are governed

by the conservation equation for F-actin:{
∂xρ(x, t) + ∂x(ρv(x, t)) = −γ(x, t)ρ(x, t)

ρ(l+(t), t)(v(l+(t), t)− l̇+(t)) = ṁ

Here t is time and x ∈ [l−(t), l+(t)] is the space coordinate in the �nite moving layer

with rear boundary l−(t) and front boundary l+(t). The F-actin density is denoted ρ

and v is the velocity �eld of actin, γ is a depolymerization rate. In most of the thesis, we

make additional simplifying assumption [89, 97] that depolymerization is also localized

at the trailing edge of the lamellipodium. Then we can write,
∂xρ(x, t) + ∂x(ρv(x, t)) = 0

ρ(l+(t), t)(v(l+(t), t)− l̇+(t)) = ṁ

ρ(l−(t), t)(v(l−(t), t)− l̇−(t)) = ṁ

where we assumed that the total mass of F-actin is conserved in time because the

depolymerized actin at the trailing edge is instantaneously polymerized at the leading

7



1. INTRODUCTION

edge. By prescribing the mass �ux, we �x an amount of incoming and outcoming

material brought each second. However, we say nothing about the way the new material

is assembled (see Fig.1.3). As the branching structure of actin at the leading edge is

Figure 1.3: Two di�erent ways to build a "wall" given the same mass �ux.

basically known, it can be considered (e.g.[89, 97, 102]) that instead of the mass mass

�ux, it is the polymerization (v+ > 0) (depolymerization (v− > 0)) velocity that is

prescribed. The implicit assumption here is that depolymerization is more important

at the rear than in the rest of the cell. This leads to the following system :


∂xρ(x, t) + ∂x(ρv(x, t)) = 0

l̇+(t) = v+ + v(l+(t), t)

l̇−(t) = v− + v(l−(t), t).

1.1.2.3 Contraction

Myosin II was initially discovered as the main player responsible for contraction of

striated muscles[80, 81] however it also induces contraction inside the cytoskeleton of

almost all eukaryote cells [27]. Myosin molecule is composed of two helix shaped heavy

chains which possess heads and tails and two light chains stabilizing and regulating

heavy chains (see Fig.1.4). The tails of two myosin molecules can bundle to form a

dimer bipolar �lament with heads pointing in di�erent directions and this structure

can be linked in parallel with others of the same type to form larger bipolar �laments.

Each set of heads can then interact with two parallel actin �laments by pulling in

opposed directions thus inducing relative movement (contraction) of the the two actin

�laments (See Fig.1.4). Actin network with myosin II crosslinkers can be studied in

molecular dynamic simulations. In particular, the in�uence of contractility on network

elasticity has been studied in [94, 176]. In this work, we focus on very coarse models

8



1.1 Crawling cells

Figure 1.4: The actomyosin cytoskeleton. (a) Schematic diagram of a myosin II

monomer, depicting the light and heavy chains. The di�erent parts of the heavy chain,

including the motor, neck, coiled-coil and nonhelical domains, are indicated. (b) Myosin II

self-assembles into bipolar �laments through interactions of the C-terminus; the N-terminus

binds to actin �laments. Activation of the myosin II motor domain leads to the pulling of

actin �laments (in the direction of the arrows) to induce cortical tension. Taken from [48].

accounting for contractility at the level of continuous media as it is done in the theory

of active gels by including a new active term in the expression of the entropy production

[34, 83, 84, 98].More precisely, we suppose that in the presence of ATP, the actin network

is submitted to a negative (contraction) constant prestress:

σc = χh(
c(x, t)

c0
) < 0,

where χ is the contraction modulus that is of order 1kPa [89], c is the concentration

of myosin II molecules crosslinking actin �bers and c0 is some reference density. Yhe

function h is potentially non linear. It increases linearly for small (c << c0) concentra-

tions and then saturates when concentration becomes large (c >> c0). For example the

expression,

h(u) =
u

1 + u

was considered in [25]. For simplicity, it has often been assumed that h ≡ 1 in [89, 98].

Due to its resemblance with elasticity, we shall label this contribution to internal stress
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1. INTRODUCTION

as 'anti-elastic'. Macro models dynamic must contain an equation for the myosin motors

concentration c. It can be derived from the fact myosin forms bipolar �laments between

actin �bers and hence is driven by the motion of actin [15, 25, 156, 172, 187]. We may

then write,

∂tc(x, t) + ∂x(cv(x, t))−D∂xxc(x, t) = 0,

where D is di�usion coe�cient accounting for the mobility of bipolar �laments with

respect to actin. The origin of such di�usion is the non negligible [126] stochastic

dynamics due to the thermal �uctuations.

1.1.2.4 Adhesion

A mechanical link between the cell membrane and the adjacent membrane or extra

cellular matrix is ensured by various surface proteins generically called CAM (cell ad-

hesion molecules). The CAMs are connecting the intracellular domain (C-terminal

region) to the extracellular domain (N cellular region). While cadherins, immoglobu-

lines and selectins are involved in the anchorage of a cell to its neighbors, integrins are

the main receptors to the extracellular matrix (represented, for example, by collagen or

�bronectin). Integrins are composed of two proteic subunits, which are extended across

the cell membrane and connect the inside of the cell with the outside. These subunits

are called alpha chain and beta chain and both of them contribute to the bindings of

the cell with the environment (see Fig.1.5) They can be quite versatile in nature and

can adapt to di�erent kinds of substrates (17 alpha subunits and 8 beta subunits have

been identi�ed [3]).

The alpha and beta subunits are intracellularly connected via proteins such as talin

and vinculin to the actin �laments of the cytoskeleton and can transmit stress (and

more generally signals) throughout the whole network. The integrins can only bind

to their binding partners on the substrate when there is a minimum number of inte-

grins present at speci�c places known as focal contacts. The a�nity of integrins for

their ligands is not very strong. Therefore, to form su�ciently strong contacts, several

integrins must be grouped into a highly localized focal contact. Instead, when the in-

tegrins are di�usely distributed over the cell surface, strong adhesion is not possible.

Low a�nity of integrins to their ligands is necessary however to prevent irreversible

binding, which would inhibit motility. As mentionned above, by actively creating and
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1.1 Crawling cells

Figure 1.5: Focal adhesions as ideal checkpoints controlling inside-out and inwards

transduction of mechanical signals. Focal adhesion components including transmembrane

integrins and intracellular Src, FAK, Paxillin, Talin, Vinculin and CAS all assemble at the

cell surface to create a physical anchorage point linking the extracellular matrix to the

intracellular meshwork of actin �laments. Taken from [193].

breaking focal contacts, cells can self propell along the substrate. Additionally, cells

are able to "sense" their substrate sti�ness and choose their direction of motion accord-

ingly; preferentially moving from soft to hard surfaces and migrating faster on sti�er

substrates [69] (haptotaxis). This reveals the central role of the extracellular matrix in

cell migration and development. Developing the pioneering work of Bell [17], Erdmann

et al. [59, 60] studied a cluster of parallel bonds submitted to a given loading equally

shared between the bounds. They allowed for rebinding to show that the cluster life-

time is increasing with its size. More advanced studies [43, 62, 139, 194, 195] including

mean �eld elasticity for both the cell and the matrix which couples the adhesion clusters

where carried out to understand the characteristic size of adhesion clusters, the e�ect

of the matrix sti�ness and the role of the load orientation. These studies are however
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oversimpli�ed and they cannot desribe (except in large scale Monte Carlo simulations)

the observed stress-strain (and stress-strain rate) relations ruling interaction of a cell

with the substrate. In this �eld macro models of adhesion [13] have been developped to

relate substrate sti�ness with polarization of the cell however they still do not account

for motile states of the cell. As the dynamics of adhesion complexes is very complex

[23], the stress generated by adhesion clusters is often considered as a passive factor

depending only on the internal �ow of actin. A usual assumption made in the context

of cell motility [56, 74, 89, 102, 156, 163] is to model adhesion as viscous friction. In this

approach, the time averaged tension generated by constantly engaging and disengaging

focal adhesions is proportional to the velocity of the retrograde �ow (see [173] for a

microscopic justi�cation).

σadh = −ξv

where ξ is a friction coe�cient that was estimated to be around 1000pN.s/µm3 in

[89, 156]. There is evidence (both experimental [25, 63, 64, 126, 161] and theoretical

[53, 118]) that this assumption describes the behavior of focal adhesions accurately only

if the retrograde �ow is su�ciently slow and that the behavior of adhesion strength

in the broader range of velocities is bi-phasic. We neglect the bi-phasic e�ect and

potentially misrepresent su�ciently fast dynamics. However, we shall also consider the

inhomogeneity of ξ which has been evaluated experimentally in [26, 191] for nematode

spermatozoa and in [156] for keratocytes directly or by assuming that ξ is proportional to

local integrin concentration that is ruled by a di�usion equation with a drift proportional

to the actin �ow [15].

1.2 Models of crawling cells

While many of the biochemical details of the processes involved in the crawling process

remain unclear, three main steps (See Fig.1.6), occurring simultaneously, have been

clearly identi�ed [1, 18, 19, 169]

1. The cell forms a lamellipodium at the leading edge. This is a thin active gel type

structure of about 200nm which elongates under the in�uence of polymerizing

actin and pushes the plasmic membrane. The newly polymerized actin �laments

then treadmill to the rear where they are depolymerized.
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1.2 Models of crawling cells

Figure 1.6: A single cell moving across a two-dimensional substrate is shown in cartoon

form (time increases down the page). Detailed morphology varies between cell types, but

the same basic types of motility can be distinguished. In cells where the processes occur

simultaneously, the morphology is constant during locomotion. Taken from [121].

2. While the nascent lamellipodium is being created, focal adhesions are built in

and serve as anchorage points to transfer momentum from the cytoskeleton to the

extra cellular substrate through the creation of stress �bers.

3. The trailing edge of the cell contracts under the in�uence of myosin motors creat-

ing active stress in the cytoskeleton. As a consequence, the nucleus can be pulled

and a prograde �ow is created transporting actin monomers to the leading edge

where they can be polymerized again. This contraction also induces debonding of

focal contacts at the rear.

There is a wide range of mathematical models describing the above processes and

accounting for cell motility. Before making a review of the synthetic models, we give
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1. INTRODUCTION

a brief overview of 'submodels' that account for cell crawling by neglecting contraction

and emphasizing actin treadmilling. To initiate motion, however, the cell has to chose

a direction (i.e. to polarize). Such polarization can be induced by chemoatractants

(Chemotoaxis) but can also be self induced and it is natural to start with the description

of this phenomenon.

1.2.1 Self induced polarization

How exactly the cytoskeleton induces self-asymmetry [129] is still not fully understood.

Several mechanisms have been proposed. Spontaneous polarization of the cell initiated

by polymerization in con�ned geometries has been proposed in [72, 73]. Symmetry

breaking in polymerizing actin gels due to mechanical [86] and chemical [178] e�ect

has also been considered. A di�erent perspective was proposed in [13] where sponta-

neous polarization of cells was linked to the interplay between substrate sti�ness and

contractile activity. It has also been interpreted in terms of Turing mechanism and

linked to reaction-di�usion dynamics of signalling substances inside an elastic mem-

brane [128, 179]. In the same spirit, a membrane releasing markers that modify the

cytoskeleton state was also linked to polarization in [71]. A minimal description of this

type reminiscent of Keller Segel [142] model was proposed in [35].

In important experiments [180, 190], cell polarization of �sh keratocytes was ob-

served in vivo and directly linked to the asymmetry of myosin distribution inside the

cell (see Fig.1.7). This asymmetry was achieved either by transient mechanical stimulus

[180] or by transient chemical stimulus [190]. While most of the models account rather

indirectly for myosin II, some recent approaches of [74, 78, 144] present a perspective

where cell polarization is explained by active contractile stress only.

1.2.2 Treadmilling driven cell motility

Motors of the myosin II family are not necessary for the crawling motion of cells. Poly-

merization and depolymerization of actin may be su�cient. A prototypical example

is the bacterium Listeria monocytogenes which moves by developping an actin comet

tail pushing the bacterium forward [66, 148, 175] (see Fig.1.8). It continuously adds

new polymerized actin �laments to its surface and squeezes them between the tail made

of previously polymerized actin �laments and the main body of the cell. This creates

propulsive stress which advances the cell.
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1.2 Models of crawling cells

Figure 1.7: Model for symmetry breaking and motility initiation in keratocytes. Taken

from [190].

This situation can be reproduced in vitro with polystyrene beads [115] and in this

particular case the mechanism leading to spontaneous motion is well understood [86,

131]. Directional motion can be initiated spontaneously due to mechanical instability

breaking symmetry of the initially isotropic growth and converting it into a directional

one. It was found that the symmetry breaking time increases with the radius of the
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Figure 1.8: Observation of Listeria moving in platelet extract, observed by phase-contrast

microscopy. The bacteria move at ∼ 8µm/min. The tail can be more than 100µm long

when the depolymerization is slow enough. Bars = 5µm. Taken from [66].

bead. The ensuing force velocity relation can be well explained by the brownian ratchet

theory based modeling of the polymerization forces [117, 125].

This theory has been broadly generalized to account for cell motility based on poly-

merization based growth [22, 37, 52, 72, 124, 160] with micro models describing self

organization of actin �laments and macro models reprensenting the process in contin-

uum mechanical framework. We mention the approach based on the theory of active

gels (see Section 1.2.4.1) accounting for asters and vortices structures that can explain

sub cellular structures [54, 55].

1.2.3 Contraction driven cell motility

An other important factor in cell crawling that can, in principle, explain cell motion

independently of actin treadmilling [39, 187] is the activity of molecular motors such

as myosin II [94, 182] which convert chemical energy into mechanical work. A number

of di�erent motors can be related to di�erent motility mechanisms [61] which are not

necessarily related to crawling. Most of the models of cell crawling accounting for

contraction consider the essential role of myosin engines [172]. However they do not

consider the e�ect of myosin contraction independently of treadmilling. The role of

contraction role has been more thorougly investigated in the studies of cytokinesis which

is the central cell process for cell division.
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1.2 Models of crawling cells

1.2.4 Comprehensive models

Treadmilling, contraction and adhesion mechanisms have been put together in many

whole cell models to account for realistic motile properties. Some extensive reviews of

the subject are [40, 126, 150, 184]. It is in fact di�cult to categorize models as the level

of details and the captured phenomena can be very di�erent. We give a brief overview

of the main models but the subject is too large and active for this list to be exhaustive.

1.2.4.1 Theory of active gels

Even though the cytoskeleton itself can be analytically described at a microscopic level,

relying on the fact that motility takes place at large time and space scales which are

independent of the molecular details, the hydrodynamic theory of active gels has been

proposed in [34, 83, 84, 89, 98]. It provides a generic theoretical tool to derive coarse

grained phenomenological theories widely used to incorporate active terms in the usual

physical balances for passive materials. Conservation of densities of the �laments, sol-

vent and monomers is assumed as well as momentum conservation. The dynamics of

the system is then known as long as the �uxes of di�erent components are related to

densities. Taking into account the polar nature of the gel by introducing a polarization

vector representing the average polarity of the gel (as it is done for liquid crystals) is an

other feature of this model. The rate of change of the free energy can be then written

down as a product of force-�ux pairs where an essential pair driving the system out of

equilibrium is introduced: the chemical force multiplied by the ATP production rate.

The rate of change in the free energy is decomposed into a reactive and dissipative part

that are characterized by odd and even structures with respect to time reversal. Within

a rheological model with quadratic dissipation (say, a Maxwell model) this implies a

decomposition of reactive and dissipative �uxes that are linearly linked with respective

generalized forces and satisfy Onsager relations. Even if, this last step requires that the

system is near equilibrium, which is not truly the case, the theory provides a simple

phenomenological description of the behavior of the gel.

1.2.4.2 Discrete approaches

In search of simple rheological models, some authors describe the cell as a set of points

connected by springs, dashpots and active elements such as contractile elements. In

17



1. INTRODUCTION

[53], such a model is used to �nd the speed of the cell in di�erent cell-substrate con�gu-

rations. For instance, this allows one to derive the biphasic relation between speed and

adhesiveness, experimentally con�rmed in [25, 63, 64, 126, 161]. Similar conclusions can

be obtained in a continuum model in [68]. In [16], the cell is divided in three parts with

elastic or poroelastic connections and the authors are able to simulate many general

features of cell migration. A simple discrete perspective is also considered in [14] where

elastic coupling between trailing and leading front explains oscillatory advance of the

cell. Some discrete models [124] show that the regulation of actin dynamics plays a

very important role. Thus, too few F-actins are not su�cient to push the membrane

but too many completely deplete the G-actin pool and lead to a lack of monomers near

the leading edge which also decrease the velocity. Making the bridge with continuous

models, we also mention the paper [26] which describes nematode sperm motility and

where an interplay between protrusion and contraction as well as a simple dissipative

adhesive mechanism are implemented into a �nite element code allowing the authors to

make quanti�able predictions.

1.2.4.3 Multiphase �ow models

A successful approach to whole cell modeling has been to apply reactive multiphase �ow

theory to the permeation of the solvent through the cytoskeleton [7, 75, 133] . In this two

�uids approach the actin polymer network is modeled as a very viscous �uid generating

internal contractile stress and moves through a �uid cytoplasm. Mass and momentum

balance are formulated for each phase with transfer terms. Adhesion is modelled by

a slip coe�cient and polymerization/depolymerization properties of actin are taken

into account through polymerization messengers generated at activated portions of the

plasma membrane and di�using into the cytoplasm. This type of modelling adequately

predicts rapid cell translocation and questions the role of contractile forces. Models

including more components and computationally relying on phase �eld methods are

presented in [184].

1.2.4.4 Other models

Other models of cell motility rely on some additional physical mechanisms which may

in fact all be operative at the same time for a robust motion. In [188] a one dimensional

model with non linear friction was shown to display stick-slip oscillations independently
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of substrate rigidity. The cell is powered by protrusion and retraction rates and an active

contractile stress described in terms of a chemical balance between bipolar �laments and

free motors. The one dimensional model of [102] investigates di�erent directions and

reproduces steady motion of an elastic layer accounting for maximal phenomenology

between actin polymerization and depolymerization, contraction, adhesion and mem-

brane tension. In [156] an extensive 2D model of the viscoelastic lamellipodium of a

keratocyte involving linear friction, motors balance and treadmilling enables quantita-

tive comparison with experiments. Along the same line, a very complete model using

phenomenological relations between di�erent internal variables was investigated in [15].

It involves myosin-powered retrograde actin �ow with drift-di�usion non linear adhe-

sion strength model and drift-di�usion model for motors concentration to understand

the correlation between keratocytes shape and quantitative changes in either adhe-

sion strength or myosin contraction. In [187], several comprehensive models based on

di�erent powering machinery (myosin contraction-driven motility, G-actin transport-

limited motility, Rac/Rho-regulated motility) were investigated and shown to explain

shape and speed of keratocytes. The coupling of di�erent models was shown to sta-

bilize the shape of the motile cell and induce robustness of the translocation process.

Two dimensional phase �eld models [163, 196] were used to investigate some peculiar

shapes of the moving cells. The models involve polymerizing and depolymerizing polar

�laments driven by molecular motors con�ned inside an inextensible membrane and

explain steady motion and cell shapes with various aspect ratios depending on system

parameters as well as shape oscillations. We also mention the paper of [170] which

numerically investigates the coupling between actin turnover, actomyosin contractility

and adhesion dynamics. Motion is induced by protrusion at the leading edge with con-

tractility responsible for the nucleation and maturation of adhesion spots necessary to

transmit momentum to the substrate. This model predicts a biphasic relation between

cell speed and adhesion strength which is observed in experiments. In [74] the pro-

posed model places emphasis on actomyosin contraction of the cell cortex though it also

describes actin polymerization/depolymerization with the goal of understanding spon-

taneous polarization of tumor cells migrating in three-dimensional environments. This

motility initiation problem was also considered in [56] with a much �ner description for

polymerization/depolymerization process. It shows waves of actin con�ned in a mem-

brane and responsible for the initiation of spontaneous motion. A di�erent perspective
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is taken in [179] where the authors consider a deformable elastic membrane from where

signalling substances obeying reaction di�usion equation are issued. Relying on Turing

mechanism [142], the model also predicts spontaneous motion. Finally, in [166, 192] cell

motility powered by polymerization and traction forces on a three-dimensional substrate

is investigated and a biphasic relation of speed versus ligand density was also found.
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Chapter I: Optimal crawling

The motor part of an eukaryotic cell is a layer of an active gel with three main active

functions: growth (retraction), contraction and attachment (detachment). These func-

tions are controlled by complex chemical and mechanical processes inside the cell. In

this chapter we take a reverse engineering approach and pose a problem of �nding the

optimal spatial and temporal organization of these functions ensuring either maximum

velocity of crawling or maximum e�ciency of energy transduction. We circumvent the

problem of self consistent transportation for the biological elements ensuring the re-

quired performance (actin �laments, myosin crosslinkers, integrins, etc.) and assume

that the required spatial distributions can be created if necessary. We formulate the

variational problem of �nding the optimal con�guration of active elements in a limited

setting when polymerization/depolymerization processes are suppressed and solve it in

an even more limited setting when the spatial distribution of contractile stresses is the

only minimized function. Our analysis shows that the obtained optimal distribution

and the real, observed distribution are in good agreement.

2.1 Building the model

2.1.1 Main constitutive assumptions

Following [97], we consider a one dimensional layer of viscous �uid representing the cell

lamellipodium. We assume that the layer has free boundaries at its rear (l−(t)) and

front (l+(t)):
l−, l+ : R+ −→ R

t 7−→ l−(t), l+(t)
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Figure 2.1: Schematic representation of the model for the cell lamellipodium

We suppose that l− < l+ for all times and denote Ω the set between the two curves

l− and l+. Ω = epi l− ∩ epi l+ where 'epi' stands for epigraph. We de�ne on Ω the

Figure 2.2: The set Ω

functions ρ(x, t),σ(x, t) and v(x, t) which denote respectively density, stress and velocity

�eld inside the cell in the referential coordinate system of the lab. All functions v, σ, ρ

depend on of space and time:

v, σ, ρ : Ω −→ R+

(x, t) 7−→ v(x, t), σ(x, t), ρ(x, t)

We �rst consider a fully passive viscous layer (no active contraction, adhesion or
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protrusion). Mass and force balance equations along with constitutive law imply that:
∂tρ+ ∂x(ρv) = 0

ρ(∂tv + v∂xv) = ∂xσ
σ = η∂xv.

where η is the dynamic viscosity. The absence of a pressure term implies in�nite com-

pressibility (dust) of intracellular �laments with a justi�cation given in [156]. This set

of equation must be equipped with initial and boundary conditions that will be speci�ed

latter on.

Combining the last two equations gives a pressureless Navier-Stokes equation on

an a priori moving domain. Following [103], we can build the Reynolds number and

frequency Reynolds number which are both small ensuring that we can neglect the

inertial term and write, 
∂tρ+ ∂x(ρv) = 0

∂xσ = 0
σ = η∂xv.

The boundary conditions corresponding to the absence of loads at the rear and the front

and mass �ux going through the system (no treadmilling of actin �laments, see 1.1.2.2)

take the form: 
σ(l−(t), t) = σ(l+(t), t) = 0

dl−(t)
dt = v(l−(t), t)

dl+(t)
dt = v(l+(t), t).

Finally, the initial conditions can be written as,{
l−(0) = l0− and l+(0) = l0+

ρ(x, 0) = ρ0(x).

It is clear that in view of these equations, stress vanishes in the whole body of the cell

while internal velocity is an arbitrary constant V . Also,

l̇− = l̇+ = V,

which means that the cell moves as a rigid body with constant velocity. Mass balance

is then reduced to a simple transport equation on a moving domain and we can write,

ρ(x, t) = ρ0(x− V t).

The velocity V being arbitrary, the problem has an in�nite number of solutions that

only depend on the initial conditions and an untermined scalar V .
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2.1.2 Adhesion and motion

If the layer is placed on a substrate, we must include friction applied on the boundaries.

We consider a simple homogeneous (The conclusion would be the same with non ho-

mogeneous friction coe�cient by use of weak maximum principle for elliptic equations

[20]) viscous friction (See section 1.1.2.4) which gives:
∂tρ+ ∂x(ρv) = 0

∂xσ = ξv
σ = η∂xv.

In this case, the solution is unique with,

σ ≡ 0 , v ≡ 0 , ρ ≡ ρ0,

and ,

l− ≡ l0− , l+ ≡ l0+.

As could have been physically foreseen: the layer is not moving: In the presence of

dissipative mechanisms, we have to give the cell a "motor" to self-propell. Two main

choices are treadmilling (�lament-driven motility) or/and contraction (motor driven

motility) [154].

2.2 The model of motile cell

2.2.1 Setting the problem

In this chapter, we consider the following general problem, ∂xσ = ξφ1

(
c1
c01

)
v

σ = η∂xv + χφ2

(
c2
c02

)
,

(2.1)

where c1(x, t) denotes the concentration of proteins binding the cytoskeleton to the sub-

strate (integrins) and c2(x, t) is the concentration of proteins responsible for contraction

(myosin II). Here, ξ and χ give characteristic levels scales describing contraction and

friction while c0
1 and c0

2 are characteristic concentrations. The functions φ1 and φ2 are

potentially non linear giving an explicit dependence between the concentrations and the

corresponding stress. The models ruling the distribution c1 and c2 and the functions φ1
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2.2 The model of motile cell

and φ2 are discussed in Appendix 6.2 while here we assume that the resulting space-time

dependancies are the external controls to be determined in the process of optimization.

The problem will be equipped with stress boundary conditions,

σ(l−(t), t) = −kL(t)− L0

L0
= σ(l+(t), t), (2.2)

describing the internal sti�ness [24] of the cytoskeleton and the elasticity of the plasmic

membrane that resists reshaping of the body of the cell [14]. The importance of this

modi�cation of the previously announced zero stress conditions will be further justi�ed

in the next section.

To describe �lament treadmilling (see section 1.1.2.2), we assume that the cell is also

driven by the prescribed kinematic �uxes producing the following Stefan-type boundary

conditions,

v(l±(t), t)− l̇± = v±, (2.3)

where v+ > 0 and v− > 0 are the polymerization and the depolymerization velocities.

Now, the full system of equations includes the subsystem,
−η∂x( 1

ξφ1

(
c1
c01

)∂xσ) + σ = χφ2

(
c2
c02

)
σ(l±(t), t) = −kL(t)−L0

L0

∂x(l±(t), t)− l̇± = v±,

which expresses momentum balance in the layer with moving boundaries, and another

subsystem 
∂tρ+ ∂x

 ρ

ξφ1

(
c1
c01

)∂xσ
 = 0

ρ(l−(t), t)v− = ρ(l+(t), t)v+

which expresses mass balance for actin �laments with the assumption that the total

mass of actin is conserved. The initial conditions remain the same,{
l−(0) = l0− and l+(0) = l0+

ρ(x, 0) = ρ0(x).

Due to, the ini�nite compressibility hypothesis, the mass balance subproblem uncouples

from the momentum balance subproblem which can be solved separately. To this end,

we denote α1 = c1
c01

and α2 = c2
c02

the dimensionless concentrations and suppose that the
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2. CHAPTER I: OPTIMAL CRAWLING

function φ1 is positive while the function φ2 is non negative. Using the dimensionless

variables,

σ :=
σ

χ
, x :=

x

α
, t :=

t

τ
with α =

√
η

ξ
, τ =

η

χ
,

we can then write the closed set of equations describing the decoupled mechanical

problem, 
−∂x( 1

φ1(α1)∂xσ) + σ = φ2(α2)

σ(l−(t), t) = −kL(t)−L0

L0
= σ(l+(t), t)

l̇− = ∂xσ
φ1(α1)(l−(t), t) + v− and l̇+ = ∂xσ

φ1(α1)(l+(t), t) + v+.

(2.4)

2.2.2 Importance of elasticity

The importance of elasticity can be formally understood by considering (2.4)1,2 without

treadmilling rates (v− = v+ = 0). It is clear by application of weak maximum principle

for elliptic PDEs [20] to (2.4)1 that,

min
(x,t)∈Ω

σ ≥ max(0, k
L(t)− L0

L0
).

When k = 0 we then have that,

min
(x,t)∈Ω

σ = 0

and this minimum is reached at both boundaries. As a consequence, applying this

time strong maximum principle, as σ cannot be constant, (otherwise we have a trivial

problem) we have that :

∂xσ(l−(t), t) > 0 and ∂xσ(l+(t), t) < 0.

Using (2.4)3, we conclude that the boundaries of the domain are moving inward as there

is no mechanism that can oppose contraction. If we further suppose that φ2 > const > 0,

we can prove that an initial domain shrinks to zero in �nite time. Thus, to obtain a non

trivial problem in the absence of treadmilling we need to add elasticity. Our simplest

assumption

σ(l−(t), t) = −kL(t)− L0

L0
= σ(l+(t), t)

introduces the mean �eld elasticity which may be interpreted in di�erent ways (mem-

brane, cytoskeleton).
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2.3 Travelling wave assumption

2.3 Travelling wave assumption

To simplify the analysis, we suppose that both the unknown functions and the controls

can be expressed as travelling waves (TW). We introduce the speed V of the TW and L

the length of the moving domain. By using the TW coordinate y = x− V t ∈ [−L
2 ,

L
2 ],

we can write (2.4) in the form:
−∂y( 1

φ1(α1)∂yσ) + σ = φ2(α2)

σ(−L/2) = −kL−L0
L0

= σ(L/2)

V = v− +
∂yσ

φ1(α1)(−L/2)

V = v+ +
∂yσ

φ1(α1)(L/2).

(2.5)

In particular our assumption implies that the distributions α2(x, t) and α1(x, t) are

advected with the cell. The problem of of obtaining such distributions asymptotically

(t→∞) from a system of physical equations is not considered in this chapter. However

we can refer to experimental evidence that the overall motion of a cell is closed to a

travelling wave type translocation.

We need to impose some constraints on the distributions α1 and α2 (see Appendix

6.2). To be speci�c, we shall choose,

φ1(x) = φ2(x) = x

and assume that (Assumption A)∫ L/2

−L/2
α1 = L and

∫ L/2

−L/2
α2 = 1.

Which means that the average friction coe�cient is one and does not depend on

the size of the domain L while as the total number of motors is conserved, the average

contraction decreases with the domain size (see Appendix 6.2). Next we introduce the

functions,

∀u ∈ [−1/2, 1/2], g1(u, L) = α1(Lu) and g2(u, L) = Lα2(Lu)

and conclude that they sum to one. We shall additionally suppose (Assumption B) that

these functions do not depend on L and therefore only characterize the "shape" of the

distributions.

g1(u, L) = g1(u) and g2(u, L) = g2(u)

This assumption will not be used extensively.
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2.4 The optimization criteria

First af all, we would like to study the distributions α1(y), α2(y) and the scalars v−, v+

that maximizes the speed of the traveling wave V . The second problem is to optimized

e�ciency transduction (See also a special case in section 3.9). In the absence of cargo,

the e�ciency Λ has to be understood in the sense of Stokes [108, 171, 183]

Λ = P/H

where P = ξV 2L is the power required for translocation with constant velocity in the

presence of external friction preventing such motion and H > 0 is the internal energy

supply rate associated with ATP hydrolysis which drives the motility process. In a

weakly non-equilibrium regime H is proportional to the square of the thermodynamical

force (a�nity) keeping the hydrolysis reaction out of equilibrium [88, 89]. To compute

H we notice that it can be decomposed into a sum of a power HA exerted by active

forces on the constraining environment and the dissipation ε which takes place even if

the active force is generated but no work is produced. The term HA > 0 is an anti-

dissipation which operates in the domain where force-velocity relation f(V ) is such that

f(V )V < 0. The term ε > 0 can be identi�ed with the maintenance heat introduced

by A.V. Hill to describe isometric contractions of skeletal muscles (in stall conditions)

[76]. The signs of the terms HA and ε may also be di�erent which requires special

interpretation [88]. To compute the anti-dissipation term HA, we multiply (2.1)1 by v

and (2.1)2 by ∂xv and sum these two contributions. Then, integrating on the moving

domain we get,

−kL− L0

L0
(L̇− (v+ − v−)) = ξ

∫ l+

l−

φ1(α1)v2 + η

∫ l+

l−

(∂xv)2 + χ

∫ l+

l−

φ2(α1)∂xv.

In the travelling wave (steady state) regime L̇ = 0 and y = x− V t, therefore

k
L− L0

L0
(v+ − v−)− χ

∫ L/2

−L/2
φ2(α1)∂yv = ξ

∫ L/2

−L/2
φ1(α1)v2 + η

∫ L/2

−L/2
(∂yv)2.

The term in the left hand side describes the power performed by the contractile forces

and treadmilling mechanism and therefore it can be identi�ed with anti-dissipation HA:

HA = ξ

∫ L/2

−L/2
v2 + η

∫ L/2

−L/2
(∂yv)2 > 0

28



2.5 Neglecting treadmilling

One can see that this power goes into overcoming the viscous resistance in the bulk of

the cell and the frictional resistance between the cell body and the substrate. We can

then write the e�ciency as,

Λ =
ξV 2L

kL−L0
L0

(v+ − v−)− χ
∫ L/2
−L/2 φ2(α1)∂yv + ε

.

The 'maintenance' power term ε describes microscopic dissipation taking place even in

the absence of a macroscopic motion. Therefore it cannot be evaluated based on our

equations and requires an access to the microscopic model of active force generation.

In non dimensional form, the e�ciency reads,

Λ =
V 2L

kL−L0
L0

(v+ − v−)−
∫ L/2
−L/2 φ2(α1)∂yv + ε

,

where we redi�ned,

ε :=

√
ηξ

χ2
ε.

2.5 Neglecting treadmilling

The main concern of this chapter will be with contraction-driven motility (v− = v+ = 0)

and in this section we partly justify the neglect the treadmilling with respect to the op-

timization procedure. Suppose for simplicity that adhesion and contraction mechanisms

are homogeneous. Then we can set,

α1 ≡ 1 and α2 =
1

L
.

Then, (2.5) can be easily solved. By setting,{
Vm = (v− + v+)/2 > 0

∆V = v+ − v−

we have, {
V = Vm

Λ = 2 LV 2
m

(∆V )2
tanh

(
L
2

) (2.6)

with,

∆V = 2

(
1

L
+ k

L− L0

L0

)
tanh

(
L

2

)
.

It is then clear that both velocity and e�ciency can be maximized by setting Vm as large

as possible for any �xed ∆V . Still the interplay between non homogeneous adhesion
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2. CHAPTER I: OPTIMAL CRAWLING

and treadmilling properties is of interest (See section 4.3). In the rest of the chapter we

simplify the problem and only consider contraction driven motility. We then set,

v− = v+ = 0.

2.6 Optimization of velocity

Without treadmilling, system (2.5) can be rewritten as,
−∂y( 1

α1
∂yσ) + σ = α2

σ(−L/2) = −kL−L0
L0

= σ(L/2)

V =
∂yσ
α1

(−L/2) =
∂yσ
α1

(L/2)

(2.7)

and we �rst consider the problem of optimizing velocity V by choosing appropiate

controls α1(y) and α2(y).

2.6.1 Homogeneous adhesion

To start with, consider the case where α1 ≡ 1, meaning that adhesion strength is

proportional to speed of the retrograde �ow with a constant coe�cient.

In this case, (2.7)1,2 can be integrated in a closed form and using (2.7)3, the unknown

parameters V and L can be written in the form: −2kL−L0
L0

sinh(L2 ) =
∫ L/2
−L/2 cosh(y)α2(y)dy

V = − 1
2 sinh(L

2
)

∫ L/2
−L/2 sinh(y)α2(y)dy.

(2.8)

The problem is now to �nd the optimal distribution α2 maximizing the velocity V .

2.6.1.1 Existence of traveling wave solutions

The �rst question is wether the system (2.8) has solutions. If we use Assumption B,

then (2.8)1 can be rewritten as

L(L) = −2k
L− L0

L0
sinh(

L

2
) =

∫ 1/2

−1/2
cosh(Lu)g2(u)du = R(L). (2.9)

Here R(L) is an increasing convex function of L satisfying R(0) = 1, while L(L) is a

concave function which is positive on [0, L0] and negative on [L0,∞[. The function L(L)

vanishes at L = 0 and L = L0 and increases until the treshold L∗(L0) ≤ L0 de�ned by

the unique solution of (see Fig 2.3):
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2.6 Optimization of velocity

Figure 2.3: Sketch of L and R for two values of k associated to zero or two solutions

2 tanh

(
L∗

2

)
+ L∗ = L0

Then using assumption A, and Mean Value theorem we obtain:

1 + 2k
L∗ − L0

L0
sinh

(
L∗

2

)
< R(L∗)− L(L∗) < cosh

(
L∗

2

)
+ 2k

L∗ − L0

L0
sinh

(
L∗

2

)
.

So we can claim that,

• If,

cosh

(
L∗

2

)
+ 2k

L∗ − L0

L0
sinh

(
L∗

2

)
< 0

then (2.9) has two solutions.

• If,

1 + 2k
L∗ − L0

L0
sinh

(
L∗

2

)
> 0

then (2.9) has no solutions. For other values of parameters the number of solutions

depends on the exact shape of the function g2(s).

These results are graphically represented on Fig.2.4. We will always consider the case

when there are two solutions, eliminating cases with no solution when contraction is

too strong (or equivalently when elasticity is too weak). we observe that if L0 << 1,

expanding the trigonometric functions near L = 0, a necessary and su�cient condition

for existence of two solutions to (2.9) can be written in the form:

1 <
kL0

4
(2.10)

31



2. CHAPTER I: OPTIMAL CRAWLING

Figure 2.4: Phase diagram of some necessary conditions

which has been also ploted on Fig.2.4.

From the perspective of the unsteady system corresponding to (2.8)2, the two so-

lutions are not equivalent. One is stable (largest length) while the other is unstable

(smallest length).

Stability is here understood as the stability of the moving fronts within an unsteady

analogue of Assumptions (A) and (B) that include a class of controls outside the class

of traveling waves. Denoting,

L(t) = l+(t)− l−(t) and G(t) =
l−(t) + l+(t)

2

and integrating (2.4), we obtain L̇(t) = −2kL(t)−L0

L0
tanh(L(t)

2 )− 1

cosh(
L(t)
2

)

∫ l+(t)
l−(t) cosh(G(t)− x)α2(x, t)dx

Ġ(t) = 1

2 sinh(
L(t)
2

)

∫ l+(t)
l−(t) sinh(G(t)− x)α2(x, t)dx.

(2.11)

The "general dynamic" analogues of assumptions (A) and (B) are then:

Assumption (A') ∫ l+(t)

l−(t)
α2(x, t)dx = 1,

meaning that the total amount of motors is conserved and,

Assumption (B')

α2(x, t) = T (t)S

(
x− l−(t)

L(t)

)
,
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meaning that the spatio temporal inhomogeneities of myosin distribution can be sep-

arated into a contribution depending on space coordinate in the referential coordinate

system of the moving cell and a mulptiplicative time modulation. These assumptions,

of course contain the more speci�c travelling wave ansatz. We can then write,

α2(x, t) =
S
(
x−l−(t)
L(t)

)
L(t)

∫ 1
0 S(u)du

,

which gives,

g2(u) =
S(u)∫ 1

0 S(u)du
.

Then the system (2.11) can be rewritten as, L̇(t) = −2kL(t)−L0

L0
tanh(L(t)

2 )− 1

cosh(
L(t)
2

)

∫ 1
0 cosh(L(t)(1/2− u))g2(u)du

Ġ(t) = 1

2 sinh(
L(t)
2

)

∫ 1
0 sinh(L(t)(1/2− u))g2(u)du,

(2.12)

and (2.12)1 becomes L̇ = L(L)−R(L). As it can be seen in Fig.2.5, in the case where

Figure 2.5: L̇ = L(L)− R(L) as a function of L

there are two solutions L− and L+, L− is unstable and L+ is stable with a basin of

attraction in [L−,∞[.

2.6.1.2 Optimal velocity of traveling wave solutions

As we have made sure that solutions exist, we may wonder about optimizing the velocity

given by (2.8)2. It is clear that if α2(y) is even, V = 0. This is not really surprising

as nothing in the formulation of the problem distinguishes left from right in such a
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con�guration. This result can be interpreted as an analogue of Purcell's theorem [103,

149]. More generally, relation (2.8)2 can be interpreted as a barycentric relation with

weights given by the function sinh. Given an initially even distribution α2(y), if we now

bias it by putting more motors to the rear, the sign of velocity will become positive

and it will be negative in the opposite case. We notice that the velocity dependence on

α2(y) has a central symmetry: �ipping α2(y) with respect to the cell center 0 we only

change the sign of the velocity.

The problem of �nding the maximal velocity can be formulated as follow:

max
g2∈L1([−1/2,1/2])

(
− 1

2 sinh(L
2

)

∫ 1/2
−1/2 sinh(Ls)g2(u)du

)
with the constraints,∫ 1/2
−1/2 g2(u)du = 1

−2kL−L0
L0

sinh(L2 ) =
∫ 1/2
−1/2 cosh(Lu)g2(u)du

cosh
(
L∗

2

)
+ 2kL

∗−L0
L0

sinh
(
L∗

2

)
< 0.

One can see using mean value theorem that the maximal positive velocity is reached

when all the motors are localized at the rear for

g2(u) = δ(u+ 1/2)

where δ denotes the dirac mass at 0. The maximal velocity is

V =
1

2

which reads in dimensional form:

V =
1

2

χ

η
AT

Here AT = KonMT

c02(Kon+Koff )
(See appendix 6.2) is a length proportional to the total amount

of motors. This upper bound is within the constraints for existence of a length as with

such a distribution we have:

cosh

(
L

2

)
+ 2k

L− L0

L0
sinh

(
L

2

)
= 0

and we are on the border of admissibility.

One can see that only half of the motors is "useful".
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2.6.2 The role of adhesion

Having treated the case when adhesion was homogeneous, we now wouldlike to un-

derstand the less analytically transparent case when the distribution of integrins is

arbitrary. To �nd the length L and the velocity V in this case, we �rst observe that

(2.7)1,2 is a Sturm-Liouville problem. Its solution can be written in term of Green's

function :

σ(y) = −kL− L0

L0
−
∫ L/2

−L/2
G(y, s)

[
α2(s) + k

L− L0

L0

]
ds. (2.13)

The Green's function itself can be expressed in term of two auxillary solutions of the

equation [120].

(
1

α1
U ′)′ = U.

These two solutions U1 and U2 are associated with two sets of boundary conditions

U1(−L/2) = 0, U1(L/2) = 1 and U2(−L/2) = 1, U2(L/2) = 0, respectively. These

solutions form a basis in the space of all solutions as their wronskian W is non zero.

Indeed, W (−L/2) = −U ′1(−L/2) and if U
′
1(−L/2) = 0 as U1(−L/2) = 0 then U1 ≡ 0

which is in contradiction with U1(L/2) = 1. Note additionally that using Abel formula

one can prove that the quantity,

A =
W

α1

is a constant, which leads to identity:

−U
′
1(−L/2)

α1(−L/2)
=
U
′
2(L/2)

α1(L/2)
.

We can then express the Green's function as:

G(y, u) =
1

A

(
U1(s)U2(y)1[s<y] + U1(x)U2(s)1[s>y]

)
where,

1[s<y] =

{
1 if s < y
0 if s ≥ y and 1[s>y] =

{
1 if s > y
0 if s ≤ y

By substituting this expression into (2.13), we obtain: σ
′
(−L/2) = − 1

A

∫ L/2
−L/2 U

′
1(−L/2)U2(s)

[
α2(s) + kL−L0

L0

]
ds

σ
′
(L/2) = − 1

A

∫ L/2
−L/2 U

′
2(L/2)U1(s)

[
α2(s) + kL−L0

L0

]
ds.
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and

V =

∫ L/2

−L/2
U2(s)

[
α2(s) + k

L− L0

L0

]
ds = −

∫ L/2

−L/2
U1(s)

[
α2(s) + k

L− L0

L0

]
ds.

We can now de�ne h(s) = U2(s) + U1(s) and f(s) = U2(s)− U1(s) which implies that,{
( 1
α1
h′)′ = h

h(−L/2) = 1 and h(L/2) = 1
and

{
( 1
α1
f ′)′ = f

f(−L/2) = 1 and f(L/2) = −1

Taking into account the fact that h ≥ 0 (Maximum principle), we introduce a new

measure of inhomogeneity of contraction:

α̂2 =

∫ L/2
−L/2 h(s)α2(s)ds∫ L/2
−L/2 h(s)ds

.

By using the function α̂2, the equations for V and L can be written as:{
α̂2 = −kL−L0

L0

V = 1
2

∫ L/2
−L/2 f(s)(α2(s)− α̂2)ds.

(2.14)

Using Assumptions (A) and (B) we may further characterize (2.14). De�ning,

∀u ∈ [−1/2, 1/2], h̃(u) = h(Lu) and f̃(u) = f(Lu),

we have  ĝ2 =

∫ 1/2
−1/2

g2(u)h̃(u)du∫ 1/2
−1/2

h̃(u)du
= −kLL−L0

L0

V = 1
2

∫ 1/2
−1/2 f̃(u)(g2(u)− ĝ2)du,

(2.15)

Here we recall that,{
( 1
g1
h̃′)′ = L2h̃

h̃(−1/2) = 1 and h̃(1/2) = 1
,

{
( 1
g1
f̃ ′)′ = L2f̃

f̃(−1/2) = 1 and f̃(1/2) = −1

and, ∫ 1/2

−1/2
g2 =

∫ 1/2

−1/2
g1 = 1

If we now suppose that g1 ≡ 1 corresponding to homogeneous adhesion, f̂ and ĝ can

be found explicitly as hyperpolic functions and the problem reduces to the one studied

in the previous section.
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2.6.2.1 Existence of the traveling wave solutions

Based on (2.15)1, we can again obtain some su�cient conditions for existence of TW

solutions. We notice that the positiveness of g2 implies that L < L0 which is expected

as contraction shortens the cell. To characterize the situations where independant of the

shapes g1(y) and g2(y), there exists a solution of (2.15)1 is a di�cult task. The problem

simpli�es if we assume that L0 is small. A su�cient condition then reads again,

kL0 > 4

Indeed, when L0 → 0, L → 0 and ĝ2 → 1 while max
L<L0

(
−kLL−L0

L0

)
= kL0

4 . So locally

near L = 0, (2.15)1 has two solutions.

2.6.2.2 Optimal velocity of the traveling wave solutions

Symmetry property First of all, we notice, some symmetry properties of our prob-

lem. Suppose that g2 is even and therefore does not favor any direction of motion. Then,

if we also suppose that g1 is even, the functions f̃(s) and −f̃(−s) solve the same ODE.

Uniqueness then implies that f̃ is odd. Hence, the integral in (2.15)2 is the integral of a

product of an odd function by an even function which is an odd function. Consequently

the integral vanishes and V = 0. This is an expected result as no direction is physically

preferred neither by contraction nor by adhesion.

Note the status of adhesion and contraction is quite di�erent though. Indeed, if we

consider homogeneous contraction, then g2 ≡ ĝ2 ≡ 1 and (2.15)1 shows the existence of

two possible lengths

L̂± =
L0

2

(
1±

√
1− 4

kL0

)
.

However (2.14)2 implies that V = 0 no matter what the adhesion distribution α1. We

conclude that to ensure motility, contraction must be inhomogeneous while from the

previous section we have seen that homogeneous adhesion can still lead to motion. This

suggests that the real "mover" is contraction while adhesion o�ers a "leverage" for

contraction making it more e�cient.

Maximal speed We now investigate what is the largest possible velocity that can be

reached when both contraction and adhesionare inhomogeneous. We obtain the result in
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two steps. We �rst show that V ≤ 1 and then �nd a con�guration, of controls allowing

the cell to reach where this upper bound.

Maximum principle dictates that:

∀u ∈ [−1/2, 1/2], 1 ≥ h̃(u) ≥ 0 and h̃(u) ≥ f̃(u) ≥ −h̃(u).

We cut the domain [−1/2, 1/2] in two distinct (not necessarily connected) pieces S−

and S+ where,

S− = {u/g2(u) ≤ ĝ2}

and,

S+ = {u/g2(u) > ĝ2} .

We then have,

V =
1

2

(∫
S+

f̃(u)(g2(u)− ĝ2)du+

∫
S−

f̃(u)(g2(u)− ĝ2)du

)
and using the bounds on f̃ ,

V ≤ 1

2

(∫
S+

h̃(u)(g2(u)− ĝ2)du−
∫
S−

h̃(u)(g2(u)− ĝ2)du

)
.

Reorganizing terms we obtain,

V ≤ 1

2

(∫
S+

h̃(u)g2(u)du+ ĝ2

∫
S−

h̃(u)du−
(∫

S−

h̃(u)g2(u)du+ ĝ2

∫
S+

h̃(u)du

))
.

By elimination of the non positive terms, we can further write,

V ≤ 1

2

(∫
S+

h̃(u)g2(u)du+ ĝ2

∫
S−

h̃(u)du

)
.

Since all integrated quantities are positive,

V ≤ 1

2

(∫ 1/2

−1/2
h̃(u)g2(u)du+ ĝ2

∫ 1/2

−1/2
h̃(u)du

)
.

Finally, using (2.15)1 and the fact that h̃ ≤ 1, we obtain

V ≤
∫ 1/2

−1/2
h̃(u)g2(u)du ≤

∫ 1/2

−1/2
g2(u)du = 1.

In the case of homogeneous adhesion, we obtain only half of this velocity because the

function h̃ is explicit.
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2.6 Optimization of velocity

We can now �nd a con�guration which reaches this maximum. The idea is to take

a motor distribution maximizing the speed at homogeneous friction (localized at the

trailing edge such that (2.8)2 is maximal) and adjust the integrin distribution. In fact,

if we suppose that both g1 and g2 are fully localized (Dirac masses) we can reach the

maximal speed. To this end, we �rst suppose that g1 is a Cauchy distribution:

g1(u) =
1

π

θ

θ2 + (u− u0)2

where u0 ∈ [−1/2, 1/2] and θ > 0. As it is well known, this distribution converges to a

Dirac mass when θ → 0:

lim
θ→0

g1(u) = δ0(u− u0).

This choice of g1 is motivated by the fact h̃ and f̃ can be written in term of Legendre

polynoms. Then, for this choice of g1, when θ → 0 the limiting f̃ and h̃ can be found

explicitly:

h̃(u) = 1

and

f̃(u) =

{
1 if u < u0

−1 if u > u0.

From (2.15)1, ĝ2 = 1 and two lengths are possible (again L̂±) and velocity can be

computed from (2.15)2 as follow:

V =
1

2

[∫ u0

−1/2
g2(u)du−

∫ 1/2

u0

g2(u)du− 2u0

]
.

This expression takes largest value when the support of g2 is chosen in [−1/2, u0] so

that the second term does not contribute. Then to make the third term contribute in

the largest way one should choose u0 = −1/2. Then,

g1(u) = δ0(u+ 1/2)

and,

g2(u) = δ0(u+ 1/2)

producing the velocity,

V = 1.
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One can see that this precial adhesion distribution allows the contraction mechanism

to reach a velocity which is twice larger as when adhesion does not favour any direc-

tion. This means that in order to reach optimal velocity contraction and adhesion are

fully correlated and localized at the trailing edge. Such correlation between the stresses

created by contraction and the distribution of focal contacts agrees with experimental

observations [62, 167, 182, 185, 186]. The ageement suggests that the velocity is an

important parameter to the cell, which it tries to optimize. Still, we show in chapter III

(section 4.3), that adhesion complexes also enhance the speed generated by polymeriza-

tion/depolymerization. This e�ect is not considered here but to take advantage of this,

adhesion has to rather concentrate at the leading edge. This suggests that the optimal

distribution of adhesion complexes with respect to speed depends in a non trivial way

on the balance between contractile (localization at the trailing edge) and protrusive

(localization at the leading edge) e�ects.

2.7 Optimization of e�ciency

As a next step we build a formal optimization procedure of e�ciency as it is often done

in the context of swimming at low Reynolds number [5, 6, 119, 136]. For simplicity, we

consider that adhesion is homogeneous (α1 ≡ 1) and focus on the myosin distribution.

ased on section 2.4, and using Assumptions (A) and (B), we can compute the non

dimensional e�ciency as follow,

Λ =
LV 2

−L−2
∫ 1

0 g∂uuσ + ε
(2.16)

where g = g2 and the function σ solves the system of equations,
−L−2∂uuσ + σ = L−1g
σ(0) = fL = σ(1)

∂uσ(0) = LV = ∂uσ(1).
(2.17)

Here we denoted,

fL = −kL− L0

L0
.

The e�ciency now depends on three non dimensional constants (k, L0, ε) and a function

g.
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2.7 Optimization of e�ciency

2.7.1 Formulation of the variational problem

By solving (2.17) we obtain,
V = 1

2 sinh(L/2)

∫ 1
0 sinh

(
L(1

2 − u)
)
g(u)du

2fL sinh(L2 ) =
∫ 1

0 cosh
(
L(1

2 − u)
)
g(u)du

σ(u; g) =
fL cosh(L( 1

2
−u))

cosh(L
2

)
+
∫ 1

0 Ψ(v, u)g(v)dv.

Here, H is the Heaviside function, and the symmetric (Ψ(u, v) = Ψ(v, u)) kernel Ψ has

the form (from solution of (2.17)1 with zero Dirichelet boundary conditions),

Ψ(u, v) =
1

sinh(L)
(sinh(L(1− u)) sinh(Lv)−H(v − u) sinh(L) sinh(L(v − u))) .

The e�ciency can then be computed as a function of the known constants (k, L0, ε)

and the unknown parameters (g(y), V, L) ,

Λ(g, L, V ) =
LV 2

L−1
∫ 1

0 g(u)2du− 2f2
L tanh(L/2)−

∫ 1
0

∫ 1
0 Ψ(u, v)g(u)g(v)dudv + ε

.

The problem of �nding the maximal e�ciency can then be formulated as follow:

max
g∈L2([0,1]),L∈R+,V ∈R

Λ(g, L, V )

with the constraints,

2V sinh(L2 ) =
∫ 1

0 sinh
(
L(1

2 − u)
)
g(u)du

2fL sinh(L2 ) =
∫ 1

0 cosh
(
L(1

2 − u)
)
g(u)du∫ 1

0 g(u)du = 1
g ≥ 0.

(2.18)

Note the unusal presence of V and L in the optimized functional. These two constants

are implicitely de�ned by the �rst two constraints. An equivalent problem can be

obtained if the two �rst constraints are used to �nd expicitly V and L as functionals of

g (and of known parameters) and plug the values in the e�ciency,

Λ(g, L̃(g), Ṽ (g))

and the equivalent maximization problem,
max

g∈L2([0,1]),L∈R+,V ∈R
Λ(g, L̃(g), Ṽ (g))

with the constraints,∫ 1
0 g(u)du = 1

g ≥ 0
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However, since the constraints are implicit, the �rst formulation is more convinient.

The ensuing variational problem is not trivial because we know that what maxi-

mizes the numerator (the velocity) is a fully localized distribution of g at one of the

boundaries (Dirac mass of intensity 1). This distribution sums to 1 and satis�es the

length constraint. At last, it is also non negative. On the contrary, what minimizes the

denominator by making it equal to zero is taking g = Lσ which corresponds to σ = fL.

This is an admissible candidate as g sums to 1 and satis�es the length constraint for

L = L̂±. Also, g is non negative since L = L̂± < L0. Yet in this case V = 0. So there

is a non trivial tradeo� between localizing g at the trailing edge which maximizes the

velocity and making g uniform which minimizes the energy consumption.

2.7.2 A priori bounds on e�ciency

The fact that e�ciency is non negative,

Λ ≥ 0

is clear from multiplication of (2.17) by ∂uuσ and integration by parts. This result does

not depend whether g is non negative or not.

One may wonder if the e�ciency is bounded from above (and if the supremum is a

maximum). We begin with the following result. There exists a positive function of L,

µ(L) > 0 such that, for every L,

Λ ≤ µ(L).

Indeed, for any f ∈ H1(0, 1) (See [28] for de�nition of functional spaces) there exists a

positive constant C such that:

‖f‖H1 ≥ C‖f‖∞

Applying the inequality to f = σ, we conclude that there exists a constant µ(L) such

that:

LV 2 = L−1 (∂yσ(0))2 ≤ L−1µ(L)

(
L−2

∫ 1

0
σ2
yy +

∫ 1

0
σ2
y + εL

)
= µ(L)

(
−L−2

∫ 1

0
gσyy + ε

)
.

meaning that,

0 ≤ Λ ≤ µ(L)

This result is particularly interesting in the case ε = 0 where we have seen that

we can make the denominator of in the formula for the e�ciency go to zero (taking
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2.7 Optimization of e�ciency

g = LfL) at the price of zero numerator, which questions the limiting value of this

ratio. This result states that the ratio cannot exceed a �nite constant. The bound

also implies the existence of a couple (L, g) realizing the maximum of the e�ciency.

Indeed, as L ∈ [L∗, L0] it is clear µ(L) can be bounded uniformly in L. Then the

continuity property of the e�ciency and of the constraints for varying L and g ensures

the existence of a maximizing couple. Uniqueness does not hold as a central symmetry

with respect to 1/2 does leave the problem unchanged (choosing g(x−1/2) or g(1/2−x)

is equivalent). It remains to be seen if the solution of the problem is unique up to this

symmetry. The optimal constant µ(L) corresponds to the smallest bound of e�ciency

in the case ε = 0. We shall prove in coming sections that,

µopt(L) =
L

2
coth(

L

2
)− 1

2.7.3 The subproblem at �xed L and V

We observe that the problem (2.18) may be reformulated as follows:

max
L∈R+,V ∈R





max
g∈L2([0,1])

Λ(g, L, V )

with the constraints,

2V sinh(L2 ) =
∫ 1

0 sinh
(
L(1

2 − u)
)
g(u)du

2fL sinh(L2 ) =
∫ 1

0 cosh
(
L(1

2 − u)
)
g(u)du∫ 1

0 g(u)du = 1
g ≥ 0


,

This means that we �rst can maximize at �xed L and V and then maximize with

respect to the remaining V and L variables. The �rst problem at �xed V and L can be

formulated as follows,

max
g∈L2([0,1])

Λ(g, L, V )

with the constraints,

2V sinh(L2 ) =
∫ 1

0 sinh
(
L(1

2 − u)
)
g(u)du

2fL sinh(L2 ) =
∫ 1

0 cosh
(
L(1

2 − u)
)
g(u)du∫ 1

0 g(u)du = 1
g ≥ 0.

(2.19)
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The problem (2.19) can be put in the equivalent form,

min
g∈L2([0,1])

(
L−1

∫ 1
0 g(u)2du−

∫ 1
0

∫ 1
0 Ψ(u, v)g(u)g(v)dudv

)
with the constraints,

2V sinh(L2 ) =
∫ 1

0 sinh
(
L(1

2 − u)
)
g(u)du

2fL sinh(L2 ) =
∫ 1

0 cosh
(
L(1

2 − u)
)
g(u)du∫ 1

0 g(u)du = 1
g ≥ 0.

(2.20)

To simplify the problem in �rst exposure, we �rst supress the sign constraint g ≥ 0

allowing for both contraction and loosening. Then, we obtain a relatively simple classical

variational problem,

min
g∈L2([0,1])

D(g) (2.21)

where,

D(g) = L−1

∫ 1

0
g(u)2du−

∫ 1

0

∫ 1

0
Ψ(u, v)g(u)g(v)dudv

with the constraints,
2V sinh(L2 ) =

∫ 1
0 sinh

(
L(1

2 − u)
)
g(u)du

2fL sinh(L2 ) =
∫ 1

0 cosh
(
L(1

2 − u)
)
g(u)du∫ 1

0 g(u)du = 1.

(2.22)

2.7.4 Euler-Lagrange equation for problem (2.21-2.22)

By computing the �rst varation of D and using the symmetry of Ψ we get:

gradgD(g) = 2L−1g(u)− 2

∫ 1

0
Ψ(u, v)g(v)dv.

The gradient of the constraints (2.22) reads:

{1, sinh(L(1/2− u)), cosh(L(1/2− u))}

which is a free family. If the con�guration g is a local minimum, there exists three

scalars (λ0, λ1, λ2) such that g satis�es the order two Fredholm integral equation:

g(u)− L
∫ 1

0
Ψ(u, v)g(v)dv = λ0 + λ1 sinh(L(1/2− u)) + λ2 cosh(L(1/2− u)). (2.23)

We now need to check three points. 1) We have to show that there exists a unique

g satisfying (2.23), 2) that this point is indeed a minimum and not a maximum of

functional D and 3) that this minimum is global. Indeed,
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2.7 Optimization of e�ciency

1. As Ψ is bounded by L tanh(L/2)
2 and L is smaller than the �rst eigenvalue of the

kernel Ψ (we will elaborate on this point), we know from [120] that there exists a

unique solution to this linear problem.

2. To check that this solution is indeed a local minimum, we let r and q be two

functions of L2(0, 1) satisfying the constraints (2.22). The Hessian at the solution

reads:

H(r, q) = 2L−1

∫ 1

0
r(u)q(u)du−

∫ 1

0

∫ 1

0
Ψ(u, v)r(u)q(v)dudv

and since,

H(r, r) ≥ f2
L tanh(L/2) > 0

any solution of (2.23) is a local minimum.

3. To show that this local minimum is in fact the global minimum, we need to prove

thatD is always larger than Const(L)||g||2L2 implying quadratic growth at in�nity.

Applying twice Cauchy-Schwartz inequality we have,

D(g) ≥
(
L−1 −

∫ 1

0

∫ 1

0
Ψ(u, v)2dudv

)
||g||2L2 = Const(L)||g||2L2

where,

∀L > 0, Const(L) =
4L+ L

(
−
(
coth(L) + Lcsch2(L)

))
+ 2

4L2
> 0.

We can nox explicitly compute the solution of (2.23). To this end, we denote by Γ

the right hand side of (2.23),

Γ(u) = λ0 + λ1 sinh(L(1/2− u)) + λ2 cosh(L(1/2− u)).

We have to �nd the eigencouples of the kernel Ψ to represent g. More speci�cally, we

need to �nd the non trivial solutions (λ, σ) of the following eigenvalue problem:{
−L−2σuu + σ = λL−1σ

σ(0) = σ(1) = 0.

There exists non trivial solutions if and only if, L < λ and they can be indexed by

k ≥ 1, {
λk = L+ k2π2

L2

σk(u) =
√

2 sin(kπu),
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The eigenfunctions {σk(u)} form an orthonormalized basis of L2(0, 1) vanishing at 0

and 1. Then, by Hilbert-Schmidt theorem, we can write,

g(u) = Γ(u) + 2L2
∞∑
k=1

∫ 1
0 sin(kπv)Γ(v)dv

k2π2
sin(kπu). (2.24)

The serie in (2.24) is normally convergent which justi�es all reversals of summation and

integration in what follows. From the expression of Γ we obtain,

g(u) = λ0ψ0(u) + λ1ψ1(u) + λ2ψ2(u) (2.25)

where,


ψ0(u) = 1 + 4L2

∑∞
k=0

sin((2k+1)πu)
((2k+1)π)3

= 1− L2

2 u(u− 1)

ψ1(u) = sinh(L(1/2− u)) + 4L2 sinh(L/2)
∑∞

k=1
sin(2kπu)

2kπ((2kπ)2+L2)
= 2

(
1
2 − u

)
sinh(L2 )

ψ2(u) = cosh(L(1/2− u)) + 4L2 cosh(L/2)
∑∞

k=0
sin((2k+1)πu)

(2k+1)π(((2k+1)π)2+L2)
= cosh(L/2).

We can now compute,

A0 =
∫ 1

0 ψ0(u)du = 1 + L2

12

A2 =
∫ 1

0 ψ2(u)du = cosh(L/2)

S1 =
∫ 1

0 sinh(L(1/2− u))ψ1(u)du = 2(1−cosh(L))+L sinh(L)
L2

C0 =
∫ 1

0 cosh(L(1/2− u))ψ0(u)du = cosh(L/2)

C2 =
∫ 1

0 cosh(L(1/2− u))ψ2(u)du = sinh(L)
L .

The constraints (2.22) can be rewritten as,
1 = λ0A0 + λ2A2

2V sinh(L/2) = λ1S1

2fL sinh(L/2) = λ0C0 + λ2C2

which is a linear system that delivers the Lagrange multipliers as a function of the

remaining variables V and L:
λ0 = 12(1−fLL) sinh(L)

(L2+12) sinh(L)−6L(cosh(L)+1)

λ1 = L2V
L cosh(L2 )−2 sinh(L2 )

λ2 =
2L(fL(L2+12) sinh(L2 )−6 cosh(L2 ))

(L2+12) sinh(L)−6L(cosh(L)+1)
.

We now need to substitute these explicit relations into (2.16) and express e�ciency

as a function of V and L.
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2.7.5 Solution of the problem with no sign constraint

The remaining problem is to maximize Λ with respect to the emaining scalar variables

V and L. We have,

Λ =
L2V 2∫ 1

0 g(u)Γ(u)du− 2Lf2
L tanh(L/2) + Lε

where,∫ 1

0
g(u)Γ(u)du = λ2

0A0 +λ0λ2(A2 +C0)+λ2
1S1 +λ2

2C2 = λ0 +2 sinh(L/2)(V λ1 +fLλ2).

After substitutions, we obtain the �nal formula:

Λ(V,L) =
L2V 2

L

(
ε+ 2LV 2

L coth(L2 )−2

)
+

12 sinh(L2 )(1−fL)2

(L2+12) sinh(L2 )−6L cosh(L2 )

. (2.26)

The function Λ(V,L) is illustrated in Fig.2.6 for a generic set of parameters.

Figure 2.6: Λ as a function of V and L for parameters L0 = 1, k = 10 and ε = 10,

corresponding to L̂− ' 0.11 and L̂+ ' 0.11.

Observe �rst that the expression (2.26) is invariant with respect to a change of the

velocity sign. This was expected from the original symmetry of the problem where

changing g(x− 1/2) in g(x + 1/2) just changes the sign of the velocity. So, if we have

a solution moving front left to right, we have a twin solution moving from right to left.

At a �xed speed there are two special lengths corresponding to L̂− and L̂+ ( which

we recall are de�ned by fLL = 1) where e�ciency undergoes a localized increase as the

second term of the denominator in the e�ciency vanishes. Interestingly, L̂− which is

unstable, is also very ine�cient comparing to L̂+.
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As we see, in the problem with no sign constraint, the e�ciency can go to in�nity

when both speed and length go to in�nity. The corresponding con�gurations g involve

in�nite contraction at the trailing edge and loosening at the front. Indeed when V and

L are large enough, we can approximate the optimal g by:

g∞(u) = LfL + V L(1− 2u)− 6(1− LfL)u(u− 1).

Now, when V goes to in�nity faster than L (say V ∼ L2), we have pointwisely:

gopt∞ (u) = C(L)(1− 2u) with C(L) = L3.

The integral constraint (2.22)3 is violated in the limit as the leading order term integral

vanishes. ∫ 1

0
V L(1− 2u)du = 0

The ensuing con�guration, has in�nite speed, and allows arbitrary large compression

(positive part of g) at the trailing edge and as much loosening (negative part of g) at

the leading edge. To obtain the optimal con�guration with both the speed and the

e�ciency bounded, we would need to constrain the integrals of positive and negative

part of g.

2.7.6 Solution of the problem with a sign constraint

Now, we return to the problem where the constraint g ≥ 0 is imposed, thus allowing

contraction only.

2.7.6.1 Case ε = 0

The constraint g ≥ 0 could be incorporated directly at the level of minimization of D

(see Appendix 6.3) but since we have already obtained optimal g given by (2.25), we

shall �rst apply to it three discrete constraints implied by g ≥ 0 which are su�cient to

conclude, 
g(0) ≥ 0
g(1/2) ≥ 0
g(1) ≥ 0

These inequalities can be written as:
L2(fLL−1) sinh(L2 )

(L2+12) sinh(L2 )−6L cosh(L2 )
+ L2V

2−L coth(L2 )
+ 1 ≥ 0

1
2

(
L2(3− fLL) + 24

)
sinh(L)− 6L(cosh(L) + 1) ≥ 0

L2(fLL−1) sinh(L2 )
(L2+12) sinh(L2 )−6L cosh(L2 )

− L2V
2−L coth(L2 )

+ 1 ≥ 0.

(2.27)
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The imposed restrictions on the (L, V ) domain of de�niton of e�ciency supress a major

part of the original admissibility domain. On Fig.2.7 we show the e�ciency on the new

domain addmissible with conditions (2.27). Additionaly, we know that the second term

Figure 2.7: Plot of e�ciency with constraints on the domain admissible with conditions

(2.27) in the ε = 0 case with L0 = 1 and k = 10. The less opaque surface is µopt(L). The

black dots are the points where e�ciency is the highest and reaches its upper bound.

in the denominator in the formula for e�ciency (2.26) is positive. Hence, the optimal

e�ciency Λopt can be bounded as follow

Λopt ≤ L2V 2

L

(
2LV 2

L coth(L2 )−2

) = µopt(L) =
L

2
coth(

L

2
)− 1

and one can check that,

goptε=0(u) = 2(1− u) ≥ 0

reaches this upper bound (and is positive on [0, 1]). The cell lengths associated with

goptε=0 are L̂± and L̂+ clearly correspond to the maximal e�ciency (as L̂+

2 coth( L̂+

2 ) >
L̂−
2 coth( L̂−2 )). Our sign constraints eliminated larger lengths leading to potentially

larger e�ciency in the admissible domain and we can now check that the largest ef-

�ciency indeed corresponds to goptε=0. In fact, the maximal e�ciency is reached when

49



2. CHAPTER I: OPTIMAL CRAWLING

L = L̂+ and when the absolute value of the velocity is also maximal (see black dots of

Fig.2.7).

To prove these statements, let us consider a positive velocity (the negative case is

the same). The constraint g(1) ≥ 0 is on the limit of activity at the optimal point

(g(1) = 0) and we have, for velocity

V =
coth( L̂+

2 )

L̂+

− 2

L̂2
+

.

Then, the Lagrange multipliers take the values
λ0 = 0

λ1 = 1

sinh(
L̂+
2

)

λ2 = 1

cosh(
L̂+
2

)

and from (2.24), the optimal g is exactly,

goptε=0(u) = 2(1− u)

2.7.6.2 Case ε > 0

The problem for arbitrary ε is more di�cult and we shall stufy it only numerically by

using a simple algorithm presented in Appendix (6.5.2).

From Fig.2.8 we can see that the main e�ect of the sign constraint is to remove the

traction component of the active stresses at the front and to impose a �nite integral

(2.22)3 on the compression part at the rear. This compression component is then neither

constant nor fully localized. At small enough L0, numerical computations shown on

Fig.2.8 suggest that the optimal g can be approximated by,

gopt = − 2

a2
k,L0

(ε)
(u− ak,L0(ε))1[0,ak,L0

(ε)](u).

This function is linear on the set [0, ak,L0(ε)], like in the unconstrained case and zero

outside. The '�rst' value where gopt vanishes, ak,L0(ε) depends on the three non dimen-

sional parameters (k, L0, ε). The larger ε the more the optimal distribution tends to a

Dirac mass localized at the trailing edge as only numerator counts for in�nitely large

ε. In the other limit, the optimal g is just the linear function goptε=0 as we have shown

above. The value of length remains remarkably near L̂+ in all cases. The e�ect of an
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Figure 2.8: Optimal functions gopt for di�erent values of ε at k = 10 and L0 = 1. In

insert the value of ak,L0 as a function of ε.

Figure 2.9: Optimal functions gopt for di�erent values of ε at k = 10 and L0 = 5. In

insert the value of ak,L0
as a function of ε.

increasing L0 on the shape of the optimal distribution is to breake the linearity of the

non vanishing part of gopt as we show in Fig.2.9. Still, the deviation from linearity is

rather small and the piecewise linear approximation can still be used.

The problem of an in�nitely sti� active layer can be dealt with the same method.

We have to assume k −→ ∞. As we would like σ to remain �nite on the boundaries

we need to requiere that L −→ L0 while fL remains an unknown constant. This

transition is similar to the transition from compressible to incompressible �uid with
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the emergence in the limit of the kinematic pressure (our fL) In this limit the problem

can be reformulated, at �xed parameters (L0, ε) as follows, Find the maximum for

g ∈ L2([0, 1]) of the functional,

Λ(g) =

(∫ 1
0 sinh

(
L0(1

2 − y)
)
g(y)dy

)2

∫ 1
0 g(y)2dy

L0
− (

∫ 1
0 cosh(L0( 1

2
−y))g(y)dy)

2

sinh(L0) −
∫ 1

0

∫ 1
0 Ψ(u, v)g(u)g(v)dudv + ε

,

with constraints, {
g ≥ 0∫ 1

0 g = 1.

The same methods suggest again that the optimum is reached when

g(u) = − 2

a(L0, ε)2
(u− a(L0, ε))1[0,a(L0,ε)](u)

The value of the constant a can be computed analytically (see Fig.2.10) by using the

above ansatz and it agrees well with numerics. The function a(L0, ε) decreases as ε

increases. Indeed, when ε increases, more importance is given to the numerator in the

de�nition of e�ciency which favours in�nite localization on one of the boundaries.

Figure 2.10: Values of a as a function of L0 and ε

2.8 Conclusions

We �rst investigated the optimal strategy to achieve the largest velocity by tuning

myosin and integrins distributions. To do so, we have identi�ed the symmetries of
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the problem that need to be broken to lead to initiate the motion. In the steady

state, the optimal con�guration is when myosins and integrins are localized at the

trailing edge and fully correlated as suggested by some experimental and theoretical

results [43, 44, 62, 194]. The modeling does not take into account the treadmilling

side of motility and this e�ect would lead to a very di�erent optimal distribution of

integrins that would favour the leading front of the lamellipodium in order to make

the treadmilling more e�cient (see Chapter III). In the next step, keeping integrin

distribution constant, we investigated the optimal strategy for myosin distribution with

the goal to maximize mechanical e�ciency. The optimal distribution is a non trivial

tradeo� between localization at the trailing edge which maximizes the velocity and a

constant distribution that minimizes the energy consumption. As we show in section

6.2.2, it is reasonable to assume that the myosin distribution is governed by a drift

di�usion equation. The drift part is rather natural as the bipolar �laments of myosins

are crosslinking actin, which implies that they are advected with the actin retrograde

�ow. The di�usive part is justi�ed from the thermal mobility of bipolar �laments. Here,

we see that it can be bene�cial in term of mechanical e�ciency that myosin is not fully

localized. Di�usion introduces a spreading length scale of order
√

Dη
χ . Qualitatively,

this spreading can be related to ε as we can impose the following relation,

ak,L0(ε) ∼

√
Dξ

χ
.

There we assume that the mechanical e�ciency of the cell is high. This scaling could in

principle lead to an independant estimate of the parameter ε which is otherwise di�cult

to measure.
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Chapter II: Contraction at work

We propose a mechanism of cell motility which places emphasis on contraction while

ignoring treadmilling. At the basis of the model is contraction driven uphill di�usion

destabilizing symmetric con�guration and causing polarization. The morphological in-

stability is due to spontaneous internal motion of the cytoskeleton which is generated by

active cross-linkers and simultaneously transports them. By studying the simplest one

dimensional problem we show that such internal �ow can generate steady propulsion

of a �nite cell body. The model exhibits motility initiation pattern similar to the ones

observed in experiments.

3.1 Introduction

Coordinated crawling-induced movements of eukaryotic cells involve spatial and tempo-

ral self-organization at the cytoskeletal level. If non motile cells are mostly symmetric,

in the crawling cells actin polymerization is biased toward the front and myosin con-

traction is localized at the rear. Cells can polarize and initiate motility submitted to

transient asymmetric spatial stimuli. To achieve the motile con�guration a cell must

�rst undergo a morphological transition (polarization) [3, 27, 127]. While both con-

traction and treadmilling usually contribute to cell migration, it is contraction that

is crucial for polarization, moreover, cells can be driven by contraction only without

polymerization [50, 109, 144, 180, 182, 190]. In terms of [157, 168] the motion will be

supported by 'pullers' while 'pushers' will be disabled.
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3. CHAPTER II: CONTRACTION AT WORK

In this chapter, we show that the positive feedback mechanism giving rise to sym-

metry breaking and contraction dominated motility can be interpreted as an uphill

di�usion driven at the microscale by advection of molecular motors. Indeed, it is known

that myosin motors (active cross-linkers) can mechanically drive actin network by in-

�icting contraction. In turn, the network drags the motors amplifying contraction and

creating an autocatalytic e�ect (e.g. [116]). The positive feedback leads to build up of

motor density which is limited by internal sti�ness resisting the runaway and providing

negative feedback.

By using the term autotaxis we imply conceptual similarity of the described motility

mechanism with chemotaxis. One can say that each motor generates a stress �eld and

the other motors undergo biased random motion in the direction of a higher value of the

stress. In this way active cross-linkers use passive actin network as a medium through

which they interact and self-organize. After the symmetry of the non motile con�g-

uration is spontaneously broken, the resultant active motion inside the cell produces

overall steady state translocation of the cell body.

The idea that contraction causes �ow which in turn carries regulators of the contrac-

tion is incorporated into the hydrodynamic description of active �uids [2, 100, 159, 168].

It has been shown to describe peaks in concentration of stress activator ampli�ed by

advective in�ux due to active stresses under static constraints [25, 78]. In [71, 74] similar

idea was used to describe initiation of non-lamellipodial motility associated with angu-

lar cortex �ows. Heuristic models of the Keller-Segel type [142] describing polarization

instability in a non motile cell with �xed length were proposed in [36, 101]. In most of

these models, however, the e�ect of contraction was obscured by the account of other

mechanisms, in particular, treadmilling, and the focus was on generation of internal �ow

rather than on motion of the center of mass. There also exists considerable literature ad-

dressing spontaneous motility but emphasizing protrusion [86], Turing patterning [9, 82],

or studying the interaction of multiple mechanisms [15, 40, 55, 75, 90, 156, 163, 196].

To make the physics of autotaxis more transparent we study a simple analytically

tractable 1D model which captures both the symmetry breaking and the induced macro-

scopic motion. In addition to motor mediated active contractility the model accounts

for long range elastic sti�ness coupling the front and the back of the cell [14, 58, 110].

To achieve analytical simplicity we assume in�nite compressibility of the cytoskeleton
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allowing us to uncouple the study of actin distribution and focus exclusively on the

dynamics of myosin.

To initiate motility the destabilizing activity of motors must be strong enough to

counteract elasticity, frictional resistance and di�usive counter�ux. The symmetry loss

is therefore controlled by the number of motor proteins and its increase leads to a

bifurcation from a symmetric non motile regime to an asymmetric motile traveling

wave (TW) regime. We show that the stable motile regimes have motor concentration

localized at the trailing edge of the cell as observed in experiments [50, 109, 144, 180,

182, 190].

3.2 The model

We begin by writing the force balance equation for a 1D body in viscous contact with

rigid background

∂xσ = ξv,

where we recall σ(x, t) is the stress, v(x, t) is the velocity and ξ is the friction coe�cient.

Following [25, 78, 89, 97] we write

σ = η∂xv + χc,

where η is the bulk viscosity, c is the concentration of motors and χ > 0 is the contractile

prestress per motor. The function c(x, t) satis�es advection-di�usion equation

∂tc+ ∂x(cv) = D∂xxc,

where D is the di�usion coe�cient. We assume that l−(t) and l+(t) are the unknown

boundaries of the cell. Assuming also the existence of a long time global elastic structure

[24] due to both the internal sti�ness (storage modulus) of the cytoskeleton and the

elasticity of the plasmic membrane that resists reshaping of the body of the cell, we

write [14],

σ(l±(t), t) = −k(L− L0)/L0,

where L(t) = l+(t)− l−(t) is the length of the cell, k is the e�ective elastic sti�ness and

L0 is the reference length. Since we neglect treadmilling we can write the kinematic

boundary conditions in the form

l̇± = v(l±).
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Finally, we impose zero exterior �ux of motors

∂xc(l±(t), t) = 0

which implies that the average concentration c0 = L−1
0

∫ l+
l−
c(x, t)dx is conserved. If we

now normalize length by L0, time, by L2
0/D, stress by k, we obtain a Keller-Segel type

system {
−Z∂xxσ + σ = Pc/c0,
∂tc+ K∂x(c∂xσ) = ∂xxc,

(3.1)

where the dimensionless constants are Z = η/(ξL2
0), K = k/(ξD) and P = c0χ/k; if

σ is expressed through the Green's function of (3.1)1 and substituted into (3.1)2 the

resulting nonlocal di�usion-advection problem is structurally similar to the one proposed

in [101], however the e�ective kernel is di�erent. The dimensionless integral constrain

on the total amount of motors reads,

c0 =

∫ l+(t)

l−(t)
c(x, t)dx

while free boundary conditions take the form
σ(l±(t), t) = −(L(t)− 1),

∂xc(l±(t), t) = 0,

l̇±(t) = K∂xσ(l±(t), t).

The main system of equations (3.1) contains two di�erential equations. While the second

equation is a nonlinear PDE, the �rst equation is a linear ODE. Therefore the second

equation can be replaced by a Green's function based nonlocal representation of the

stress σ through the concentration c which takes into account the boundary conditions.

Then the second nonlinear equation can be written as a single nonlocal PDE. The

ensuing formulation is interesting because similar nonlocal continuum theories of active

actin networks have been derived directly from a micro-model in the papers of Kruse

and coauthors [99, 101, 177].

Since we are dealing with a moving domain, the Green's functions take unusual

form. To make the analysis more transparent, we can �rst map the problem on a �xed

domain [0, 1] and move the corresponding time dependence into the coe�cients of the

linear ODE which then become parametrically dependent on time. More speci�cally,

we introduce a new spatial variable:

u(x, t) =
x− l−(t)

l+(t)− l−(t)
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and new unknown functions

σ̂(u, t) = σ(l− + (l+(t)− l−(t))u, t)

and

ĉ(u, t) = Lc(l− + (l+(t)− l−(t))u, t).

On the �xed domain the original problem (3.1) can be written as{
− Z
L2∂uuσ̂ + σ̂ = Pĉ

Lc0

∂tĉ+ 1
L∂u(ĉ

(
K∂uσ̂

L − Ġ− (u− 1
2)L̇
)
− ∂uĉ

L ) = 0
(3.2)

where we recall that L(t) = l+(t) − l−(t) and G(t) = (l−(t) + l+(t))/2 and from the

Stefan boundary conditions we know that{
Ġ = K

2L(∂uσ̂(1, t) + ∂uσ̂(0, t))

L̇ = K
L (∂uσ̂(1, t)− ∂uσ̂(0, t)).

The remaining boundary conditions can be written as:{
σ̂(0, t) = σ̂(1, t) = −(L− 1)
∂uĉ(0, t) = ∂uĉ(1, t) = 0

(3.3)

And we must also prescribe the initial data,

ĉ(u, 0) = ĉ0(u).

From the linear equation (3.2)1 and the boundary condition (3.3)1 we obtain the

following representation of σ̂ in terms of ĉ:

σ̂(u, t) = −(L− 1)q(u) +
P√
Zc0

∫ 1

0
Ψ(u, v)ĉ(v, t)dv.

The function q and the kernel Ψ can be written explicitly,

Ψ(u, v) =
sinh( L√

Z
(1− u)) sinh( L√

Z
v)−H(v − u) sinh( L√

Z
) sinh( L√

Z
(v − u))

sinh( L√
Z

)
,

where H is the Heaviside function and is represented on Fig.3.1 and,

q(u) =
cosh( L√

Z
(1

2 − u))

cosh( L
2
√
Z

)
.

The internal stress �eld has two additive (linear ODE) contributions, one from the

spring connecting the rear and front which is the analogue to a viscous �uid between
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Figure 3.1: Plot of the the stress kernels q and Ψ for Z = 0.25 and L = 0.9 (top) and for

Z = 0.0025 and L = 0.9 (bottom).

two walls connected by a spring and one from the active stress generated by motors (See

Fig.3.1). Notice that Ψ(u, v) = Ψ(v, u) because viscosity does not favour any direction.

The only way to create an asymmetric (with respect to the center of the layer 1/2)

stress is to have an asymmetric distribution of motors.

We can expose the e�ect of viscosity by taking the limit Z → 0. Then the 'elastic'

part of the internal stress relaxes to zero in the bulk while two in�nitely small boundary

layers appear to match boundary conditions (See Fig.3.1). The 'contractile' part of the

internal stress matches the value,

σ̂ =
Pĉ

Lc0

in the bulk while in�nitely small boundary layers are created to produce a zero contrac-

tile stress on the boundaries (See Fig.3.1). A more rigorous analysis will be carried on

in the dedicated section 3.7.
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The dynamics of the fronts can be also expressed in terms of ĉ
Ġ = KP

2c0Z

∫ 1
0

sinh( L√
Z

( 1
2
−v))

sinh( L

2
√
Z

)
ĉ(v, t)dv

L̇ = −2 K√
Z

(L− 1) tanh( L
2
√
Z

)− KP
c0Z

∫ 1
0

cosh( L√
Z

( 1
2
−v))

cosh( L

2
√
Z

)
ĉ(v, t)dv

(3.4)

where the �rst of these equations coincided with Eq. (3.9) in the text.

The remaining problem for ĉ reduces to a nonlocal PDE with quadratic non linearity:


∂tĉ(u, t)− K(L−1)

L
√
Z
∂u(θ(u)ĉ(u, t))

+ PK
c0ZL

∂u(
∫ 1

0 φ(u, v)ĉ(v, t)ĉ(u, t)dv) = ∂uuĉ(u,t)
L2

∂uĉ(0, t) = ∂uĉ(1, t) = 0
ĉ(u, 0) = ĉ0(u).

(3.5)

Here the inhomogeneous velocity �eld θ(u) (see Fig.3.2)

θ(u) =

(1− 2u) sinh
(

L
2
√
Z

)
− sinh

(
L( 1

2
−u)√
Z

)
cosh

(
L

2
√
Z

) (3.6)

describes the internal �ow due to elastic coupling between the rear and the front of the

cell which transports the motors but does not experience any feedback from the motion

of the motors. The main autotaxis e�ect is contained in the part of the kernel (see

Fig.3.2)

φ(u, v) =

(
u−cosh

(
L(1−u)√

Z

))
sinh

(
Lv√
Z

)
−(1−u) sinh

(
L(1−v)√

Z

)
sinh

(
L√
Z

)
+H(v − u) cosh

(
L(v−u)√

Z

)
,

(3.7)

which describes the long range mechanical interactions between two motors. The kernel

φ(u, v) has a symmetry

φ(u, v) = −φ(1− u, 1− v) (3.8)

which re�ects the crucial local momentum balance [99, 101, 177] in that if two �laments

are linked by a motor, in the absence of inertia, the force generated by the �laments on

each other are opposed.

From the expression of e�ective drift in (3.2),

drift(u, t) = K
∂uσ̂

L︸ ︷︷ ︸
internal

−Ġ− (u− 1

2
)L̇︸ ︷︷ ︸

external

,
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Figure 3.2: Plot of the advection �eld θ and the interaction kernel φ for Z = 0.25 (above),

Z = 0.0025 (bottom) and L = 0.9

both the drift θ and the interaction kernel φ can be further represented as sums of two

contributions: internal, which is independent of the motion of the boundaries an relies

on internal stress and external, which originates from the presence of free boundaries.

Thus,

θ(u) = θi(u) + θe(u) =

− sinh

(
L( 1

2
−u)√
Z

)
cosh

(
L

2
√
Z

)
︸ ︷︷ ︸

θi

+ (1− 2u) tanh

(
L

2
√
Z

)
︸ ︷︷ ︸

θe

One can see (See Fig.3.3) that the �ow contribution θi creates a drift of motors away

from the center of the cell. Instead, the term θe creates a �ow convergent to the center

of the cell. Indeed, on a �xed domain, the internal stress coming from the spring

connecting the rear and the front creates a �ux away from the center as the length is

smaller than one. One the contrary, the moving fronts tend in reaction to counter this

e�ect and the overall e�ect is that the �ow is towards the center

Similarly, we can write

φ(u, v) = φi(u, v) + φe(u, v),
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3.2 The model

Figure 3.3: Plot of the advection �elds θi and θe for Z = 0.25 (above), Z = 0.0025

(bottom) and L = 0.9

where

φi(u, v) =
− cosh( L√

Z
(1− u)) sinh( L√

Z
v) +H(v − u) sinh( L√

Z
) cosh( L√

Z
(v − u))

sinh( L√
Z

)

and one can see that the term φi creates around a given point (over a characteristic

length
√
Z) a �ow which is convergent to this point. Instead, the term

φe(u, v) = (u− 1

2
)
cosh( L√

Z
(1

2 − v))

cosh( L
2
√
Z

)
−

sinh( L√
Z

(1
2 − v))

2 sinh( L
2
√
Z

)
,

which is due to the motion of the boundaries, creates in response a divergent �ow away

from the current point (See Fig.3.4).

To �nish with, the whole analysis can be repeated again on a moving domain x ∈
[l−(t), l+(t)], where only the 'internal' part of the stress is explicitly presented in the

equation. From (3.1) and boundary conditions we have,

σ(x, t) =
−(L− 1)

cosh( L
2
√
Z

)
cosh(

G− x√
Z

) +
P√
Zc0

∫ l+

l−

Ψ̃(x, y)c(y)dy
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Figure 3.4: Plot of the kernels φi and φe for Z = 0.25 (above), Z = 0.0025 (bottom) and

L = 0.9

where,

Ψ̃(x, y) =
sinh(L−x√

Z
) sinh( y√

Z
)−H(y − x) sinh( L√

Z
) sinh(y−x√

Z
)

sinh( L√
Z

)
.

And we can write the �nal problem as,
∂tc(x, t)−K(L− 1)∂x(θ̃(x)c(x, t))

+ PK

c0
√
Z
∂x(
∫ l+
l−
φ̃(x, y)c(y, t)c(x, t)dx) = ∂xxĉ(x, t)

∂xc(l−, t) = ∂xc(l+, t) = 0
c(u, 0) = c0(u)

where,

θ̃(x) = −
sinh(G−x√

Z
)

cosh( L
2
√
Z

)
,

and,

φ̃(x, y) = −
cosh(L−x√

Z
) sinh( y√

Z
) +H(y − x) sinh( L√

Z
) cosh(y−x√

Z
)

sinh( L√
Z

)
.
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As kernel φ̃ does not include the external e�ect of boundaries motion, we have the

identity,

φ̃(x, y) = φi(x/L, y/L)

The motion of the fronts is given by,
Ġ = KP

2c0Z

∫ l+
l−

sinh(G−x√
Z

)

sinh( L

2
√
Z

)
c(x, t)dx

L̇ = −2 K√
Z

(L− 1) tanh( L
2
√
Z

)− KP
c0Z

∫ l+
l−

cosh(G−x√
Z

)

cosh( L

2
√
Z

)
c(x, t)dx.

We may further characterize the kernels by using the asymptotic procedure devel-

oped in [152] which enables to distinguish the bulk part from the boundary layers terms.

We then de�ne the bulk parts as,

Ψ̃b(y − x) = lim
L→∞

Ψ̃(x+ L/2, y + L/2) =
1

2

{
exp(x−y√

Z
) if x− y < 0

exp(y−x√
Z

) if x− y > 0

and,

φ̃b(y − x) = lim
L→∞

φ̃(x+ L/2, y + L/2) =
1

2

{
exp(x−y√

Z
) if x− y < 0

− exp(y−x√
Z

) if x− y > 0.

We plot on Fig.3.5 both kernels and their bulk parts.

In [101], authors considered an heuristic analogue of φ̃b which conserves the sym-

metry of momentum balance in choosing,

φ̃h(u) =
1

2
sign(u)

which is represented along with our mechanical choice on Fig.3.6. The motion of the

center of the cell G(t) = (l−(t) + l+(t))/2 is governed by the equation

Ġ(t) =
KP

2Zc0

∫ l+(t)

l−(t)

sh((G− x)/
√
Z)

sh(L/(2
√
Z))

c(x, t)dx. (3.9)

It is clear from (3.9) that if the concentration distribution is symmetric then Ġ = 0

and the cell cannot move, which is a simple analogue of Purcell's theorem [149]. From

(3.9) one can also infer that the maximal speed of the cell, equal to KP/(2Z) which

dimensional realistic [82] estimate is χL0c0/(2η) ' 10µm/min from data in [25, 89], is

achieved when the concentration localizes at the trailing edge as experimentally observed

[180].
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Figure 3.5: Plot of the kernels Ψ̃, φ̃, Ψ̃b and φ̃b for Z = 0.25 and L = 0.9 (for the non

bulk parts)

Figure 3.6: Bulk kernels φ̃b (dotted) and φ̃h (dashed) from [101].

3.3 Traveling wave solutions

To study the traveling wave solutions of the system (3.1) we introduce moving coordinate

y = x− V t where V is the cell velocity and assume that l̇± = V and L(t) = L. System

(3.1) reduces to a single equation

−Zs′′ + s−K(L− 1) = KP
exp(s− V y)∫ L

0 exp(s− V y)dy
(3.10)
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3.4 Non motile solutions

where s(y) = K [σ(y) + (L− 1)] is the unknown function. The presence of four bound-

ary conditions, s(0) = s(L) = 0 and s′(0) = s′(L) = V , makes the problem over-

determined and ensures that both parameters V and L can be found along with s(y).

After equation (3.10) is solved the motor concentration pro�le can be recovered from

relation

c(y) = c0 exp(s(y)− V y)/[

∫ L

0
exp(s(y)− V y)dy]. (3.11)

To simplify the description we assume, if not mentioned otherwise, that Z = 1 [89]

which means that the elastic and the viscous scales in a cell are correlated. We are then

left with two dimensionless parameters K ∼ 100 and P ∼ 0.1 [71, 89], where K is the

measure of internal sti�ness while P gives the scale of total motor activity. If the cell is

rigid , k →∞ (�xed cell length), we have K→∞ and P→ 0 and it is more convenient

to restore Z and use as a dimensionless parameter the surviving product KP which is

proportional to the contraction-based Peclet number χ/(Dξ) introduced in [25, 71, 78].

3.4 Non motile solutions

Initiation of motility is associated with an instability of a non motile solution of (3.10)

with V = 0. Although none of these solutions describe the overall motion of the cell

(motility), most of them involve active internal �ow of both actin and myosin and

are therefore not fully static. We also distinguish between regular solutions described

by smooth functions and singular solutions, measure-valued corresponding to collapsed

cells and requiring for their understanding further regularization of the model. Regular

solutions of Eq.3.10 have been previously studied in [25] and we contribute to this

analysis with some important details in that we do not consider periodic boundary

conditions, expose the bifurcation structure fully and present the singular solutions.

3.4.1 Regular solutions

At V = 0 the boundary value problem for Eq.(3.10) with Z = 1 has the form:
−s′′ + s−K(L− 1) = KP

exp(s)∫ L
0 exp(s)

s(0) = s(L) = 0

s
′
(0) = 0.

(3.12)

Multiplying (3.12)1 by s′ and integrating over the domain, one can show that the re-

maining boundary condition, s
′
(L) = 0, is satis�ed automatically. The ensuing problem
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Figure 3.7: Three families of the trivial non motile solutions (L̂+, L̂− and L̂0

parametrized by P at K = 2600. The bifurcation points are labelled as D1, D2, ..., when

the nontrivial bifurcated solution is motile (δV 6= 0) and by S1, S2, ... when it is non motile

(δV = 0). Inserts show the eigenfunctions δs(y/L). In the inserts solid and dashed lines

distinguish eigenfunctions with positive and negative amplitudes (δL or δV ).

is not over determined because the parameter L is one of the unknowns. Trivial solutions

(See Fig.3.7) of this equation are de�ned by s(y) = 0 and

L̂± = (1±
√

1− 4P)/2, (3.13)

Patterns emerging from solving a problem closely related to (3.12) were considered in

[25] where parameter L was assumed to be known and boundary conditions were periodic

s(0) = s(L) (dropping the condition s(0) = 0). This is a special case of our general

problem 3.10 which is obtained by considering an in�nitely sti� spring with k → ∞
which ensures that L→ L0 and periodic boundary conditions. To obtain this limit we

need to consider Z as the �rst non-dimensional parameter of the problem and require

that K→∞ and P→ 0 with the product KP remaining �nite. The contraction-based

Peclet number KP/c0 = χ/(Dξ) is then a natural second non-dimensional parameter

of the problem [25]. Going back to our problem with Z = 1 we observe that it also
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depends on two non-dimensional parameters, K and P, which are however di�erent.

Instead of dealing directly with parameters K and P it is more convenient to use

another set of parameters A = K(L− 1) < 0 and B = KP∫ L
0 exp(s(y))dy

> 0. The problem

can then be formulated as, 
−s′′ + s−A = B exp(s)

s(0) = s(L) = 0

s
′
(0) = 0

(3.14)

Then, if s is a trivial solution (constant solution) then s = 0 which implies that

A + B = 0. Length cannot be explicitly computed but we can map all the trivial

solutions (L̂−, L̂+, L̂0) presented on Fig.3.7 in the (A/K, B/K) space as these solutions

clearly not depend on the value of K. (See Fig.3.8)

Otherwise, if s is not uniformly zero, by integrating (3.14)1 and using the boundary

conditions we obtain the 'energy integral' (s
′
)2 = W (s) where the potential has the

form W (s) = s2− 2As− 2B (exp(s)− 1). Of course, this potential is not related to the

real mechanical energy of the problem which is,

E(s) =

∫ L

0

[
(s
′
(y))2 + s(y)2

2
−K(L− 1)s(y)

]
dy −KP log(

∫ L

0
exp(s(y))dy).

Figure 3.8: Trivial solutions (See Fig.3.7) in the parameter space (A/K, B/K)

As we shall see further on, if we �x parameters K and P, then we can �nd uniquely

the unknowns, s(y) and L provided we choose an integer m and two spin variables ±
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and
′
corresponding to Sm± and (Sm±)

′
(See Fig.3.12). ± corresponds to a bifurcation

from the L̂± branch while m indexes the bifurcation point and is related to the number

of identical patterns observed in s. At last the index
′
di�erentiates the two segment of

each bifurcation branch. In this section, we shall see that at �xed A and B, the problem

also has a uniquely de�ned solution (s,L) provided m is �xed. The di�erence between

branches ± is absent in this parametrization since as mentioned, the static problem

cannot be fully resolved in the (A,B) space as length remains arbitrary (See Fig.3.8).

Nontrivial solutions can be written as formal quadratures (see also [25])

y = ±
∫ s(y)

W−1/2(u)du+ const.

They correspond to closed trajectories on the phase plane (s, s′) passing through the

point s = 0, s′ = 0. Di�erent types of these trajectories are shown in Fig.3.9. We �rst

link three di�erent types of static solutions to the number of roots of the equation

W (u) = 0. (3.15)

Depending on the point in the parametric plane A,B, we can identify �ve types of

behaviors

1. A + B = 0 , (3.15) has one double root at u = 0 and one single root (negative

or positive) at u = s− (Case 3 on Fig.3.9). Then the solution is trivial s = 0 ,

see (3.12) and the length cannot be resolved in this parametrization as there is no

mapping between values taken by s and space values y.

2. if A+B < 0 (3.15) has three roots: u = 0, u = s− < 0 and u = s+ > 0. This case

corresponds to non motile branches labelled without a ′ on Fig.3.12 and 3.13 (Case

1 on Fig.3.9). In this domain we �nd nontrivial static solutions with 0 ≤ s(y) ≤
s+. Di�erent solutions correspond to di�erent numbers (m) of sign changing for

the function s(y) and di�erent values of L = 2m
∫ s+

0 sign(σ)W (σ)−
1
2dσ.

3. if 
A+B > 0

1−
√
A2 − 2B + 1 < Be−

√
A2−2B+1+A+1

A < −1.

(3.16)

(3.15) has three roots: u = 0 and u = s− < 0 and u = s+ < 0 with, s+ > s−. This

case corresponds to non motile branches labelled with a ′ on Fig.3.12 and 3.13
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(Case 2 on Fig.3.9). In this domain we �nd nontrivial static solutions with s− ≤
s(y) ≤ 0. Again, di�erent solutions correspond to di�erent numbers of sign chang-

ing for the function s(y) and di�erent values of L = 2m
∫ s+

0 sign(σ)W (σ)−
1
2dσ.

4. if, 
A+B > 0

1−
√
A2 − 2B + 1 < Be−

√
A2−2B+1+A+1

A > −1.

(3.17)

then (3.15) has three roots: u = 0 and u = s− > 0 and u = s+ > 0 with, s+ > s−

and there is no non motile solution since there is no closed paths in the phase

plane passing by point (0, 0).

5. if 1 −
√
A2 − 2B + 1 > Be−

√
A2−2B+1+A+1, (3.15) has only one non degenerate

root at u = 0. Then there is no non motile solutions again since there is no closed

paths in the phase plane at all.

One can see that depending on the number of rotations in the phase plane which

we indexed by the integer m, we obtain di�erent families of nontrivial static solutions

branching from the family of trivial solutions. In the (K,P) parametrization, at �xed P,

the corresponding bifurcation points on the L̂+ branch of trivial solutions are identi�ed

as S+
m ( e.g. S+

1 , S
+
2 ...) and on the L̂− branch correspondingly as S−m ( e.g. S−1 , S

−
2 ...).

The parameter L for each of these nontrivial solution can be computed explicitly

L = 2m

∫ s+

0
sign(σ)W (σ)−

1
2dσ,

where s+(A,B) is always the largest root of the equation W (s) = 0. This formula

does not hold for the trivial case though because there is no mapping between space

coordinate and values of s in this case. Along these equilibrium branches one can

establish a direct link between parameters A,B and P,K:{
K = A

2m
∫ s+(A,B)

0 sign(σ)WA,B(σ)−1/2dσ−1

KP = 2m
∫ s+(A,B)

0 (σ −A sign(σ))WA,B(σ)−1/2dσ
(3.18)

At �xed P (See Fig.3.12 and Fig.3.10), the corresponding bifurcation points (see

section 3.5) can be found explicitly ( see Fig.3.9). Am = −1− 4m2π2

L̂(P)2
< −1

Bm = 1 + 4m2π2

L̂(P)2
> 1

(3.19)
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Figure 3.9: Behavior of non motile solutions in the parameter space (A,B). Labels and

bifurcation points at �xed P = 0.245 for the L̂+ branch are associated to Fig.3.12, Fig.3.13

and Fig.3.10. In bottom right corner we represent in more details the locus of roots of

potential W .

In fact, our access to explicit solutions allows to say much more about the nature of

the corresponding bifurcated branches. Thus, near the bifurcation points (near the line

A+B = 0) where s ' 0 the solutions can be captured by using an approximate potential

Wa(s) = s2 − 2As− 2B(s+
s2

2
+
s3

6
).

Then

Wa(s) =
Bs

3
(s+ − s)(s− s−)

where,

s− =
3

2B

(
1−B −

√
∆
)
, s+ =

3

2B

(
1−B +

√
∆
)

and,

∆ = (1−B)2 − 8Be

3
.
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3.4 Non motile solutions

Figure 3.10: Bifurcation diagram from the L̂+ branch of the static problem (3.12) at

�xed P = 0.245 (See also Fig.3.12)

Here we have set e = A+B << 1. Even in this asymptotic regime all our four regimes

are present:

1. if e = 0 the potential Wa(u) has a double root 0 and a negative or positive root

s−. (trivial solution)

2. if e < 0, the potential Wa(u) has three roots: u = 0, u = s− < 0 and u = s+ > 0.

(positive solutions)

3. if e > 0, (1 − B)2 > 8Be
3 and A < −1 then Wa(u) has three roots: u = 0 and

u = s− < 0 and u = s+ < 0 with, s+ > s−. (negative solutions)

4. if e > 0, (1 − B)2 > 8Be
3 and A > −1 then Wa(u) has three roots: u = 0 and

u = s− > 0 and u = s+ > 0 with, s+ > s−. (no solution, the closed trajectory

does not passes by point (0, 0))

5. otherwise, the potential has only one root u = 0. (no solution, no closed trajectory)

It is easy to see from (3.19) that bifurcations can take place only in the domain where

B > 1 (and A < −1). If we now introduce the complete elliptic integral of the �rst kind

K(x) =

∫ 1

0

1√
1− u2

√
1− x2u2

du,
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and the complete elliptic integral of the second kind

E(x) =

∫ 1

0

√
1− x2u2

√
1− u2

du,

we can rewrite the �rst integral term from (3.18) in the form:∫ s+

0
sign(σ)Wa(σ)−1/2dσ =

√
12

B(s+ − s−)
K

(√
s+

s+ − s−

)
when s+ > 0 and ∫ s+

0
sign(σ)Wa(σ)−1/2dσ =

√
12

B|s−|
K

(√
s+

s−

)
.

when s+ < 0. We can also write the second integral from (3.18) in the form∫ s+

0
σWa(σ)−1/2dσ =

√
12|s−|
B

(
E

(
s+

s−

)
−K

(
s+

s−

))
.

By expanding in e, we obtain∫ s+

0
sign(σ)Wa(σ)−1/2dσ =

π√
B − 1

+O(e2)

and, ∫ s+

0
σWa(σ)−1/2dσ =

πe

(B − 1)3/2
+O(e2).

Then up to higher order terms we can rewrite equations (3.18) as

{
K = B

2mπ√
B−1
−1

+ e
1− 2mπ√

B−1

+O
(
e2
)

KP = − 2mπB√
B−1

+ 2mπBe
(B−1)3/2

+O
(
e2
)
.

In particular, we can in the limit e = 0{
− 2mπ√

Bm−1

(
2mπ√
Bm−1

− 1
)

= P

Am +Bm = 0

From these equations we obtain the location of the bifurcation points on the (A,B)

plane (see Section 3.5)  Am = −1− 4m2π2

L̂(P)2
< −1

Bm = 1 + 4m2π2

L̂(P)2
> 1.

(3.20)

which coincide with the expressions for Am and Bm obtained from the analysis of the

linearized problem (3.25) in the static case. This proves consistency of our perturbation

approach.
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3.4.2 Singular solutions.

From Fig.3.7, it is clear that when P approaches 0, the function L̂−(P) also approaches

0 (Point α
′
). This suggests that in addition to nonsingular non motile con�gurations

considered above, the system (3.12) allows for singular, measure-valued solutions con-

centrated on an in�nitely small domain. Such solutions (of similar equations) are known

in other �elds from turbulence to astrophysics, see for instance [32, 45, 67, 132] and the

references therein. Such concentration phenomenon is not a mathematical curiosity but

a sign that in the properly regularized theory one can expect to see localized solutions

describing the cells that are collapsed under the action of contractile forces.

To describe asymptotic solutions of (3.12) with disappearing length, we �rst map

the problem onto a �xed domain [0, 1] by using the change of coordinates y = Lu. Then

we obtain an equivalent formulation which explicitly depends on L
−s′′/L2 + s−K(L− 1) = KP

exp(s)

L
∫ 1
0 exp(s(u))du

s(0) = s(1) = 0

s
′
(0) = 0.

(3.21)

Suppose now that L << 1 and that the maximum of s is of order L which will be

con�rmed post factum. Then, by ignoring high order terms, we obtain from (3.21) a

simpli�ed boundary value problem
−s′′ = KPL∫ 1

0 (1+s(u))du

s(0) = s(1) = 0

s
′
(0) = 0.

(3.22)

If we now de�ne I =
∫ 1

0 (1 + s(u))du, we can solve the problem (3.22) with the �rst two

boundary conditions explicitly

s(u) =
KP

2I
Lu(1− u).

Notice that by de�nition

I2 − I − KP

12
L = 0,

which implies that, up to �rst order, I = 1 and we can write the above solution in the

form

s(u) =
KP

2
Lu(1− u).
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Observe now that the remaining boundary condition s
′
(0) = 0 is automatically satis�ed

by this function in the limit L→ 0. This observation suggests that the measure-valued

singular solution s(y) must be necessarily of the form:

s(y) = lim
r→0

rf(y/r)

where,

f(u) =
KP

2
u(1− u) and u ∈ [0, 1].

Our numerical simulations of a non-steady problem with initial data (See section3.6),

which are naturally regularized because of a �nite mesh size, show that these singular

solutions are indeed attractors for initial data with L < L̂− when P < 1/4. Moreover,

our numerical experiments suggest that global attractors are the only attractors for

P > 1/4 which means that after a critical concentration of motors is reached, the cell

necessarily collapses.

3.5 Motile bifurcation from trivial non motile states

We �st show that the nonlinear equation (3.10) has an integral which we used to show

that motile solutions of Eq. (3.10) can bifurcate only from the trivial non motile solu-

tions of this equation with s(y) = 0 and L = L̂±.

Notice �rst that the integral of s can be computed explicitly by integration of (3.10)

over the domain: ∫ L

0
s(y)dy = K(L(L− 1) + P).

In view of the mechanical analogy it is obvious that Eq.(3.10) has an other (energy)

integral. Indeed, let us rewrite Eq.(3.10) in the form:
−Zs′′ + s−K(L− 1) = KPh

′

h
′′ − (s

′ − V )h
′

= 0
s(0) = s(L) = 0

h(0) = 0 and h(L) = 1

If we now multiply the �rst equation by s
′
and replace h

′
in the right hand side by using

the second equation we obtain,

−Zs′′s′ + ss
′ −K(L− 1)s

′
= KP(h

′′
+ V h

′
)
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3.5 Motile bifurcation from trivial non motile states

Figure 3.11: Locus of the bifurcation points in the (K,P) plane. Insert shows a zoom

on the D1 branch around the turning point at P = 1/4. The detailed bifurcation diagrams

for K = 2600 and P = 0.245 are shown in Fig.3.7 and Fig.3.12 from where the meaning of

the di�erent labelling becomes clear.

By integrating this equation over the whole domain and using boundary conditions we

get,

h
′
(0)− h′(L) = V.

As we have,

h
′
(y) =

exp(s(y)− V y)∫ L
0 exp(s(y)− V y)dy

,

we write,

1− exp(−V L) = V

∫ L

0
exp(s(y)− V y)dy,
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which in the limit V → 0 gives ∫ L

0
exp(s) = L.

Since in non-motile solutions s(y) must necessarily have a constant sign (See 3.4.1), this

integral implies that s(y) = 0 and hence such non motile solutions must be trivial. As

we show in Fig.3.7 there are two families of non-singular trivial solutions: with longer

(L̂+ family) and shorter (L̂− family) lengths.

Figure 3.12: Bifurcation diagram with K as a parameter showing nontrivial solutions

branching from the non motile families L̂+ and L̂−. The value P = 0.245 is �xed. Solid lines

show stable motile branches while all the dotted lines correspond to unstable solutions. The

internal con�gurations corresponding to branches indicated by numbers (1, 1′, 2, 2′, etc) are

shown in Fig.3.13.

Our starting point is the nonlinear boundary value problem (3.10). We choose a

trivial solution with s(y) = 0, V = 0 and L = L̂(P) and linearise the problem around

this solution. More speci�cally we consider the following expansion
s = 0 + δs+ ...
V = 0 + δV + ...

L = L̂+ δL+ ...

where the perturbations δs(y), δV and δL are assumed to be small. By substituting
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3.5 Motile bifurcation from trivial non motile states

Figure 3.13: Internal pro�les associated with successive bifurcated solutions shown in

Fig.3.12 for P = 0.245: (1,3) correspond to asymmetric motile branches while (2,4) describe

symmetric non motile branches.

these expansions into Eq.3.10 we obtain,

δs′′ − ω2δs =
Zω2 − L̂2

L̂2(L̂− 1)

(
Z

2L̂− 1

L̂
ω2δL+

L̂3(L̂− 1)

2
(2u− 1)δV

)
, (3.23)

where we have introduced a new parameter

ω2 =
L̂2 −KPL̂

Z
.

The general solution of the linear equation (3.23) can be written as,

s(u) = C1 exp(−ωu)+C2 exp(−ωu)− Zω2 − L̂2

ω2L̂2(L̂− 1)

(
Z

2L̂− 1

L̂
ω2δL+

L̂3(L̂− 1)

2
(2u− 1)δV

)
.

To �nd the four constants C1, C2, δL and δV , we need to use the four boundary

conditions, δs(0) = δs(1) = 0, δs
′
(0) = δs

′
(1) = L̂δV which also serve for the determi-

nation of δV and δL. As a result we obtain a system of four linear equations with zero
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right hand side. This algebraic problem has a non trivial solutions when the matrix
1 0

(2L̂−1)(L̂2−ω2Z)
(L̂−1)L̂3

1
2 L̂
(
L̂2

ω2Z
− 1
)

cosh(ω) sinh(ω)
(2L̂−1)(L̂2−ω2Z)

(L̂−1)L̂3

1
2 L̂
(

1− L̂2

ω2Z

)
0 ω 0 − L̂3

ω2Z

ω sinh(ω) ω cosh(ω) 0 − L̂3

ω2Z

 (3.24)

degenerates. Since ω = 0 corresponds to a trivial solution we can always assume that

ω 6= 0. By putting the determinant of (3.24) equal to zero we obtain the characteristic

equation

2
L̂2

Z
(cosh(ω)− 1)−

(
L̂2

Z
− ω2

)
ω sinh(ω) = 0.

The solutions of this equation can be split into two families depending on whether

parameter ω is real or purely imaginary. In the �rst case we use notation ωc = Re(ω)

and in the second case we denote ωc = Im(ω). Then we can write

{
2 L̂

2

Z
(cosh(ωc)− 1) + (ω2 − L̂2

Z
)ωc sinh(ωc) = 0 if ω2 > 0

2 L̂
2

Z
(cos(ωc)− 1) + ( L̂

2

Z
+ ω2

c )ωc sin(ωc) = 0 if ω2 < 0.
(3.25)

It will be convenient to analyse the two equations (3.25)1 and (3.25)2 separately,

1. When ω2 > 0, the equation (3.25)1 has one unique solution provided

L̂2

Z
≥ 12.

Otherwise, it has no solution. The corresponding eigenvector can be written as, δL
δV
δs(u)

 =

 0
1

L̂2

Zω3
c cosh(ωc/2)

(
sinh

((
u− 1

2

)
ωc
)
− (2u− 1) sinh

(
ωc
2

))
 .

Since δV 6= 0 it is clear that the corresponding bifurcation leads to a motile con-

�guration of the cell that we denote D1±. (See Fig.3.14 where the eigenfunction

related to D1+ is shown for Z = 0.01.)

2. When ω2 < 0, the equation (3.25)2 has the following two families of solutions
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Figure 3.14: locus of critical bifurcation points from the L̂+ branch ωc as a function of

Z for P = 0.01. We refer to Fig.3.12 for the label of bifurcation points. We represent in

inserts the eigenfunctions δs related to D1+, S1+, D2+, S2+, D3+, S3+ for Z = 0.15 and

the eigenfunction δs related to D1+ for Z = 0.01. The eigenfunctions are normalized at 1

and solid and dashed lines correspond to the two possible directions of the pitchfork.

(a) The �rst family can be given explicitly ωc = −2mπ with m ≥ 1. The

associated eigenvector-vector has the form

 δL
δV
δs(u)

 =

 1
0

(2L̂−1)(Zω2
c+L̂2)

L̂3(L̂−1)
(cos(ωcu)− 1)

 .

Since δV = 0 the bifurcated solution describes non motile cell. We denote

this family Sm± (See Fig.3.14 where the eigenfunction related to Sm+ is

shown for Z = 0.15.). The corresponding critical values of parameters K,P

have been found in section 3.4.1 by a direct method where we could also

study the nature of the bifurcation in more details. The fact, the values are

the same is easily check from the computation (done at Z = 1),

ω2
c = L̂2 −KPL̂ = L̂2 − AmPL̂

L̂− 1
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as P = −L̂(L̂− 1) and Am = −1− 4m2π2

L̂2
we �nd,

ω2
c = −4m2π2

and,

ωc = −2mπ.

(b) The second family consists of a countable set of negative roots of the equation

2
L̂2

Z
tan(

ωc
2

) = (
L̂2

Z
+ ω2

c )ωc (3.26)

The largest root exists only if

L̂2

Z
≤ 12

and connects smoothly with the ω2
c > 0 branch discussed above (See Fig.3.14).

The corresponding eigenvector has the form δL
δV
δs

 =

 0
1

L̂2

Zω3
c cos(ωc/2)

(
sin
((
u− 1

2

)
ωc
)
− (2u− 1) sin

(
ωc
2

))
 .

These roots of the characteristic equation are associated with motile branches be-

cause δV 6= 0. We denote this family Dm± (See Fig.3.14 where the eigenfunction

related to Dm+ is shown for Z = 0.01.)

The bifurcation points correspond to Z = 1 section of our Fig.3.14.

Our numerical study of the post-bifurcation behavior for the solutions of Eq.3.10

shows that all these bifurcations are supercritical.

The above analysis holds for both trivial branches L̂+ and L̂− which both leads to

the same bifurcations structure (See Fig.3.12) with di�erent values of bifurcation points.

For instance, at P and Z given, the two families of bifurcation points are characterized

by di�erent values of K. In particular , for the branch L̂+ we have K =
−Zω2

c+L̂2
+

PL̂+
,

giving the points identi�ed in Fig.3.12 as D1+, S1+, D2+, S2+ and for the branch L̂−

we need to take K =
−Zω2

c+L̂2
−

PL̂−
giving the points D1−, S1−, D2−, S2− also shown in

Fig.3.12. Only for illustrations purposes we have used L̂ = L̂+ as we shall see in section

3.6 that it corresponds to the stable case.
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3.5 Motile bifurcation from trivial non motile states

The locus of the bifurcation points in the parameter plane (P,K) is shown in

Fig.3.11. Each branch (say, D1) is represented by two parts (D1+ and D1−) that

meet smoothly at P = 1/4. To follow the bifurcated branches into the nonlinear regime

we performed a numerical study of the equation (3.10). A bifurcational diagram at

�xed P, showing various motile and nonmotile con�gurations, is presented in Fig.3.12;

the corresponding internal pro�les are presented in Fig.3.13.

Figure 3.15: Bifurcation diagram with P as a parameter showing motile branches con-

necting points D1∗ and D1∗∗. Corresponding bifurcation points are shown in insert in

Fig.3.11. Parameter K is �xed in each graph (K = 70 and K = 100).

We see that each bifurcation point gives rise to two nontrivial solutions. Thus,

point D1+ is associated with two motile branches, the point S1+ - with two non motile

branches and then the pattern repeats itself as D2+, S2+, D3+, S3+.... Each pair of

motile solutions is symmetric with two opposite polarization orientations corresponding

to two di�erent signs of the velocity. One can see that along the motile branch origi-

83



3. CHAPTER II: CONTRACTION AT WORK

nating at D1+ , solution with positive velocity has all motors concentrating at the rear,

while solution with negative velocity concentrates motors at the front as expected. For

the second motile branch originating at D2+ there is an additional peak in the concen-

tration pro�le which may be interpreted as a precursor of impending splitting of the

cell, see (Fig.3.13). The non motile bifurcation point S1+ gives rise to two symmetric

con�gurations with di�erent lengths and with motors concentrated either in the middle

of the cell or near the boundaries (Fig.3.13). The subsequent motile and non motile bi-

furcation points correspond to solutions with more peaks. For the branches bifurcating

from the trivial con�gurations belonging to L̂− family, the picture is basically similar

(see Fig. 3.12).

In Fig. 3.15 we show the nontrivial solutions originating from the motile branch D1

at two values of parameterK corresponding to lines αβ and αβ
′
shown in Fig.3.11(insert).

One can see that there is a single solution branch connecting points D1∗ and D1∗∗ which

may belong either to one family L̂+ (αβ) or to two di�erent families L̂+ and L̂− (αβ
′
).

In the former case the nontrivial motile branch has a turning point at a �nite value of

P < 1/4 giving rise to an interesting reentrant behavior. In this regime the increase

of the average concentration of myosin can �rst polarize the cell and initiate motility,

but if the concentration is increased further, the cell can get symmetrized again and

stabilize in another homogeneous con�guration.

3.6 Numerical study of the non-steady problem with initial

data, stability

Numerical study of the full non steady problem (3.1) shows that all nontrivial solutions

(non motile and motile) are unstable except for the motile branch bifurcating at D1+.

Some trivial solutions from the L̂+ family indicated by the solid lines and converging

arrows in Fig.3.12 and all the collapsed non motile solutions from the L̂0 family are

stable. Numerical simulations also suggest that as in [25, 101], unstable multi-peaked

solutions are long living. This behavior is reminiscent of the classical spinodal decompo-

sition modeled by 1D Cahn-Hilliard equation where the coarsening process get critically

slowed down near multiple saddle points [42].

The issue of local stability for the nontrivial solutions bifurcating from the two

branches of the trivial solutions L̂+ and L̂− was studied numerically by integrating
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the full dynamical system (3.2-3.3) with initial data close to the examined steady state

solution.

To study numerically the Cauchy problem, we consider system (3.2-3.3) with initial

conditions prescribing the function ĉ, and the location of the boundaries of the cell l−

and l+. We built two grids on the same interval [0, 1]: a grid Z and its dual Zd (See

Fig.3.16).

Figure 3.16: Scheme of the �nite volume procedure used to integrate numerically (3.2-

3.3). The concentration ĉ is discretized on the Z grid while the e�ective drift is discretized

on the dual grid Zd.

Then by using the initial condition on ĉ, Eq.(3.2)1 is solved and the e�ective drift

drift(u, t) = K
∂uσ̂

L
− Ġ− (u− 1

2
)L̇

is computed on Zd. We then apply an upwind �nite volume scheme to Eq.(3.2)2 to �nd

the updated concentration pro�le ĉ on Z which now corresponds to the next time step.

Then the same procedure is repeated. The time step is chosen in an adaptive way in

order to satisfy the Courant-Friedrichs-Lewy condition uniformly on Zd [105].

Our main numerical �nding is that the non motile trivial branch L̂− is unstable as

well as all the branches (motile or non motile) bifurcating from this branch. The L̂+

branch is locally stable until the �rst (motile) bifurcation D1+ which both segments

(1 and 1
′
on Fig 3.12 and 3.13) are stable while the L̂+ branch becomes unstable. All

the other regular nontrivial solutions are dynamically unstable. In Fig.3.7, we show

the bifurcation diagram with arrows providing schematic depiction of the stable trivial

solutions while on Fig.3.12 we show in solid lines the non trivial attractor.
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To illustrate instability we show in Fig.3.17 the escape of the phase trajectory from

the neighborhood of the trivial non motile solution L̂−, which for K smaller than the

critical value of the �rst motile bifurcation D1+ reequilibrates to the trivial non motile

solution L̂+.

Figure 3.17: L(t), Ġ(t) and pro�les c, σ and v− Ġ(t) for parameters P = 0.245, K = 50

and c0 = 1(See Fig.3.12). Starting from the Li = L̂− and the homogeneous concentration

c0(u) = c0/L̂−

In Fig.3.18 we show convergence of two initial nearly homogeneous pro�les that

di�er from a bias to the rear or to the front to the twin stable motile solutions D1±. As

suggested by the restricted analysis of section 3.7, the initial bias is conserved in time

and chooses the segment of the D1 branch which attracts the solution.

Finally in Fig.3.19 we illustrate the attractive nature of the singular non motile

solutions when starting with a length smaller than L̂−. We can numerically observe the

result obtained in section 3.4.2 that s(u)/L→ KP
2 u(u− 1).

Note the local stability of some TW solutions is more di�cult to study both ana-

lytically and numerically. In particular, one faces an interesting e�ect �rst observed in

[25], that some of the unstable solutions (motile or non motile) may be long living. By

using the analogy with much better studied Cahn-Hilliard model of spinodal decom-

position [33, 111] one can conjecture that these states correspond to saddles and that

the dynamical system is �rst attracted to such saddles along the stable manifold but

then eventually �nds the unstable manifold and departs. We illustrate this situation in
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Figure 3.18: L(t), Ġ(t) and pro�les c, σ and v − Ġ(t) for parameters P = 0.245,

K = 150(See Fig.3.12) and c0 = 1. Starting from the Li = 0.5 and nearly homogeneous

concentrations with a bias to the rear (in red) and a bias to the front (in green)

Figure 3.19: L(t), Ġ(t) and pro�les c/L, s/L = K
σ+(L−1)

L and v − Ġ(t) for parame-

ters P = 0.245, K = 150(See Fig.3.12) and c0 = 1. Starting from the Li = 0.4 and a

concentration fully biased to the front.

Fig.3.20 by showing that our branch 2 from Fig.3.12 and 3.13 is approached by the phase

trajectory before it �nds the stable con�guration 1′. Interestingly, the symmetric branch

2′ is also �rst approached from a slightly di�erent initial data but is then abandoned

much faster than the branch 2 . Based on our numerical experiments we conjecture
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that the life time of a branch increases with the value of
∫ 1

0 cosh(L(1
2 −u))c(u)du in the

corresponding steady state. In physical terms we �nd that the lifespan of the branch

is linked with the distribution of motors and the states with localized distribution of

motors on the periphery of the cell survive longer than the states where motors are

concentrated in the center of the cell.

Figure 3.20: L(t) and Ġ(t) for parameters P = 0.245 K = 400 starting from homogeneous

initial state with di�erent initial lengths Li = 0.6 (left) and Li = 0.5 (right). The labels

refer to Fig.3.12 and Fig.3.13.

To study analytically linear stability, one has to linearized system (3.5-3.4) near a

steady state (solving the TW problem (3.10)) that we denote with the index eq. We set,
G(t) = Ġeqt+ δG(t)

L = Leq + δL
ĉ(u, t) = ĉeq(u) + δĉ(u, t)

Supposing that the perturbation δ is small enough, we can consider the system up to

�rst order to get a linear system of the type,

∂t

 δG
δL
δĉ

 = H

 δG
δL
δĉ


whereH is an linear operator with variable coe�cients. The linear stability properties of

the system are then given by the spectrum of H but we stopped short of characterizing

it.
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3.7 Two limiting regimes

Figure 3.21: Internal con�guration of the moving cell on the motile branch D1+ showing

the localization with increasing K at P = 0.245.

In some limiting cases the presented theory can be simpli�ed at the expense of

certain degeneracy. Thus, in the hyperbolic limit K→∞ (no di�usion), the number of

nontrivial solutions grows to in�nity and solutions become singular. For instance, as we

show in Fig.3.21, the concentration pro�le for the �rst motile branch (D1+) localizes at

the trailing edge. In the inviscid limit Z→ 0 the system (3.1) reduces to

∂tu = ∂x(u∂xu),

where u = 1 − KPc/c0, which is a sign-inde�nite porous �ow equation exhibiting an

uphill di�usion when c/c0 > (KP)−1.

The general mathematical problem for the autotaxis system (3.1) depends on four

non-dimensional parameters: P, Z , c0 and K. While all of these parameters play an

important role, it is of interest to study some limiting cases showing particular trans-

parency in depicting one of the e�ects at the expense of misrepresenting certain other

e�ects. Two of such limits are brie�y discussed below. They provide an exaggerated

representation of the concentration phenomenon because in each model one of the sta-

bilizing mechanisms, either di�usion and bulk viscosity, is disabled.

3.7.1 The hyperbolic limit

Suppose �rst that di�usion of motors can be neglected (D → 0) which means that

K → 0. In this case the equation for motors describes pure transport (or drift) and

becomes hyperbolic implying a direct dependence of the steady state on initial data.

The limiting system depends on the three dimensionless parameters P, Z and c0.
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Already from our general study we see that with K → 0 the number of bifur-

cated branches increases inde�nitely (see Fig.3.12) and we observe con�gurations with

increasing number of peaks. On the other side, the main stable motile branch D+
1

shows progressive localization at the trailing edge (See Fig.3.21). These features, the

increased complexity of solutions and the localization, are also characteristic for Navier-

Stokes equations where the analogue of our di�usion is the bulk viscosity. By using this

analogy we can identify our 'hyperbolic limit' with the 'high Reynolds number limit' in

the theory of turbulence. It is not surprising that this limit is very degenerate.

To obtain some quantitative results in the limit D = 0 we need to change the scaling

of variables which was originally based on the assumption that D 6= 0. To this end we

re-normalize time by η/χ while letting all other scales the same. Then Eq. 3.1 becomes{
−Z∂xxσ + σ = Pc/c0,

∂tc+ Zc0
P
∂x(c∂xσ) = 0,

The boundary conditions on the di�usional �uxes should be now dropped and the

remaining boundary conditions can be written as{
σ(l±(t), t) = −(L(t)− 1)

l̇±(t) = c0
Z
P
∂xσ(l±(t), t)

The ensuing hyperbolic Keller-Segel type system is similar to the one studied in [140,

141] on a �xed domain. An additional complexity of our problem is that system (3.1) is

prescribed on a moving domain with free boundaries governed by Stefan type conditions.

It will be convenient to map the problem into a �xed domain at the expense of

introducing additional explicit time dependence into the operator. More speci�cally, we

consider the change of variables

u =
x− l−(t)

L(t)
, ĉ(u, t) = L(t)c(l−(t) + L(t)u, t) and σ̂(u, t) = σ(l−(t) + L(t)u, t).

In these new variables the system (3.2) takes the form,{
− Z
L2∂uuσ̂ + σ̂ = Pĉ

Lc0

∂tĉ+ 1
L∂u(ĉ(Zc0LP ∂uσ̂ − Ġ− (u− 1

2)L̇)) = 0
(3.27)

The boundary conditions can now be written as
σ̂(0, t) = σ̂(1, t) = −(L(t)− 1)

Ġ = Zc0
2PL(∂uσ̂(1, t) + ∂uσ̂(0, t))

L̇ = Zc0
PL (∂uσ̂(1, t)− ∂uσ̂(0, t))

(3.28)

90



3.7 Two limiting regimes

System (3.27-3.28) was �rst studied numerically by using the method detailed in

section 3.6 except for the fact there are no additional boundary conditions to (3.27)2

as a zero �ux of motor at the boundaries is already ensured by (3.28)2,3. Depending on

the initial condition ĉ(u, 0) = ĉ0(u) we observed the following three main types of long

time behavior:

1. If the initial concentration pro�le ĉ0 is biased to the left, more precisely, if∫ 1

0
ĉ0(u) sinh(

L√
Z

(
1

2
− u))du > 0,

then the numerical solution of (3.27) converges to a TW steady state characterized

by positive velocity. The limiting TW pro�le exhibits localized myosin peaks

(approximating Dirac delta).

2. If the initial pro�le ĉ0 is biased to the right, i.e.∫ 1

0
ĉ0(u) sinh(

L√
Z

(
1

2
− u))du < 0,

then the numerical solution of (3.27) is converging to a TW steady state with

a negative velocity. The limiting pro�le concentration exhibits localized myosin

peaks.

3. If ĉ0 is unbiased, say ∫ 1

0
ĉ0(u) sinh(

L√
Z

(
1

2
− u))du = 0

which means for instance that the initial distribution is even with respect to the

center of the cell then the numerical solution of (3.27) converges to a non motile

solution characterized by localized myosin peaks distributed evenly.

This purely numerical result can be illustrated by the following extremely rough

analysis revealing, nevertheless, the mechanism of polarity ampli�cation and con�rm-

ing the extreme localization tendency. The idea is to consider a simpli�ed piece wise

constant ansatz for the concentration pro�le and trace its evolution by solving a coupled

system of ordinary di�erential equations.

Suppose that the ansatz is the minimal one which can still capture the localiza-

tion. This means that the concentration pro�le has three levels separated by moving
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internal boundaries. Here we use an implicit assumption that inside each domain with

continuous concentration �eld the convergence to a constant state (which solves our

transport equation) is instantaneous. The gradients are then supported only on the

jump discontinuities which are also admissible by the di�usion free dynamic model.

To be more speci�c we assume that the initial concentration pro�le at t = 0 has the

form:

ĉ0(u) =


0 if u < a0

c0
b0−a0 if a0 ≤ u ≤ b0

0 if b0 < u

where 0 < a0 < b0 < 1. We then assume that the concentration pro�le maintains the

same structure also for t > 0

ĉ(u, t) =


0 if u < a(t)

c0
b(t)−a(t) if a(t) ≤ u ≤ b(t)

0 if b(t) < u

where now a(t) and b(t) are the unknown functions. One can then use the weak form

of (3.27) and the boundary conditions (3.28) to �nd equations for the four unknown

functions: a(t), b(t) , G(t) and L(t). From (3.27), we isolate the �ux,

Zc0

LP
∂uσ̂ − Ġ− (u− 1

2
)L̇

which gives the speed of moving discontinuities and imply the system,

The equation for G(t) can be uncoupled and for the remaining three unknown func-

tions we obtain the following system of equations:


ȧ = c0Z

PL [∂yσ |a −∂yσ |0 +a(∂yσ |1 −∂yσ |0)]

ḃ = c0Z
PL [∂yσ |b −∂yσ |0 +b(∂yσ |1 −∂yσ |0)]

L̇ = c0Z
PL (∂yσ |1 −∂yσ |0)

Where the equation for G can be uncoupled and is computed from,

Ġ =
c0Z

2PL
(∂yσ |1 +∂yσ |0)
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By using the normalized variable L̃ = L√
Z
we can write explicitly

ȧ = −
√
Zc0
P

(
√
ZL̃− 1)

(
sinh(aL̃) + tanh

(
L̃
2

)
(− cosh(aL̃)− 2a+ 1)

)
+ c0
L̃(b−a)

(
(cosh(aL̃) + a− 1)(cosh((1− a)L̃)− cosh((1− b)L̃)) + a(cosh(bL̃)− cosh(aL̃))

)
ḃ = −

√
Zc0
P

(
√
ZL̃− 1)

(
sinh(bL̃) + tanh

(
L̃
2

)
(− cosh(bL̃)− 2b+ 1)

)
+ c0
L̃(b−a)

(
(1− b)(cosh((1− b)L̃)− cosh((1− a)L̃)) + (b− cosh((1− b)L̃))(cosh(bL̃)− cosh(aL̃))

)
˙̃L = −2c0

P
(
√
ZL̃− 1) tanh( L̃2 )

− 2c0√
ZL̃(b−a) cosh( L̃

2
)

cosh( L̃2 (1− (a+ b))) sinh( L̃2 (b− a))

(3.29)

and the counter part of general formula (3.9) is,

Ġ =
c0

L̃(b− a) sinh( L̃2 )
sinh(

L̃

2
(1− (a+ b))) sinh(

L̃

2
(b− a)) (3.30)

Figure 3.22: Projection on the [a, b] plane of di�erent trajectories of (3.29) starting from

di�erent initial conditions (a0, b0) for Z = 1, c0 = 1, P = 0.1 and Linit = 1. Trajectories

all converge to the line a = b and stay on the same side the separatrix a + b = 1. Insert

shows remaining variables L and G as a function of time for some trajectories (indexed)

A numerical solution of this system is illustrated in Fig.3.22 which shows di�erent

phase trajectories in the a, b plane. One can see that limt→∞ a(t) = limt→∞ b(t) which

means that the pro�le has a tendency to localize to a delta distribution as the total

amount of motors remain equal to c0. The parametric plane is split in two parts by a

a + b = 1 which means that for a0 + b0 < 1 we obtain limt→∞ a(t) + b(t) < 1 and for
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a0 +b0 > 1 we see that limt→∞ a(t)+b(t) > 1. This observation con�rms that the initial

asymmetry is preserved, moreover our Fig.3.22) shows that it is getting ampli�ed. The

computation of velocity V (t) shows that the cell always moves in the direction which is

opposite to the direction of the localization which is expected from (3.30) (See Fig.3.22-

insert). One can also see that an initially symmetric pro�le also localizes with time but

without a loss of symmetry and without acquiring an overall velocity.

The numerical behavior exhibited by the simpli�ed nonlinear system of ODEs can

be at least partially justi�ed by a simple analytical study of the corresponding linearized

system. When Z is large, (3.29) can be simpli�ed since L remains bounded (as for large

times L < 1). Then, making a �rst order development of trigonometric functions (3.29)

reduces to ,


ḃ− ȧ = Lc0√

Z
(b− a− 1)

ḃ+ ȧ = Lc0√
Z

(b+ a− 1)

L̇ = c0(−L(L−1)
P
− 1)

(3.31)

As a consequence, for this simpli�ed problem, provided P < 1/4, length has two station-

ary points L̂± where only L̂+ is stable (See Fig.3.23). As for (3.31)1,2, it is clear that

Figure 3.23: Fixed points of ODE (3.31)3

b0 − a0 < 1 which implies that ḃ − ȧ remains negative triggering ultimately complete

localization of myosin concentration. In the same way if b0 + a0 < 1 then ḃ+ ȧ remains

negative implying that b+a < 1 and if b0 +a0 > 1, then ḃ+ ȧ remains positive implying

that b+a > 1. Ultimately for this simpli�ed problem there are only three steady states:
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1. a = b = 1/2 which occurs only if the system is initially symmetric and is charac-

terized by a zero velocity (from 3.30)

2. a = b = 0 which occurs with a initial bias to the rear and is characterized by the

maximal velocity c0/2 (from 3.30)

3. a = b = 1 which occurs with a initial bias to the front and is characterized by the

minimal velocity −c0/2(from 3.30)

The existence of the separatrix in this system shows that the sign of the cell velocity

depends only on the initial asymmetry (bias) in the motor concentration. Our numer-

ical simulations of the full system (3.1) shows that similar memory of the asymmetry

structure of the initial state is exhibited by the system with di�usion (See section 3.6).

Finally we mention that in the hyperbolic limit the steadily moving cell can have

any velocity in the range [− c0
2 ,

c0
2 ] (from 3.30). Di�erent terminal velocities correspond

to di�erent localization points in segment [0, 1] which are all reachable starting from the

appropriate initial data. Di�usion regularizes the problem and in the limit of disappear-

ing di�usion we obtain only two possible velocities associated with the TW solutions

on the D1+ motile branch (other branches being unstable). Interestingly, these two

velocities correspond either to the minimum (−c0/2) or to the maximum (c0/2) of the

admissible range; the associated concentration pro�les always localize exactly on the

trailing edge of the moving cell.

3.7.2 The inviscid limit

Another interesting limit of the system (3.1) corresponds to the case when the di�usion

coe�cient D is �nite but the bulk viscosity η goes to zero. Then Z → 0 while the

remaining three dimensionless parameters K, P and c0 remain �nite. From the system

(3.1) we see that parameter Z enters as a coe�cient in front of the highest derivative and

therefore one can expect in this limit that the solution will exhibit in�nitely localized

boundary layers. Here, we do not attempt to study the limiting system fully and

instead focus on the structure of the bulk equation, while disregarding the structure

of the boundary layers. Our goal is to show that the simpli�cations in the equations

brought by this limiting procedure reveal a simple and transparent basic mechanism

behind polarization instability and motility initiation.
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To obtain the system of governing equations in the limit Z → 0 one can just drop

in (3.1)1 the term with the second derivative of σ and then use the remaining algebraic

equation to express in (3.1)2 the stress gradient through the gradient of concentration.

However, to reveal the limiting structure of the autotaxis interactions we can instead

start directly with the nonlocal equation for the concentration (3.5) and then study the

limit of the kernel as Z→ 0.

To this end we recall that in Eq.(3.5) the kernel φ can be decomposed in φi and φe see

(Eq.(3.7)). Inside φi we can further isolate the 'bulk' part and the surface contribution of

φi by using the asymptotic procedure developed in [152]. More speci�cally we introduce

the new kernel

φbi(x− y) = lim
L→∞

φs(x/L+ L/2, y/L+ L/2) =
1

2

{
exp(x−y√

Z
) if x− y < 0

− exp(y−x√
Z

) if x− y > 0

which is de�ned for x, y ∈ [0, L]. φbi eliminates the boundary layers of φi and therefore

Figure 3.24: Behavior of φbs as a function of x − y localizes with decreasing
√
Z =

0.5, 0.1, 0.01.

separates the bulk term from the surface term. The structure of the bulk kernel φbi(x−y)

at di�erent values of Z is shown in Fig.3.24). The characteristic features of this kernel

are the jump discontinuity at the diagonal x − y = 0 and the exponential decay away

from the diagonal with the characteristic length scale
√
Z. As Z → 0 we obtain the

limit

lim
Z→0

1

Z
φbi(x, y) = lim

Z→0

δ(x− y +
√
Z)− δ(x− y −

√
Z)

2
√
Z

= ∂xδ(x− y)
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3.7 Two limiting regimes

By using this limiting kernel we obtain,

lim
Z→0

1

Z

∫ 1

0
φbi(u, v)ĉ(v, t)du =

1

L2
∂uĉ(u, t)

The surface part of the kernel also has a nontrivial structure describing two boundary

layers on the extremities of the cell. However since the corresponding terms a�ect only

the boundary conditions, we are not presenting them here. Using previous equality, we

obtain the following expression for the stress gradient,

1

L
∂uσ̂ =

Pc0

Z

∫ 1

0
φbi(u, v)ĉ(v, t)du =

Pc0

L2
∂uĉ(u, t).

Then the limit of Eq. (3.2)2 can be presented in the form,

∂tĉ(u, t)−
1

L
∂u(ĉ(u, t)(Ġ+ (

1

2
− u)L̇)) +

PK

c0L
∂u(

ĉ(u, t)

L2
∂uĉ(u, t)) =

∂uuĉ(u, t)

L2

Here the functions L(t) and G(t) can be found from the boundary conditions which

we leave implicit. If we rewrite this equation in the original coordinates (on a moving

domain) we obtain

∂tc(x, t) +
PK

c0
∂x(c(x, t)∂xc(x, t)) = ∂xxc(x, t)

Finally by rewriting this equation as

∂tc(x, t) + ∂x(

(
PKc(x, t)

c0
− 1

)
∂xc(x, t)) = 0

and introducing a new variable u = 1−KPc/c0 we obtain a sign inde�nite porous �ow

equation,

∂tu(x, t) + ∂x(u∂xu(x, t)) = 0.

The simplicity of this equation is in stark contrast with the complexity of the original

system (3.1). One can see that for the regimes with

c

c0
>

1

KP

one can expect an uphill di�usion similar to the case of spinodal decomposition which

destabilizes homogeneous states and generates complexity. .
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3.8 The �ow of actin

Our main system of governing equations (see Eq. 3.1) describes two coupled processes:

mechanical equilibration of the actin network and the advection of myosin motors which

are carried by the network while exerting contractile forces on it. Solving this system

allows one to �nd the density distribution of myosin and the velocity �eld for actin

but not the density distribution for actin. This variable fully decouples because of the

assumption of in�nite compressibility of actin network which makes stress distribution

independent on density distribution. The latter can be recovered after the 'statically

determinate' mechanical problem is solved from solving the mass balance equation for

actin with a kinematically prescribed velocity �eld. In this section we show how this

program can be implemented for our non motile and motile steady state solutions of

the mechanical problem.

Suppose that by solving system (3.1) we obtained the myosin concentration c(x, t),

the stress �eld σ(x, t) and the velocity �eld v(x, t). We also know the associated tra-

jectories of the free surfaces l−(t) and l+(t). To �nd the actin density ρ(x, t) we need

to solve separately the following conservation equation with an initial condition:{
∂tρ+ ∂x(ρv) = 0
ρ(x, 0) = ρ0(x)

(3.32)

Here we neglected for simplicity the di�usion of actin, which can be added if necessary.

We recall that the boundary conditions in the mechanical problem ensuring that the

�ux of actin at both rear and front vanish (no active treadmilling) were of the form{
l̇−(t) = v(l−(t), t))

l̇+(t) = v(l+(t), t))

These conditions imply that both fronts must coincide with actin particles trajectories

and that the total amount of actin is conserved
∫ l+(t)
l−(t) ρ(x, t)dx = M.

For a given velocity pro�le v(x, t) (solving (3.1)) one can easily solve (3.32) and

�nd the desired density pro�le ρ(x, t). A convenient way of solving this equation is

by the method of characteristics delivering trajectories of the actin particles x(ζ, t),

where ζ ∈ [l−(0), l+(0)] is the lagrangian coordinate of actin particle at t = 0. We then

introduce the so called characteristic curves de�ned by: ∀s < t,{
dφ(ζ,s)
dt = v(φ(ζ, s), s)
φ(X, t) = x

98



3.8 The �ow of actin

then along these curves, the density distribution is known,

ρ(φ(ζ, t), t) = ρ0(ζ) exp(−
∫ t

0
∂xv(φ(ζ, s), s)ds) (3.33)

More speci�cally, consider a traveling wave solutions with the velocity pro�le v =

v(x − V t) and the length of the cell L. Introduce a normalized moving variable φ̂ =

(x−V t)/L. To �nd how this variable depends on the lagrangian variableX = ζ/(l+(0)−
l−(0)) and time t we need to solve for each value of X in [0, 1] the following ODE

˙̂
φ(X, t) = v(φ̂(X, t))− V

One can see that the points of the body where v(φ̂) = V are the singular points of

this equation since the �ow is stationary at such points. Added to this, it takes in�nite

time for an actin particle to reach (or leave) such points because the relative velocity

�eld goes is not integrable in their neighborhood. Notice also that if at such points the

function v has a negative slope we obtain a sink of particle trajectories (an attractor

as t → ∞ which we denote by γ+) and if v has a positive slope, we obtain a source

(an attractor as t → −∞) which we denote by γ−). Mass accumulates into sinks in a

for large positive times and all comes from sources for large negative times as, (3.33)

shows that actin particles initially at X follow the characteristic curves to produce a

new density at time t (positive or negative).

For trivial solutions associated to lengths L̂±, there is no �ow at all (v = 0) and the

density of actin remains the same throughout time.

To illustrate the global �ow of actin particles we can consider the known velocity

�elds corresponding to nontrivial solutions near the bifurcation points studied in section

3.5. These solutions are characterized by the critical values of parameter ω and we know

them up to a multiplier. For the nontrivial static (non-motile) branches, S±m we obtain

the equation

˙̂
φ(X, t) = λsin(ωcφ̂(X, t)) (3.34)

where ωc = −2mπ and we chose by convention (the value can be absorbed in time

scaling) λ such that the maximum of velocity is one.

Similarly, for the motile branches D±m we need to solve

˙̂
φ(X, t) = λ

(
− L2

ω3
c cos(ωc/2)

(
ωc cos(ω(φ̂(X, t)− 1/2))− 2 sin(ωc/2)

)
− 1

)
(3.35)
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where ωc solves the equation (3.26). Both equations can be solved analytically by

separation of variables. In Fig.3.25 and Fig. 3.26 we show sample solutions of (3.34) and

(3.35) corresponding to homogeneous initial conditions φ(X, 0) = X for the �rst two

motile and non motile branches and for positive and negative values of λ corresponding

to the two possible direction of each bifurcation.

Figure 3.25: Trajectories of particles from sources to sinks for the �rst two motile

bifurcation points for initially homogeneously distributed set of particles . Labels 1, 1
′
, 3, 3

′

are related to Fig.3.12 and Fig.3.13.

The main feature of the �ows presented in Fig.3.25 and Fig. 3.26 is localization of

initially homogeneously distributed actin particles in the sinks and spreading of par-

ticles initially concentrated in the sources. These singular locations corresponding to

points where velocity of the internal �ow is equal to the macroscopic velocity of the cell
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Figure 3.26: Trajectories of particles from sources to sinks for the �rst two non motile

bifurcation points for initially homogeneously distributed set of particles . Labels 2, 2
′
, 4, 4

′

are related to Fig.3.12 and Fig.3.13.

are clearly misrepresented by our simpli�ed model which one dimensional and which

neglects both polymerization/depolymerization and di�usion. The one dimensional na-

ture of the model is particularly questionable in view of the expected circulation of actin

inside the lamellipodium.

To address the problem of actin circulation in the 1D setting we need to interpret

the �ow between a source and a sink as a treadmilling cluster. For instance, for the

mth static (non motile) branch we would have 2m such clusters and for the mth motile

branch we obtain 2m − 1 clusters. In the original setting of the problem the time of
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complete turnover in each cluster is in�nite

τ =

∫ γ+

γ−

du

|v(u)− V |
=∞

and therefore the overall treadmilling �ux inside each treadmilling cluster is equal to

zero |ṁ| ∼ 1/τ = 0. To make the picture of actin �ow more realistic it is natural to

regularize the singular points by cutting out the domains of small size ε around both

sinks and sources. More speci�cally, we can de�ne an e�ective 'polymerization zone'

around a source

Γ− = {u ∈ [0, 1]/|u− γ−| < ε}

and an e�ective 'depolymerization zone' around a sink

Γ+ = {u ∈ [0, 1]/|u− γ+| < ε}

Then a path between a source and a sink will take �nite time with particles disappearing

in a depolymerization zone ( in a regularized sink) and appearing in a polymerization

zone (in a regularized source). If we assume that a particle entering the boundary of the

sink zone instantaneously reappears on the boundary of the source zone (see Fig.3.27)

we obtain an internal circulation in each treadmilling cluster (after an initial transient).

Such treadmilling will be passive on the side of actin because it is driven exclusively by

the myosin contraction. The e�ective internal mass �ux has the form

|ṁ| = M∫ ∂Γ+

∂Γ−
du

|v(u)−V |

We observe that the steady state actin is now nonsingular

ρ(u) =
|ṁ|

|v(u)− V |
.

In particular, for the non motile regimes we obtain explicitly

ρ(u) =
M

log(cot(εmπ))
|λ|mπ | sin(2πmu)|

.

In the case of motile branches similar computation can be done numerically. The re-

sulting density pro�les are shown in Fig.3.28 for the �rst two motile and �rst two non

motile branches; the passive treadmilling cycles inside each cluster are shown by arrows.

As the models of active �uids show such cycles can be spatially resolved already in 2D

models [114].
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3.9 E�ciency of the autotaxis mechanism

Figure 3.27: Sketch of trajectories of particles in a treadmilling cluster from uniformly

distributed actin density.

3.9 E�ciency of the autotaxis mechanism

In this section we study the e�ciency of the autotaxis process in a motile steady state

regime with velocity V . In the absence of cargo to carry and external sources to perform

work, the e�ciency Λ has to be understood in the sense of Stokes [108, 171, 183]

Λ = P/H

where P = ξV 2L is the power required for translocation with constant velocity in the

presence of external friction preventing such motion and H > 0 is the internal energy

production rate due to ATP hydrolysis which drives the contraction process. In a weakly

non-equilibrium regime H is proportional to the square of the thermodynamical force

(a�nity) keeping the hydrolysis reaction out of equilibrium [88, 89]. To compute H

we notice that it can be decomposed into a sum of an power HA exerted by the active

mechanism on the constraining environment and the dissipation ε which takes place

even if the active force is generated but no work is produced. The term HA > 0 is an

anti-dissipation which is known in the domain of molecular motors whose force-velocity
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Figure 3.28: Density pro�les for the �rst two motile and non motile branches for λ > 0,

the pro�les for λ < 0 are the same; only the treadmilling cycles (indicated by black circles)

are going in the opposite direction. Labels are related to Fig.3.12 and Fig.3.13. Parameters

are M = 1 and ε = 0.01.

relation f(v) has a domain with f(V )V < 0 while the term ε > 0 can be identi�ed

with the maintenance heat introduced by A.V. Hill to describe isometric contractions

of skeletal muscles (in stall conditions) [76]. The signs of the terms HA and ε may also

be di�erent which requires special interpretation [88].

To compute the anti-dissipation term HA we �rst rewrite here the dimensional force

balance and the viscous constitutive law{
∂xσ = ξv

σ = η∂xv + χc

If we multiply the �rst equation by v, substitute the second equation multiplied by ∂xv

and integrate the result over the moving domain while applying boundary conditions,σ(l±(t), t) =

−k(L− L0)/L0 and l̇± = v(l±) we obtain:

−kL− L0

L0
L̇ = ξ

∫ l+

l−

v2 + η

∫ l+

l−

(∂xv)2 + χ

∫ l+

l−

c∂xv (3.36)

In the travelling wave (steady state) regime L̇ = 0 and the term in the left hand side in
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(3.36) disappears. We obtain

−χ
∫ l+

l−

c∂xv = ξ

∫ l+

l−

v2 + η

∫ l+

l−

(∂xv)2

The integral in the left hand side describes the (useful) work performed by the contractile

forces and therefore it can be identi�ed with anti-dissipation HA. Therefore one can

write

HA = ξ

∫ l+

l−

v2 + η

∫ l+

l−

(∂xv)2 > 0

and we see that the work goes into overcoming the viscous resistance in the bulk of the

cell and the frictional resistance between the cell body and the substrate.

It is interesting that HA can also be expressed in terms of myosin concentration

gradient. Indeed, in the moving coordinate system with y = x − V t the advection-

di�usion equation for myosin takes the form

∂yv = D∂y(
∂yc

c
) (3.37)

Therefore we can write

HA = Dχ

∫ L

0

(∂yc)
2

c
> 0

which means that our anti-dissipation can also be linked to di�usional dissipation. This

implies an interesting identity linking viscous and di�usional dissipation in this class of

problems which we write co-moving coordinate system as∫ L

0
η(∂yyσ)2 + ξ(∂yσ)2 = Dχ

∫ L

0

(∂yc)
2

c
.

Going back to e�ciency, we can now write

Λ =
ξV 2L

Dχ
∫ L

0
(∂yc)2

c + ε
.

The 'maintenance' power term ε describes microscopic dissipation taking place even in

the absence of a macroscopic motion. Therefore it cannot be estimated based on our

equations and requires an access to the microscopic model of active force generation. It

is then natural, however, to assume that ε ∼ P where the coe�cient can be chosen to

ensure that the terms V 2L and ε have the same order of magnitude. Here we make an

implicit assumption that the system adds motors when it needs to do more work and

in this way the 'maintanance heat' also increased. We may also argue that the creation
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Figure 3.29: Stokes e�ciency Λ and cell velocity as functions of the total power of

motors along the motile branch D1∗ at K = 100 and α = 103. Unstable motile solutions

are shown by the dashed line. In left insert we represent pro�les at the maximal e�cency

while right insert displays the pro�les achieving maximal speed.

of an incipient motion takes about the same energy as the generation of a stall force

(continuity assumption).

The plot of e�ciency computed under these assumptions is shown in Fig.3.29 as a

function of the nondimensional parameter P characterizing the power of contraction.

We notice that the e�ciency is equal to zero for non motile regimes, has a maximum

at a particular concentration of motors and is larger for stable motile solutions than

for the unstable ones. On the same graph we show that the velocity of the overall

advance for the corresponding cells. One can see that the most e�cient cells are not

the fastest and that the maximum e�ciency and the maximum velocity regimes are

drastically di�erent. The concentration, stress and velocity are rather similar though

(See Fig.3.29). The main di�erence is that the concentration pro�le of motors is more

localized at the trailing front when velocity is maximal then when e�cency is maximal.

This can be justi�ed a priori (without considering the motor balance equation (3.1)2)

since speed is maximized when c is fully localized (Dirac mass) at the trailing edge as

we deduced from (3.4) while the situation is di�erent for e�cency. Indeed the e�cency

numerator is maximized when speed is maximal, implying a full localization at the
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trailing edge again but the numerator is minimal when concentration is homogeneous.

HA + ε =
−χ
ξ

∫ l+

l−

c∂xxσ + ε > ε

The lower bound (HA = 0) is reached when c = σ
χ which can be shown positive using

maximum principle and sums to L0c0 since,
−η
ξ ∂xxσ + σ = χc

σ(l−(t), t) = σ(l+(t), t) = −kL−L0
L0

˙l− = ∂xσ(l−(t),t)
ξ and ˙l+ = ∂xσ(l+(t),t)

ξ .

So,
∫ l+
l−

σ
χ =

∫ l+
l−
c. The minimum of HA is clearly reached in TW steady state at this

point since,

∫ l+

l−

c∂xxσ =

∫ l+

l−

σ

χ
∂xxσ = 0

This con�guration corresponds to,

∂xxσ = 0.

This implies that σ ≡ −kL−L0
L0

and then c ≡ − k
χ
L−L0
L0

is homogeneous. So e�cency

is a priori not maximum for full localization at the trailing edge but requires a non trivial

tradeo� between localization to maximize the speed and homogeneity to minimize HA.

3.10 Further directions, breaking the symmetry

The pitchfork bifurcation is known to be a signature of a symmetric system [51] which

is indeed the case as no direction is a priori "prefered" as the motile segments con-

stituting the stable branch D1+ are symmetric. Two mechanisms may be added that

intrinsicly create asymmetry and thus intrinsic polarization. One passive (not requiring

energy intake) is a loading device at rear and/or front and one active is polymeriza-

tion/depolymerization rates inducing growth and retraction of the gel. In this section

we only open the subject which will be dealt with in more depth in further studies.

We take into account these asymmetries by setting:{
σ(l±(t), t) = −k( LL0

− 1) + q±
l̇± = v(s±(t), t) + v±
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where v± > 0 are the rates of polymerization/depolymerization of the actin cytoskeleton

while q+ < 0 and q− > 0 are dead loads applied at the boundaries that mimic mechanical

actions to which the layer is submitted.

The non dimensional problem can than be formulated:

{
−Z∂xxσ + σ = Pc/c0

∂tc+ K∂x(c∂xσ) = ∂xxc

with boundary conditions,{
σ(l±(t), t) = −(L(t)− 1) + q±
c(l±(t), t)v± + ∂xc(l±(t), t) = 0

And the Stefan boundary conditions,

l̇± = K∂xσ(l±(t), t) + v±

we also set, {
q+ = Q ε−1

2
q− = Q ε+1

2

and, {
v+ = Vm + ∆V

2

v− = Vm − ∆V
2

We only consider the e�ect of loads, the e�ect of polymerization/depolymerization

is quiet similar. For simplicity, we set ε = 0 implying that there are two equal loads

Q/2 pushing at the front and pulling at the rear. The level of pushing and of pulling

is thus the same. In Chapter III, we will di�erentiate pushing and pulling in a simpler

framework. We also focus on the �rst motile branch D1+ bifurcating from L̂+ as we

know this is the only stable branch. Then the symmetry of the bifurcation diagram is

broken as shown in Fig.3.30.

The two symmetric segments related to positive and negative velocity and associated

with a center symmetry of pro�les are no longer symmetric. The pitchfork bifurcations

are broken and saddle-node bifurcations are created for both the motile and non motile

solutions.

As a consequence, if we denote by Kc the critical K at which the D1+ bifurcation

arises, for K > Kc the force velocity curve (see section 4.3) displays an hysteresis

(see Fig.3.31 and Fig.3.32.) With direct numerical simulations of the Cauchy problem,

we can investigate which branch of the hysteresis loop is chosen (Arrows of Fig.3.32)
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Figure 3.30: Modi�cation of the D1+ under loading, ε = 0 and P = 0.245

depending of the loading history. Starting from small enough Q where V > 0, the

concentration of motors is concentrates at the trailing edge (see c on Fig.3.31, upper

line) which is classical. Then while increasing the load, even if velocity becomes negative,

the concentration of motors stays concentrated at the same edge until it sudently all

switches to the trailing edge again (see c on Fig.3.31, lower line) . After that, reducing

the load symetrically leads to the same phenomena in the other direction: when velocity

is negative, the motors concentration is at the trailing edge (see c on Fig.3.31, lower

line) and remains in the same edge for some loading even though velocity is positive

until a critical load at which it switches to the trailing edge again (see c on Fig.3.31,

upper line).

As a consequence, the internal sate of the cell (motor distribution) depends on

the history of the loading. Arrows of Fig.3.32 indicate which direction is taken on each

branch of the hysteresis loop. We �nally exhibit a classical cusp catastrophe scheme (See

Fig.3.32) which would be very interesting to test experimentally and requires serious

investigations since it would imply one speed could be associated to two very di�erent
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Figure 3.31: E�ect of external loading on velocity and length. Parameters: P = 0.245,

K = 100, ε = 0, Solution pro�les are given for Q = 0.1

Figure 3.32: Right :Force velocity curves simulated directly from the Cauchy problem

for di�erent K. The hysteresis loop appears for K > Kc and increases with K. Arrows

indicate which direction is taken on each branch of the hysteresis loop depending on the

loading history. Parameters are P = 0.245 and ε = 0. Left: Scheme of the classical cusp

catastrophe in our setting.

concentrations of motors.
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3.11 Conclusion

In conclusion, we proposed a prototypical model of a cell showing the possibility of spon-

taneous polarization leading to steady self propulsion in the conditions when contraction

is the only active process while treadmilling is disabled. This model complements the

existing theories of polarization which place emphasis on treadmilling and often even

ignore contraction. Our model reduces to a Keller-Segel type system with Stefan type

boundary conditions however the symmetry breaking is due to mechanical rather than

chemical feedback. It generates a variety of motile TW regimes corresponding to �nite

size self propelling active bodies with free boundaries. Similar to the Navier-Stokes

equation where nonlocality is hidden behind the incompressibility assumption the en-

suing system has quadratic nonlinearity and shows an in�nite sequence of bifurcations

as the di�usion coe�cient goes to zero.
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Chapter III: Protrusion at work

Eukaryotic cells possess motility mechanisms allowing them not only to self-propel but

also to exert forces on obstacles (to push) and to carry cargoes (to pull). The macro-

scopic force-velocity relations associated with pushing and pulling are expected to re�ect

the inherent asymmetry between the two main force generating mechanisms: protru-

sion and contraction. We use a minimal one dimensional model of the crawling cell to

show that the pushing dominated force-velocity relation is controlled by the protrusion

mechanism and is described by a concave function. Instead, the pulling dominated

force-velocity relation is controlled by the protrusion mechanism only at small values

of the force which is replaced by the contraction mechanism at su�ciently large forces.

This leads to more complex structure of the force velocity relation, in particular, the

interplay between the two mechanisms may produce negative mobility in a biologically

relevant range.

4.1 Introduction

A large class of cells including �sh keratocytes crawl by protruding the front and retract-

ing the rear. A prototypical scheme of cell motility includes: polymerization of actin

network coupled with dynamic assembly of focal adhesions, myosin-driven contraction

and, �nally, the detachment of adhesive contacts followed by depolymerization which

closes the treadmilling cycle. All three main components of the motility mechanism

(polymerization, contraction and adhesion) are active and require intricate regulation

as well as a continuous supply of energy [1, 53, 77, 126, 153, 169, 181]. While the
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molecular and biochemical basis of cell motility is basically known, the quantitative

understanding of the mechanical interplay between di�erent active components is still

limited despite many recent attempts to construct comprehensive mathematical models

[56, 75, 163, 184, 187, 188, 196].

In particular, the relative role of contraction and protrusion in exerting forces on

obstacles (pushing) and carrying cargoes (pulling) remains hidden behind large scale

numerical simulations. Protrusion is known to be the main mechanism of pushing which

plays the dominant role in Listeria propulsion [86]. Instead, contraction is crucial for the

cell ability to pull organelles. An inherent functional disparity between the protrusion-

contraction components of the motility mechanism suggests a fundamental di�erence in

the structure of the force-velocity relations associated with pushing and pulling. Since

in experimental studies pushing and pulling are often di�cult to distinguish and most

of the measured force-velocity data are attributed to pushing [30, 146, 160, 197], it is of

great importance to predict the particularities of the cell response to these two loading

modalities theoretically.

Figure 4.1: Schematic representation of the model.

To capture the basic asymmetry between pushing and pulling we use the simplest

model proposed by Kruse et al. [97] which represents the lamellipodium as 1D viscous

body with moving boundaries (see Fig.4.1). Actin treadmilling is described as an in�ux

of mass at the front which then disappears at the rear, adhesion is viewed as passive

viscous friction and contraction is modeled by a spatially homogeneous prestress. To

allow for a nontrivial behavior of the asymmetrically loaded cell we added to this model

an overall sti�ness which may be ascribed either to a membrane or to elastic components

of the cytoskeleton [14, 58, 147, 164]. In the interests of analytical transparency we

neglected the stress-mediated nature of active adhesion, the link between contraction
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and transport of motors and disregarded the distributed character of treadmilling, all

of which have been by now successfully integrated into comprehensive computational

models [56, 75, 163, 184, 187, 188, 196]. The advantage of our minimal setting is that

we can obtain explicit steady state solutions describing asymmetrically loaded self-

propelling cells and access stability of these solutions. Such drastic simpli�cation also

allows us to compare for the �rst time the conventional kinematic mode of driving of

the cell through the given polymerization/depolymerization velocities with an energetic

mode implying direct control by the cell of the ATP driven energy supplies.

4.2 The model

We represent the balance of forces by the equation

∂xσ = ξv,

where v(x, t) is the velocity, σ(x, t) is the stress and ξ is the coe�cient of viscous friction.

The trajectories of the front and the rear boundaries of the cell l+(t) and l−(t) are also

unknwowns. By using the model of in�nitely compressible active �uid we can write

σ = χ+ η∂xv,

where η is a bulk viscosity and χ > 0 is a spatially homogeneous active pre-stress [97].

The external asymmetric loading is modeled by forces applied at the moving boundaries

σ(l±(t), t) = q±,

where q+ < 0 corresponds to pushing (at the front) and q− > 0 to pulling (at the rear).

We �rst assume that the cell is driven by the prescribed kinematic conditions

v(l±(t), t)− l̇± = v±,

where v+ > 0 and v− > 0 are the polymerization and the depolymerization velocities,

respectively; at the end of the chapter we compare the kinematic driving with an alter-

native control of the energy intake. If we normalize length by
√
η/ξ, time by η/χ and

stress by χ, we obtain a free boundary problem containing four dimensionless parame-

ters: two characterize driving (v±) and the other two loading (q±). It will be convenient

to de�ne the total force

Q = q− − q+ > 0
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and the asymmetry factor

ε = (q− + q+)/Q.

Then ε > 0 corresponds to pulling and ε < 0 to pushing. Similarly, we can introduce

the maximal cell velocity

Vm = (v− + v+)/2 > 0

characterizing the protrusion power and the velocity asymmetry

∆V = v+ − v− > 0,

which, as we show, quanti�es the degree of engagement of the contractile mechanism.

4.3 Traveling wave solutions

The force balance equation can be integrated explicitly [97]

v(x, t) =
A− cosh(l−(t)− x) +A+ cosh(l+(t)− x)

sinh(l+(t)− l−(t))
, (4.1)

where A± = ±(1 − Q(ε ± 1)/2). The elimination of spatial dependence allows one to

obtain dynamic equations for the total length L(t) = l+(t)− l−(t) and for the position

of the geometrical center of the cell G(t) = (l+(t) + l−(t))/2:{
L̇ = ∆V + (εQ− 2) tanh(L/2),

Ġ = Vm −Q(2 tanh(L/2))−1.
(4.2)

In the t→∞ limit we obtain a description of a steadily propagating cell with two fronts

moving with the same velocity

V = Vm −Q/∆V + εQ2/(2∆V ); (4.3)

the asymptotic cell length is then given by

L∞ = 2 tanh−1(∆V/(2− εQ)). (4.4)

The corresponding asymptotic steady solutions depends only on the reduced coor-

dinate y = x − V t (traveling waves, TW) and is stable when 2 − εQ > 0. We see that

pushing ε < 0 contributes to stability of a moving cell while pulling ε > 0 plays a desta-

bilizing role. Indeed, since the spatial equilibration is assumed to be instantaneous, the

non-steady dynamics of the cell is fully described by the two equations Eq.(4.2).
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Stable traveling wave solutions with L̇ = 0 and Ġ = const should then be the

attractors of this dynamical system. Eq. (4.2)1 above implies that L(t) converges as

t→∞ to a stable equilibrium

L∞ = 2 tanh−1(
∆V

2− εQ
) > 0

if and only if 0 < ∆V < 2− εQ. The cell has a �nite size if 0 < ∆V < 2− εQ: at the
lower limit it shrinks to a point while at the upper limit its length diverges. As we show

below solutions with L∞ =∞ (and V = Vm −Q/2) are also physically meaningful.

Under these assumptions Ġ converges to the constant V given by equations (4.3).

If the initial conditions L(0) and G(0) are known, we obtain the following asymptotic

formulas for the fronts l±(t) :{
l−(t) ∼ V t− L∞

2 +G(0)− l0
l+(t) ∼ V t+ L∞

2 +G(0)− l0,

where l0 = (Q/2∆V ) log((φ2(1 − φ2
0))/(φ2

0(1 − φ2))), φ = (∆V/(2 − εQ) and φ0 =

tanh(L(0)/2).

To �nd the characteristic time of convergence we can solve (4.2)1 explicitly. At large

times, we obtain |L(t)− L∞| ∼ e−t/τ where τ = (2(2− εQ))/((2− εQ)2 −∆V 2) is the

characteristic time. After this time, which depends on both, the loading (Q, ε) and the

driving ∆V , the moving cell can be expected to acquire the velocity predicted by the

steady force-velocity relation.

4.3.1 Force velocity relations

The structure of the force-velocity relation V (Q), illustrated in Fig.4.2, is expectedly

di�erent for ε > 0 (pulling) and ε < 0 (pushing).

In the case of pushing, where the treadmilling plays major role, the force velocity

curve is always concave. It is characterized by the stall forceQ∗ = (1−
√

1− 2ε∆V Vm)/ε

and the maximum velocity V ∗ = Vm. The concavity of the force velocity relation in the

case of pushing agrees with experiments [30, 146, 160, 197].

In the case of pulling, the force-velocity relation is convex for Q < Qc = (2−∆V )/ε,

when the length is �nite, and is linear for Q > Qc, when the length is in�nite (see

Fig.4.2). In the convex range the function V (Q) is non-monotone when ∆V < 1 and

we can distinguish two regimes: the protrusion dominated branch Q < Qn = 1/ε
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Figure 4.2: Force-velocity relations in the cases of pure pulling and pushing loading

modes. Stress and density pro�les corresponding to points A,B and C (discussed in the

text) are shown in Fig.4.3. Driving parameters are v− = 1.7 and v+ = 2.

where the mobility is positive and V (Q) ∼ Vm−Q/∆V , and the contraction dominated

branch Qc > Q > Qn where the mobility is negative and V (Q) ∼ εQ2/(2∆V ). Along

the negative mobility branch the cell elongates to support larger loads till the length

diverges at a critical value Q = Qc. Beyond this value, we obtain con�gurations with

in�nitely separated boundary layers and mobility becomes again positive.

To illustrate the di�erent roles played by the two active mechanisms (treadmilling

and contraction) in the case of asymmetric cargoes, we need to consider the overall

balance of moments because the overall force balance does not see active contributions

[39, 97]. If we multiply the force balance equation in the steady state regime by the

TW coordinate y = x− V t and integrate over the body of the cell we obtain

− 1

L∞

∫ L∞/2

0
(y − L∞/2)v(y)dy +Q

ε

2
=

1

L∞

∫ L∞/2

0
σ(y)dy

The terms on the left represent the frictional dipole and the moment of applied forces.

The integral on the right de�nes the active dipole

(1/L∞)

∫ L∞/2

0
(1 + ∂yv)dy,

which can be decomposed into the sum of a treadmilling contribution

Tt = −∆V/L∞(Q, ε) < 0
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and a contraction contribution

Tc = 1 > 0.

The opposite signs of these terms suggest that the underlying active mechanisms are

inherently di�erent and can be viewed as a "pusher" and a "puller" in the terminology

of the theory of active suspensions [157, 168]. Due to the presence of a contraction

dipole the rear of the cell is pulled forward while the front is pulled backward. The

treadmilling/protrusion induced force dipole acts in the opposite way: it pushes the

rear of the cell backward while pushing the front of the cell forward. Both active

dipoles induce internal �ows superimposed on top of the mean �ow v̄ = −Q/L∞ which

is always retrograde: contraction produces prograde �ow at the front and retrograde

�ow at the rear while treadmilling produces retrograde �ow at the front and prograde

at the rear. One way to locate the transition from positive to negative mobility is to

identify the level of pulling when the relative �ow at the rear starts being retrograde,

which gives the theoretical threshold value Qn = 1/ε = 1. One can show that in the

case of realistic ∆V = 0.3 [97] the corresponding condition of 'contraction domination'

is |Tc| ∼ 2|Tt| which gives the value of the force Q∗ ∼ 2 − ∆V/ tanh−1(∆V ) = 0.97

quite close to the above threshold .

Figure 4.3: Stress and density distribution inside a moving cell in the regimes indicated

as A, B and C in Fig.4.2. Dashed line shows elasticity-regularized pro�les corresponding

to point C ′ in Fig.4.15.
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Negative mobility has been discussed previously in the context of individual [49, 70,

112, 155] and interacting [29, 135] Brownian motors. The regimes where velocity of the

crawling cell increases with opposing force have been envisioned in [85] where the overall

negative mobility was attributed to the coupling between the velocity of protrusion and

the applied force v−(Q) [143]. In our study such coupling is neglected which shows that

negative mobility may be also related to contraction.

To estimate if negative motility is feasible for real cells we use the data from [97]:

χ = 103Pa, ξ = 5×1016Pa·m−2·s, η = 5×104Pa·s, v+ = 2 and v− = 1.7. We obtain for

the velocity (χ/
√
ξη)V ∗ = 0.37×10−7m ·s−1 and for the length

√
ηξL∗∞ = 0.3×10−7m

which is realistic [145]. In the case of pure pushing ε = −1, we can use the area scale

S = 10−12m2 to obtain for the stall force χSQ∗ = 1nN which also falls into the range

of accepted values [30, 146, 160, 197]. Similar estimates show that in the case of pure

pulling ε = 1, negative motility can be expected in the interval of loadings 1 − 1.7nN

[30, 146, 160, 197].

4.3.2 Spatial inhomogeneity of the friction coe�cient

Some additional e�ects due to spatial inhomogeneity of the friction coe�cient can be

studied if we assume that in the steadily moving cell ξ is graded from rear to front. For

instance, ξ may be viewed as proportional to the density of focal contacts which are

known to concentrate in the frontal part of the advancing lamellipodium (see [26, 191] for

nematode spermatozoa and [156] for keratocytes). If the friction coe�cient is spatially

inhomogeneous ξ = ξ(y) with y ∈ [−L∞/2, L∞/2] is the traveling wave coordinate

y = x− V t, the steady state problem can be written:
−η∂y((1/ξ(y))∂yσ) + σ = 1

σ(−L∞/2) = q− and σ(L∞/2) = q+

V = (∂yσ/ξ(y))(−L∞/2) + v− and V = (∂yσ/ξ(y))(L∞/2) + v+

(4.5)

The solution of the Sturm-Liouville problem (4.5) can be expressed in terms of two

linearly independent functions A(y) and B(y) solving the following elementary problems

[120]: {
A′′ = ξ(y)A

A′(−L∞/2) = 1 = A′(L∞/2),

and {
B′′ = ξ(y)B

B′(−L∞/2) = 1 and B′(L∞/2) = −1.
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By using solutions of these equations A(y) and B(y), we can write the force velocity

relation in the following implicit form{
∆V = (2−Qε)A(A)(L∞/2) +QS(A)(L∞/2)

V = Vm + ((2−Qε)/2)A(B)(L∞/2) + Q
2 S(B)(L∞/2)

where A(f)(y) = (f(y)−f(−y))/2 , S(f)(y) = (f(y)+f(−y))/2. Suppose, for instance,

that ξ(y) = 1 + θξ1(y) , where θ << 1 is a small parameter and the function ξ1(y) is

odd. Then, up to higher order terms in θ we obtain:
A(A)(L∞/2) = tanh(L∞/2)

S(A)(L∞/2) = − θ
2 sinh(L∞)

∫ L∞/2
−L∞/2 sinh(2y)ξ1(y)dy

A(B)(L∞/2) = θ
2 sinh(L∞)

∫ L∞/2
−L∞/2 sinh(2y)ξ1(y)dy

S(B)(L∞/2) = −(tanh(L∞/2))−1

In the case Q = 0 the explicit force velocity relation takes the form

V − Vm =
θ

2 sinh(L∞)

∫ L∞/2

−L∞/2
sinh(2y)ξ1(y)dy.

and one can see that V > Vm if the friction is stronger at the front (contraction increases

velocity) and V < Vm if it is stronger at the back (contraction slows down the cell).

In the case of general loads, Q > 0, we obtain an implicit representation of the force

Figure 4.4: The behavior of the function V (θ) for ξ1(y) = exp(10(y/L∞ − 1/2))

velocity relation: ∆V = (2−Qε) tanh(L∞2 )− 2Qθ
sinh(L∞)

∫ L∞/2
0 sinh(2y)ξ1(y)dy

V = Vm + θ(2−Qε)
sinh(L∞)

∫ L∞/2
0 sinh(2y)ξ1(y)dy − Q

2 tanh(L∞
2

)

Given that the integral
∫ L∞/2

0 sinh(2y)ξ1(y)dy is positive in the case of the frictional

bias at the front, we obtain in this case larger lengths and faster velocities. If, instead,
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the friction is stronger at the back, the cell will have smaller length and will move

slower. These results are compatible with the observation that adhesion complexes

predominantly position themselves at the front of the moving cell [26, 156, 191].

Figure 4.5: Force velocity relations with θ as a parameter.

In Fig.4.4 and Fig.4.5 we illustrate our results by using exponential bias function

ξ1(y) = exp(10(y/L∞ − 1/2)). In this setting if the front concentration of adhesive

complexes is twice as high as at the rear we obtain θ = 2 and if it is four times larger,

we should take θ = 8. From Fig.4.5 we see that even in the case of inhomogeneity

level plausible for keratocyte θ = 8 [156] the general shape of the force velocity curves

remains qualitatively the same.

4.4 Density distribution

The assumption of in�nite compressibility allows one to decouple the problem of �nding

density distribution from the problem of �nding the stress and the velocity pro�les.

Then, after the 'statically determinate' mechanical problem is solved the density can be

obtained by solving an auxiliary problem. Here we consider three di�erent formulations

of this problem. In the �rst model, which is in line with the original formulation,

we assume that both polymerization and depolymerization are concentrated on the

boundaries of the body and are associated with velocities v+ and v−, respectively.

In the second model we assume that polymerization is localized in the front and is

associated with v+ while depolymerization is not localized at the back (v− = 0) but

is distributed and takes place everywhere in the bulk. Finally, we brie�y consider the
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third model where both polymerization and depolymerization are localized as in the �rst

model however the contraction stress is not constant but is a function of actin density.

Then the mechanics and the mass transport become coupled and the problem can only

be treated numerically. In all these cases we show that the main e�ects reported in the

chapter remain robust.

4.4.1 Localized depolymerization

The evolution of actin density is described by the following initial value problem:
∂tρ+ ∂x(ρv) = 0
ρ(x, 0) = ρi(x)
ρ(l+(t),t)
ρ(l−(t),t) = v−

v+

(4.6)

where the velocity distribution v(x, l−(t), l+(t)) is assumed to be known. Problem

(4.6) can be solved by the method of characteristics. For instance, for a characteristic

x = φt0(t) entering the cell domain at time t0 > 0 we can write{
dφt0 (t)
dt = v(φt0(t); l−(t), l+(t))

φt0(t0) = l+(t0)
(4.7)

After the characteristics are known, the density can be recovered from the relation,

ρ(φ(t), t) = ρ(φ(t0), t0) exp(−
∫ t

t0

∂xv(φ(u); l−(u), l+(u))du).

In the steady state (TW) regime,
l−(t) = V t

l+(t) = L∞ + V t
v(x, t) = v(x− V t)

the problem of density recovery is much simpler. Since ρ = ρ(x− V t) the mass balance

equation can be integrated explicitly and we obtain,

ρ(x− V t) =
ṁ

v(x− V t)− V
(4.8)

where ṁ is the constant mass �ux. Since the dimensionless total mass of the cell is

equal to 1, we obtain ṁ = (
∫ L∞

0
dy

v(y)−V )−1. This gives us the �nal expression for the

steady state density pro�le,
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ρ(x− V t) =
1

(v(x− V t)− V )
∫ L∞

0
dy

v(y)−V

.

As we have shown, in the treadmilling dominated regime the relative �ow (with

respect to the mean �ow) is prograde at the rear and retrograde at the front. If we

superimpose it with the retrograde mean �ow and subtract V we obtain a globally

retrograde �ow slowing down at the back of the cell where the density concentrates, see

also [97]. On the contrary, the contraction dominated regime displays a prograde �ow

at the front and a retrograde �ow at the rear. If we superimpose it again with a mean

retrograde �ow and subtract V we obtain that the retrograde �ow is the strongest at

the back of the cell but slows down at the front. This creates a tendency for the density

maximum to move from the back towards the front of the cell and explains the observed

mass accumulation at the center in the regime with negative mobility (see Fig.4.3).

In Fig.4.3, we presented the structure of the density pro�le for the case of su�ciently

strong pulling in order to explain the mechanism of the switch from protrusion domi-

nated to contraction dominated motility. In Fig.4.6 we present the pro�les at zero load

which are also typical for both weak pushing and pulling. The pro�les of stress and

velocity at Q = 0 have been already presented in the earlier papers [89, 97] and here we

complement the picture by presenting the associated density pro�le as well. One can

see that the density pro�le is in agreement with the velocity pro�le displaying (as can

expected from our discussion above) a prograde �ow at the front and a retrograde �ow

at the rear.

Adding a load generates a non zero mean �ow which shifts the velocity pro�le. To

illustrate the e�ect of this shift on the density pro�le we present in Fig.4.7 the inner

con�guration of the cell in the case of strong pushing, namely, at the stall force Q = Q∗.

4.4.2 Delocalized depolymerization

While the hypothesis of localized depolymerization [97] is very helpful in simplifying

the motility problem, it has been argued repeatedly that depolymerization takes place

everywhere in the body in a di�use mode and has to be treated as a bulk rather than

a surface phenomenon [172, 174]. To check how this changes our results, we consider

the setting where v− = 0 (no localized depolymerization) while the mass conservation
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Figure 4.6: Density, stress and velocity pro�les for Q = 0. Parameters v− = 1.7 and

v+ = 2.

Figure 4.7: Density, stress and velocity pro�les for Q = Q∗ and ε = −1. Parameters

v− = 1.7 and v+ = 2.

equation for actin has a source

∂tρ+ ∂x(ρv) = −γρ (4.9)

The coe�cient γ is usually estimated in the range 0.01− 0.05s−1 [15, 102, 156].

One can see that such reformulation a�ects the mechanical problem only through

the assumption v− = 0 which gives ∆V = v+ and V = v+/2. This means that such

�ows are associated with the line ∆V = 2Vm in Fig.4.14. Despite such narrowing of

the class of boundary conditions the general formula (4.1) for the particle velocity and

the general formulas for the velocities of the boundaries (4.2) remain the same. The
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stability condition takes the form

0 < v+ < 2− εQ

which means that our assumption that v+ ' 2 in the case of pulling is not adequate

any more and we must take a smaller value v+ ' 1 which is also plausible in view of

[89, 91, 102, 172]. We observe that in the presence of elasticity (mean �eld or not but

necessarily penalizing in�nite stretching, see Section 4.6 ) this problem disappears and

all the analysis of mechanical problem made in the chapter holds.

Then the auxiliary boundary value problem for actin density will be �rst formulated

in the dimensional form {
∂tρ+ ∂x(ρv) = −γρ
ρ(l+(t), t) = γM

v+

The boundary condition accounts for the fact that the total mass of actinM =
∫ l+(t)
l−(t) ρ(x, t)dx

is constant and all the actin depolymerized in the bulk is instantaneously repolymerized

at the front. Indeed, given this boundary condition we obtain that

dM

dt
= −γM + ρ(l+(t), t)v+ = 0.

We can now absorb M into the scaling of ρ by setting ρ̂ = ρ/ρ0 with ρ0 = M/
√

η
ξ .

The normalized problem depends on the new nondimensional parameter γ̂ = ηγ/χ ∼
0.5− 2.5 and can be written as{

∂t̂ρ̂+ ∂x̂(ρ̂v̂) = −γ̂ρ̂
ρ̂(ŝ+(t̂), t̂) = γ̂

v+

We can now omit the hats and write equation describing the steady TW solution

∂y(ρ(v − V )) = −γρ

where we recall that y = x − V t. If we introduce the treadmilling mass �ux ṁ = −γ,
we may write the solution of this equation in the form

ρ(y) = − ṁ

V − v(y)
exp(

∫ L∞

y

ṁ

V − v(u)
du) (4.10)

Here the pre-exponential factor is exactly the same as in the expression for density in the

case of localized depolymerization (4.8). The exponential term describes modulation

due to distributed depolymerization.
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Figure 4.8: Densities in the pulling and pushing modes for v+ = 1 and γ = 1.5

To see the role of this modulation we can compare the value of actin density at the

front ρ(L∞) and at the back ρ(0). Since both v+ and the mass �ux ṁ are known, we

obtain

ρ(L∞) =
γ

v+
.

To �nd the value at the back we need to study the asymptotics of the integral term in

4.10 which gives at small y

ρ(0) ∼ 1

A+

A− −A+

−2A+ sinh(L∞)
y

γ
A+
−1
,

where A+ and A− are de�ned in section 4.2 . From this formula we see that in the

interesting case when for γ > A+ (in our case γ > 1 ensures this inequality) that

ρ(0) = 0. In Fig.4.8 we choose γ = 1.5 and v+ = 1 and show the resulting density

pro�les for both pure pushing and pure pulling cases. One can see that distributed

depolymerization results for the unloaded cells in an exponential decay of actin density

from the front to the back which agrees with observations [91, 160, 172]. It is clear that

the �ne structure of the density pro�le in the front, which is dominated by microscopic

interaction of the actin network with the membrane, is not captured by our simpli�ed

model.

From this analysis we see that the structure of the density pro�le can be quite

di�erent depending on the model of actin polymerization. However, in view of the

fundamental decoupling between mechanics and transport in our setting, these modi�-

cations of the model do not a�ect the mechanical part of the problem, in particular, the
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force velocity relations remain unchanged. This shows the robustness of our predictions

can be claimed for the whole class of models with such basic decoupling which is based

on the hypotheses of in�nite compressibility and density independent contraction. The

former assumption will be critically tested in a special section devoted to elasticity while

below we brie�y address the e�ect of the coupling between contraction stress and actin

density.

4.4.3 Density dependent contraction

It is clear that contractile pre-stress should depend on both actin and myosin densities.

A rather general theory of such active gels has been developed in [96, 99, 101] where

a rich variety of dynamic behaviors was discovered. However, the problem was studied

in a �xed domain and therefore the force velocity relation could not be computed.

Here we simplify the general setting presented in [101] by neglecting the coupling of

contractility with myosin, which has been studied in detail in [25], and considering only

actin �laments of the same orientation. We also assume that the dependence of active

forces on actin density is not linear as in [101] but is non-monotone as proposed in

[7, 8, 65, 170]. We are replacing a heuristic kernel describing microscopic interactions

[96, 99, 101] by a direct solution of the mechanical problem in addition to the mass

transportation problem.

Figure 4.9: Contractile stress σa as a function of actin density ρ for di�erent choices of

parameters ρs and C taken from [65].

More speci�cally, we model the dependence of active stress on actin density by the
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following (dimensionless) relation [65]

σa(ρ) = Cρ2 exp(−2
ρ

ρs
).

Here C is a constant coe�cient and ρs is the actin saturation density, see Fig.4.9). We

then write the coupled problem in the form:

Mechanical model:

{
−∂xxσ + σ = σa(ρ)

σ(l−(t), t) = q− and σ(l+(t), t) = q+
(4.11)

Polymerization model:


l̇− = v− + ∂xσ(l−(t), t)

l̇+ = v+ + ∂xσ(l+(t), t)
l−(0) = l0− < l+(0) = l0+

(4.12)

Transportation model: 
∂tρ+ ∂x(∂xσρ) = 0

ρ(l−(t), t)v− = ρ(l+(t), t)v+

ρ(x, 0) = ρi(x)
(4.13)

Figure 4.10: Force velocity relations for the model with actin dependant contrac-

tility. Parameters are v− = 1.7, v+ = 2. Initial data are l0− = 0, l0+ = 1 and

ρi(x) = 2
1+v−/v+

(
1 +

(
v−
v+
− 1
)
x
)
which is the simplest choice compatible with the bound-

ary conditions and requirement that
∫ l0+
l0−
ρ = 1.
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By solving these equations numerically we can obtain the corresponding force veloc-

ity relations in both pushing and pulling regimes. This can be done in two ways. We

can either assume traveling wave ansatz and solve the corresponding system of ODE

by following the trivial static branch till it becomes unstable giving rise to a nontrivial

dynamic TW solution. However in this case we discover the whole set of solutions in-

cluding both stable and unstable. Therefore, here we follow another part and directly

solve an initial value problem for the system of PDEs (4.11-4.13) and waiting for our

solution to approach a stable TW attractor. Then by varying the initial data one can

reach traveling waves moving with di�erent velocities and in this way recover the full

force-velocity relation. Full parametric study will be presented elsewhere and here we

show only a sample of our results illustrating that the imposed coupling does not destroy

the di�erence in convexity properties of the force velocity relations between the cases

of pushing and pulling (see Fig.4.10). One can see that the conclusions of the paper are

robust.

To obtain these numerical results we used the following algorithm. We �rst map the

system (4.11-4.13) onto a �xed interval [0, 1] by making coordinate changes u = x−l−(t)
L(t)

and Y (t) = ρL(t). Then, (4.11-4.13) becomes :{
− 1
L2∂uuσ + σ = σa(

Y
L )

σ(0, t) = q− and σ(1, t) = q+
(4.14)


l̇− = v− + 1

L∂uσ(0, t)

l̇+ = v+ + 1
L∂uσ(1, t)

l−(0) = l0− < l+(0) = l0+

(4.15)

 ∂tY + 1
L∂u(Y (∂uσL − l̇− − uL̇)) = 0
Y (0, t)v− = Y (1, t)v+

Y (y, 0) = Yi(y)

(4.16)

We then build two grids on the same interval [0, 1]: a grid Z and its dual Zd. By

using the initial condition involving the normalized concentration pro�le Yi, Eq.(4.14)1

is solved and the e�ective drift term in Eq.(4.16)1, ∂uσ/L−
(
l̇− + uL̇

)
is computed on

Zd. We then apply an upwind �nite volume scheme to Eq.(4.16)1 and �nd the updated

normalized concentration pro�le Y on Z which now corresponds to the next time step.

Then the same procedure is repeated. The time step is chosen in an adaptive way in

order to satisfy the Courant-Friedrichs-Lewy condition uniformly on Zd.
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As a note (we leave serious work in this direction to further study) we remark that

when the traveling wave is no longer stable, other interesting regimes can be found.

Namely, if we suppose for simplicty that,

σa(ρ) = ρ

then, the solution always tend to developp an in�nite length which implies that the

contractility pointwisely goes to zero and we have "dissolution" of the cell. This be-

cause again, some long time global elastic resitance (membrane, cytoskeleton) has not

been considered. We incorporate this missing physical feature by adding a mean �eld

elasticity (see Section4.6):

{
− 1
L2∂uuσ + σ = σa(

Y
L )

σ(0, t) = −kL−L0
L0

and σ(1, t) = −kL−L0
L0

then, dissolution is prevented and we �nd an oscillatory behavior of the fronts [4,

31, 38, 162] with an actin soliton wave (expected from [56, 96, 99, 101]) constantly

treadmilling throughout the lamellipodium. See Fig.4.11.

Figure 4.11: Behavior of cell length and speed and actin traveling pulse as a function of

time. Parameters are v− = 1.7, v+ = 2, k = 10 and L0 = 1. Initial data are l0− = 0, l0+ = 1

and ρi(x) = 2
1+v−/v+

(
1 +

(
v−
v+
− 1
)
x
)
which is the simplest choice compatible with the

boundary conditions and requirement that
∫ l0+
l0−
ρ = 1.

We believe the simplicity (linear dependance of contractility) of the model shall open

the path to analytic understanding of the phenemenon as done in Chapter II which will

lack the realistic non gaussian distribution of the membrane �uctuations but can shed

considerable light on the phenomenon.
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4.5 Energetics

Next we show that the divergence of the cell size at Q ≥ Qc does not compromise

energetics. To this end we de�ne the work against the external forces A = (ql̇)−−(ql̇)+,

the energy consumption associated with treadmilling Pt = (vq)−− (vq)+ and the power

of contraction Pc = χ(v+ − v−). The e�ciency of the energy transduction is then

Λ = A/(Pt + Pc). Notice this e�ciency is di�erent from the one de�ned in Sections

2.4 and 3.9 since in the presence of loads some mechanical work has to be performed

to carry them. The Stokes term accounding for motility without loads could be added

at the numerator. We also did not consider the maintenance heat term supposing it is

negligible with repect to Pt + Pc. All such terms can be added easily but screen the

main e�ect associated to loading which is studied here.

By using our steady state (TW) solution we obtain Pt+Pc = ∆V +QVm− εQ∆V/2

and Λ = QV/(∆V +QVm−εQ∆V/2). One can see that the energy consumption remains

�nite even in the singular regimes. A direct computation of e�ciency-load relation shows

that it displays a usual single maximum in the case of pushing and becomes bi-modal

in the case of pulling which may carry some biological advantages (See Fig.4.12). By

multiplying the force balance equation by v(x, t) we obtain the energy balance equation∫ l+(t)

l−(t)
v2 +

∫ l+(t)

l−(t)
(∂xv)2 +

∫ l+(t)

l−(t)
∂xv = [σv]

l+(t)
l−(t),

where we can identify the following contributions:

1. D =
∫ l+(t)
l−(t) v

2 +
∫ l+(t)
l−(t) (∂xv)2, dissipation rate associated with surface friction and

bulk viscosity.

2. Pc = −
∫ l+(t)
l−(t) ∂xv > 0, rate of energy consumption by the contractile mechanism.

3. Pt = (qv)− − (qv)+ > 0, rate of energy consumption by the treadmilling mecha-

nism.

4. A = (ql̇)− − (ql̇)+, the power expanded against the external forces.

In these notations the energy balance can be written as Pt + Pc = A + D and the

mechanical e�ciency can be de�ned as follows:

Λ =
A

Pt + Pc
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It is now easy to show that that 0 < |Λ| < 1 and in the traveling wave limit, the

e�ciency can be computed explicitly

Λ =
QV

∆V +QVm − εQ∆V/2
.

For the regimes presented in Fig.4.3 both, the e�ciency Λ and the energy consumption

Figure 4.12: Rate of energy consumption and e�ciency as functions of the load in the

cases of pure pulling and pushing loading modes. The corresponding force velocity relation

is shown in Fig.4.2. Driving parameters are v− = 1.7 and v+ = 2.

rate Pt + Pc, are shown in Fig.4.12. One can see that in the pulling regime, the the

function Λ(Q) displays two maxima. We also observe that the divergence of the cell

length does not lead to singular behavior of either the rate of energy consumption or

the e�ciency. If mean �eld elasticity (see Section 4.6) is taken into account, energy

balance takes the form

Pt + Pc + Pe = A+D.

The elasticity related contribution

Pe = −kL− L0

L0
(L̇−∆V )

remains nonzero also in TW regime where L̇ = 0

Pe = k
L− L0

L0
∆V

This contribution can be interpreted as rate of energy consumption by the treadmilling

mechanism acting on the membrane. One should then rede�ne e�ciency as,

Λ =
A

Pt + Pc + Pe
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Figure 4.13: E�ciency as a function of the load in the elasticity-regularized model in

pure pushing and pulling regimes with k1,2,3,4 = {0, 0.01, 0.1, 1} and L0 = 1. Experimental

data suggest that k = 1 − 10 (see [14, 58]). Parameters: v− = 1.7 and v+ = 2. The

corresponding force velocity relations are shown in Fig.4.15.

In Fig.4.13 we show that the two peak structure of the e�ciency function does not

disappear in the regularized model till k is su�ciently large (the treshold is given in the

insert of Fig.4.15 ).

Despite ensuring �nite energetics our model remains degenerate because it lacks

a mechanism which penalizes in�nite spreading of the cell at su�ciently large pulling

forces. Also, one can show that the mass �ux ṁ associated with stable TW solutions

may become equal to zero even for cells with �nite lengths. Such behavior leads to

in�nite mass concentration (See Fig.4.14) for a cell dragged backwards by a pulling

load (V < 0).

4.6 Elasticity regularization

To regularize the model we have to correct the in�nite compressibility hypothesis which

disregards the intermediate time sti�ness of the cell. Such sti�ness prevents cells from

contraction-induced collapse in statics and keeps their length from diverging in the case

of pulling. The implied elasticity may be associated either with the cytoskeleton or

with the cell membrane and the simplest representation of this e�ect is through passive

coupling between the leading and trailing edges [14, 58, 147, 164]. If this coupling is

linear elastic, the applied loads become q±+k(L−L0)/L0, where k > 0 is a dimensionless

sti�ness and L0 is a prescribed dimensionless reference length: its meaning is clear from
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4.6 Elasticity regularization

Figure 4.14: Di�erent crawling regimes shown in the parameter spaces (Vm,∆V ) and

(ṁ, Pc). If V > 0 the cell moves against the load and if V < 0 the cell is dragged by the

load. The insert shows density localization along the path indicated in the main �gure by

the black line and leading to singularity at pointW . The loading is pure pulling with ε = 1

and Q = 1.6

the fact that for k > 1 and Vm = ∆V = 0 there exists a nontrivial static solution with

V = 0 and L∞ = L0(1 − 1/k) (preferred shape). In dynamics the steady state (TW)

solution is now stable for all ∆V > 0 and to �nd L∞(Q) one needs to solve

∆V = (2− εQ+ 2k(L∞ − L0)/L0) tanh(L∞/2).

Then, the cell velocity can be found from

V (Q) = Vm −Q(2 tanh(L∞/2))−1.

The regularized, elasticity-mediated force velocity relations are shown in Fig.4.15.

We observe that all force-velocity curves cross at Q = 0 where V = V ∗; the second

intersection point at

QI = (2−∆V/ tanh(L0/2))/ε

exists when ε > 0 and L0 > L∗∞. One can see now the length is always �nite and

the qualitative di�erence between pulling and pushing survives. For su�cently large k

the negative mobility range disappears and the force-velocity relations in pushing and

pulling dominated regimes become similar. The data on static con�gurations [14, 58,
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Figure 4.15: Force velocity relations in pure pushing and pulling modes with k1,2,3,4 =

{0, 0.01, 0.1, 1} and L0 = 1. Driving parameters are v− = 1.7 and v+ = 2. Internal pro�les

corresponding to points C and C ′ are presented in Fig.4.3. Insert shows the domain with

negative mobility in parameter space (k,∆V ).

147, 164] suggest that the dimensionless k (normalized by χ) is in the range 1 − 10.

At the same time, many models of cell dynamics are built under the assumption that

the long time elasticity is negligible and k = 0 [34, 97, 151, 156]. Moreover, due to

the presence of active cross-linkers, cells are known to be able to vary their sti�ness

over at least two orders of magnitude [94, 113, 165]. In view of this variability the

e�ective sti�ness may easily reach below the threshold k = 1 which means that negative

motility regimes cannot be excluded. Instead of mean �eld elastic regularization we can

directly incorporate distributed (Kelvin) elasticity directly into the constitutive model

by assuming that

σ = χ+ η∂xv − p(ρ),

where the simplest pressure density relation is linear p(ρ) = E(ρ/ρr − 1), where ρr is

the reference density. The momentum balance equation becomes coupled with the mass

conservation equation and the problem has to be solved numerically. The resulting

force-velocity relation is qualitatively similar to what we have seen in the case of mean

�eld elasticity, in particular, the negative mobility regimes persist for su�cently small

E; similar results can also be obtained in the case of Maxwell elasticity: We therefore

introduce two models of bulk elasticity and compare the in�uence of the new terms in the

force balance equation on the ensuing force velocity relations. The �rst model, known

as Kelvin (visco-)elasticity, assumes that elastic response is associated with long time

behavior. The second model, known as Maxwell (visco-)elasticity, associates elasticity
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with fast time scales. In the version of Kelvin elasticity introduced above, the set of

Figure 4.16: Force-velocity curves for the Kelvin model with K1,2,3,4 = {0, 0.1, 1, 5}.
Experimental data suggest that K = 0.1− 10 (see [13, 24, 37, 53, 102, 122, 138] ). Other

parameters are ρ̂r = 1, v− = 1.7 and v+ = 2.

non-dimensional equations can be written as:{
∂tρ+ ∂x(ρ∂xσ) = 0

−∂xxσ + σ = 1−K(ρ/ρ̂r − 1)

Here we introduced two new nondimensional parameters are K = E/χ and ρ̂r = ρr/ρ0

where E is the zero frequency loss modulus [24, 122] and ρr is the reference density.

The boundary value problem for the steady state (TW) solution takes the form
ρ(y) = 1

(∂yσ(y)−V )
∫ L∞
0

du
∂yσ(u)−V

−∂yyσ + σ = 1−K( ρρ̂r − 1)

σ(0) = Q/2(ε+ 1) and σ(L∞) = Q/2(ε− 1)
V = Vm −∆V/2 + ∂yσ(0) and V = Vm + ∆V/2 + ∂yσ(L∞)

The force velocity relations for this model, shown in Fig.4.17, were obtained by numer-

ical solution of this problem. We observe that introducing Kelvin elasticity eliminates

density singularities shown in Fig.4.14, however the problem with the divergence of the

cell length persists and can only be resolved if the linear pressure density relation is

replaced by a nonlinear one.

In the case of Maxwell solid with corrotational convective derivative [34, 83, 89] the
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dimensional problem can be written as:
∂tρ+ ∂x(ρv) = 0

ξv = ∂xσ
η
E
dσ
dt + σ = χ+ η∂xv

(4.17)

where E is the modulus corresponding to in�nite frequency and

dσ

dt
= ∂tσ + v∂xσ = ∂tσ + (∂xσ)2.

The dimensionless boundary value problem for the steady (TW) solution can be written

Figure 4.17: Force-velocity curves for the Maxwell model with λ1,2,3 = {0, 0.1, 1}.
Experimental data suggest that λ = 0.02 − 0.2 [95, 122, 137, 156, 189] Other parameters

are ρ0 = 1, v− = 1.7 and v+ = 2.

as

λ∂yσ(∂yσ − V )− ∂yyσ + σ = 1

where the new non dimensional parameter is λ = χ/E. The system is equipped with

the two boundary conditions: {
σ(0) = q−
σ(L∞) = q+

Two remaining boundary conditions conditions{
∂yσ(0)− V = −v−
∂yσ(L∞)− V = −v+

can be interpreted as equations on V and L∞. In Fig.4.17 we show the ensuing force

velocity relations (obtained numerically). One can see that the negative motility regime

persists at �nite λ.
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Adding Maxwell elasticity however fails to regularize the problem because even at

λ > 0 the cell size diverges at a �nite value of the load. Morever, it does not allow for

static regime. Indeed, the static problem with the corotational formulation reads in the

TW formulation with no force applied reads:
λ(σ

′
)2 − σ′′ + σ = 1

σ(−L/2) = σ(L/2) = 0

σ
′
(−L/2) = −v− and σ

′
(L/2) = −v+

Setting Y = σ − 1, we get,
λ(Y

′
)2 − Y ′′ + Y = 0

σ(−L/2) = σ(L/2) = −1

Y
′
(−L/2) = −v− and Y

′
(L/2) = −v+

which implies,

((Y
′
)2)′ − 2λ(Y

′
)2 − 2Y = 0

Hence there exists a constant C such that,

(Y
′
)2 = C exp(2λY )− 1

2λ2
(1 + 2λY )

from there applying Neumann BC, it is clear from v− > 0 and v+ > 0 that v− = v+.

The phase portrait is then given by,

(Y
′
)2 = Fv−,λ(Y ) = exp(2λ(Y + 1))

[
v2
− +

1− 2λ

2λ2

]
− 1 + 2λY

2λ2

From monotony, Fv−,λ(Y ) vanishes at most twice and if v− > 0 the roots are nec-

essarly strictly larger than −1 and there are no solutions. If v− = 0, then the only

solution Fv−,λ(Y ) goes from positive to negative at −1 and the only possible solution

satisfying BC is when L = 0 and the solution is stationary at −1. There is hence no

admissible static regime. The situation changes when mean �eld elasticity −kL−L0
L0

is

added and the same method shows that there is a unique trivial solution corresponding

to: 
σ ≡ 1

v− = v+ = 0
L = L0(1− k−1)
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4.7 Length regularization

In the pulling case, without elastic terms in�nitely penalizing in�nite length (mean �eld

elasticity) or zero densities, the length becomes in�nite at �nite load. Here, we give

details about the prolongation of the force velocity curve after this point in the purely

viscous case, linearized Kelvin case and non linear Maxwell case.

4.7.1 Purely viscous case

The motion of the front is ruled by (4.2) In the pulling case ε > 0 and length is increasing

until the blow up load Qc = 2−∆V
ε where length becomes in�nite. Then equation (4.2)2

suggest to prolongate the force velocity curve by:

∀Q ≥ Qc, V = Vm −
Q

2
.

In fact, what truely happens is that when length gets in�nite the solution of,

−∂yyσ + σ = 1
σ(0) = q− and σ(L∞) = q+

is a constant equal to 1 with two independant boundary layers of �nite size 1 at 0 and

1 connecting the load value and 1. The rear front is then going at velocity,

V 0 = v− + lim
L∞→∞

∂yσ(0) = v− +
1− q−

1

while the front front is going at velocity,

V L∞ = v+ + lim
L∞→∞

∂yσ(L∞) = v− +
q+ − 1

1

As the length is in�nite, we have several choices to associate a speed to the layer. We

arbitrarly take the average of both speeds which is consistent with Ġ and therefore

enables to continuously prolongate the force velocity curve even if there is a kink at

point Q = Qc.

4.7.2 Linearized Kelvin case

The non steady equations read,{
∂tρ+ ∂x(ρ∂xσ) = 0

−∂xxσ + σ = 1−K( ρρ̂r − 1)
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Equipped with initial and boundary conditions:
ρ(x, 0) = ρi(x) and l−(0) = l0−, l+(0) = l0+

σ(l−(t), t) = Q/2(ε+ 1) and σ(l+(t), t) = Q/2(ε− 1)

l̇− = Vm −∆V/2 + ∂xσ(l−(t), t) and l̇+ = Vm + ∆V/2 + ∂xσ(l+(t), t)
ρ(l−(t), t) (Vm −∆V/2) = ρ(l+(t), t) (Vm + ∆V/2)

It is clear that the total quantity of actin, normalized at 1 is conserved throughout time.

Then, the unsteady fronts are moving according to the dynamics,

L̇ = ∆V + (εQ− 2(1 +K)) tanh(L2 ) + K
ρ̂r cosh(L

2
)

∫ L
0 ρ cosh(L2 − u)du

Ġ = Vm − Q
2 tanh(L/2) −

K
ρ̂r sinh(L

2
)

∫ L
0 ρ sinh(L2 − u)du.

(4.18)

Then, using mean value theorem, we have from (4.18)1,

K

ρ̂r cosh(L2 )
≤ L̇−

(
∆V + (εQ− 2(1 +K)) tanh(

L

2
)

)
≤ K

ρ̂r

As a consequence, if εQ ≥ 2(1+K)−∆V then L −→∞ when t −→ 0 and in the pulling

case, it is clear that there exists a critical load Qc such that the inequality is true and

there is blow up of length. To prolongate the force velocity relation we consider (4.18)2

which implies,

− K

2ρ̂r
≤ Ġ−

(
Vm −

Q

2 tanh(L2 )

)
≤ K

2ρ̂r

which gives a tube where the force velocity has to be after blow up of length.

Numerical computation in fact gives the same prolongation as in the purely �uid case

(given for the pure pulling case here):

∀Q ≥ Qc, V = Vm −
Q

2

And only the value of the critical load Qc depends on K.

4.7.3 Non linear Maxwell case

The unsteady equations of the model read
λ
(
∂tσ + (∂xσ)2

)
− ∂xxσ + σ = 1

σ(l−(t), t) = q+ , σ(l+(t), t) = q− and σ(x, 0) = σ0(x)

l̇− = v− + ∂xσ(l−(t), t) and l̇+ = v+ + ∂xσ(l+(t), t)
l−(0) = l0− and l+(0) = l0+
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Showing the existence of a critical load where length blows up is delicate because

of the quadratic non linearity. We shall admit it. The force velocity curve is then

constructed numerically until the point where length becomes in�nite on the travelling

wave problem :

λ∂yσ(∂yσ − V )− ∂yyσ + σ = 1

with the BC : 
σ(0) = q−
σ(L∞) = q+

∂yσ(0)− V = −v−
∂yσ(L∞)− V = −v+

As for the purely viscous case, we notice the appearance of �nite size boundary layers

connected by a in�nite zone where stress is 1. To �nd the speed of the moving fronts in

the in�nite length limit, we suppose that inside the boundary layer, the �ux of particle

is almost constant, ∂yσ − V can be approximated by −v− at the rear boundary and

−v+ at the front boundary. This transforms the non linear equation in linear one on

the two boundary layers where stress connects the value at boundaries with the bulk

value 1,

V 0 = v− + lim
L∞→∞

∂yσ(0)

while the front front is going at velocity,

V L∞ = v+ + lim
L∞→∞

∂yσ(L∞)

We �nd in the pure pulling case:

V = Vm +
1

4

(
−(Q− 1)

(√
(λv−)2 + 4 + λv−

)
−
√

(λv+)2 + 4 + λv+

)
which matches perfectly the critical Qc found by numerics.

4.8 Alternative driving mode

One way to avoid density localization phenomenon illustrated in Fig.4.14 without in-

troducing elasticity it to chose the mode of driving which automatically excludes the

regimes with ṁ = 0. Thus, we may assume that instead of the kinematic �uxes, char-

acterized by Vm and ∆V , the cell controls energetic �uxes, such as, for instance, the

treadmilling rate, characterized by the total mass �ux ṁ < 0, and the energetics of
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the contraction process, characterized by the consumed power Pc. The advantage of

the parametrization (ṁ, Pc) is that protrusion and contraction can now be controlled

independently. The equivalence of the energetic and kinematic driving modes in the

steady state regimes can be derived from the fact that if we choose the pair (ṁ, Pc) as

the controlling parameters, we still obtain stable traveling wave solutions given that

Pc < 2−Qε and ṁ < 0.

These traveling wave solutions can be mapped on the traveling waves solutions in the

problem with kinematic driving through (v−, v+) if the following conditions are satis�ed

0 < ∆V < 2− εQ.

More speci�cally, if we introduce the set S1 = {0 < ∆V < 2− εQ, ṁ < 0} in the (v−, v+)

space and the set S2 = {Pc < 2−Qε, ṁ < 0} in the space (ṁ, Pc) we can compute the

Jacobian of the transformation (v−, v+)→ (Pc((v−, v+)), ṁ(v−, v+)) between these two

sets

det

(
∂Pc
∂v−

∂ṁ
∂v−

∂Pc
∂v+

∂ṁ
∂v+

)
=

∫ L∞
0

dy
(v(y)−V )2

(
∫ L∞

0
dy

v(y)−V )2
≥ 1

L∞
> 0.

One can see that it is strictly positive and therefore the two descriptions of the steady

state solutions are equivalent.

Figure 4.18: Force velocity relations in pure pushing and pulling modes with the driving

through ṁ = −6.1 and Pc = 0.3. Inserts show the ensuing dependances of v+ and v− on

Q.

In the elasticity-free case k = E = 0 the problem with (ṁ, Pc) prescribed instead of

(Vm,∆V ) exhibits stable steady state (TW) solutions when ṁ < 0 and Pc < 2 − εQ.
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The resulting force velocity relations, illustrated in Fig.4.18, show that the regimes with

negative mobility persist also in this setting. At Qc = (2 − Pc)/ε, the cell length L∞

diverges but the problem can be again regularized by bringing back the mean �eld elastic

coupling. Interestingly, by �xing the parameters Pc and ṁ we induce a dependence of

the polymerization and depolymerization rates (v−, v+) on Q (see Fig.4.18) which agrees

with the trends suggested in [97] based on the polymerization ratchet model. Ultimately,

the choice of the driving mode (�xing Pc may be replaced by the control of Pt+Pc, etc.)

requires microscopic modeling and may depend on the type of the cell, the environment

and the regime of loading.

4.9 Conclusion

In conclusion, we used the simplest model of a crawling cell to study the interplay

between contraction and protrusion required to sustain and carry various cargoes. The

minimal setting involving an elastic coupling between the front and the rear of the cell

was proved su�cient to distinguish kinetically between pulling and pushing. We observe

a shift from protrusion dominated motility to contraction dominated motility when the

pulling force is su�ciently strong. The possibility of such active readjustement of the

force producing machinery plays a fundamental role in the response of active media

implying that if necessary 'pushers' can replace 'pullers' and visa versa. The model

predicts concavity of the force velocity relation in the case of pushing and allows in

the case of pulling for a convex-concave structure with an negative mobility range.

While the detailed shape of the force velocity relation depends on the driving mode,

its loading-sensitive convexity-concavity structure appear to be a robust feature of the

model.
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Conclusion and perspectives

In this manuscript, we have presented a detailed study of one dimensional and one com-

ponent cell crawling model with moving boundaries relying on only essential biological

ingredients. The passive behavior of the cytoskeleton inside the cellular membrane is vis-

coelastic with di�erent fundamental types of viscoelasticity investigated. The two pow-

ering mechanisms of protrusion/retraction through polymerization/depolymerization of

actin and contraction mediated by motor activity are respectively described by an in-

�ux of mass at the front which then disappears at the rear and positive prestress. The

activity of cell adhesion is disregarded and linear passive friction is used to model the

interaction with the substrate. The leitmotiv of this manuscript is not to present a

full comprehensive model of cell crawling but to investigate fully the role of each fun-

damental element added. Lots of improvements can be brought to the model itself by

taking into account several biophysical interactions between main e�ects. For example,

actin density at the leading edge in�uences polymerization properties. It is also known

that the motor activity changes the elastic properties of the cytoskeleton. More im-

portant limitations of the model are its one dimensional nature, the fact that the role

of the cytosol is not taken into account and the passive nature of adhesion. Lots of

these points can be gradually considered within the same framework and using what is

already known about the model. Despite its caricatural nature, the model still captures

observed e�ects and makes predictions that we hope to be experimentally tested.

In the �rst chapter we take a reverse engineering approach and pose the problem

of �nding the optimal spatial and temporal organization of di�erent motility power-

ing machinery ensuring either maximum velocity of crawling or maximal e�ciency of
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energy transduction. We circumvent the problem of self-consistent transport of biolog-

ical elements ensuring the required performance (actin �laments, myosin crosslinkers,

integrins) and assume that the optimal spatial distribution of these elements can be

created arti�cially. Supposing for simplicity that actin treadmilling is disabled, we �rst

consider only the e�ect of arbitrary non homogeneous contraction to �nd, in agreement

with experiments, that the distribution achieving the largest speed is when motors are

concentrated at the trailing edge. Interestingly, we �nd that this speed can be made

twice larger if adhesion proteins concentration is fully correlated with the one of mo-

tors. Such a correlation has been observed and partly understood at the micro level.

Considering homogeneous adhesion again, we also investigate the optimal strategy for

contraction distribution in term of mechanical e�ciency to �nd again a concentration

at the trailing edge but with a characteristic spreading length this time. Such a length

can be understood at the micro level as resulting from the thermal mobility of bipolar

�laments with respect to actin �bers. A perspective on this work, apart from trying

to generalized the results in two dimensions, would be to include an arbitrary adhesion

distribution in the energetic optimization procedure and to investigate more deeply the

role of treadmilling.

In the second chapter, still ignoring actin treadmilling, we investigate the role of a

simple drift di�usion model carrying motors. At the basis of the model is contraction

driven uphill di�usion destabilizing symmetric con�guration and causing polarization.

The instability is due to the motion of cytoskeleton which is generated by active cross-

linkers and simultaneously transports them. By studying traveling wave solutions we

show that such internal �ow can generate steady propulsion of a �nite cell body. The

most important conclusion is that the model exhibits motility initiation pattern similar

to the ones observed in experiments. Namely, depending on the motor activity, the cell

can either stay static or spontaneously start moving in a steady way. The force velocity

of the steady regime fully contraction powered needs to be fully exposed but already

shows hysteretic behavior that would be interesting to test experimentally.

In the third chapter, supposing roughly that contraction and adhesion are homo-

geneous, we focus on the treadmilling based motility which allows the cells not only

to self-propel but also to exert forces on obstacles (to push) and to carry cargoes (to

pull). We show that pushing dominated force-velocity relation is controlled by the pro-

trusion mechanism while the pulling dominated force-velocity relation is controlled by
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the protrusion mechanism only at small values of the force which is replaced by the

contraction mechanism at su�ciently large pulling forces. The proposed model reveals

the possibility of a switch from protrusion dominated motility to contraction dominated

motility in the case when a moving cell has to carry a cargo. Such switches are expected

to be crucial for the general response of active matter to external forces with "pushers"

and "pullers" interchanging roles depending on the orientation of the loading with re-

spect to the direction of the overall motion. We tried to show the robust nature of this

feature by investigating some main modeling extensions. On the way, we observed the

appearance of treadmilling waves resulting in a non steady propagation of the cell when

contractility increases with actin density. We hope to be able to give a full exposure of

the e�ect in a near future.
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Appendixes

6.1 Model for front oscillations

On top of its steady advance at constant speed, (traveling wave) there is evidence

[14, 16] that the leading edge exhibits oscillatory behavior during its advance. This

section aims at describing this e�ect as a consequence of actin �laments fracture under

critical stress (or strain) and subsequent depolymerization as has been done in with a

full 2D computational model in [38].

6.1.1 Minimal setting, necessity of mass regulation

Starting from the idea of [38], we consider a 1D layer ([0, L(t)]) actin gel contained in

an elastic membrane clamped in one point (rear) and able to grow against a constant

external load with a constant mass �ux at it front. We emphasis, that the external load-

ing is not necessary and can always be taken to zero if needed for understanding. The

gel is endowed with the simple property that it is elastic up to a given density threshold

at which it breaks and stress drops to zero. The membrane is a spring connecting the

rear and the front.

The equations for such a model are :

∂xσ = 0 (Equilibrium of actin)

with boundary condition :

σ(L(t), t) + k
L(t)− L0

L0
= q ≤ 0
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We also have mass conservation equation :

∂tρ+ ∂x(ρv) = 0

with the boundary conditions :{
ρv(0, t) = 0 (impenetrable non moving frontier)

ρ
(
v(L, t)− L̇

)
= −ṁ ≤ 0 (Constant mass �ux of arriving matter)

(6.1)

We close the system with the following behavior law :

σ = f(ρ) = K(ρ0 − ρ)1[ρ≤ρmax]

We can deduce that necessarily ρ is constant di�erent from zero in space and obeys the

relation :

f(ρ) = q − kL(t)− L0

L0

Knowing this on ρ, we can deduce the value of speed in the whole domain :

v(x, t) = −
˙ρ(t)

ρ(t)
x

The last boundary condition on mass balance then provides the expected

d (ρL)

dt
= ṁ

which is global mass balance. Integrating this last equation gives L as a function of ρ :

L(t) =
M0 + ṁt

ρ(t)

Where M0 is the initial mass. We �nally get :

f(ρ(t)) = q + k − k

L0

M0 + ṁt

ρ(t)

Let us �rst suppose that q + k > 0, then the above equation can be solve graphically

and the solution is such that L is �rst increasing with time until the material is not

broken, then at time T such that :

K(ρ0 − ρmax) = q + k − k

L0

M0 + ṁT

ρmax

The actin network fractures and as a result length stays constant :

Leq =
L0(q + k)

k
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Density has been increasing in two di�erent ways after and before time T , slowly �rst

and then faster.

If we suppose that q + k < 0, then there are not always solution, and particularly,

at large times there are no solutions. Indeed after the fracture, the two curves have no

intersection at all which is meaningful as the mechanical "capacity" of both actin and

the membrane has been overcome by the load and the material has reached completed

damage which implies that other models shall be used.

As a conclusion, if we want to plot the force velocity curve (limt→∞L̇ as a function

of q) of such a model, it is the null function. In particular we also see, we do not have

any oscillation in this system because as mass is constantly increasing, there is no way

out of the broken state.

6.1.2 Mass regulated system

Keeping the problem of the previous section, we add a new ingredient. When the

system brakes, actin �laments are broken into pieces. This mechanical phenomena will

release energy which enables simultaneous depolymerisation of the actin �laments. We

introduce the depolymerization function,

γf (ρ) = γ1ρ≤ρmax

Where γ is a positive constant we now write mass balance in the following way :

∂tρ+ ∂x(ρv) = −γf (ρ)ρ

Implying that depolymerization phenomenon is an elementary reaction. The system

can then be written : {
f(ρ) = q − kL(t)−L0

L0

ρ̇+ ρ∂xv = −γf (ρ)ρ
(6.2)

The velocity �lm remains linear in space and integrating these equations in space and

de�ning the total mass M = ρL on the system we have :{
Ṁ = ṁ− γf (ρ)M

f(ρ) = q + k − k
L0

M
ρ

(6.3)

If we suppose again that q + k > 0, the behaviour of such a system is oscillatory under

a condition that we are going to derive. We refer to Fig.6.1 for the following reasoning.

151



6. APPENDIXES

Let us suppose the system starts from an unbroken con�guration S. As γf is o�, we

have that Ṁ = ṁ, so the hyperbolic curve q + k − k
L0

M
ρ is moving to the right. The

solution lies on segment [AB] until point B where it suddenly (shock) jumps in C, But

then γf is on and mass starts decreasing exponentially. The solution is then lying on

segment [CD] until it reaches D where it suddenly jumps in A and starts the loop again.

Figure 6.1: Hysteresis loop of the mass regulated system

There are a priori two conditions for the above scenario to actually take place. Let

us denote Mmax the value of mass at point B. This value has to be greater than the

asymptotic value ṁ
γ otherwise mass will not start decreasing at C but stabilize at the

value ṁ
γ in a broken state. In the same way the value of ρ for mass being equal to ṁ

γ

must be smaller then rhomax or there will be no jump from D to A but stabilization of

the mass at ṁ
γ . Explicitly, the two conditions are :{

Mmax = (q + k −K(ρ0 − ρmax)) L0ρmax
k ≥ ṁ

γ
kṁ

γ(q+k)L0
≤ ρmax

(6.4)

But the second condition is less restrictive then the �rst one.

The mechanical structure of these oscillations (See Fig.6.2) is the following : From

A to B, Mass is added in the system which �rst implies, as no regulatory process

(depolymerization) is on, that density increases. These actions implies an increase of

length. Then at point B, actin brakes down and cannot hold stress any more. As a

result there is brutal increase of density to point C. Then between C and D mass is

being regulated by depolymerization which makes both mass and density decay implying
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6.1 Model for front oscillations

Figure 6.2: Mass, density and length oscillatory behavior for γ = 1, q = −1, ρmax = 1.5,

ρ0 = 1, K = 1, ṁ = 1, L0 = 1

constant length (L = L0(k+q)
k ) until density is such that stress can again be sustainned

at point A.

To numerically compute oscillation, we need to add some viscosity in the model.

This can be made in two di�erent ways : Maxwell or Kelvin. In the �rst case a stress

is added in the behaviour law which is proportional to stress rate. The system thus

becomes : 
Ṁ = ṁ− γf (ρ)M

σ = q + k − k
L0

M
ρ

λσ̇ + σ = f(ρ)

(6.5)

The small parameter λ = η
E is then sent to zero (through η) and it can be proved the

non viscous solution is then recovered. In the Kelvin way, viscous is proportional to

gradient of velocity, which is known :

σviscous = η∂xv = η

(
ρ̇

ρ
− γf (ρ)

)
The system thus becomes, 

Ṁ = ṁ− γf (ρ)M

σ = q + k − k
L0

M
ρ

σ = f(ρ) + η
(
ρ̇
ρ − γf (ρ)

) (6.6)

In both cases, we get a system of two ODEs with a limit cycle (stability can be checked)

which converge to the same relaxation oscillator that have been described when η → 0.
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We have seen so far that fracture with subsequent depolymerization may explain

why a front is oscillating. The membrane elasticity is needed to sustain stress even if

actin is broken. In this prospect, it can also be view as some passive elements which

are not a�ected by fracture.

The problem of such a model, is that we have not been able to get a moving front

so far but just an oscillating one. The force velocity relation is therefore still a �at line.

We have made several attempts make a model which would account for this also.

6.1.3 Attempts to get net motion of the front

6.1.4 L0(M)

One reason why we cannot get unbounded length is because the stress kL−L0
L0

becomes

in�nite when L → ∞. To try to prevent this we make the hypothesis that the resting

length of the passive elements is increasing as a part of the polymerized �ux is going

in the passive structure. We describe this fact by prescribing the function L0(M). We

only make the hypothesis that this function is increasing. The system becomes :{
Ṁ = ṁ− γf (ρ)M

f(ρ) = q + k − k
L0(M)

M
ρ

(6.7)

If we want to keep the oscillatory behavior of the system, the function L0 cannot be

arbitrary but as to satisfy the inequality :

L0(M) ≥ dL0(M)

dM
M

In other words the function M
L0(M) has to be increasing. If it is not the case, as L0 is

increasing, after a certain threshold M
L0(M) is decreasing and converge to a given positive

limit which implies that ρ converges to a given limit. Let us suppose for simplicity that

the limit of M
L0(M) is 0. Then the limit of ρ at large times ρeq is given by :

f(ρeq) = q + k

This relation implies the following force velocity relationship :

L̇ =
ṁ

ρeq(q)

This is growth without oscillations. If we consider the other hypothesis that M
L0(M) is

increasing, we get oscillations with the same structure as in the previous section.
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6.1.5 More realistic passive elements

The way we have introduced the passive elements not subjected to fracture through L0

is questionable. We have tried an other possibility which is more literal. We suppose

that there are two components in the gel, one unbreakable and one breakable. At each

time we consider that a fraction α of the �ux goes to the unbreakable matter and the

rest goes to the breakable component. We keep the same notations as in the previous

sections and denote the density of the new component by ρu (and its total mass by

Mu =
∫ L

0 ρu(x, t)dx)

The system reads 
∂tρ+ ∂x(ρv) = −γf (ρ)ρ
∂tρu + ∂x(ρuvu) = 0

∂xσ = 0
σ = f(ρ) + g(ρu)

(6.8)

where vu is the speed of the unbreakable matter and g is the following function :

g(ρu) = E(ρ̂− ρu)

The boundary conditions are :

ρv(0, t) = 0
ρuvu(0, t) = 0

ρu

(
vu(L, t)− L̇

)
= −αṁ

ρ
(
v(L, t)− L̇

)
= −(1− α)ṁ

σ(L, t) = q

(6.9)

We then make the supposition that either ρ or ρu is independent of space. Following

the same path as in previous sections we then get that :{
Ṁ = (1− α)ṁ− γf (ρ)M

q − Eρ̂+ E αṁt+M0
u

M ρ = f(ρ)
(6.10)

Where M0
u denotes the initial mass of unbreakable component. In this setting os-

cillations that have the same structure as in the previous section are also possible. See

Fig. 6.3 The conditions so that oscillations appears are the following :

α

1− α
<
Eρ̂− q
ρmax

and
(1− α)ṁ

γ
< ρmax

But the problem is that, if length is indeed growing during these oscillations, both the

"periods" and the "amplitude" of the growth and retraction are increasing in time (see
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Figure 6.3: Hysteresis loop of with one elastic breakable and elastic unbreakable com-

ponent

Fig.6.4). Here again to perform numerical simulations some very small viscosity was

added.

Figure 6.4: Mass, density and length oscillatory behavior for γ = 1.5, q = 0, ρmax = 1.5,

ρ̂ = 1, ρ0 = 1, K = 1, E = 2, ṁ = 1, α = 0.2

Mass is oscillating between the values :

[
E(αṁt+M0

u)ρmax
Eρ̂− q

,
E(αṁt+M0

u)ρmax
K(ρ0 − ρmax) + Eρ̂− q

]
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While ρ is oscillating between the values :[
ρmax(K + Eρ̂− q)
Kρmax+Eρ̂−q

,
Eρ̂− q

K(ρ0 − ρmax) + Eρ̂− q

]
Added to this growth of steps, one can also compute a growth of the periods of the

steps. This increasingly large oscillations is an undesirable e�ect. To diminish it we

have tried to postulate (as done in [38]) that α is a stochastic jump process that jumps

at given uniform times Ti

Ti = iT , ∀i ∈ N

where T is the polymerization "clock" [130] of the cell. At each clock step, we suppose

that α follows a uniform law on [0, 1]. We got interesting result with this approach but

from the beginning the model is still biased by the fact that oscillations are more and

more large when time increases. So there is not steady state distribution for length.

The deviation from the mean value has a tail that increases with time. In fact, a deep

problem is sitting in the mass balance equation :

Ṁ = (1− α)ṁ− γf (ρ)M

Let us imagine that ρ is periodic, which is what we want because the idea of the model

is that ρ oscillates between a the "broken value" and the "unbroken value". Then it is

impossible to get an unbounded M . Indeed, the solution of this ODE is :

M(t) = A exp(−
∫ t

0
γf (ρ(u))du) + (1− α)m

∫ t

0
exp(−

∫ t

u
γf (ρ(s))ds)du

As f(ρ) ≥ 0, the �rst term is clearly bounded. If we now suppose that ρ is periodic and

takes its unbroken value ρun during Tun and its broken value ρbr during Tbr, then the

second term can be dominated by :

(Tun + Tbr)(1− α)ṁ

γρb

This explains why, when in the previous case, the only way to get net asymptotic growth

is to have a non periodic ρ
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6.1.6 More precise mass balance

In an attempt to get more elaborate mass balance, we propose an other two components

model that contains elastic breakable polymerized actin and elastic unpolymerized actin.

Supposing that the reaction of polymerization and depolymerization is the same, we

have that :


∂tρp + ∂x(ρpvp) = −γf (ρp)ρp + kρu
∂tρu + ∂x(ρuvu) = γf (ρp)ρp − kρu

∂xσ = 0
σ = f(ρp) + g(ρu)

(6.11)

Where ρp denotes the density of polymerized actin and ρu the density of unpoly-

merized actin. The monomers are then turned into polymers at a rate k.

The boundary conditions are :

ρpvp(0, t) = 0
ρuvu(0, t) = 0

ρu

(
vu(L, t)− L̇

)
= −ṁ

ρp

(
vp(L, t)− L̇

)
= 0

σ(L, t) = q

(6.12)

The incoming mass �ux is bringing only monomers in. We make again the hypothesis

that one density at least is independent of space and do the usual integration procedure

to get :

{
Ṁp = −(k + γf (ρp))Mp + kṁt+ kM0

f(ρp) + g
(
ṁt+M0−Mp

Mp
ρp

)
= q

(6.13)

Where M0 is the total initial mass. Note that when ṁ = 0, the above system reduces

to : {
Ṁp = −(k + γf (ρp))Mp + kM0

f(ρp) + g
(
M0−Mp

Mp
ρp

)
= q

(6.14)

Which is fully similar to the system of the previous section with a membrane and

a mass �ux. We therefore have static oscillations in this setting and we can wonder if

the mass �ux added in this way can trigger drifted oscillations. The answer is sadly

because mass is still oscillating and the period of the steps is still increasing. Mass

varies between the two quantities (See Fig.6.5) :
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Figure 6.5: Mass, density and length oscillatory behavior for γ = 1.5, q = 0, ρmax = 1.5,

ρ̂ = 1, ρ0 = 1, K = 1, E = 1, ṁ = 1, k = 1

[
ṁ

1 + α
t+

M0

1 + α
,
ṁ

1 + β
t+

M0

1 + β

]
with,

α =
K(ρ0 − ρmax) + Eρ̂− q

E
and β =

Eρ̂− q
E

The conclusion of this computation is that it may be compulsory to add some spatial

correlation in the distribution even very simple.

6.2 A remark on the distributions of integrins and myosins

We discuss here some physical models associated to the disctributions c1 and c2. We

refer to notations of Chapter I.

6.2.1 Dynamics of c1 (integrins)

The real dynamic of adhesion sites [23] is very complex. A very widely used assumption

in the context of cell motility [56, 74, 89, 102, 156, 163] that assumes that the lifetime

of focal contacts is very small with respect to the observation time with a microscopic

justi�cation often referred to given in [173] is to assume that φ1 is the identity. There

is evidence (both experimental [25, 63, 64, 126, 161] and theoretical [53, 118]) that this

describes the behavior accurately only if the retrograde �ow is small enough and that the
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real behavior of adhesion strength is biphasic with respect to speed (corresponding to

a nonlinear φ1 which linearly increases for small arguments and then decreases linearly

after some given threshold). Added to this, α1 is not constant in real cases but graded

from trailing to leading edge [26, 191]. In [15] a reaction-drift-di�usion with a source

term physical model ruling c1 was proposed (See (eq.6 of S.I.) for justi�cation and

precise meaning of parameters):

{
τ−1∂tc1 = α−2DA∂yyc1 − τ−1∂y(ϑ(v − V )c1) + SA − γc1

α−2DA∂yc1(−L/2)− τ−1ϑ(v − V )c1(−L/2) = α−2DA∂yc1(L/2)− τ−1ϑ(v − V )c1(L/2) = 0

Where v is the speed of the retrograde �ow. As a consequence,

τ−1
d
∫ L/2
−L/2 c1

dt
= LSA − γ

∫ L/2

−L/2
c1

Thus, after a (non dimensional )relaxation time of order (τγ)−1,

∫ L/2

−L/2
c1 '

LSA
γ

Hence, ∫ L/2

−L/2
α1 = µL

where, µ = SA
γc01

is a given non dimensional constant and L is an unknown of the

problem. As we have supposed that φ1 is the identity, we may just renormalize α1 and

ξ with µ: {
α1 := α1

µ

ξ := µξ

and set that ∫ L/2

−L/2
α1 = L

This normalization is in agreement with the usual assumption as if α1 is supposed to

be homogeneous,

α1 ≡ 1
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6.2.2 Dynamics of c2 (myosins)

For this physical process, it is also clear that in general φ2 is not a linear function

[25, 65, 158] but can be approximated by identity for small enough concentrations.

According to [15, 25, 187] the bound myosin distribution c2 is ruled by a drift di�usion

equation with zero �ux boundary conditions implying that the total amount of bound

myosin (
∫ L/2
−L/2 c2) leading to active contractile stress is conserved.{

τ−1∂tc2 = α−2DM∂yyc2 − τ−1∂y((v − V )c2)
α−2DM∂yc2(−L/2)− τ−1(v − V )c2(−L/2) = α−2DM∂yc2(L/2)− τ−1(v − V )c2(L/2) = 0

A more complete description with the reaction terms added in [187] (eq.5 of S.T.)


τ−1∂tc2 = α−2DM∂yyc2 − τ−1∂y((v − V )c2) +Konc3 −Koffc2

c3 = 1
L(α−1MT −

∫ L/2
−L/2 c2)

DM∂yc2(−L/2)− (v − V )c2(−L/2) = DM∂yc2(L/2)− (v − V )c2(L/2) = 0

Where c3 is the concentration of free myosin that is assumed to di�use very fast and

hence is constant and MT the total amount of bound and free myosin. Here, the total

amount of bound myosin from the beginning is not constant but after a relaxation time

(non dimensional) of (τ(Kon +Koff ))−1, this amount is very close to KonMT
α(Kon+Koff ) . As

a consequence, ∫ L/2

−L/2
α2 = M

where,

M =
KonMT

c0
2α(Kon +Koff )

As we have supposed that φ2 is the identity, we may again just renormalize α2 and

χ with M {
α2 := α2

M
χ := Mχ

and set that, ∫ L/2

−L/2
α2 = 1

A consequence of this model is that if we suppose α2 is homogeneous as in [89, 97] and

references therein then,

α2 =
1

L
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which depends on length while [89, 97] assumes that

α2 = 1

thus having in mind a source term producing bound myosin by unit length (like in the

previous case for integrins). This source term would correspond to the fact that c3 is

supposed to always be in excess and hence be constant. This also corresponds to two

di�erent rheological models. α2 = 1 keeps the contractile stress constant regardless of

the volume and assumes that myosin is crosslinking actin �bers in parallel α2 = 1
L would

rather correspond to myosin crosslinking actin �bers in series. In a muscle, it is clear

that both structures are there with a given number of cross bridges in parallel forming

an half sarcomer that goes in serie with many others. The structure of contractility

in eukaryotic cells is less transparent. At this stage, we do not know what is the real

answer. It is a fundamental problem to known how ATP is consumed, is it a given

quantity for each cell or a twice 'bigger' cell has twice more ATP ?

6.3 Imposing the sign constraint g ≥ 0 in the minimization

problem (2.21)

The constraint can be rewritten with the dirac mass δ:

∀u0 ∈ [0, 1],

∫ 1

0
δ(u− u0)g(u)du ≥ 0

Fixing, u0 we may start again the optimization procedure except that g is now written,

g(u) = λ0ψ0(u) + λ1ψ1(u) + λ2ψ2(u) + λ3ψ3(u, u0)

where,

ψ3(u, u0) = δ(u− u0) + 2L2
∞∑
k=1

sin(kπu0) sin(kπu)

k2π2

Which can be computed using Fourier series,

ψ3(u, u0) = δ(u− u0) + L2
[
u(1− u0)1[u≤u0] + u0(1− u)1[u>u0]

]
Then additionally, to the equality constraints giving the Lagrange multipliers, we write

the Karush-Kuhn-Tucker [47] conditions corresponding to the inequality constraint:
g(u0) ≥ 0
λ3 ≤ 0

λ3g(u0) = 0
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The total system then depends of u0 and has to hold for all u0. We did not manage to get

an analytic result this way. Still, the method is operative numerically by taking a grid of

u0 and is an alternative to the large scale direct implementation optimization presented

in Numerical method. Let us consider a (large) integer N and a set of {ui}3≤i≤N where

the constraint of positivity is applied. Then the solution ḡ can be written,

ḡ(u) = g(u) +
N∑
i=3

λiψ3(u, ui)

while we denote the counterpart of Γ is

Γ̄(u) = Γ(u) +

N∑
i=3

λiδ(u− ui)

we have the new system,
1 = λ0A0 + λ2A2 +

∑N
i=3 λiψ0(ui)

2V sinh(L/2) = λ1S1 +
∑N

i=3 λiψ1(ui)

2fL sinh(L/2) = λ0C0 + λ2C2 +
∑N

i=3 λiψ2(ui)
∀i ≥ 3, ḡ(ui) ≥ 0, λi ≤ 0 and λiḡ(ui) = 0

It is a little surprise to �nd again functions ψ0, ψ1 and ψ2 but it is fully consistent with

the fact the distribution δ(u− u0) generates the so called fundamental solution. Hence

the property:

g(u) =

∫ 1

0
ψ3(v, u)Γ(v)dv

holds very generally as a solution of equation (2.23) with an arbitrary righthandside

Γ. And the e�ciency can be computed with the integral:

∫ 1

0
ḡΓ̄ =

∫ 1

0
gΓ +

N∑
i=3

λi

∫ 1

0
ψ3(u, ui)Γ(u)du =

∫ 1

0
gΓ +

N∑
i=3

λig(ui)

where we have used the Kuhn-Tucker conditions. Then, using the relation de�ning the

Lagrange multipliers we have the unchanged relation:∫ 1

0
ḡΓ̄ = λ0 + 2 sinh(L/2)(V λ1 + fLλ2)

And the e�ciency again reads as in the case without the positivity constraint:

Λ =
L2V 2

λ0 + 2 sinh(L/2)(V λ1 + fLλ2)− 2Lf2
L tanh(L/2) + Lε
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6.4 Justi�cation of the 1D model from the perspective of

a 2D model

Below we present arguments in support of our 1D model. We did not include this

material into the paper because the modeling of cell motility in 1D framework is rather

common (see, for instance, [52, 97, 124, 156]) and the detailed justi�cation is usually

omitted. In case the reviewers �nd it appropriate we can include some of this material

into our Supplementary Information.

To justify the reduced model we start with a 3D problem describing the �ow of

an active gel [89] with a tensorial active prestress. We neglect orientational degrees of

freedom assuming that the activity is 'frozen'.

We proceed in two steps. First we justify reduction from 3D to 2D by using the fact

that "..the lamellipod is only a few tenths of a micron thick but is tens of microns long

and wide" [97, 156]: we average the �ow over the thickness and in this way eliminate one

of the dimensions. Then we use the Graded Radial Extension assumption [15, 104, 156]

to further simplify the problem and extract a 1D (toy) model from the more adequate

2D model. Since the goal of this work is to uncover some very basic e�ects by means of

analytical study, we necessarily have to sacri�ce some details that can be easily brought

back if the goal is to perform comprehensive numerical simulations.

Our schematic view of the lamellipodial geometry is shown in Fig.6.6. We know that

L1 and L2 exceed h by at least two orders of magnitude [97, 156]. When the keratocyte

cell is moving rapidly, L1 is several times smaller than L2 [15, 52, 57, 90].

Inside the moving domain Ωt we have to solve the following (simpli�ed) system of

equations [89]: {
div(σ) = 0

σ = η
2

(
∇v +∇vT

)
+ χ

where σ is the stress tensor , v is the velocity vector and χ is the constant active

prestress tensor. The mass balance equation fully uncouples under the assumption that

both polymerization and depolymerization localize on the boundaries [15, 104, 156].

Then if ρ is the mass density we can write

∂tρ+ div(ρv) = 0.

Consider �rst the side view (x, z plane) and assume that L2 � L1 � h. The force

balance in the x, z can then be written as:
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6.4 Justi�cation of the 1D model from the perspective of a 2D model

Figure 6.6: Schematic representation of the 3D geometry of the lamellipode.

{
∂xxvx + 1

2∂z(∂zvx + ∂xvz) = 0
∂zzvz + 1

2∂x(∂zvx + ∂xvz) = 0

To avoid the study of the surface topography which is almost �at inside the lamel-

lipode, we assume that the �ow takes place between two horizontal surfaces. Then, the

lubrication approximation suggests, introducing the averaged horizontal velocity:

〈vx〉(x) =
1

h

∫ h

0
vx(x, z)dz

By integration and application of BC on the top,{
vz = 0

σxz = −ξ
2 vx,

and bottom, {
vz = 0

σxz = ξ
2vx,

and then using the fact that h is small (with respect to
√
η/ξ) along with the assumption

that χxz = 0, we obtain the 1D equation:

η∂xx〈vx〉 = (ξ/2)
vx(0) + vx(h)

h
' ξ〈vx〉

The other average velocity

〈vz〉(x) =
1

h

∫ h

0
vz(x, z)dz = 0
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by the symmetry of the problem. Hence, up to the �rst order in h, we can replace the

two dimensional problem as a one dimensional problem:
η∂xx〈vx〉 = ξ〈vx〉

η∂xvx(l−) = q− − χxx
η∂xvx(l+) = q+ − χxx

Figure 6.7: Numerical simulation of the problem for χxz = χzz = 0 and L = 10h

Such a reduced description misses the boundary layers which we illustrate through

the �nite element simulations of the full 2D problem in Fig.6.7. One can see that the

�ow is practically one-dimensional outside narrow zones near the front and the rear of

the lamellipode. Some potentially non-trivial e�ects due to the boundary layers at rear

and front can be absorbed into augmented boundary conditions (not studied in this

paper).

Next we consider in more detail the remaining 2D problem (by assuming that L2 is

now �nite). We assume that the problem has been already averaged over the thickness

(h is small). The geometry of the 2D cell body is shown in Fig.6.8 where we also specify

the boundary conditions on the moving surfaces. Balance of mass fully uncouples from

this problem provided the Graded Radial Extension approximation [15, 104, 156] is

used to describe the mass �ux brought by polymerization/depolymerization of actin

(see kinematic boundary conditions shown in Fig.6.8). Such modeling assumptions

have been used in [15, 156] where one can �nd relevant data on �sh keratocytes.
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6.4 Justi�cation of the 1D model from the perspective of a 2D model

Figure 6.8: Description of the 2D problem in x, y coordinates.

The 2D bulk equations can be written as:{
div(σ) = ξv

σ = η
2

(
∇v +∇vT

)
+ χ

where the bulk term ξv is due to the lubrication type averaging over thickness. Suppose

that L2 >> L1 and that the domain remains rectangular at all times. In this way we

avoid solving the free boundary problem (we replace the front and the back of the cell

by speci�ed �at surfaces). Then the bulk equations can be written as

{
∂xxvx + 1

2∂y(∂yvx + ∂xvy) = ξvx
∂yyvy + 1

2∂x(∂yvx + ∂xvy) = ξvy

If we suppose that the L2 � L1, it becomes legitimate to look for potential solutions:

vx = ∂xφ and vy = ∂yφ

Then the bulk equations read:

{
η∂x(4φ) = ξ∂xφ
η∂y(4φ) = ξ∂yφ

Hence,

η4 φ = ξφ+ const
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with boundary conditions on (2):

η∂xxφ = q+ − χxx and ∂xyφ = 0

and on (4):

η∂xxφ = q− − χxx and ∂xyφ = 0

given that we supposed χxy = χyy = 0. It is now natural to separate variables φ(x, y) =

f(x)g(y) and use the fact mixed derivatives vanishes on the boundaries (2) and (4). We

then �nd that g(y) = const and that f(x) solves:

ηf ′′ = ξf

Therefore we obtain that in the bulk, the velocity vx depends on x only and solves the

same equation as in the paper:

η∂xxvx = ξvx

with boundary conditions: {
η∂xvx(l−) = q− − χxx
η∂xvx(l+) = q+ − χxx

At the same time we know that,

vy ≡ 0

Finally, putting together the two projections we recover the one dimensional problem

solved in the paper.

η∂xxvx = ξvx

with boundary conditions: {
η∂xvx(l−) = q− − χxx
η∂xvx(l+) = q+ − χxx

In the 2D setting we have to deal with non-1D boundary conditions at the surfaces (1)

and (3) generating boundary layers, (see Fig.6.9). One can see that the velocity vy = 0

outisde boundary layers and that vx varies practically in 1D. Observe that in [52, 124],

where the focus is was palced on protrusion/retraction of the keratocyte, the same one

dimensional assumptions have been made. Also in [156] the same 1D formulation was

obtained motivated by the full 2D computations of a moving keratocyte.
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6.5 Numerical methods

Figure 6.9: Numerical simulation of the problem for χxy = χyy = 0 and L2 = 5L1

6.5 Numerical methods

6.5.1 Numerical method for the Cauchy problem

We can model velocity, stress, and density �elds as well as fronts using the following

(non dimensional) Keller-Segel with Stefan boundary conditions like system :

{
−∂xxσ + σ = F (ρa) +G(ρm)

σ(l−(t), t) = q− and σ(l+(t), t) = q+
(6.15)


l̇− = v− + ∂xσ(l−(t), t)

l̇+ = v+ + ∂xσ(l+(t), t)
l−(0) = l0− < l+(0) = l0+

(6.16)


∂tρa + ∂x(∂xσρa) = 0

ρa(l−(t), t)v− = ρa(l+(t), t)v+ (treadmilling condition)
ρa(x, 0) = ρ0

a(x)
(6.17)


∂tρm + ∂x(∂xσρm −D∂xρm) = 0

ρm(l−(t), t)v− +D∂xρm(l−(t), t) = ρm(l+(t), t)v+ +D∂xρm(l+(t), t) = 0
ρm(x, 0) = ρ0

m(x)
(6.18)
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1. l−(t) and l+(t) are unknowns functions of time which stand for the rear and front

of the cell.
l−, l+ : R+ −→ R

t 7−→ l−, l+(t)

We suppose that l− < l+ for all times (we in fact need to derive conditions so that

this assumption holds true) and we denote by Ω the set between the two curves

l− and l+.

Figure 6.10: The set Ω

2. In the parametrized interval [l−(t), l+(t)] functions ρa(x, t),ρm(x, t) and σ(x, t)

denote respectively actin density, bounded myosin density and stress inside the

cell in the referential of the lab. All functions σ, ρa, ρm are functions of space and

time :
v, σ, ρ : Ω −→ R

(x, t) 7−→ v, σ, ρ(x, t)

3. Functions F and G are denoted "elastic" and "antielastic"

F,G : R+ −→ R
ρ 7−→ F,G(ρ)

F models the passive elastic response of the cell. We shall investigate several

behaviour laws (perfect gases, Hook's law, etc..).In this prospect F may change
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sign passing the normalized "prefered" actin density. It may also be important

for mathematical analysis to suppose that F is convex (Some estimations on the

tube of solutions can be made with this hypothesis).

G models contractile e�ect of myosin bundles crosslinking actin. In this prospect,

G has to be negative.

We have already investigated several parts of this system in our work, providing well

poseness properties in some cases. We do not aim at showing such properties but we

present in this general setting the numerical procedure we designed to �nd a solution.

We �rst make a change of variable to pose a problem on the segment [0, 1] :{
y = x−l−(t)

l+(t)−l−(t)

s = t

The jacobian of this change of variable is strictly positive provided L(t) = l+(t) −
l−(t) > 0 is positive, which is the only case we are interested in. We also make the

change of unknown functions :

Ya = Lρa and Ym = Lρm

Equations (6.15-6.18) become:

{
− 1
L2∂yyσ + σ = F (YaL ) +G(YmL )
σ(0, s) = q− and σ(1, s) = q+

(6.19)


l̇− = v− + 1

L∂yσ(0, s)

l̇+ = v+ + 1
L∂yσ(1, s)

l−(0) = l0− < l+(0) = l0+

(6.20)


∂sYa + ∂y(Ya

∂yσ

L
− ˙s−−yL̇
L ) = 0

ρa(0, s)v− = ρa(1, s)v+

Ya(y, 0) = Y 0
a (y)

(6.21)


∂sYm + ∂y(Ym

∂yσ

L
−ṙ−yL̇
L − D

L2∂yYm) = 0

Ym(0, s)v− + D
L ∂yYm(0, s) = Ym(1, s)v+ + D

L ∂yYm(1, s) = 0
Ym(y, 0) = Y 0

m(y)

(6.22)

Let us now suppose that the equivalent drift
∂yσ

L
−l̇−−yL̇
L and the equivalent di�usion

D
L are known from the solution of (6.19). Then equations (6.21) and (6.22) are well
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posed. For equation (6.22) we must indeed impose two boundary conditions and for

equation (6.21), we know that the �uxes at both ends are negative and equal from the

treadmilling condition. So as classical we only impose one boundary condition on the

characteristic as compulsory for this type of problem.

We use this simple fact to design a numerical scheme that solve this type of problem

:

Figure 6.11: Grid used to numerically solve system(6.19-6.21-6.22)

1. We built two grids of same spacing on [0, 1] (see Fig.6.11 ) The grid Z and its

dual Zd

2. Using the initial conditions from (6.21) and (6.22) we solve (6.19) on the dual grid

Zd using a classical �nite di�erences procedure of order two in space. From there

we compute the �eld 1
L∂yσ(y, 0)

3. Choosing a time step (we shall see further how), using (6.20) we compute l̇−(0)

and l̇+(0) and hence l−(dt) and l+(dt) with Euler scheme. We then know on the

dual grid Zd, the equivalent drift and di�usion.
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4. We apply an upwind �nite volume scheme (conservative and consistent) to com-

pute on Z the density distribution Ya(y, dt) and Ym(y, dt). Two classical "tricks"

to prevent gibbs oscillations in presence of a stationary shock and to compute

accurately the right di�usion when there is one (in 6.22) are implemented.

5. We start over the procedure to compute the next time step

The stability of such a scheme is given by Courant-Friedreich-Lewy conditions in

equations (6.21) and (6.22) (Using the maximum of the drift at each time step so that

no Riemann problem interfere with an other). Therefore, the timestep is adaptive and

ensures stability. This scheme is very robust to discontinuities and is conservative.

Therefore the essential properties :

∀s > 0,∫ 1

0
Ya(y, s)dy =

∫ 1

0
Y 0
a (y)dy

and, ∫ 1

0
Ym(y, s)dy =

∫ 1

0
Y 0
m(y)dy

are conserved for the numerical solution.

From a mathematical point of view, lots of things need to be proved starting from

existence and uniqueness of a weak solution of the original problem (Maybe an "entropy

condition" needs to be added in some cases) to the convergence of this scheme to the

solution. We left this to future work.

6.5.2 E�ciency Optimization

In a attempt to make conjectures we designed the following elementary �nite element

procedure to �nd the maximum of e�ciency. We approximate the function g by a

staircase function with n elements :

g(y) =

n∑
i=1

ai1[ i−1
n
, i
n

](y)

Thus, the discretized problem is maximization problem on a �nite set of values (a =

{ai} , L) ∈ Rn+1
+ of functional
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Λn(a, L) =
L

4 sinh(L/2)2

(a.S(L))2

na.a/L− (a.C(L))2/ sinh(L)− aaT : F (L) + n2ε

with constrains, 
1.a = nM
a ≥ 0

a.C(L) = 2nfL sinh(L/2)

where ∀i, j ∈ [1, n], 
Si = sinh(L2

n−2i+1
n )

Ci = cosh(L2
n−2i+1

n )

Fi,j = Ψ(2i−1
n , 2j−1

n )

We then use classical discrete optimization package from Matlab.
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