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INTRODUCTION  
 

This thesis aims at exploring the stopping power properties of ions propagating in warm dense mat-

ter. We will first present the context in which this study takes place. Then, the objectives and the 

plan of the thesis will be presented. 

Context 

The broad context of this thesis lies within the scope of thermonuclear fusion research and more 

particularly the approach brought upon by the discovery and development of laser technology that is 

called inertial confinement fusion (ICF). In ICF, the pellet of combustible, composed of two isotopes 

of hydrogen, deuterium (   
 ) and tritium (   

 ), is compressed to typically 100-1000 times the solid 

density. For this, are used either (1) high-energy laser beams, this is the direct drive approach [1], or 

(2) laser-generated X-rays, this is the indirect drive approach [2]. Both heat the outer layer of the DT 

pellet, which then expands outward. The remainder part of the pellet is then compressed inward by 

the rocket-like blow-off of the hot plasma surface. This inward spherical compression of the pellet 

leads finally to the heating of the converging central region of the plasma, called the hot spot, to high 

temperature. 

The fusion reactions between deuterium and tritium that occur in the hot spot release 17.6 MeV of 

energy per reaction in the form of fast alpha particles and neutrons: 

  
    

     
  (       )    (        ) 

Provided the fusion reactions in the hot spot occur at a sufficient rate (which is determined by the 

hot spot thermodynamic conditions), these energetic particles can then deposit enough energy in-

side the denser and colder surrounding combustible to initiate a chain of fusion reactions that will 

burn the whole pellet.  

This scheme could be used to produce electricity provided that the energy released by the fusion 

reactions is larger than the power brought to compress and ignite the combustible. To optimize the 

process, it is of obvious importance to determine how the produced alpha (    
 ) deposit their energy 

and help to maintain a high temperature in the plasma pellet [3]. 

Determining accurately the stopping power of ions in dense plasmas is even more important in the 

context of fast ignition (FI). This approach is based on separating the compression phase and the 

heating phase of ICF, with a potential increase in energy gain [4, 5]. In this frame, recent publications 

have proposed to use short-pulse laser-accelerated ion beams to heat the pre-compressed fuel and 
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ignite the target [6,7] (see Figure 0-1). Indeed ions, compared to fast electrons for instance, are ex-

pected to have an excellent coupling efficiency with the fuel. This comes from the fact that they de-

posit their energy in a very narrow volume at the end of their range (which only depends on the ion 

initial energy (Bragg Peak)) and also that they can be focused into a very small spot [8, 9]. The short 

time duration of the short-pulse laser-produced ion beams, their laser-to-ions high energy conver-

sion (10-12 % demonstrated) coupled with their high flux make them a suitable candidate for FI [10]. 

 

Figure 0-1: Illustration of a FI scheme using a laser-generated ion beam. The pre-compressed imploded fuel is heated and 
ignited by a short pulse laser-generated proton beam. In order to decrease the energy requirement, a cone is used to 

bring the proton source closer to the imploded fuel [7]. 

High-energy conventional ion accelerators are also of interest as possible alternative drives for ICF 

within the ion-driven inertial fusion scheme [11]. In the most direct approach, ion energy-deposition 

would simply replace laser heating of the small pellet of combustible [12]. In a more indirect one, the 

pellet would be compressed by X-rays generated by the interaction of focused ion beams with a 

Holhraum [6]. Although, at the moment, this scheme suffers from problems related to the ion flux, 

the ion beams spot size, the pulse duration and the pointing of the beam [7,13], the expected effi-

cient coupling of beam energy into the target, the high efficiency and high repetition rate of beam 

generation make it a good candidate for ICF as well [11]. High-energy ion accelerators that could 

provide the required ion beams are currently under investigations [14, 15]. 

As a result, within ICF, a very obvious concern is the physics of ion energy-deposition in the target 

plasma. Indeed, evaluation of the scenarios mentioned above requires detailed information about 

ion ranges, and energy-deposition in matter that passes quickly through different regimes from cold 

solid to highly compressed and hot plasma where fusion reactions take place [16, 17]. 
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Using as a benchmark numerous and trustable data on a large range of projectile energy on many 

materials [18, 19] methodically obtained through experiments carried out with accelerators, scien-

tists are nowadays able to predict accurately the stopping power in cold solid material through theo-

retical and empirical methods [20]. However, far less is known about the stopping power in warm 

and hot dense matter.  

From a theoretical point of view, the stopping power is actually expected to change with the target 

thermodynamic state. For instance, the ionization of a projectile propagating at a given velocity is 

expected to rise with the plasma temperature, increasing its interaction with the plasma. Another 

effect is the modification at high temperature of the plasma screening properties. Those are funda-

mental when evaluating the stopping power. Determining and including those effects in the calcula-

tion of the stopping become very difficult in the case of warm and hot dense matter (temperature 

above 1 eV and density close or higher than solid density), where the plasma is strongly coupled, 

partially ionized, and degenerated [21]. 

Although several theories have been developed [22, 23, 24, 25, 26], none of them has ever been 

tested in warm and hot solid-density matter. Indeed, due to the experimental complexity of contain-

ing heated matter long enough to (1) perform the measurement before thermal expansion takes 

place and (2) properly characterize the studied medium, no experimental data actually exist in dense 

plasma at temperature higher than 1 eV.  

A way to circumvent those difficulties could be to use again short-pulse laser-produced ion beams. 

Indeed, exceptional properties have been observed for ion beams accelerated by such lasers from 

planar targets, such as high brightness, high spectral cut-off, high directionality, low emittance, and 

short duration ( a few ps at the source) [27]. These characteristics can be used to generate WDM. 

Indeed laser generated ion beams can heat isochorically thin foils and produce quasi-uniform WDM 

during hundreds of ps with negligible thermal expansion [8,28]. 

In the present study, we use the unique properties exhibited by ion beams generated by short-pulse 

lasers in order to both produce warm dense matter and probe it, with the aim of investigating the 

stopping power of ions in warm dense matter. 

Goal and plan: 

The main objective of this thesis is to develop and exploit an experimental platform to study the 

stopping power of ions in warm dense matter, more particularly when the density is close to solid. 
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The first two chapters are aimed at presenting the subject and theories that are used in this thesis: 

 in the first chapter, the context of warm dense matter is recalled from a theoretical and ex-

perimental point of view.  The different methods to generate experimentally WDM are also 

reviewed with a particular interest on the method that is used in this thesis, i.e., based on ion 

heating. 

 the second chapter is devoted to the stopping power of ions in dense matter. We presented 

one of the theories that have been developed to predict the proton stopping power in WDM 

and the results it provides on the effect of the temperature. Using Gus’kov et al. approach, 

we enlightened the great influence of the temperature-dependent projectile ionization on 

the stopping power of carbon projectiles.  

 

The third chapter is dedicated to the study of the principal experimental tool of our platform aimed 

at studying the stopping power, the laser-generated ion beams. The first part concerns the well-

documented and studied process of ion acceleration using a solid-density target. The theoretical 

aspects of the production of such ion beam from the laser-matter interaction to the energetic ions 

are recalled. We pay a particular attention to the property of the ion source (symmetry, number of 

ions, energy cut-off) with respect to the platform developed in chapter IV. We emphasize in particu-

lar the issues concerning their low reproducibility and laser-to-ion conversion efficiency. In the sec-

ond part, we focus our attention on ion beam acceleration using short-pulse laser interacting with 

lower-than-solid density targets which exhibits interesting properties with respect to the issues men-

tioned above. We study the ion beams produced with a high intensity short pulse laser when inter-

acting with two different kinds of lower-than-solid-density targets.    

 With helium gas jet targets: we demonstrate that helium beams can be generated perpen-

dicularly to the laser propagation axis with very similar spectrum. This characteristic can be 

used in our experimental platform as a way to obtain a good ion-beam reproducibility: we 

can use the beam symmetric to the probe beam as a reference providing the spectrum of the 

probe beam before interaction. Although the energy cut-off displayed by the two beams are 

not close enough for direct stopping power measurements, we emphasize that they can be 

used in the experiments related to projectile charge measurements  as detailed in chapter IV. 

 With laser-exploded targets: Using a long-laser pulse to explode a thin target and playing on 

the intensity of the long pulse and on the delay between the long and the short-laser pulse, 

we explore various plasma gradient conditions. We demonstrate that, contrary to what is 

currently thought, high energy protons (3-4 MeV) can be produced with target having long 
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gradient plasma at the back side. In addition, we observe that under certain laser and ex-

ploded foil conditions, it was possible to accelerate protons to the same energies (7-8 MeV) 

as using solid-density targets in the standard TNSA mechanism. 

 

In the fourth and last chapter which constitutes the core of this thesis, the stopping power in WDM is 

studied from the experimental aspect. The first part is devoted to the direct measurement of the 

stopping power in WDM generated by proton heating. Using stopping power theoretical predictions 

detailed in chapter II, we find out that, to be observable, the effect of the temperature on the stop-

ping power in heated solid-density aluminum requires higher temperature conditions (typically 

above 40 eV) and diagnostics of our higher precision than what is achievable with our current exper-

imental means. Therefore, we have focused our experimental study on the equilibrium mean charge 

of a projectile propagating through the matter, an important parameter of the stopping power that is 

predicted to be modified in our temperature regime. We describe two experiments based on the 

same principle: a thin solid-density aluminum foil is heated using a laser-generated energetic proton 

beam, while it is simultaneously probed by a second laser-generated ion beam, the mean charge of 

which is measured. 

 In a first experiment performed at LULI 100 TW facility with a carbon beam as a probe, we 

validate our experimental set-up by reproducing in a single shot and with a reasonable 

agreement the carbon equilibrium mean charge in cold solid-density aluminum obtained in 

conventional accelerator. In addition, we measure the equilibrium mean charge in WDM 

heated up to 1 eV, according to the spectrum of the heating proton beam, and observe  that, 

in this temperature regime, the equilibrium mean charge is not different from the one in cold 

solid-density matter in the energy range from 0.04 to 0.5 MeV/u. We conclude on the im-

portance of performing similar measurements at higher temperature, so that we can observe 

some modifications in the equilibrium mean charge. 

 In a second experiment performed using the TITAN laser at the Lawrence Livermore National 

Laboratory, we use the helium-ion source detailed in chapter III to probe WDM. Interestingly, 

we establish that our helium ion source delivers an ion beam that is already equilibrated in 

helium gas. We reproduce on a single shot the helium mean equilibrium charge in cold solid-

density aluminum obtained using accelerators for energies from 0.1 to 0.6-0.7 MeV/u.  

 

Finally, in the conclusion, the main results are summarized and some of the future perspectives re-

garding the study of stopping power in WDM are presented. 
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I. WARM DENSE MATTER 

I.1 Introduction 
 

Warm dense matter is a state of matter that is neither solid, gas, liquid nor ideal plasma. As such it 

cannot be treated using well-established theoretical frames, like condensed matter or plasma physics 

[1], and its study from a theoretical point of view is very challenging. Warm dense matter is roughly 

characterized by densities varying from 0.1 to 10 times the solid density, and temperatures from 1 to 

100 eV (see Figure I-1). 

 

Figure I-1: Diagram (extracted from Ref. [2]) in temperature and electron density, situating the domain of warm dense 
matter (see the orange shaded region) with respect to other common forms of plasmas. 

Warm dense matter can be found in several domains and applications, therefore understanding its 

properties is of considerable interest. This regime is present in a large collection of physical environ-

ments like in the center of telluric planets or in the core of giant planets [3], but also in plasma creat-

ed from interactions between high-intensity lasers and solid-density foils [4], or in inertial confine-

ment fusion (in both direct and indirect drive schemes) [5]. 
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In this chapter, the warm dense matter (WDM) regime is defined with respect to different parame-

ters encountered in plasma physics. The characteristic difficulties and challenges posed by this tran-

sient state in both theoretical and experimental studies are emphasized. Then, two different ap-

proaches, which are used to treat WDM in this thesis, are described. Their respective strong points 

and limits are underlined. The last part is focused on the generation of warm dense matter in the 

laboratory. The different means to produce warm dense matter and to measure its thermodynamic 

characteristics are presented. 

I.2 Definition 
 

A plasma can be considered as a globally neutral gas composed of charged (and possibly neutral) 

particles interacting with each other through Coulomb forces, and presenting a collective behavior 

[6]. A globally neutral gas means that there is, on average, the same amount of negative and positive 

charges in the gas. We can distinguish different categories of plasmas with respect to density and 

temperature. To classify the different plasma regimes, one can use non dimensional parameters. We 

will here introduce them with respect to the plasma density and temperature, using hypotheses de-

scribed below. 

I.2.1 Hypotheses  

 

We will restrict ourselves to single or multi species plasmas that are entirely ionized, composed of 

electrons (charge   , mass    ) and ions (charge   , mass   ). These plasmas are characterized by 

several macroscopic values such as electron and ion densities (   and   ) and temperatures (   

and   ). For a single-species plasma, the global neutrality of the plasma gives, 

         (1.1)  

When considering plasmas composed of different kinds of ions, one defines the ion average charge 

[6],  

    
∑       

∑     
   (1.2)  

where    and    are respectively the charge and the density of the ions of the species j. The equation 

associated with the plasma global-neutrality then becomes, 

           (1.3)  

We consider that the electrons and the ions are in thermal equilibrium, i.e., the electron and ion 

temperatures are equal [6]:  
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          (1.4)  

 

I.2.2 Characteristic lengths 

 

Let us now introduce two different characteristic lengths that will help us to circumscribe the domain 

in which WDM lies: 

 the Wigner-Seitz radius is defined as the radius of a sphere that contains on average only one 

particle [6]: 

    (
 

    
)
   

  (1.5)   

where   index designs the electrons or the ions. In the case of ions,    is called the ion-sphere 

radius. The average distance between two particles α is then approximately    .  

 the Fermi Energy is defined as the highest occupied energy levels in a fully degenerate elec-

tron gas at 0K. It gives an order of magnitude of the electron energy in a degenerate system 

[7]: 

    
  

   

(     )
           (1.6)  

where       , h is the Planck constant and   , the mass of an electron.    is called the 

Fermi temperature. This gives numerically with respect to the electrons: 

   [  ]  (
  [  

  ]

          
)

   

  
(1.7)  

 

I.2.3 Degeneracy factor 

 

To determine if quantum effects have to be taken into account when treating interactions between 

electrons, one may compare the electron thermal energy with the Fermi energy [8]. Quantum effects 

in the interactions between electrons will obviously be negligible provided that, 

   
   

  
 

 

  
    (1.8)  

The parameter   is usually named the degeneracy factor. Numerically, the above criterion yields: 
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    [  ](
         

  [  
  ] 

)

 
 
 

    
(1.9)  

If this condition is fulfilled, the plasma is then considered classical. From (1.9), one can see that clas-

sical plasmas are found at high temperature and low density. Conversely, for     , the electrons 

are degenerate and the plasma is considered degenerate.  

We note that, in the framework of this thesis, the ions can be considered as non-degenerated. 

I.2.4 Coupling parameter 

 

The plasma dynamic is a result of a competition between the thermal agitation of the particles, 

which increases the plasma entropy, and the collective features of the Coulomb interactions be-

tween particles, which, at the opposite, tends to organize them [9]. This feature can be quantified by 

the degree of so-called coupling between the plasma species. The plasma coupling parameter is de-

fined as the ratio of the Coulomb-interaction average potential energy between particles to the av-

erage kinetic energy 〈  〉 [8]: 

   
〈 〉

〈  〉
  (1.10)  

 In the case of non-degenerate (with respect to electrons) plasmas, the particles follow the 

Maxwell-Boltzmann law. The average kinetic energy per particle is thus calculated as 
 

 
   , 

which we take as     in an order-of-magnitude estimate. We consider the Coulomb-

interaction average potential energy between ions [8], 

 〈 〉  
    

      
  (1.11)  

where    is the  vacuum permittivity. The coupling parameter is then given by: 

 
    

    

      
    

    
(1.12)  

This is expressed numerically by: 

              
    (  [  

  ])   

 [  ]
  

(1.13)  

For       , the plasma is non-degenerate and weakly coupled; the motion of the plasma 

charged particles is weakly influenced by the Coulomb interactions with the other electrons 

of the plasma. Such plasmas are usually designated as kinetic [6] 
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For      , the plasma is non-degenerate and strongly coupled. Coupled means the interac-

tions between electrons are strong and the electrons are considered correlated, i.e., the po-

sition in the phase-space of one particle strongly depends on the positions of the other elec-

trons of the plasma. 

 In the case of degenerate plasmas, it is more relevant to redefine the coupling parameter as 

obtained by comparing the Coulomb-interaction average potential energy between electrons 

[7],  

 〈   〉  
  

      
  (1.14)  

with the Fermi energy. This gives numerically, 

   [  ]  (
  [  

  ]

          
)

   

  (1.15)  

 The coupling parameter is therefore given by, 

    
〈   〉

    
  (

         

   [  
  ]

)

   

  (1.16)  

For      , the plasma is degenerate and weakly coupled.  

For     , the plasma is degenerate and strongly coupled. 

These four plasma regimes are presented in the temperature-density diagram of a hypothetical fully-

ionized hydrogen plasma shown in Figure I-2. On one hand, we observe that the plasma coupling 

increases with the electron density and decreases with the temperature in non-degenerate plasmas. 

On the other hand, when the plasma is degenerate, the plasma coupling decreases with the electron 

density and the limit between weakly and strongly coupled plasma does no longer depend on the 

temperature. 
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Figure I-2: Temperature density diagram of a hypothetical fully-ionized plasma of hydrogen. The different regimes are 
separated by the dimensionless parameters of the plasma defined above. 

I.2.5 Warm dense matter 

 

As mentioned in the introduction, warm dense matter is a transient regime that lies at the conflu-

ence of plasma, gas, liquid and solid and shares properties of all four [1]. Like in liquids and con-

densed matter, in this regime, classical Coulomb forces between atoms cannot be neglected. In addi-

tion, the electrons need to be treated quantum-mechanically. Last, the temperature is high enough 

to excite thermally the electrons and ionize them creating a plasma and increasing the electron den-

sity at constant ion density (see Figure I-3). 
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Figure I-3: Average ionization of solid-density aluminum predicted by the Thomas-Fermi statistical model (see Ref. [10]) 
as a function of temperature. 

Warm dense matter is roughly located in the diagram of density-temperature where all of these ef-

fects cannot be neglected, i.e., where the matter is (1) partially degenerate; (2) weakly to strongly 

coupled; (3) partially ionized. In the case of aluminum, this regime is typically found inside the orange 

area in the diagram presented in Figure I-4. 

 

Figure I-4: Temperature density phase diagram for aluminum. The so-called warm dense matter area also corresponds to 

the region of greatest uncertainties with respect to the available models [11]. 

In WDM, all of the above-mentioned effects are of comparable magnitude which presents a great 

difficulty to reliable modeling since no simplification can be made. The electronic or ionic structures 

of WDM are not well-known and we also have a limited knowledge of transport properties, such as 
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electrical and thermal conductivities [2]. It is therefore fundamental for the predictions that can be 

made in this regimes, regarding e.g. optical (opacities, reflectivity) and mechanical properties (viscos-

ity, strength) or its equation of state1 (EOS), to be tested and improved using experimental data [11]. 

However, WDM properties are also very difficult to measure in the laboratory [2]. Indeed this transi-

ent regime typically lasts a few hundreds of picoseconds before hydrodynamic expansion occurs and 

induces significant target density decrease. Furthermore, the high plasma density causes the matter 

to be optically thick. Thus, many experimental techniques commonly used in plasma physics cannot 

be applied to diagnose and characterize the generated plasma [1]. 

I.3 Theory 
 

As mentioned earlier, the complicated nature of warm dense matter makes the modeling of its prop-

erties very challenging.  

In order to accurately describe warm dense matter, a model should be able to calculate the average 

electron-density profile around an ion in the matter, determine self-consistently the average ioniza-

tion of the matter, and compute the interaction between ions, the total Helmholtz free energy of the 

matter and a very large set of ionic and electronic transport coefficients [12, and references therein]. 

The model should also be valid and robust enough to ensure a transition, as smooth and physically 

correct, between the well-understood density-temperature domains [1].   

In order to approach the WDM regime, different theories have been (and are being) developed 

based on models that have been developed in adjacent regions (e.g. models used in SESAME [13]), as 

e.g. condensed matter and plasma physics [2].  

Within the frame of calculating stopping power in warm dense matter, we present here two different 

models based on first principles: one coming from solid-state physics and the other one from dense 

plasma physics. After briefly presenting the density functional theory on which they both rely to treat 

the quantum interactions between electrons, each code is presented with respect to its potentialities 

and limits within the framework of modeling warm dense matter. 

                                                           
 

1
 EOS is the equation that relates pressure, temperature and density of a material. 
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I.3.1 Density Functional Theory 

 

The density functional theory (DFT) is one of the most widely used methods for ab initio calculations 

of the atoms and molecules structures, and of their interactions [14]. The concept of the approach 

relies on the fact that the properties of a many-electron system at zero temperature, i.e., in the 

ground state, can be determined exactly from the knowledge of the spatial distribution of the elec-

tron density. The name DFT comes from the use of the electron density functional. Extended to fi-

nite-temperature, the DFT can be used to compute the thermodynamic properties of the system 

[15]. 

At 0 K, this theory is based on the two theorems formulated by Hohenberg and Kohn [16]. In the first 

one, it is shown that the Hamiltonian of a many-electron system in the ground state can be written 

as a functional of the electron density function (in the ground state),    ( ⃗). This result allows work-

ing with the electronic density function as a variable instead of the many-electron wave-functions. All 

the system properties can therefore be determined with respect to    ( ⃗). In the second theorem, 

they demonstrate that    ( ⃗) is the density function that minimizes the system energy. 

 

The energy functional of a system of electrons can be split up into a sum of density functionals [17], 

   [  ( ⃗)], the kinetic energy of the non-interacting electron gas in its ground state,  

    [  ( ⃗)], the Coulomb potential energy between the electrons of the system,   

     [  ( ⃗)]  the external potential energy of the system which corresponds to the interac-

tions between nuclei and electrons,  

    [  ( ⃗)], the exchange-correlation functional. It corrects the difference between the kinet-

ic energy of a non-interacting electron gas and of an interacting one, 

giving the following expression [17], 

 

 
 [  ( ⃗)]    [  ( ⃗)]     [  ( ⃗)]      [  ( ⃗)]

    [  ( ⃗)]  
(1.17)  

To determine the density of the system according to the Hohenberg and Kohn’s theorems, one needs 

to solve 
  [  ( ⃗⃗)]

   ( ⃗⃗)
  . Using the Kohn-Sham (KS) formulation [17], this equation can be reduced to a 

set of one-electron Schrödinger equations, the KS equations, in which each electron interacts with an 

effective potential composed of the sum of the external potential, the Coulomb potential between 

the electrons and the potential relative to the exchange correlation functional (see Figure I-5). The 

many-electron problem is now replaced by an exactly equivalent set of self-consistent one-electron 

equations that is easier to handle. 
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Figure I-5: Illustration of the principle of the DFT, extracted from Ref. [18]. 

 

One should note that the sole approximation that is made in the DFT is related to the determination 

of the exchange-correlation functional    [  ]. Among the different approaches that exist to esti-

mate it, one can use the Local (Spin) Density Approximation (L(S)DA) [19]. One approximates    [  ] 

by a function of the local electron density    (  ). Its values (with respect to   ) are then estimated 

empirically using Monte-Carlo quantum simulations of a homogeneous electron gas at zero tempera-

ture [20]. 

 

In computational simulations, the electronic structure is found numerically by iteration using the so-

called self-consistent field method (see Figure I-6) based on the convergence of   ( ⃗) [14] (since the 

density function is considered in the KS equations as both the input and the output), 
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Figure I-6: Illustration of the self-consistent field method. 

To treat the case of a finite-temperature system, one replaces the total energy, E, by the free energy 

of the system [15].  

I.3.2 Quantum Molecular Dynamics (QMD)  

 

Quantum Molecular Dynamics (QMD) calculations provide a means to understand and to predict the 

interactions between atoms and molecules, and to model chemical reactions [21].  

Firstly introduced by Car and Parrinello [22], this approach is based on a successful combination of 

DFT with classical Molecular Dynamics (MD) simulations for the heavy particles (ions), which is possi-

ble within the Born-Oppenheimer approximation (or adiabatic approximation) [23]. This approxima-

tion makes possible to decouple the ion motion from the electrons. Ions are much more massive 

than electrons, thus ions can be considered as essentially static relative to the electrons. The ions are 

then treated classically, whereas electrons are treated quantum-mechanically (see Figure I-7). QMD 

allows generating the ions trajectory by alternating electronic structure and molecular dynamics cal-

culations. 
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Figure I-7: illustration of the convergence loop in the QMD code ABINIT. 

QMD codes are commonly used to compute the different thermodynamic quantities of the warm 

dense matter, such as the pressure and the total energy of the system. They have indeed demon-

strated to be able to provide the structural, thermodynamic, and optical properties of WDM in good 

agreement with experimental results obtained in coupled systems [24, 25, 26, 27, 28].  

 

Such code uses the pseudopotential method to reduce the computational time required to solve the 

KS equations in the DFT [29]. Due to the computational method used to determine the electronic 

wave-functions, an “all-electrons” calculation (all electrons are taken into account in the calculation) 

can necessitate a vast amount of computational time. To reduce it, one can use pseudopotentials in 

QMD calculations. The pseudopotential approximation is based on the fact that core electrons 

strongly bounded to the nuclei are very weakly affected by their environment [30]. Thus, they can be 

considered frozen: the core electronic wave-function is replaced by the wave-function they have in 

an isolated atom. To calculate the valence electrons wave-functions, the interaction potential be-

tween the core electrons and the nuclei is replaced by a pseudopotential (weaker potential) mimick-

ing the resulting effective potential felt by the valence electrons (see Figure I-8). A detailed review of 

the method can be found in Ref. [31, 32].  
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Figure I-8: Comparison of a wave-function ( ) in the Coulomb potential of the nucleus (blue) to the one (       ) in the 

pseudopotential (red) (extracted from Ref. [33]). The real and the pseudo wave-functions and potentials match above a 
certain cut-off radius rc that can be viewed as a border between core (frozen) and valence electrons. 

In this thesis, we used the QMD code ABINIT [33] to determine the electron density function required 

to calculate the stopping power within the dielectric theory presented in the next chapter. 

 

I.3.3 Self-Consistent Approach for Astrophysical and Laboratory Plasmas (SCAALP) 

 

SCAALP [34, 35] is an average-atom model [36]. Such kind of model is used to calculate the thermo-

dynamical properties in the intermediate regime located between the Debye-Hückel (low density) 

and Thomas-Fermi (high density) approaches. It computes the average electron structure for the ions 

by simplifying the influence of the plasma environment. This model presents a spherical symmetry 

and thus is not able to describe any molecular states or crystal structure.  

In SCAALP, the plasma is modeled as an effective classical system of virtual neutral particles, i.e., a 

collection of Neutral Pseudo Atoms (NPAs) [37] interacting via an interatomic effective pair potential, 

    ( ⃗⃗) (see Figure I-9). The electronic structure and density are assumed to be identical for each 

NPA. Each NPA is composed of one nucleus of charge    and    electrons which screen the nucleus, 

such that the NPA average charge is zero [34]. These electrons can be either in bound or in continu-

um states. 

http://upload.wikimedia.org/wikipedia/commons/f/fb/Sketch_Pseudopotentials.png
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Figure I-9: Representation of the interactions between two NPAs. We distinguish here  ⃗⃗ as the spatial parameter within 

the NPA from  ⃗⃗⃗ the spatial parameter of the system of NPAs. 

Like in DFT, the electronic structure of the NPAs is determined by solving a system of one-electron 

Schrödinger equations in an effective potential,     . The electrons follow the Fermi-Dirac distribu-

tion function, 

    ( )  
 

     ( (   ))
  (1.18)  

where         and  , the chemical potential. The electronic density in each NPA is thus given by, 

   ( ⃗)  ∑|  ( ⃗)|
    (  )

 

  (1.19)  

where the   ( ⃗) are the eigenvectors of the Schrödinger equations mentioned above.The neutrality 

of the NPA over the Wigner–Seitz cell of radius    determines the chemical potential, µ, so that, 

 ∫       ( )
  

 

       (1.20)  

The collection of NPAs is described with respect to a reference system of hard-spheres (HS) with the 

packing-fraction   as parameter [38]. This model is widely used in statistical mechanics to describe 

fluids and the transition between solid and fluid states [39].  

 

Within the Born-Oppenheimer approximation (the nuclei are treated classically and the electrons 

quantum mechanically), the expression of the free energy of the system per NPA is given by [35]:  

        
      

  ( )  
  

 
∫ (   ⃗⃗)    ( ⃗⃗)  ⃗⃗     , (1.21)  

where   
   is the ideal free energy of a non-interacting gas,    

  ( ) is the excess free energy of the HS 

reference system that corrects the difference between the free energy of a non-interacting ion gas 
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and of an interacting one,  (   ⃗⃗) is the radial pair distribution function of the HS reference system, 

and    is the electronic contribution to the free energy. 

 

To solve the system of equations for a given material, density and temperature, one needs to deter-

mine self-consistently both the effective potential     ( ⃗) and the packing-fraction  . This is done by 

applying the Gibbs-Bogolyubov inequality [35] to our system: the total free energy of the system at 

thermodynamic equilibrium (            are fixed) is minimal for any variations of, respectively, the 

electronic and ionic structure [35], i.e., 
     

  
   and  

     

   ( ⃗⃗)
  . From these two conditions, one 

obtains, respectively, the best packing fraction and effective potential to represent the effective ionic 

structure of the reference system. 

 

As shown in Figure I-10, the electronic and ionic structures (embodied, respectively, in the electron 

density and the pair distribution functions) are obtained numerically by iteration based on the con-

vergence of both the average ionization, defined in the code as, 

    
  (  )

  
  (1.22)  

and the packing fraction. Once done, one can compute thermodynamic properties of the system, 

such as pressure, internal energy, entropy, calorific heating, or sound speed, by differentiating the 

plasma total free energy [40]. The electron transport coefficients are also calculated using the Ziman-

Evans formula at finite-temperature (electronic resistivity) [41] and the Mestel method (thermal 

conductivity) [42]. 
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Figure I-10: Illustration of the convergence loop in SCAALP. 

This atom model gives a self-consistent description of dense plasmas from first principles and pro-

vides thermodynamic and transport properties for a wide range of high energy density physics appli-

cations [35] with a reduced computational time compared to QMD. Nevertheless, it is limited not 

only by its spherical symmetry, but also by the reference system used to treat the ionic structure. 

Indeed, due to the neutrality imposed inside the NPA, the potential     ( ⃗⃗) between two NPAs is 

zero when they do not overlap (     ), thus long range interactions are neglected [35].  

I.4 Generation of WDM 
 

We have mentioned earlier that modeling warm dense matter is very challenging. The solution 

brought by ab initio codes to come back to first principles in order to lower the uncertainties is very 

promising. However, it needs experimental results to be tested. Furthermore, generating warm 

dense matter in a laboratory would allow to directly studying the matter under certain conditions 

relevant to a number of research areas such as ICF or planetology. Nowadays, simply producing 

warm dense matter is still relatively difficult, but does not require the most powerful and cutting 

edge facility. Indeed pulsed beams delivered by table top laser facilities are enough to produce warm 

dense matter when irradiating a basic solid target. However, in order to be studied, warm dense 

matter produced in the laboratory needs also to be well-characterized, i.e., one needs to control the 

electron and ion densities and temperature. Furthermore, since, in laboratory, matter passes very 

briefly through this regime, it needs to be maintained in a WDM state during enough time, so that its 

properties can be probed.  
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When heated, a solid-density sample sees its density decreasing rapidly due to hydrodynamic 

expansion. The time the foil density stays close to solid-density, i.e., the time of confinement, is 

roughly given by the ratio of the dimension of the heated zone, d, to the ion sound velocity   , i.e., 

the typical speed of the plasma expansion [6], 

   
 

  
  (1.23)  

Using this expression for a 10 µm thick solid-density plasma with a temperature of 10 eV, one finds 

that the time of confinement is of the order of 100 ps. 

One way to reach both the temperature and density required by warm dense matter is to heat 

isochorically the sample: the energy is deposited within a time scale shorter than the time of con-

finement. Another issue is to keep the heated target as homogeneous as possible, making it easier to 

study and to use in experiment. In this paragraph, we will briefly go through the different methods 

and approaches that have been developed to achieve such conditions. 

I.4.1 Direct laser heating 

 

With the discovery of chirped-pulse amplification technique [43], optical laser pulses have been able 

to reach very high intensity with a subpicosecond time duration. At first glance, this seems to be the 

good candidate to produce warm dense matter: according to their short-pulse duration, these lasers 

could heat solid material to elevated temperatures with minimal hydrodynamic expansion [44]. Fur-

thermore, they can be used directly or indirectly as a diagnostic to probe any plasma with a very 

good temporal resolution. 

However solid-density targets are optically thick to optical laser. The laser light is reflected at the 

surface and penetrates into the solid target over the typical laser skin depth (the length over which 

the evanescent electromagnetic field penetrates). For 1 µm wavelength light, it is typically equal to 

10-100 nm. Consequently, the laser can only heat the surface of the target while the inner parts are 

heated by thermal conduction occurring over the same time scale than the thermal expansion of the 

plasma. In addition, since the laser is reflected at the target surface, the coupling between the laser 

and the target remains very poor and the energy deposition small compared to the energy delivered. 

Even if P-polarized laser light can be used to increase the energy coupling through resonant absorp-

tion mechanism (see chapter III), this mechanism generates suprathermal electrons which deposits 

their energy deep inside the target if thick enough, and generates large spatial temperature and den-

sity gradient within the target [45]. 
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I.4.2 Electron heating 

 

Short-pulse laser generated suprathermal electrons can also be used to heat WDM since they pene-

trate into high-density matter and can deposit their energy before thermal expansion occurs. 

High-intensity short-pulse laser interacting with solid-density targets generates suprathermal elec-

trons through various acceleration processes, such as resonant absorption or ponderomotive accel-

eration, which are further described in chapter III (section III.2.2). These so-called hot electrons 

propagate at near-relativistic speed forward inside the target and can deposit energy in zones be-

yond the reach of the laser. 

Two kinds of phenomena are involved when speaking of the hot electron transport inside the target. 

First, hot electrons are subject to collisions with the background electrons (associated principally 

with their slowing down) and ions (associated with their angular deflection) of the target. Second, if 

the hot electron current is dense enough, typically for laser intensities above            [46], col-

lective effects come into play. The charge separation associated with the acceleration of the elec-

trons from the target surface towards the inside of the target generates a restoring electrostatic 

field. In addition, the hot electron current inside the target causes the fast rise of an azimuthal mag-

netic field. It induces an electromotive field which contributes to the hot electron slowing down, but 

also to the generation of a return current carried by the background electrons. All of these processes 

have to be taken in account when estimating the energy deposition of the electrons. 

In order to increase the heating efficiency and uniformity, one uses targets much thinner than the 

hot electrons mean free path. The hot electrons pass through the target with a negligible energy loss 

and produce a charge separation at the target edge resulting in a large electrostatic sheath field that 

causes their longitudinal refluxing [47]. The hot electrons are then trapped inside the target and re-

circulate, transferring their energy to the target until being thermalized. To illustrate the process of 

thermalization and estimate its time scale, let us look at the evolution of the temperature of, respec-

tively, the hot electrons, the background electrons and the ions of a 10 µm solid-density initially cold 

(300 K) aluminum sample induced by a hot electron typically generated by a            short-

pulse laser with a 1 D simulation using the code described in Ref. [48]. One can see in Figure I-11 that 

the hot electrons transfer their energy to the background electrons which in turn heat the ions at a 

slower rate. In our example, the target thermalizes within approximately 20 ps to a temperature of 

30 eV. 
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Figure I-11: Evolution of the hot electrons (blue), background electrons (red) and ion (black) temperatures induced in a 

10 µm solid-density cold aluminum by hot electrons typically generated by a            short-pulse laser. 

However, as shown in Ref. [46], due to electron scattering, the resulting temperature is not spatially 

uniform. The spreading of the hot electrons creates a radial temperature gradient in the foil with a 

temperature ten times higher in the central laser spot compared to the surrounding region. This ef-

fect can be reduced and the heating enhanced if one uses small-mass targets having size of the order 

of the laser focal spot [49]. The hot electrons are then also trapped in the transverse dimension along 

which they gain in uniformity and density. 

Nevertheless, the confinement at high-density of the target is still limited by both the hot electrons 

temperature and the thickness of the sample. To increase the confinement time, buried-layer tar-

gets, i.e., in which the WDM zone is sandwiched by foils of other material which decompress less, are 

commonly used [50]. Currently, dense plasmas have been isochorically heated by electrons up to 200 

eV [51, 52, 53]. It should be noted that temperature gradients along the laser axis are still observed, 

the temperature decreasing from the region of laser interaction to the rear side of the irradiated 

target [54]. 
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I.4.3 Shock compression 

 

Two different approaches exist to compress a solid and have access to plasma densities higher than 

the solid one. The first one is static [55]. It consists in compressing a solid-density material between 

two anvils. Currently, one usually uses diamond anvils: it allows reaching pressures up to 300 Gbar, 

but also presents the advantage that, due to the transparency of diamond, optical probing can be 

used to study the properties of the compressed material.  

The second method is dynamic [56]. The principle is to launch a shock wave inside the matter which 

can then reach very high densities during a few nanoseconds.  On the contrary to the static ap-

proach, this method increases not only the pressure but also the temperature of the material: matter 

passes then very quickly from a cold solid (or gas) state to a very dense and high temperature plas-

ma. The pressure reached in the material can be very important, but is limited by the simultaneous 

temperature increase. Indeed contrary to the static method, the compression generated by the 

shock wave is adiabatic. The compression is therefore counteracted by the increase of the internal 

energy of the compressed matter. As a consequence, in the best case, i.e., if there is no other source 

of heating, a shock wave cannot compress more than four times the target initial density [57]. The 

coordinates in density and temperature reached by the compression are always located on a Ran-

kine-Hugoniot curve entirely determined by the initial condition of the target.  To reach higher densi-

ty with a moderate increase in temperature, it is also possible to compress the sample quasi-

isentropically by launching successive shocks inside the matter instead [58]. 

 

Shock waves can be generated by different methods: gas guns [59], Z-pinch machines [60] or high 

energy lasers [61]. It should be noted that one can couple both static and dynamic methods to reach 

higher densities and different Rankine-Hugoniot curves [56]: the foil is precompressed using static 

methods and then shock-compressed. The final compression factor is then equal to the product of 

both method factors. 

  

Regarding the laser-shock compression method, the shock wave is generated by irradiating the solid 

target with a nanosecond laser beam. The target is generally composed of a pusher and a sample 

that one wants to compress. The high intensity laser irradiates the pusher and creates a hot plasma 

at the front target surface. When the plasma relaxes into vacuum, as a reaction, a shock wave is gen-

erated and launched into the target, compressing it: this is called the rocket effect. This is actually 

the method employed in inertial fusion to compress and heat the targets. The laser and the target 

characteristics can be adjusted to uniformly compress and heat the sample [62, 63]. Note that the 
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laser temporal profile can also be modified in order to switch from adiabatic to quasi-isentropic 

compression with the ramp compression method [58]. 

 

This technique is currently one of the best to generate the high-pressure (of the order of 10 Mbar) 

and low-temperature (of the order of 1 eV) plasmas that can be found, for instance, in planetary 

interiors [3]. Several studies have demonstrated its validity to study EOS [64] or shock compressed 

material structural properties. To conclude, the laser-induced shock compression method allows 

creating homogeneous and thick WDM samples of density above the solid-density and during several 

ns. Studies are currently conducted to enhance the ability to control the density and temperature 

conditions that can be reached [65]. 

I.4.4 X-ray heating 

 

X-rays have a wavelength in the range of 0.01 to 10 nm, corresponding to frequencies in the range 

3×1016-19 Hz and energies in the range 100 eV to 100 keV. They are commonly divided into two clas-

ses: soft X-rays (below 5-10 keV) and hard X-rays (above 5-10 keV). In our case we will remain in the 

soft X-ray regime. Contrary to optical rays, X-rays (photons) are able to penetrate further inside high 

density, and thus allows both probing and volumetrically heating high-density matter (see Figure 

I-12). The main mechanism of absorption is expected to be X-ray photoabsorption which produces a 

vacancy in the inner-shell. Rapid Auger decay (of the order of 1 fs) as well as radiative decay process-

es transfers energy to the electrons resulting in heating. The initial non thermal electron energy dis-

tribution then relaxes to a thermal one, producing a warm dense plasma on a short time scale (typi-

cally 1-5 ps for an aluminum foil heated by soft X-rays to 13-15 eV [66]). We will present three differ-

ent techniques that are currently used to heat solid-density matter with X-rays. 
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Figure I-12: X-ray photon energy as a function of the photon mean free path in cold solid-density aluminum [69]. 

I.4.4.1 X-ray generated by laser  

 

The first technique uses high power lasers to generate X-ray fluxes. It is currently used in the frame 

of the indirect scheme of inertial fusion. The principle is simple: when irradiating a high-Z material by 

a high-energy laser, a part of the absorbed energy is re-emitted at a higher wavelength, depending 

on the temperature of the heated foil in an isotropic manner. Using high-intensity lasers, the tem-

perature is typically of several tens of eV and the emission in the soft X-ray regime (0.5-2 keV).  This 

radiation is then used to heat the sample. 

This technique can be greatly improved in term of heating efficiency and uniformity by using Hohl-

raums instead of a planar foil to generate the X-rays [67]. A Hohlraum is a cavity whose walls are in 

radiative equilibrium with the radiant energy within the cavity. The sample to be heated is generally 

located in the center of the cavity. When heated, the cavity emits a uniform blackbody radiation with 

a peak in the soft X-ray regime. As soon as the sample thickness is shorter than the penetration 

length of the X-rays peak, the radiation is capable of heating volumetrically and quasi-uniformly the 

sample. It should be noted that this process induces a shock wave toward the center of the Hohl-

raum that compresses the target and increases its density before heating it. Targets are usually very 

thin (< µm) and tamped by low Z material in order to minimize density gradients and improve the 

homogeneity of the heated sample. In experiments using aluminum sample, a maximum thermal 

temperature of about 93 eV was achieved 1.5 ns after the laser impinged on the Hohlraum (for a 1 ns 

duration laser pulse) [68]. However, the thermal expansion of the sample caused the sample to be 
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diluted with respect to the solid, with a density around 0.03 g/cm3 at maximum temperature. In addi-

tion, similarly to the direct heating by lasers, the small skin depth of X-rays (typically 3 µm skin depth 

in aluminum for 1 keV X-ray [69]) does not allow to create large volumes of uniform hot, dense plas-

ma. 

I.4.4.2 X-ray generated by Z pinch 

 

The oldest technique to heat matter to WDM conditions is to use a Z pinch machine [70]. It uses the 

fact that two parallel wires carrying current in the same direction will be pulled toward each other by 

the Lorentz force. A Z pinch machine consists in a cylinder composed of an array of wires oriented 

along a z-axis. During a very short time, a very high current is launched inside the wires, vaporizing 

them into plasma. The high current conducted by the plasma generates a powerful magnetic field 

that compresses the plasma along the z-axis. When converging on axis, its initial kinetic energy is 

transferred into heating. This very hot plasma emits soft X-rays by blackbody radiation which can 

then be used to heat a sample. With this technique, temperatures up to approximately 60 eV have 

been reached for solid aluminum using a tamped foil to keep the solid density [71]. As mentioned 

with the Hohlraum, the small skin depth of soft X-ray radiations requires thin targets to make the 

heating isochoric. It should also be noted that the characteristic time scale of the heating is several 

tens of ns. 

I.4.4.3 X-ray generated by X-FEL 

 

The last technique, i.e., using X-ray free-electron laser (X-FEL) facilities to heat up matter, is the most 

recently developed. These facilities typically deliver mono-energetic, short duration (10-200 fs) and 

high brightness (up to 1013 photons/pulse) X-ray pulses with photon energies starting in the soft X-

rays to hard X-ray regimes (up to approximately 20 keV for SACLA [72]) at a high repetition rates 

(kHz) [73]. With higher energy photons, the penetration depth is much larger than using thermal soft 

X-rays as in the two previous sections and allows heating thicker sample (e.g. for 10 keV photons, the 

penetration depth in Al is above 100 µm [69]). Furthermore, if the sample thickness is shorter than 

the photon mean free path, the energy of the photons can be considered almost constant while go-

ing through the matter, the energy deposition (which depends only on the photon energy) is then 

very uniform inside the matter. Nevertheless, it should be noted that in such case, the energy used to 

heat the matter is small compared to what is actually delivered by the free electron laser.  

As a result, the heating is isochoric (short duration) and homogeneous along the free electron laser 

axis. In a recent experiment that took place at LCLS [66,74], silver foils of 0.5 μm thickness were irra-
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diated by 9 keV X-ray pulses of 60 fs FWHM (full width at half maximum) duration. The 1.05 to 1.55 mJ 

bunch was focused to 14x17 μm2 FWHM at the sample plane. The optical measurements of the heat-

ed foil expansion supported by numerical projections indicate a target temperature of 11 to 15 eV 

depending on the X-ray irradiance, i.e.,     to          W/cm² (which corresponds approximately 

to 1012 photons/pulse) with a remarkable uniformity of density and temperature in the longitudinal 

plane of the laser. It is worth noticing that, based on K alpha emission measurements coupled with a 

radiative-collisional code, S. M. Vinko et al. reported as well the experimental creation of solid-

density aluminum plasma to non-equilibrate radiation temperatures above 100 eV using also the 

LCLS X-ray free-electron laser [75]. The 1 µm thick aluminum target was typically heated by 80-fs X-

ray pulses at photon energies in the range 1.56–1.83 keV with a similar irradiance (1012 photons). 

I.4.5 Ion heating 

 

The energy deposition of an energetic ion is very typical. Contrary to X-rays, energetic electrons and 

optical photons, the projectile deposits most of its energy at the end of its range. In Figure I-13, the 

different functions of energy deposition per unit length in water for X-rays, electron and protons are 

shown [76]. The deposited energy by the X-rays is proportional to their number. Therefore the ener-

gy deposition is the highest in the first layers of the irradiated material and gradually decreases in 

deeper layers with the photons getting absorbed or scattered by the medium. When fast electrons 

and ions moves through matter, they lose and deposits energy along their path. Nevertheless, due to 

their light mass, incident electrons are scattered by (mostly) nuclei of the medium [77]. The electron 

energy deposition is therefore spread in the transverse direction as the electrons progress forward in 

the initial direction, decreasing the average energy deposition per unit length in the material. Conse-

quently, the relative dose they deposit along their path decrease with the thickness. At the opposite, 

ions are barely affected by the scattering until the very end of their range where their velocity is get-

ting close to the velocity of the target electrons (approximately 0.1 MeV for protons in aluminum), at 

which stage, they propagate in straight lines [78]. As we will see later, in this velocity domain, the 

interaction cross-section of a charged particle with the medium increases as the particle velocity, v, 

(or energy) decreases and becomes proportional to 1/v2 [78]. The ion energy deposition therefore 

increases with the penetration depth and they deposit most of their energy at the end of their range 

in a very narrow peak known as the Bragg peak [79] (see Figure I-13). Note that the latest figure con-

cerns the energy deposition in cold matter, it may be very different when the energy is deposited in 

hot matter [80]. 
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Figure I-13: Diagram of the energy deposition of electron, X-ray and proton monoenergetic collimated beams in cold 
water (extracted from Ref. [76]). 

Two different sources of collimated ion beams currently exist:  they are generated either by conven-

tional accelerator or by high-power short-pulse lasers. 

I.4.5.1 Ion beams generated by conventional accelerator 

 

A conventional accelerator such as a cyclotron or synchrotron basically delivers mono-energetic light 

or/and heavy ion (up to uranium) beams up to very high energies (e.g. up to 3.5 TeV protons at LHC 

or 1 - 2 GeV per nucleon at GSI). Working on the same principle as X-rays and electrons, the energy 

deposition of such a beam in a thin target, i.e., a target with a thickness well below the projectile 

range, would lead to a volumetric and even more uniform heating with respect to what has been 

already presented. Furthermore, as we will see after, the energy deposition of such very high energy 

particles is well-known and little sensitive to the temperature of the sample. However this method 

suffers from major drawbacks: first, since the particle energy is far from the one that corresponds to 

the Bragg peak, we use only a very small part of the energy that is actually delivered by the accelera-

tor. Second, the ion flux accessible with conventional accelerator is pretty low with respect to what is 

actually needed to heat the matter to high temperature (e.g. in Ref. [81], SIS-18 (GSI) is said to deliv-

er around 108 uranium ions per cm² per ns with an energy of a few hundreds MeV per nucleon. Such 

a beam would roughly induce an increase of temperature of 13 K per ns in a 10 µm thick solid-density 

aluminum target. Third, the ion pulse duration ranges from a few nanoseconds to hundreds of nano-

seconds at constant flux. With such a time scale, thermal expansion needs definitely to be taken into 

account. Because of the reasons listed above, up to now, to our knowledge, conventional accelerator 

ion beams have never been used experimentally to produce warm dense matter. Generally, the 

warm dense matter is generated by a pump laser; the ion beam is then used to probe the medium 
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[82]. With the upcoming of new facilities delivering higher ion flux, simulations have been performed 

to estimate what density and temperature would be achievable. Using as an input a hundred nano-

second duration, uranium ion beam (U28+) composed of 2 x 1011 ions accelerated to 200 MeV per 

nucleon and collimated on a spot of 0.5 mm diameter FWHM, one predicts that a cylindrical solid 

hydrogen sample tamped by a carbon layer will be isochorically heated up to 1 eV along the ion 

beam axis [81]. According to the simulation, the thermal expansion is predicted to cause the density 

of the hydrogen in the center of the sample (the part most exposed to the radiation) to be reduced 

at the beginning of the irradiation. This effect is counteracted by the expansion of the tamper which 

tends to compress the hydrogen sample. After 100 ns, the density of hydrogen is found to be equal 

to 80 % of the solid density. 

I.4.5.2 Ion beams generated by short-pulse laser 

 

As we will see in chapter III, ion beams generated by high-intensity short-pulse laser are fundamen-

tally different from those delivered by conventional accelerators. Although these ion beams exhibit 

modest energies (up to approximately 65 MeV at present [83]) compared to the beams generated in 

the accelerators, their main advantage rely on their broadband spectrum (see Figure I-14) and on 

being produced on a very short time scale, i.e., a few ps. 

 

Figure I-14: Typical proton beam spectrum generated by the 100 TW high-intensity short-pulse laser at LULI (1 µm wave-

length, 400 fs, 25 J, intensity around              on a 10 µm gold target). 

On one hand, the broadband aspect allows efficient and volumetric heating of a thin sample, since 

the ions of the low energy part of the spectrum are stopped inside the thin target. Indeed, each pro-

jectile of the continuous ion distribution will deposit most of its energy at a certain depth determined 
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by its energy. When integrating over the whole distribution, the sample is quasi-homogeneously 

heated (see Figure I-15).  

 

Figure I-15:  Temporal evolution of the density and temperature (obtained from the 1D hydrodynamic code, ESTHER (see 
chapter IV)) along the target longitudinal coordinate of a 10 µm solid-density aluminum foil heated by the proton beam 

shown in Figure I-14. 

On the other hand, the very short duration of the beam at the source allows to heat the sample be-

fore the target starts its thermal expansion. The heating time scale is therefore almost determined by 

the different times of flight of the beam ions from their source to the target to be heated. As an ex-

ample, after 300 µm of propagation, there are only approximately 20 ps of debunching time between 

protons with 0.5 MeV and 5 MeV, energies that were produced simultaneously. Since the proton 

energy deposition time (few tens of ps) is shorter than the hydrodynamic expansion time (of the 

order of a 100 ps for a 10 µm solid-density aluminum foil), the sample that is heated by the laser-

accelerated proton beam can stay close to its initial density, i.e., above 10 % of it, during more than 

100 ps (see Figure I-16), which is a sufficient time to perform thermodynamic measurements. These 

two aspects make proton heating to be currently one of the most interesting methods to create 

warm dense matter. 
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Figure I-16: Temporal evolution of the temperature and density in the center of a 10 µm thick solid-density aluminum 
target heated by a laser-generated proton beam (obtained from the 1D hydrodynamic code, ESTHER (see chapter IV)). 
The energy deposition of the ion beam (normalized to its maximum) is plotted as a reference in order to show its short 

time scale with respect to the target expansion. 

The isochoric heating by a high-intensity laser accelerated proton beam was first demonstrated by P. 

Patel et al. [84] on the LLNL 100 TW Janus laser, operating at 800 nm and delivering 10 J of energy in 

a 100 fs duration pulse and focused to a 5 µm FWHM laser spot. In this experiment the laser spot was 

defocused to a 50 µm in diameter with an average intensity of 5 x 1018 W/cm2 in order to optimize 

the proton beam for the application. Two source target geometries were studied: planar and hemi-

spherical. The heated target was an aluminum foil positioned respectively, at 250 and 160 µm from 

the proton source target (in the hemispherical case, the heated Al foil is placed in a plane coinciding 

with the geometric center of the shell; the radius of the hemisphere is therefore 160 µm). The pur-

pose of the hemispherical target was to obtain a more concentrated proton beam, i.e., to enhance 

the flux on the target [85]. From the emission measurements coupled to a hydrocode (LASNEX [86]), 

it was estimated that the 10 µm thick Al foil was heated up to 4±1 eV over an area of around 200 µm 

in diameter. In the hemispheric geometry, the heating was localized to a 50 µm diameter area with a 

temperature up to 23±6 eV. 

Later, P. Antici at al. [87], using the 100 TW laser at LULI, Ecole Polytechnique, demonstrated that the 

heating decreases with the increasing target thickness. It was also shown that with the atomic num-

ber Z of the target the heating increases as well. This is expected since the stopping power of the 

protons increases with higher Z targets.  

It is worth noticing that R. Snavely [88] reported reaching isochoric heating temperatures of 81 eV in 

15 µm thick Al slab. Their experiment was performed on the Gekko PW laser using 1 µm light at an 

intensity of 3×1018 W/cm2 incident on a hemispherical aluminum shell. 
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I.4.6 Conclusion 

 

Among all the methods presented above, shock compression, X-ray heating and ion heating have 

shown to be the best methods to generate uniform, solid-density warm samples. Using these meth-

ods, one can achieve a density close or even above the solid one (through shock compression for the 

latter) with temperatures from 1 to 100 eV. The characteristic of the heated matter are however not 

all the same. On one hand, using X-FEL and ion beam generated by laser techniques, the energy is 

deposited uniformly inside the sample in a very short time scale. As a result, the sample stays in the 

warm dense matter regime before the thermal expansion occurs (e.g. for a 10 µm aluminum foil 

heated up to 10 eV, it corresponds to approximately 100 ps). On the other hand, the other tech-

niques, i.e., shock compression, ion heating using accelerator beams, X-ray heating using Holhraums 

or Z pinch, allows the matter to stay in the warm dense regime over nanoseconds, even 100 ns in the 

case of ion heating using accelerator beams, but at the expense of higher complexity of target design 

and higher energy input to reach the same temperature. 

I.5 Conclusion 
 

In this chapter, we have introduced WDM from both theoretical and experimental points of view.  

The two different ab initio codes, SCAALP and ABINIT, that will be employed to model WDM in this 

thesis, have been presented. They will be particularly used in the next chapter to estimate the behav-

ior of a charged particle propagating inside WDM.  

Among the different methods presented in this chapter to produce WDM, we will choose to use sol-

id-density targets heated by short-pulse laser-generated proton beams as our preferred method to 

study stopping power in WDM. 
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II. ION STOPPING POWER IN WARM DENSE MATTER 
 

From the end of the 19th century and the first observations performed by Thomson on this topic [1] 

to our days, the theory of the propagation of charged particles through matter has been a subject of 

continuing interest [2]. This interest is driven by at least two things: first, the desire of physicists to 

be able to calculate the energy lost by a particle when propagating through matter and, second, the 

need for understanding such process because of its role in nuclear physics [3], radiation chemistry 

[4], and radiation biology [5].  

After defining the notion of stopping power and the different parameters that play a role in stopping 

power studies, we focus on the theoretical calculation of the stopping power in cold material based 

on the dielectric theory developed by Lindhard and co-workers [6]. The use of “cold” should be here 

understood as representative of temperatures well-below the Fermi temperature of the electrons, 

i.e., temperatures around room temperature [7]. Then, we present how this theory can be extended 

to treat matter at higher temperature. Finally, the impact of temperature on the stopping power in 

solid-density aluminum is estimated according to the dielectric theory using the average-atom model 

SCAALP and the QMD code ABINIT. 

II.1 Definition  
 

When an ion propagates as a projectile through matter, it loses energy through interactions with the 

medium. This energy is transferred to the medium through different processes [8]: electronic excita-

tion and ionization of the medium, projectile excitation and ionization, electron capture, nuclear 

stopping and electromagnetic radiation. The contribution of each process depends on the following 

quantities [8]: mass and velocity of the projectile-ion, constituents of the medium, density or tem-

perature of the medium.  

The stopping power of a projectile propagating through matter is defined as its average energy-loss 

    per unit path length dl when passing through matter in straight line [8], noted,  
  

  
   

One can also find in literature the stopping power reduced to the mass density of the medium, ρ, 

called mass stopping power or stopping power per target mass unit [8], 
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   (2.1)  

It can also be reduced to the atomic density of the medium   , giving the stopping cross-section, S, 

which corresponds to the average energy-loss per target atom [8], 

    
 

  

  

  
  (2.2)  

The average energy-loss being the result of stochastic processes, a number of identical particles 

starting out under identical conditions will show a distribution of energies and trajectories as they 

propagate inside matter. The fluctuation in energy-loss per unit path length is characterized by the 

straggling parameter W [8], 

   
 

  

 〈(   〈  〉) 〉

  
  (2.3)  

where 〈(   〈  〉) 〉  is the variance of the energy loss after a given path length  . 

In the context of many applications such as radiation protection [8], material analysis by ion beams 

[9], ion implantation in semiconductor technology [10] or hadron therapy [5], determining the parti-

cle range, i.e., the length of penetration of a charged particle until it comes to rest, is of tremendous 

importance. Different ranges are defined in Ref. [8], we introduce here the three most common:  

 the Continuous-Slowing-Down Approximation (CSDA) range, R:  this range is calculated as-

suming that the energy loss by the projectile at every point along its path is given by the aver-

age stopping power (see Figure II-1). In this approximation, energy-loss fluctuations are there-

fore neglected. The CSDA range is thus calculated by integrating the reciprocal of the total 

stopping power. In matter at zero-temperature, the CSDA range is, 

  (        )  ∫ ( 
   

  
)

  

   
        

 

 ∫
   

   (  )
 

        

 

  (2.4)  

where          is the initial energy of the projectile.  

A particle propagating inside a finite-temperature matter ends up thermalized in the matter 

at energy Eth [11, 12]. If              , the CSDA range is calculated as followed: 

  (        )  ∫
   

   (  )

        

   

   (2.5)  

If             , the projectile gains energy from the target and the stopping power becomes 

negative, 

http://en.wikipedia.org/wiki/Stopping_power_%28particle_radiation%29
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  (        )  ∫
    

   (  )

   

        

  (2.6)  

 the projected range, Rp: it represents the average maximum penetration depth with respect 

to the initial direction of motion (see Figure II-1). In this definition, the shortening of the pen-

etration depth due to multiple scattering of the projectiles is taken in account. 

 the range straggling, RW: it corresponds to the variance of the projected range.  

 

 

Figure II-1: Illustration of the concept of CSDA and projected ranges. In this illustration,  ⃗⃗⃗        , the initial speed of the 
incident particle is directed normally to the target surface. The effect of the scattering is exaggerated in order to show 

the difference between the CSDA and the projected ranges.  

II.2 Framework of our study 
 

In our calculation of the ion stopping power, the ion is assimilated to a point charge    , where e is 

the elementary charge, of mass M1 propagating at constant speed  ⃗   through matter in straight line 

(see Figure II-2). This means that the path length dl, along which the stopping is calculated, is small 

enough so that the energy -dE transferred to the medium is negligible with respect to the projectile 

energy. The effect of scattering along dl is also neglected.  

A theoretical description of the energy-loss would require taking into account the changes in the 

electronic configuration of the projectile ion by the various processes of ionization, electron capture 

and excitation occurring when interacting with the matter [13]. One can define an equilibrium mean 

charge state 〈  〉   as the average projectile charge state where the ionization rate is equal to the 

recombination rate [14]. Assuming (i) the projectile slowing down is negligible during the time of 

equilibrium, the necessary time for the projectile to reach its equilibrium charge, keeping its velocity 

constant, and (ii) the contribution of such atomic processes to the total energy-loss is negligible, we 
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can separate the stopping power from the dynamics of the projectile ionization [13]2. Thus, first we 

calculate the stopping power for a fixed projectile charge state   , to which we add, in a second 

phase, the influence of the projectile charge state. 

In addition, we consider that the particle passes through matter at thermal equilibrium: the atomic 

density, ni, and the temperature, T, are well-defined and uniform along dl. Since we will not treat 

compound targets in this thesis, we restrict our calculations to single-species matter with atomic 

number Z2 and mass M2.  

 

Figure II-2: Illustration of the framework of our study. 

In literature, the energy-loss of ions propagating through matter is traditionally divided into two 

components [8]:  the elastic and the inelastic loss. The elastic loss is defined as the energy-loss due to 

elastic Coulomb collisions in which the recoil energy is transferred to atoms of the target material. 

The inelastic loss is defined as the energy-loss due to inelastic collisions with the target electrons, 

whether bound or free. The elastic loss is also called nuclear stopping power and the inelastic loss, 

electronic stopping power [2]. 

It is known that the nuclear stopping power has an importance only at low projectile velocity with 

respect to the free-electron average-velocity in the medium [11, 15]. For instance, the nuclear stop-

ping power of protons in cold (300 K) solid-density aluminum becomes only significant with respect 

to the electron stopping power for energy below 1 keV, where its contribution to the total stopping 

power is above 10 % (see Figure II-3) [15]. Furthermore, according to the predictions given in Ref. 

[11], it is expected to stay below 2 % of the total stopping power for energies above 10 keV for medi-

um temperatures below 100 eV.  

                                                           
 

2
 Such assumption is discussed in chapter IV. 
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Figure II-3: Electronic, nuclear and total stopping power of proton in solid-density aluminum at 300 K from Ref. [15]. 

Note that very high velocity ions, typically above 1 GeV for protons, can also lose energy through 

emission of Bremsstrahlung. In such case, we are dealing with radiative stopping power [8]. 

In this thesis, we treat only the electronic stopping power which represents the main contribution to 

the stopping in the energy domain that is common for ions generated by short pulse laser interaction 

with matter and that are studied in our experiments (typically from several tens of keV to several 

tens of MeV for protons).  Obviously, considering these energies, we neglect relativistic effects. 

II.3 Ion stopping power in cold matter 
 

Based on decades of experimental and theoretical studies (summarized in Ref. [8]), the knowledge of 

ion stopping power in cold matter is nowadays important [16]. The experimental stopping powers 

and the theories developed based on them have allowed producing stopping power tables covering a 

wide range of projectiles, target materials and energies (e.g. [15, 17]). 

Several methods have been developed to express the electronic stopping power. The first approach-

es [18] based on the works of Bohr [19] and Bethe [20] were only taking in account the energy loss by 

binary collisions, i.e., the energy lost by the projectile while colliding with a single atom of the medi-

um. It is only after the work of Lindhard et al. [6], on the stopping power of slow projectiles, that the 

energy-loss via collective effects has been taken into account. The latter is related to the motion of 

the collective answer of the target electrons to the projectile propagating inside the matter, increas-

ing its energy-loss. This effect have been shown to be particularly important with respect to the bina-
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ry collision contribution to the energy-loss for slow projectiles, i.e., when the target electrons have 

the time to screen the projectile [8].  

We will here concentrate our study on the dielectric model proposed by Lindhard and Winter [21] 

that treats the electronic stopping power in dense matter. Contrary to models based on binary colli-

sions between the projectile and the electrons (e.g. in Ref. [16, 22]), in the dielectric approach, one 

considers the energy loss is due to the polarization cloud the charged projectile creates in its wake. 

Thus, it automatically includes the collective effects [8]. 

Following Lindhard’ s work, we will first present the stopping power at zero-temperature in a spatial-

ly uniform free electron gas and, in a second phase, extend it to dense matter. 

II.3.1 Stopping power in a cold free electron gas 

 

A free electron gas is defined as a plasma which electrons are embedded in a uniform neutralizing 

background of positive charges [23]. We consider here a homogeneous electron gas with a uniform 

density    at a zero-temperature. The approach and the computation developed in this paragraph 

are detailed in Ref. [23]. 

When propagating through a free electron gas, a charged particle induces an electric field,  ⃗⃗   , 

which polarizes the medium. Indeed electrons are slightly displaced into the wake of the projectile, 

the effect being stronger behind the projectile than in front of it (see Figure II-4). Consequently, this 

field will tend to act back on the particle and cause it to loose kinetic energy. The frictional force 

caused by the induced electric field and felt by the projectile of charge (M1, Q1) at the position  ⃗ and 

time t is then, 

  ⃗        ⃗⃗   ( ⃗  )  (2.7)  
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Figure II-4: Illustration of the dynamic screening of a positively charged projectile by a free electron gas. 

The energy lost by the projectile propagating at a constant speed  ⃗  along a distance dl corresponds 

to the work of the frictional force: 

       ⃗   ( ⃗  )   ⃗⃗⃗⃗       ⃗⃗   ( ⃗  )  
 ⃗  

   
     (2.8)  

 The stopping power is then given by, 

  
  

  
      ⃗⃗   ( ⃗  )  

 ⃗  

   
   (2.9)  

With this reasoning, the computation of the stopping power reduces to the calculation of the electric 

field induced by an external charge propagating in straight line at a constant velocity  ⃗  . Thus, we 

can choose our reference frame3 so that  ⃗   ⃗    is the position of the projectile in space at time t. 

The projectile (M1, Q1,  ⃗  ) can be viewed as an external and point-like space-charge density, 

     ( ⃗  )      ( ⃗   ⃗   )  (2.10)  

Passing Eq. (2.10) in the Fourier space, one obtains, 

 
    ( ⃗⃗  )  ∫ ∭           ( ⃗  ) 

  ( ⃗⃗  ⃗   )

  

  

  

       (   ⃗⃗   ⃗  )  

(2.11)  

The external potential induced by the point charge is calculated using the Poisson equation in the 

Fourier space: 

                                                           
 

3
 This choice greatly simplifies the mathematical operations developed after.  
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     ( ⃗⃗  )  
    ( ⃗⃗  )

    
 

   

    
   (   ⃗⃗   ⃗  )  (2.12)  

If we assume that the plasma answers linearly to the perturbation, the response of the plasma to the 

external potential is determined by the dielectric function of the free electron gas,  . This yields in 

the Fourier space [23], 

       ( ⃗⃗  )  
    ( ⃗⃗  )

 ( ⃗⃗  )
  (2.13)  

where        is the total potential inside the gas. 

The Coulomb potential induced by the projectile is then equal to the total potential subtracted by the 

external potential, 

 

    ( ⃗⃗  )        ( ⃗⃗  )      ( ⃗⃗  )

     ( ⃗⃗  )(
 

 ( ⃗⃗  )
  )

 
   

    
   (   ⃗⃗   ⃗  ) (

 

 ( ⃗⃗  )
  )  

(2.14)  

The induced electric field in the Fourier space is then calculated from the induced Coulomb potential, 

  ⃗⃗   ( ⃗⃗  )     ⃗⃗    ( ⃗⃗  )  (2.15)  

After Fourier inverting Eq. (2.15)  to get the induced electric field at the projectile position ( ⃗   ⃗   ) 

and some simplifications, we can deduce from Eq. (2.9) the following expression of the stopping 

power [23], 

 ( 
  

  
)
    

 
 (   )

 

(  )      
 
∫

  

 

 

 

∫  (
 

 (   )
  )  

    

     

  (2.16)  

If we introduce the Bohr velocity,    
  

     
 and the electron gas plasma frequency,    

  
   

 

    
, 

we obtain, 
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   ]             (2.17)  

where the stopping number in cold matter,           , is given by, 

            
 

    
 
∫

  

 

 

 

∫  (
 

 (   )
  )   

    

     

  (2.18)  

In literature, the expression of the stopping power is generally presented as a product of two quanti-

ties, the prefactor and the stopping number [8]. The prefactor, enclosed in square brackets in Eq. 
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(2.17), has the dimension of the stopping power and is independent of the model used to calculate 

the stopping number. On the contrary, the stopping number in cold matter,           , is a model 

dependent dimensionless quantity that captures the slowing down behavior of the charged particle 

by the host medium. The calculation of the stopping number in a free electron gas now only relies on 

the determination of the frequency- and wavenumber-dependent dielectric function.  

Using the Rayleigh-Schrödinger time-dependent perturbation theory to the lowest order, an analyti-

cal expression of the dielectric function can be found with respect to the electron distribution func-

tion [24]. This approach is called the Random Phase Approximation (RPA) [25]: it assumes a weak 

coupling between the particles and fails for strongly coupled medium where the local field correc-

tions can be taken into account [26, 27]. These effects turn out to be important for very low projec-

tile velocity and can be handled by applying a local field correction term into the expression of the 

dielectric function [28 and references therein]. 

 

Using the Fermi-Dirac distribution function, Lindhard and Winter [21] obtained an analytical expres-

sion for the stopping number in a zero-temperature electron gas4. This expression can be simplified: 

 

 in the case of a low velocity projectile [21], i.e., when its speed is well below the average 

electron velocity (      ), one finds,   

              (   )
    (2.19)  

Using Eq. (2.17), one can see that the stopping power behaves like a frictional force that is 

proportional to the particle velocity, 

 ( 
  

  
)
    

       (2.20)  

 in the high velocity case (      ), one finds [21], 

If we focus on the dependence of the stopping number on the projectile velocity, we obtain, 

                                                           
 

4 The problem is then simplified: at T = 0 K, the Fermi Dirac distribution function reduces to the Heav-

iside function  (    ) with   , the Fermi electron wave-vector defined with respect to the Fermi 

energy (       
     ). 

 

              (
      

 

    
)    (

   
     

      
 

     
   

)  (2.21)  
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The stopping power scales as    (   )    
 . 

To have an idea of the boundary between the high and low velocity domain, since we consider a ze-

ro-temperature system, we can use the Fermi velocity, 

   [   ]  √
   

  
    (

  [  
  ]

          
)

   

  
(2.23)  

to give an order of magnitude of the electron velocity in a degenerate system. As an example, the 

Fermi velocity is              in cold solid-density aluminum. The energy of a proton moving at 

such velocity is approximately 20 keV.  

 

In order to see the influence of the density, the stopping number is shown in Figure II-5 as a function 

of the density and for various projectile energies from 10 keV/u to 10 MeV/u, where /u means per 

nucleon. Each curve presents the same trend shifted with respect to the projectile velocity. At low 

electron densities, we find ourselves in the high velocity case, i.e., the average velocity of the elec-

trons is much lower than the projectile speed (      ). According to Eq. (2.21), the stopping num-

ber is slightly decreasing with density. When density increases, the average velocity of electrons is 

getting close to and exceeds the projectile speed (      ): we pass in the low velocity domain. The 

electrons have time to rearrange around the propagating projectile. The slowing down of the projec-

tile is related to the electric field it induces in the electron gas while propagating. As this field is re-

duced if the electrons can quickly screen the propagating projectile, the stopping number is strongly 

reduced in a high-density electron gas [29].  

 

              (   )  (2.22)  
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Figure II-5: Evolution of the stopping number in a free electron gas at zero-temperature as a function of the electron 
density for various projectile energies from 10 keV/u to 10 MeV/u (extracted from Ref. [29]). 

II.3.2 Stopping power in cold and dense inhomogeneous matter 

 

In order to evaluate the electronic stopping power in dense matter in which the electron gas is no 

longer uniform, Lindhard et al. [30] suggest to combine the dielectric approach with the local-

density-approximation (LDA). The main idea of this approximation is that the projectile passing in a 

volume element     at position  ⃗ transfers its energy to the nearby electron gas which has locally a 

uniform electron density,   ( ⃗). In practice, the non-uniform electron gas is divided into small inde-

pendent volume elements of free electron gas and the electron density distribution in each volume is 

assumed to be uniform. The stopping power for a charged particle is calculated in each volume ele-

ment, and the final stopping power is computed by averaging over these elements, weighted by their 

distribution in matter [29]. 

If we consider the atomic density to be locally uniform, the integration can be performed in a Wig-

ner-Seitz (WS) cell (the volume of a WS is     ). Recalling the plasma to be composed of a single 

species and assuming the average-atom approximation to be valid, we obtain the following expres-

sion for the stopping power, 

 

( 
  

  
)
    

 
    

  
 
  

   
 

   
 

  ∭  ( ⃗)          (  ( ⃗)) 
  

  

  

(2.24)  
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with   ( ⃗), the electron density inside the WS cell, so that, 

 ∭  ( ⃗) 
  

  

     (2.25)  

By analogy with the general expression of the stopping power, this expression can be written, 

 ( 
  

  
)
    

 
    

  
 
  

   
 

   
 

               (2.26)  

where the atomic stopping number             is given by, 

            ∭  ( ⃗)          (  ( ⃗))

  

     (2.27)  

Lindhard’s approach then remains correct provided that the electron density is varying smoothly in 

space. In Figure II-6, one compares the electron radial densities of an isolated atom given by the 

Thomas Fermi atom model and by the more precise Kohn-Sham one [31]. One observes that even for 

an isolated atom, the electron density is not so smooth according to the Thomas-Fermi Fermi model 

and oscillates strongly close to the nuclei according to the more precise Kohn-Sham one. In solids and 

partially ionized plasmas, the spatial variation is even more dramatic, such that the application of the 

LDA to estimate the stopping power becomes questionable. However, it has been successfully ap-

plied to explain the stopping power in cold solids, at low and high velocities [32]. 

 

Figure II-6: Electron radial density in atomic unit of an isolated atom obtained using, respectively, the Thomas Fermi 
model (dashed line), the Kohn Sham model (plain line). 
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For a better understanding of the results provided by this approach, let us calculate            by 

integrating the product of the            by the radial electron density,       ( )  over the cell radi-

us.  

To visualize the contribution to            of the different electron densities along the radius, r, we 

plot in Figure II-7, the radial density       ( ), and the function, 

  ( )  
∫       ( )          (  ( ))  

 

 

          
   (2.28)  

for various projectile energies.  ( ) represents the cumulative contribution of the electrons (inte-

grated from the nucleus) to the atomic stopping number,           . Note that the electron density 

and the radial electron density shown in Figure II-7 are obtained using SCAALP for solid-density alu-

minum at 1 eV. At this temperature, the electron density has barely changed with respect to the cold 

case5 and, as we will see later, the stopping power is still the same (with respect to the cold case). 

Figure II-7 illustrates the fact that the higher the projectile energy, the more the inner-shell electrons 

contribute to its stopping number. This comes simply from the fact that:  

 as shown in Figure II-5, the dependence of            on the electron density becomes weaker 

for higher energy projectiles, 

 inner-shell electrons are of higher radial density than the outer-shell ones (see the blue curve 

in Figure II-7). 

 

Figure II-7: Radial electron density (plain line) and g(r) (dashed line) as a function of the cell radius (in atomic units) in 
solid-density aluminum for, respectively, 0.1, 1 and 10 MeV/u projectiles [33]. 

                                                           
 

5
 The temperature of the plasma, T = 1eV, is still well below the electron Fermi temperature:       . 
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II.4 Extension to finite-temperature matter 
 

A great deal is known about ion stopping power in cold matter, but this quantity is expected to 

change with the temperature. There are currently no experimental measurements of ion range prop-

agating in warm and hot dense matter. However, it is of tremendous importance, since in most hypo-

thetical ion-driven targets, the ions deposit their energy in material at or near solid-state density, 

which is predicted to reach several hundreds of eV temperatures [34]. In such a regime, there are 

more free electrons than in cold solid-density matter.  

II.4.1 Stopping number  

 

In order to estimate         , the stopping number in a finite-temperature electron gas, an extension 

of Lindhard’s approach has been developed by Gouedard and Deutsch [35]. It basically consists in 

extending the Lindhard expression of the dielectric function to the case of finite-temperatures. 

Maynard and Deutsch proposed a way to compute numerically the full RPA dielectric function of a 

free electron gas at finite-temperature and derived a general expression of the stopping power at 

finite temperature [36]. 

II.4.2 Stopping power  

 

Following the work of Wang et al. [29], the stopping power in warm dense matter can be estimated 

by using the stopping power expression in a finite-temperature free electron gas (see section II.4.1) 

within the LDA approximation (see section II.3.2). We obtain then the following expression of the 

stopping power,  

 ( 
  

  
)
  

 
    

  
 
  

   
 

   
 

            (2.29)  

with, 

          ∭  ( ⃗)        

  

( ⃗)     (2.30)  

where    is the ionic density of the plasma and      the electron density in the WS cell. 

The calculation of the stopping power now depends on the determination of the electron density, 

which can be evaluated using an average-atom model (such as SCAALP) taking in account the effect 

of the temperature.  
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II.5  Comparison between stopping power in cold and hot matter 
 

In the following paragraphs, the impact of the temperature on the stopping power is studied using 

the dielectric approach coupled with the ab initio average-atom model SCAALP [35]. To check the 

validity and the consistency of the code, we first compare the stopping power obtained using SCAALP 

at 300 K with the well-known cold dense matter results (for which experimental data are available). 

Then, we study the impact of the temperature on the stopping power curves according to the dielec-

tric theory.  

To illustrate the evolution of the stopping power with the temperature, we choose to put the focus 

on the stopping power of projectiles propagating in solid-density aluminum. Indeed, this is the mate-

rial that we commonly used in experiment. 

II.5.1  Cold stopping power obtained from the dielectric theory compared to experi-

mental data 

 

In Figure II-8, proton stopping power measurements in aluminum at 300 K gathered by Paul [37] are 

compared with three different approaches:  

 a fit formula given by the National Institute of Standards and Technology (NIST), 

 dielectric approach calculation using SCAALP electron density function, 

 dielectric approach calculation using ABINIT electron density function. 

The NIST curve is extracted from the PSTAR database [15]. At high energies, NIST stopping powers of 

proton in aluminum are evaluated using Bethe's stopping power formula that appears to be in 

agreement with experimental data [20]. At low energies, a semi-empirical formula fitting the experi-

mental proton stopping power data is used. The stopping power for the intermediate energy protons 

region, typically from 0.2 to 0.5 MeV, is computed by interpolation of a single cubic spline fitting the 

experimental stopping powers. This procedure gives a precision from 1 % to 2 % in the high velocity 

regime. Nonetheless, uncertainties are estimated to increase in the low velocity regimes [38]:  2 % to 

5 % at 1 MeV, 5 % to 10 % at 100 keV, 10 % to 15 % at 10 keV, and at least 20 % to 30 % at 1 keV. This 

way of computing the stopping power explains why the NIST curve passes through the center of the 

cloud formed by the experimental data points even in the intermediate region where the spreading 

is important.  
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The last two curves are obtained within the LDA approximation using the method developed in sec-

tion II.4. The SCAALP curve is computed using the electronic density provided by the average atom 

model SCAALP. The integration is performed over the WS cell. 

The computation of the ABINIT curve follows the same method, but now the electron density is pro-

vided by the QMD model. The integration is performed over the simulation box (in 3 D) and normal-

ized to the number of atoms (108 in the present case). There, we assume the ion charge to be equal 

to 1 in the velocity range we are looking at [15]. 

In Figure II-8, one can distinguish three different velocity regions. Consistently with what has been 

shown for low velocity projectiles in a free electron gas (section II.3.1), we observe that below 20 

keV, the stopping power is proportional to    . Furthermore, the scaling in   (   )     
  of the 

stopping power in the high velocity limit (section II.3.1) is retrieved for projectile energy above 200 

keV, as observed. Between these two domains, from 20 keV to 200 keV, lies what is commonly called 

the intermediate velocity region [8]. In this domain, the stopping power reaches its maximum at 

around 50 keV, where the projectile velocity is roughly equal to the average of the target electron 

velocity [39]. 

As all the experimental data shown in Figure II-8 have not been measured at the same time, and as 

they also do not use the same set-up or diagnostics, this likely explains the scattering observed in 

Figure II-8, especially in the intermediate and low velocity regimes, below 300 keV, where the uncer-

tainties on the stopping power measures become important [8]. It should be noted that the points 

that are clearly breaking away from the others in the intermediate regime have not been measured 

in the same experiment or by the same experimental team [37]. 

One can see in Figure II-8 that all three curves agree well with each other at low and high energies. 

Although we find that the energy, at which the maximum stopping power is reached, is identical in all 

curves, the dispersion of results is particularly noticeable in the intermediate velocity region where 

this maximum is reached. Even if a few experimental data are found to be in agreement with the 

SCAALP calculations, most of them are 10-20 % below. This difference could come from the spherical 

symmetry of the average atom model used to describe the medium. However the QMD calculation, 

which does not rely on the same assumption, is observed to be in remarkable agreement with 

SCAALP over the entire energy range. Therefore, it seems that 3D effects cannot explain the differ-

ence between SCAALP and experiment. One can then again wonder if the LDA approximation is 

trustable to estimate the stopping power in this regime. Full QMD simulations would be a good help 

to shed light on this issue. Such kind of simulations are currently under development and may bring 
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information in a near future to understand the discrepancy observed in the vicinity of the maximum 

stopping power [40, 41].  

 

Figure II-8: Electronic stopping power of proton in solid-density aluminum at 300 K. Theoretical calculations using the 
SCAALP model and QMD simulation are compared to the NIST reference values and experimental data points. 

II.5.2 Influence of the temperature on the stopping power in dense plasma 

II.5.2.1 Proton stopping power  

 

The influence of the temperature on the proton stopping power in solid-density aluminum estimated 

using the SCAALP model is shown in Figure II-9. Note that the ion charge is again assumed to be 

equal to 1 in the velocity range we are looking at. 

First, one can see that both the proton energy location, as well as the value of the maximum of the 

stopping are very sensitive to the temperature. Its maximum value is reduced by a factor of 10 % at 5 

eV, 40 % at 50 eV and 60 % at 100 eV. Second, one observes that the location of the stopping power 

maximum is shifted to higher projectile energy with the temperature, going from 50 keV at 1 eV to 

0.3 MeV at 100 eV. Third, one notices that on one hand the stopping power slightly increases with 

temperature in the high velocity range, but on the other hand quickly decreases in the low velocity 

range.  
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Figure II-9: Electronic stopping power of proton propagating through solid-density aluminum obtained using SCAALP as a 
function of the proton energy for temperature from 1 to 100 eV, extracted from Ref. [42]. 

II.5.2.2 Heavy ion stopping power 

 

Since we assumed the ion projectile charge to be constant and equal to 1, the influence of the tem-

perature on the stopping power of the protons is solely correlated to the influence of the tempera-

ture on the stopping number (the prefactor is not temperature dependent). In order to estimate the 

influence of the temperature on the stopping power of heavier projectiles, the influence of the tem-

perature on the projectile charge, Q1, needs to be taken in account as well.  Indeed, the stopping 

power is proportional to Q1², therefore determining how it is modified by temperature is of funda-

mental importance in the calculation of the electronic stopping power.  
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II.5.2.2.1 Effective charge 

 

A common way to include this effect is to introduce the notion of projectile effective charge state, 

     [16]. This value is defined as the square root of the ratio of the stopping power of a given heavy 

projectile, ( 
  

  
)
  

, to the stopping power of the proton propagating at the same velocity (or energy 

per nucleon) in the same medium, ( 
  

  
)
      

 with      for proton. The stopping power is then, 

 ( 
  

  
)
  

(   )      
  ( 

  

  
)
      

(   )  (2.31)  

In cold matter, numerous experiments aiming at measuring      have revealed that, in the high ve-

locity regime,       , the effective charge depends mainly on the ratio between the projectile 

velocity     and the relative velocity of the electrons of the projectile [43, 44, 45, 46]; the latter can 

be estimated from the projectile atomic number    according to the Thomas-Fermi model [45]: 

    (      ). The effective charge is found to be practically independent of the chemical composi-

tion and density of the medium in which it propagates [45]. Based on these experimental results, 

several semi-empirical formulas have been proposed (e.g. Moak and Brown formula [46]).  

In the low velocity regime,     of the order of or below    , the medium electron velocity is no longer 

negligible with respect to the projectile velocity. The medium electron velocity and density are there-

fore playing an important role in the determination of the effective charge of the projectile.  

Recently, a method has been proposed by Gus’kov et al. [47] to extend Moak and Brown formula 

[46] from high velocity to low velocity projectiles propagating in hot dense matter. The overall idea is 

that the electrons of the medium contribute (as well as the electrons of the projectile) to the process 

that lead to the projectile having an effective charge,     . Hence, in this approach, the semi-

empirical formula is applied on each electron of the medium in the reference frame of the projectile, 

i.e., the ion velocity     is replaced in the Moak and Brown formula by | ⃗    ⃗⃗|, the norm of the ion 

velocity relative to the velocity of the electron (  ⃗⃗ ). The resulting semi-empirical formula, 

    (   | ⃗    ⃗⃗|) weighted by | ⃗    ⃗⃗|  in order to take into account the projectile-electron colli-

sion frequency (proportional to | ⃗    ⃗⃗|), is then averaged over the electron Fermi-Dirac distribu-

tion. An expression of the effective charge as a function of the projectile atomic number, the projec-

tile velocity, the temperature and the Fermi temperature of the free electrons of the medium 

(    (           )) is derived from the numerical results. The practical formula that is fitted from 

the numerical results differs from them by at most 5 % [47]. 
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The effective charge of a carbon ion propagating through a solid-density aluminum predicted by 

Gus’kov et al. for various temperatures is shown in Figure II-10. To compute   , we use the ionization 

degree given in Ref. [48]. Once again, we observe three different regimes (see Figure II-10): 

 the effective charge at high velocity, above 7-8 MeV/u, (zone 1 in Figure II-10) is constant 

and equal to the atomic number of the projectile. The projectile is therefore assumed to be 

fully stripped and interact with the target electrons as a bare nucleus. Note that the extent of 

this high velocity region does not change with the temperature.  

 at low velocity (zone 2 in Figure II-10), especially when the temperature rises, the effective 

charge remains almost constant with respect to the projectile energy. Furthermore, we ob-

serve that the size of the low velocity zone increases with the temperature. Indeed, when 

the projectile velocity goes below the average velocity of the free electron of the target ma-

terial, the effective charge proposed by Gus’kov et al. gets closer to the thermal ionization 

state of the projectile which can then be treated as a static impurity in the plasma.  

 the transition between these two regions (zone 3 in Figure II-10) is smooth and continuous. 

 

Figure II-10: Effective charge of a carbon projectile propagating in a solid-density aluminum sample for various tempera-
tures as a function of the projectile energy as predicted by Gus’kov et al. [47]. The result is compared with the effective 

charge in cold aluminum proposed by Moak and Brown. For comparison purpose, we extended artificially this semi-
empirical formula to low velocity (beyond its range of validity) [46]. The dashed (orange) lines roughly delimitate the 

various regions discussed in the text. 

Note that this method to treat the variation of the projectile charge does not take into account the 

electronic structure of the projectile in a detailed way. This would require a much more complex 

treatment [49]. In the present study, Gus’kov formula will be used to calculate the stopping power of 

heavy ions. Since this formula is based on many approximations and has never been tested experi-
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mentally [47], heavy ion stopping power curves presented in Figure II-11 are most useful to illustrate 

the variation of the stopping power with temperature rather than to estimate with precision the 

stopping power of carbon. Indeed, as shown in Ref. [33], there is already a non-negligible discrepan-

cy at 300 K between the stopping power of heavy projectiles (     ) calculated using the Gus'kov 

effective charge formula combined with the proton stopping power computed in the previous sec-

tion and available experimental data in the intermediate and low velocity regime. We should note 

that the agreement between them improve with the projectile atomic number [33]. 

II.5.2.2.2 Stopping power 

 

The stopping power of carbon in solid-density aluminum for various temperatures is shown in Figure 

II-11. Contrary to protons, the variation of the maximum value of the stopping power of carbon along 

the energy axis does not respond monotonously to temperature. When the temperature increases, 

the peak of the stopping power starts to increase, reaching its maximum at 100 eV and decreases 

after. Furthermore, one observes that for temperatures above 50 eV, the peak slightly shifts toward 

lower velocity. 

The behavior of the stopping power is determined by the product of Zeff² by the proton stopping 

power (which dependence on the temperature is embodied in         ). At fixed energy, these two 

factors however tend to vary in opposite manner as a function of temperature: Zeff² increases with 

temperature (see Figure II-10), while the proton stopping power decreases with temperature (see 

Figure II-9): 

 In the domain of low temperatures, the increase of Zeff² with temperature is however strong-

er than the decrease of the proton stopping power. Hence the stopping power of carbon in-

creases with temperature. This is actually what is happening for temperatures below 100 eV. 

 In the domain of high temperatures, the reverse happens: Zeff² saturates while the proton 

stopping power continues to decrease with temperature. Hence, the stopping power of car-

bon decreases with temperature. The carbon stopping power therefore follows the same 

trend as the proton one. 
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Figure II-11 : Stopping power of carbon propagating through solid-density aluminum obtained using the SCAALP atom 
model as a function of carbon energy per nucleon for temperatures from 1 to 1000 eV and compared to experimental 

data obtained in cold solid-density aluminum. 

II.6 Summary 
 

We computed in this chapter the electronic stopping power of protons in warm and hot solid-density 

aluminum using the dielectric approach extended to finite temperature plasmas. This method allows 

us to avoid making any distinction in the treatment of bound and free electrons. This is essential in 

the context of warm dense matter where these populations greatly evolve with respect to the target 

temperature and density. Nevertheless, this computation necessitates a good knowledge of the elec-

tron density profile inside matter. In our case, we use the electron density calculated using the aver-

age-atom model SCAALP and ABINIT (the last one solely for cold stopping power). 

The proton stopping power obtained in this approach fits well the well-known cold stopping curve 

and only differs at intermediate projectile velocities where the average electron velocities equals the 

projectile one (      ). This difference could be due to the LDA approximation. 

When the temperature increases, the proton stopping power decreases in the low velocity regime 

(      ) and the peak in the stopping power shifts to higher energy. In the high velocity regime 

(      ), the stopping power slightly increases due to the thermal ionization of the core electrons. 

This trend is accompanied by a shift to higher projectile energy with the temperature of the interme-

diate zone due to the increase of the velocity of the medium electrons.  
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Assuming that the stopping number and the projectile can be determined independently, we use 

here Gus’kov et al.  approach to estimate the stopping power for heavier projectiles. When the tem-

perature increases, the stopping is predicted to rise due to the ionization of the projectile charge. At 

higher temperature, once the projectile is almost fully ionized, it follows the trend observed for pro-

tons.
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III. IONS GENERATION BY LASER-MATTER INTERACTION 

III.1 Introduction 
 

The first observation of energetic ions produced by laser-matter interactions goes back to the early 

1960’s [1]. The ion beams were typically of the order 100 keV/u to a few MeV/u and emitted into a 

large solid angle [2]. At that time, the laser intensities were going from 1011 to 1017 W/cm² and the 

pulse were ns to several ps long. These beams were seen as an issue for future direct drive laser fu-

sion and only used as a diagnostic to measure the hot electrons temperature of the irradiated target 

[3]. In the late 1980’s, the implementation of the so-called chirped pulse amplification (CPA) tech-

nique in high power lasers has made available new intensity regimes that were previously inaccessi-

ble in laboratory: it was possible to produce picoseconds duration pulses of intensities higher than 

1018 W/cm2, the relativistic threshold for an electron oscillating in a 1 µm-wavelength radiation [4]. 

The consequences were very important on ion acceleration performance, since the ion beams accel-

erated by ultra-intense, short laser pulses were considerably improved in terms of energy, quantity 

and quality, raising a renewed interest for potential in industry as well as in science. 

The first highly collimated beams with multi-MeV energies [5, 6, 7, 8], produced in 2000, have shown 

remarkable degree of collimation and laminarity, high cutoff energy, short duration, and emission 

along the normal to the rear surface of the irradiated target. These characteristics were interesting 

and complementary compared to what can be obtained in conventional accelerators. Lasers actually 

allow us to generate nowadays dense, high energy and charge neutralized picoseconds ion bunches 

in a much more compact and cheaper device than standard accelerator techniques, but is, up to 

now, still limited to much lower energies. Such ion beams are currently commonly used as pump 

source (e.g. for isochoric heating [8, 9 , 10, 11]) or probe (e.g. for proton radiography [12, 13]) in 

plasma experiments. As an example, it gives scientists the possibility to recreate in laboratory stellar 

matter conditions [14, 15] or to study the fields generated by ultra-short laser beams interacting with 

targets on a picosecond time scale [16, 17].  

Furthermore, many other interesting applications are in view such as using laser-produced ion beam 

as an injector for accelerators [18], or for cancer therapy [19] and ICF [20], but have requirements 

which have not yet been achieved in laboratory. In this context, studies are being conducted to im-

prove the already-known acceleration mechanisms or to propose new acceleration mechanisms ca-

pable of producing ion beams that could be used successfully in future applications like those men-

tioned above.  
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In this chapter, an overview of the existing and demonstrated mechanisms of laser acceleration is 

presented as well as their performances and potentialities. Laser plasma interactions can be broadly 

categorized into either under-dense or over-dense interactions depending on whether or not the 

laser beam can propagate through the plasma (respectively    below     and     above     , where    

is the plasma density and    the critical density with respect to the laser wavelength, its expression is 

given further in Eq. (3.13)). The first part of the chapter deals with the most common and developed 

method of accelerating ions using lasers: the interaction of a short-pulse laser beam with solid-

density targets. The second part is devoted to a very promising, but still young, way of accelerating 

ions using lower-than-solid density targets in which the laser propagates mostly in sub to near-critical 

density plasma (      ).  

III.2 Ion acceleration in solid-density targets 
 

For current laser intensities, the laser cannot directly accelerate ions; indeed their mass does not 

allow them to reach a speed close the laser-light group velocity [21], such that they could interact 

directly with the laser. Note that, although they do not currently exist, very high-intensity lasers (in-

tensity above 1024 W/cm²) are predicted to be able to directly accelerate ions by light pressure [22]. 

In our case, the laser energy is first transferred to the electrons that are accelerated at the beginning 

of the acceleration process. These electrons, called hot or suprathermal, then electrostatically trans-

fer their energy to the ions, accelerating them in turn. 

In the following paragraphs, the basics of relativistic laser-matter interaction are firstly reminded. 

Then, we briefly go through the different mechanisms of electron acceleration in solids, since it plays 

an essential role in the ion accelerating process. Subsequently, the principal mechanisms of ion ac-

celeration are shortly explained. Their characteristics, best performances up to now and potentiali-

ties are presented as well. 

III.2.1 Laser-matter interaction 

 

High-intensity short-pulse lasers generally typically deliver a light pulse with intensities up to a few 

1019 - 1020 W/cm² during around 100 fs to a few ps. It always arrives with a ns pulse of lower intensity 

preceding the main pulse, called pre-pulse. It is generally due to the Amplified Spontaneous Emission 

(ASE) existing in the amplifier stages of the laser chain. Its duration of 0.5 to 5 ns in most cases is 

fixed by the shutter speed of the Pockels cells used in the laser chain. The intensity ratio between the 

main pulse and the ASE is called the contrast (or contrast ratio) of the beam. The ASE irradiates the 

target before the main pulse and heats the electron of the surface, generating a hot pre-plasma. For 
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instance, the high-intensity short laser pulse at ELFIE (LULI) is typically a 350 fs pulse with intensities 

up to 1019 W/cm² on target.  Its temporal profile is plotted in Figure III-1. The contrast is estimated to 

be lower than 10-6, which corresponds to an ASE intensity of around 1013 W/cm².   

 

Figure III-1: Temporal profile of the ELFIE compressed beam obtained using a 3ω autocorrelator, where ω is the laser 

frequency. The intensity is normalized to the maximum intensity of the pulse. The curve corresponds to an ASE contrast 

below 4 x 10
-6

, the noise limit of the measuring device.  

Knowing the plasma formation threshold6 to be around 1011 W/cm² [21], the main pulse is thus al-

ways interacting with a pre-plasma if the laser-contrast is not improved by any additional method. 

The electron density profile in the pre-plasma can be approximated with the following exponential 

law: 

          ( 
 

  
)  (3.1)  

                                                           
 

6
 The breakdown mechanism is due to an electron avalanche ionization caused by the electrostatic field of the 

laser beam. The field threshold is dependent on the laser duration, but can be estimated between 10
6
-10

7
 V/m 

in our case. It corresponds to an intensity of 10
11

 W/cm². 
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where ne is the electron density, ne0 is the electron density in the solid and    is the gradient charac-

teristic length. The origin of the x-axis corresponds to the edge of the solid-density target before 

irradiation. 

The electrons of the target front surface oscillate in the electromagnetic field generated by the laser. 

Their motion is described by the Lorentz equation: 

 
  ⃗

  
   

 

  
(  ⃗ )    ( ⃗⃗   ⃗   ⃗⃗)  (3.2)  

where  ⃗  ⃗          are, respectively,  the momentum, the velocity, the mass and the Lorentz factor 

of the electron, 

 
  

 

√  
  

  

 √  
  

  
   

   
(3.3)  

where c is the light speed. Assuming that the electron oscillation is due to a progressive and planar 

laser-wave, one finds from Eq. (3.2) projected along the direction transverse to the propagation axis 

of the laser [21], 

 
  

   
 

   

     
      (3.4)  

where    is the transverse electron momentum, ω0 the laser frequency and    the amplitude of the 

laser wave. a0 corresponds to the ratio of the classical velocity of the oscillating electron by the light 

speed: 

    
        

 
     √        

   (3.5)  

where     is the laser intensity normalized to 1018 W/cm² and       the laser-wavelength normalized 

to 1 µm. Averaging   over a laser period, one finds, 

  ̅  √  
  

 

 
 (3.6)  

From Eq. (3.5), we observe that the electrons start to be accelerated to near-relativistic speeds, when 

a0 is close to 1. For 1 µm-wavelength lasers, it corresponds to laser intensity around 1018 W/cm². 

At near-relativistic electron velocities, the magnetic term in the Lorentz equation can no longer be 

neglected. The electrons are then not only oscillating transversally, but also drifting along the laser 

propagation axis at speed    [21], 
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   (3.7)  

The interaction between the laser beam and the electrons of the plasma perturbs the electron densi-

ty creating locally small charge separations. The free electron population of the plasma responds by 

collectively oscillating at the electron plasma frequency ωpe [23]:  

     [       ]  √
   

 

    
         √  [  

  ]  (3.8)  

Let us take the advantage of mentioning charge separations in plasma to introduce the electron De-

bye length, the characteristic length over which a charge is screened in a classical plasma at electron-

ic temperature,    [23], 

     [  ]  √
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  [  
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  (3.9)  

It corresponds also to the characteristic distance travelled by the electrons when oscillating at      

      
    

   
  (3.10)  

with the thermal velocity of the electrons in plasma [21], 

      √
    

  
  (3.11)  

When writing the dispersion relation of the laser-wave propagating through the plasma, one finds 

that it cannot propagate if its frequency is lower than     [23]: 

   
      

     
   (3.12)  

where    is the wave-number of the laser wave propagating inside the plasma. Indeed, in such a 

case, the plasma electrons would have time to screen the oscillating field of the laser. This condition 

corresponds to a maximum electron density above which the laser electromagnetic wave cannot 

propagate, the so-called critical density7: 

                                                           
 

7
 For relativistic laser intensities (    ), the electron mass becomes    , which reduces the electron plasma 

frequency to     
    

   

 
 . The critical density is therefore shifted to higher values (   ) allowing the laser to 

penetrate into higher density regions. This effect is known as the self-induced transparency. 
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    (3.13)  

The remaining penetration of the laser through the overdense plasma is just evanescent. It is charac-

terized by its skin depth    [23]: 

   [  ]  
 

   
 √

        

  [  
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   (3.14)  

 

III.2.2 Hot electron heating 

 

Various mechanisms of electron acceleration in a laser field exist. Their relative importance depends 

strongly on  , the intensity of the laser beam, and on the density profile of the plasma it is interacting 

with. 

III.2.2.1 Collisional absorption 

 

For laser beams of intensity below           , the main mechanisms of energy absorption are 

collisional [21]. The collisions between electrons and ions result in a frictional drag of the electron 

motion, introducing a phase shift between the electron flux (or current),  ⃗, and the electric field,  ⃗⃗. 

The average over a cycle of the product,   ⃗   ⃗⃗  , is then no longer null: the energy of the electro-

magnetic wave is dissipated by Joule effect. Physically, a photon is absorbed during the collision be-

tween an electron and an ion. This mechanism is called inverse Bremsstrahlung. The electron-ion 

collision frequency is proportional to     
     [24]. For higher laser intensity (I above 1016 W/cm²), 

although the electron temperature is quickly increasing to hundreds of eV and thus reduces the elec-

tron-ion collision frequency, the speed of the electrons allows them to go deeper inside the plasma 

than the laser skin depth. Therefore the absorption zone expands to higher density regions, and 

hence increases the total energy transferred from the laser to the electrons. It is called anomalous 

skin effect [21]. 

This first type of absorption takes place in the coronal plasma (     ) provided that the electron 

temperature remains low. For intensity higher than 1015 W/cm², the surface temperature of the irra-

diated target rises so fast (the coronal plasma typically reaches a temperature of 400 eV after 10 fs of 

irradiation [21]), that collisions become very quickly ineffective during the interaction. In addition, 

the electrons quiver-velocity, i.e., the oscillating velocity due to the laser field, becomes comparable 

to the thermal velocity, thus reducing the effective collision frequency even further.  
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For short and high-intensity laser beam, the dominant processes are thus collisionless and are due to 

the collective answer of the plasma to the laser-wave. 

III.2.2.2 Resonant absorption 

 

The resonant absorption is a collisionless absorption process that arises at moderate intensity (above 

1015 W/cm²) when the laser makes an angle,  , with the direction of the target normal (i.e., with the 

main plasma density gradient axis denoted   here). This mechanism occurs in the region close to the 

critical density. If one decouples the p-component and s-component of the laser, the dispersion rela-

tion (3.12) becomes [21]: 

 
( )    (      ( ))     

     
 ( ) 

( )    (     ( )   ( ))      
     

 ( ) 
  (3.15)  

The electromagnetic wave cannot propagate for density above       ( ) and is thus reflected be-

fore reaching the critical density. However if the density gradient is steep enough, the evanescent 

electric wave tunnels through the critical surface. Its p-component produces small electron density 

fluctuations along the gradient density axis which are capable of driving up a plasma wave. This 

plasma wave is resonantly pumped by the laser, inducing its amplitude to grow over a few laser peri-

ods. It results in large density fluctuations (see Figure III-2). This amplification is damped and saturat-

ed due to collisions at low intensity, but mostly by non-linear mechanisms such as wave breaking or 

particle trapping  for higher intensities [25]. These mechanisms accelerate electrons carrying with 

them a high kinetic energy inside the target, forming a hot electron population. 

 

Figure III-2: Resonant acceleration mechanism. The laser magnetic field amplitude, B, decreases when getting close to 
the critical density. The resonance between the p-component of the laser beam and the plasma makes the plasma elec-

tric field Ex diverging close to the critical density.  



77 
 

III.2.2.3  ⃗   ⃗⃗⃗ heating 

 

It is the principal mechanism of electron heating in our laser intensity and pre-plasma domain. There-

fore, we dwell upon it more than with the others. The previous collisionless mechanisms were linear, 

i.e., the electrons were answering linearly to the electric field of the laser and the current was collin-

ear to the electric field [23]. At intensities higher than 1017 W/cm², the plasma answer is no longer 

linear, and non-linear terms related to the B-field component of the laser cannot be neglected in the 

equation of motion,  

 
  ⃗

  
   ( ⃗⃗   ⃗   ⃗⃗)  (3.16)  

where  ⃗ is the electron momentum ( ⃗      ⃗),  ⃗⃗ and  ⃗⃗, respectively, the electric and magnetic 

field of the laser. These non-linear effects give rise to the so-called ponderomotive force on which is 

based the so-called   ⃗   ⃗⃗ heating. 

III.2.2.3.1 Ponderomotive force 

 

If we introduce the electromagnetic potential vector  ⃗ in Eq. (3.16)8 , we obtain, 

 
  ⃗

  
 [ ⃗   ⃗⃗⃗] ⃗   (

  ⃗

  
  ⃗  ( ⃗⃗⃗   ⃗))  (3.17)  

We decompose the momentum vector  ⃗ into 2 components of different timescales. The fast compo-

nent,   ⃗⃗⃗⃗⃗, represents the transverse component of the electron momentum, while the slow one,   ⃗⃗ ⃗⃗ , 

represents the electron momentum averaged over a laser period. 
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(3.19)  

                                                           
 

8
 We assume the plasma to be neutralized, thus  ⃗⃗     ⃗   . 
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On fast timescales, one finds the basic solution of an electron oscillating in a planar laser wave. We 

use Eq. (3.18) to remove  ⃗ in Eq. (3.19). After averaging over a laser period and simplifications9, one 

gets,  

 
   ⃗⃗ ⃗⃗

  
  

 ⃗⃗⃗|  |
 

    
   (3.20)  

Averaging the Lorentz factor over the laser period   , one finds, 

  ⃗⃗⃗ ̅   ⃗⃗⃗ (√  
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  (3.21)  

Using (3.20) and (3.21), we finally obtain the expression of the ponderomotive force,   
⃗⃗⃗⃗⃗: 

   ⃗⃗ ⃗⃗  
   ⃗⃗ ⃗⃗

  
     

  ⃗⃗⃗ ̅  (3.22)  

The ponderomotive force derives from a ponderomotive potential       
⃗⃗⃗⃗⃗    ⃗⃗⃗  , expressed as10: 

    ( ̅   )    (3.23)  

Using (3.4) and assuming the electrons to be nonrelativistic ( 
  

 

 
  ), the expression of the pon-

deromotive force and potential can also be written as a function of the laser intensity, I: 

   ⃗⃗ ⃗⃗   
 

    
 ⃗⃗⃗   (3.24)  

    
 

    
  (3.25)  

It should be noted that the same calculation can be performed for the ions. However, since the pon-

deromotive force is inversely proportional to the mass, the ion motion is negligible on electron time-

scales (see the classical expression of the ponderomotive force in Eq. (3.26)). More details regarding 

the ponderomotive force can be found in Ref. [26, 27]. 

At first sight, the principal effect of the ponderomotive force is to eject the electrons from the areas 

of high intensity. Indeed, a focused laser beam is associated to a radial intensity gradient directed 

toward the center of the beam as illustrated in Figure III-3 . The electrons are thus radially drifting 

away from the center of the focused beam.  

                                                           
 

9
 Assuming that the slow term is negligible compared to the fast one, we keep only the slow terms of the low-

est order. 
10

 The constant of the potential is chosen so that the potential is zero when the particle is at rest (   ). 
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Figure III-3: The ponderomotive force drives away the electrons from the high-intensity zone. 

III.2.2.3.2 Electron heating 

 

For high laser-intensity and steep plasma density gradients, the ponderomotive force can also accel-

erate electrons inside the target [28]. Indeed, the laser-field amplitude results in an intensity gradient 

along the propagation axis and thus, generates a ponderomotive force in this direction. To illustrate 

the physics of the mechanism, let us look at an example. For a planar and linearly-polarized laser-

wave oscillating at ω0, propagating along the x-axis with an intensity gradient, the expression of the 

longitudinal component of the non-linear forces acting on the electron motion in the nonrelativistic 

case is given by [28], 

    
⃗⃗ ⃗⃗ ⃗⃗ ⃗   

  

     

 | ( )| 

  
(     (    ))  ⃗  (3.26)  

When averaging Eq. (3.26) over a laser period, one finds back the expression of the ponderomotive 

force calculated before in Eq. (3.24). The fast component can be viewed as the effect of an electro-

static wave   
⃗⃗ ⃗⃗⃗, oscillating along the propagation axis at 2ω0, 

   
⃗⃗ ⃗⃗⃗  
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   (    )  ⃗  (3.27)  

This fast component is responsible of heating the plasma. Although the oscillating component of the 

electron motion is not coming directly from the laser, its effect is very analogous to the vacuum heat-

ing. The electrons are accelerated backward, and then reinjected inward the target. Some of them 

escape the electrostatic field continuing their travel inside the target. This process, called  ⃗   ⃗⃗⃗ heat-

ing, generates twice a laser period hot electron bunches with a Maxwellian energy distribution [28]. 

The temperature of the hot electron distribution (or the electron average energy) follows the pon-
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deromotive potential associated with the pure transverse motion and can be estimated by the fol-

lowing expression [29]: 

 

      [   ]     
 (√    

   )

    (√  
        

 

    
  )  

(3.28)  

The temperature is shown to depend only on the product of the intensity by the square of the wave-

length, called the laser irradiance usually noted    
 . 

Various diagnostics and methods have been developed to experimentally measure the hot electron 

distribution and retrieve the hot electron temperature [30]. One way is based on the measurement 

of the X-ray Bremsstrahlung emission induced by the hot electrons. It consists in comparing the ex-

perimental X-ray spectrum with the one obtained by numerical computations for different electron 

temperature. Using this method, and varying the laser intensity from 1017 to 1019 W/cm², Beg et al. 

found an empirical law [31] which significantly differs from Eq. (3.28) (see Figure III-4): 

       [   ]     (        
 )

   
  (3.29)  

As pointed out in Ref. [33], the Bremsstrahlung emission is only sensitive to electrons between 300 

keV à 2 MeV and the higher energy part of the distribution is unknown. Note that on a recent study 

[30], electron temperatures inferred from measurements of 4 different diagnostics, i.e., spectrome-

try of electrons, spectrometry of protons and optical probing of these beams expanding into vacuum, 

have shown to be also in agreement with Beg’s law (see Figure III-4). Moreover, A theoretical model 

recently developed by Haines [32] supports Beg’s scaling (see Figure III-4). The difference between 

Wilks’ and Haines’ models relies on the fact that Haines’ electrons experience only a fraction of the 

acceleration induced during a laser-light period before being moving beyond the laser light’s pene-

tration region. The new scaling found by Haines is then: 
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    (√     √        
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(3.30)  
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Figure III-4 : Comparison of different models of the electron average energy, as a function of the laser intensity with 
experimental results found in Refs. [30, 33]. 

Considering the experimental laser conditions encountered during the present thesis and the differ-

ent scalings proposed, the hot electron temperature is estimated to range between a few hundreds 

keV to a few MeV. 

Note that the expressions (3.28), (3.29) and (3.30) cannot be used for long plasma density gradients 

(      , recalling    is the characteristic length of the density gradient). In such a case, the laser 

beam interacts with the under-dense plasma and triggers other non-linear mechanisms of absorption 

such as forward and backward Raman scattering that are not discussed here (see [3] and references 

therein).  

III.2.2.4 Vacuum heating 

 

This last mechanism concerns only very-contrast laser which generates very steep plasma density 

gradients at the front surface of the irradiated target due to their low intensity pre-pulse. Such plas-

mas are too steep for plasma waves to grow; hence, heating mechanisms based on them such as 

resonant absorption can no longer work [21]. However, the electrons located near the edge of the 

plasma density step between the target and the vacuum are directly exposed to the evanescent laser 

field. Instead of resonating, the electrons are dragged out into the vacuum well beyond the plasma 

Debye length by the p-component of the field.  As the field reversed, they are injected back into the 

dense plasma with a high velocity. Since the laser has a short skin depth, the electrons continue their 

travel, penetrating deeper inside the overdense plasma without being slowed down by the reversing 
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field of the laser wave. They eventually lose their energy further by collision or any other mecha-

nisms. This particular heating, called Brunel mechanism [34] or vacuum heating, is dominant for 

plasmas with     below 10 % of the laser wavelength,    [21]. 

III.2.3 Ion acceleration mechanisms 

 

The ions are too heavy to be directly accelerated by the laser light, their charge-to-mass ratio being 

more than 1836 times lower than the electron one. Therefore, ions cannot follow the field oscilla-

tions. This prevents them from being subject to any of the above mechanisms. However, they are 

affected by the collective motion of the hot electrons accelerated by the laser and by the charge 

separation it induces. The different mechanisms presented after describe how hot electron energy is 

transferred to ions. 

III.2.3.1 Sweeping acceleration 

 

As mentioned in the previous paragraph, when a high-intensity laser pulse irradiates a solid-density 

target, the laser pulse propagates up to the relativistic critical density. In the focused zone, the pon-

deromotive force sweeps electrons and pushes them inward the target, creating a space charge sep-

aration (see Figure III-5). 

 

Figure III-5: Sweeping acceleration mechanism. EL is the magnitude of the laser field and EX the magnitude of the electro-

static field inside the plasma. 
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The sweeping length is of the order of the Debye length and the number of electrons is determined 

by the balance between the ponderomotive and the electrostatic potential induced by the swept 

electrons [35]. The strong electrostatic field induced in proximity of the critical front surface acceler-

ates (sweeping acceleration) the ions (mass   ) to a maximum velocity of: 

            (√
   

  
(  

        
 

    
)   )  (3.31)  

In addition, the laser-light continuously pushes the surface by its pressure and the interface is moving 

during the sweeping process at the velocity [29] (see Figure III-5): 
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   (3.32)  

where    is the electron density of the recessing surface, Q the ion charge state,    the critical densi-

ty and R the reflection coefficient of the laser beam. 

The ions are therefore accelerated in a moving frame, which gives a maximum velocity for the ions,  

                          (3.33)  

Using a more comprehensive approach on the sweeping process, Ref. [35] finds a maximum velocity, 

                              (3.34)  

For laser intensities typically above 1022 W/cm², the ion front surface velocity is predicted to exceed 

the ion sound velocity, 

    √              (3.35)  

Consequently, a shock wave would build up and, according to simulations, ions of higher energy 

would be generated, reaching twice the shock speed [36,37]. However such laser intensity has not 

been reached yet, so this last mechanism has never been measured and confirmed. 
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III.2.3.2 Target normal sheath amplification - Plasma expansion mechanism 

III.2.3.2.1 Forward 

III.2.3.2.1.1 Acceleration mechanism 

 

The Target Normal Sheath Acceleration (TNSA) mechanism is currently the most efficient ion acceler-

ation mechanism in terms of generating the most energetic and highest ions flux, and so has been 

theoretically and experimentally studied through many aspects. 

At the opposite of the sweeping acceleration, the TNSA [38,39] is based on the expansion of the 

plasma at the target surface and accelerates ions from the target surfaces into vacuum. It takes place 

on both surfaces, but it is more efficient in terms of maximum ion energy if the surface has a sharp 

interface with vacuum, hence it is generally more efficient at the rear side of the irradiated target (at 

the opposite of the surface interacting with the laser). Note that for strong laser pre-pulse, the rela-

tively hot pre-plasma generated on the front side of the target expands into vacuum, sending a shock 

wave through the target that heats the rear surface which loses its sharpness before the acceleration 

occurs, reducing its efficiency. 

Mainly due to  ⃗   ⃗⃗⃗ heating, hot electrons are accelerated forward inside the target, with relativistic 

energy. At such energies, the hot electron population is slowed down a little inside the target. Indeed 

the hot electrons are much faster than the cold electrons of the target, and are consequently inter-

acting weakly with them. Hence, the fast electrons reach the rear surface of the target almost with-

out losing energy. This approximation works only if the mean free path of the hot electrons is much 

larger than the target thickness. In laser-produced ion beam experiments, the irradiated gold target 

is typically micrometric thick, while the hot electron temperature is around 1 MeV with a mean free 

path close to 0.4 mm [40]. 

Whereas inside the target the electron beam is neutralized by the medium, outside the target, the 

ions cannot follow the light electrons. While the first and fastest electrons escape the target, setting 

up a strong electrostatic sheath field, most of the hot electrons are retained by the strong field, 

forming a non-neutralized electron cloud over a Debye length (the maximum distance the plasma 

can support a charge separation). Assuming that the hot electron density        follows the Boltz-

mann equilibrium, 

                  (
  

        
)   (3.36)  
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where         is the hot electron density of the unperturbed plasma and   is the electrostatic poten-

tial, the initial electrostatic field amplitude,      , at the interface can be calculated as [38], 

       
        

   
√

 

    ( )
  √               (3.37)  

This strong electrostatic field, typically of a few TV/m, (1) ionizes the outermost atom layers of the 

target rear surface by barrier suppression [41]11 and (2) accelerates them normally to the rear sur-

face. Physically, the electrons transfer their energy to the ions through the electrostatic field they 

generate. During the irradiation, the hot electron temperature is maintained by the laser which 

launches continuously hot electrons bunches into the plasma. The accelerated ions are locally neu-

tralized by electrons. The induced electron rarefaction inside the target creates a positive layer at the 

target surface. One can distinguish three regions (Figure III-6): 

1. at the front, a negative structure formed by the interface between the ion front and the hot 

electron Debye sheath, where the electrostatic field peaks, 

2. a quasi-neutral layer where the electrostatic field is quasi-uniform, 

3. a positive sheet located at the beginning of the expansion, where the electrostatic field is in-

creasing linearly. 

 

Figure III-6: Ion and hot/cold electron densities, respectively,                       of the expanding plasma at the rear 

surface of the irradiated target (extracted from ref. [38]). 

When the laser stops feeding the hot electron sheath, the regime passes from isothermal to adia-

batic. The hot electrons continue to transfer their energy to the ions but their temperature decreas-

                                                           
 

11
 The hot electrons can also directly ionize the atom when passing through the target. This process is negligible 

for short pulse laser (ps) interaction, but becomes predominant for ns pulses. 
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es. As a consequence, the electrostatic field decreases until ions and electrons reach equilibration, 

ending the acceleration process. Finally, it ends up with a dense ion bunch of short duration (of the 

order of a few ps), charge-neutralized by co-moving electrons [42]. 

III.2.3.2.1.2 Ion beam spectrum 

 

The plasma expansion mechanism has been studied using two different 1D models: one isothermal, 

working at the early times of the process [38], the other adiabatic to model the plasma after the laser 

irradiation [43]. In these hydrodynamic models, the cold electrons, hot electrons (those accelerated 

by the laser) and ions are distinguished. The electron inertia is neglected, i.e., their density follows 

the Boltzmann equilibrium and keeps a Maxwellian distribution. The populations are only interacting 

through electrostatic forces. Those models consist in studying the collision-less expansion of the 

plasma into vacuum. They have been shown to be in good agreement with experimental results [44]. 

According to those models, the final ion spectrum is a semi-Maxwellian distribution, 
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)  (3.38)  

where cs is the sound velocity of the hot electrons plasma with a given         the temperature of the 

hot electrons at the beginning of the acceleration,  , the ion charge, ni0, the ion density of the 

unperturbed target. While in the adiabatic model, no formula exists for the energy cut-off, the iso-

thermal model gives, 

                  (  √    )  (3.39)  

where τ is the normalized time of        the ion acceleration duration, 

 
  

   

√    ( )
      (3.40)  

where     is the ion plasma frequency in the sheath.      depends on the duration of the laser pulse. 

It has been estimated from experimental results to [45], 

       (           )  (3.41)  

where           ,        is the laser pulse duration, and   varies linearly from 3 at the intensity 

2×1018 W/cm² to 1.3 at 3×1019 W/cm² and stays constant at 1.3 for higher intensities. 

Spectra obtained in experiment usually do not follow perfectly the semi-Maxwellian predictions. 

Indeed a typical spectrum displays two, sometimes three, hot electron temperatures, those tempera-
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tures increasing with ion energy [46]. One can easily identify them by measuring the different slopes 

of the ion spectrum using a Thomson parabola (TP) (see  ): 
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(3.42)  

where K1, K2 and K3 are three constants.  

 

Figure III-7: Typical proton spectrum obtained using a TP and measured on the ELFIE laser during the October 2011 exper-
imental campaign. The target was 10 µm thick Au and the 1 µm-wavelength laser intensity was approximately 3×10

19
 

W/cm². 

While the slope of the distribution is determined by the hot electron temperature(s), it has been 

shown that the energy cut-off is mainly proportional to the irradiance, Iλ0², of the laser interacting 

with the solid-density planar target (see Figure III-8). Note the different trend in ion maximum energy 

for ultrashort laser (below 150 fs) and short laser pulse (above 150 fs). It should be mentioned that 

other models and scaling laws have also been developed in order to reproduce experimental spectra 

and maximum (cut-off) energy (see references included in [44]). 
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Figure III-8: Measured maximum ion energy plotted as a function of laser irradiance. Red squares and blue circles repre-
sent, respectively, the maximum ion energy measured during experiments using short and ultra-short laser pulse (data 

are extracted from Ref. [44, 45]). 

III.2.3.2.1.3 Ion beam angular characteristics 

 

Other characteristics of the ion beam generated by TNSA are their good directionality and laminarity. 

While the ion energy is dependent on the electrostatic field, the axis of proton emission depends on 

the geometry of the sheath field related to the hot electron spatial distribution. 

The hot electrons accelerated at the front surface are little interacting with thin targets when passing 

through. Consequently, their divergence is equal to the one induced by the accelerating mechanism. 

It has been demonstrated that this divergence increases with the plasma gradient length [32, 33] and 

the laser intensity [47]. Nevertheless, in the case of small pre-plasma, the divergence is mainly due to 

the ponderomotive force transverse component [48]. The divergence angle is then comprised be-

tween 40° to 60° according to the electron energy, the value decreasing with the electron energy. 

When leaving the target, the electrons form an electron sheath at the solid-vacuum interface. Its 

spread depends on the hot electron divergence and the target thickness. The electron sheath exhib-

its a bell-shape due to the combination of the lateral spreading of the hot electrons and of the elec-

tron refluxing (see Figure III-9). Thus, electrons are concentrated along the principal propagation axis 

of the electrons [49].   

Ions are accelerated normally to the isopotential and so follow the curvature of the bell shaped elec-

tron sheath (see Figure III-9). As a consequence, the ion beams accelerated by TNSA have a small 
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divergence: the ions are emitted normally to the target rear surface in a half-cone angle of 15°-20°, 

the angle decreasing with the ion energy [8]. The geometry of the sheath field explains as well the 

ion beam very good laminarity (the trajectories of the ions do not cross or overlap) [50]. 

 

Figure III-9 : Illustration of the electron sheath at the target rear surface. The trajectory of 3 electrons injected inside the 
target at 3 different angles. One can see that, due to refluxing, electrons injected with a small angle compared to the 

target normal axis stay in the proximity of the center (with respect to the laser irradiation), while those injected with a 
big angle spread on a large surface. The electron density is therefore the highest in the center of the target. Due to the 

bell-shape of the electron sheath, it is also the region of the best directionality. 

III.2.3.2.2 Backward  

 

The same process appears at the front side of the irradiated foil. Indeed, hot electrons are accelerat-

ed backward due to the reflected laser light interacting with the plasma gradient and the hot elec-

trons accelerated forward inside the target are partly reflected by the strong sheath field at the rear 

side of the target and come back to the front side. The front surface can then experience the same 

expansion mechanism. However, contrary to the forward acceleration for which the acceleration 

takes place from an unperturbed and planar surface (if the target is thick enough to prevent the 

shock wave induced by the pre-pulse to reach the rear surface before ion acceleration occurs), the 

front surface is irradiated by the laser. The laser pre-pulse can perturb the front surface before the 

arrival of the main laser pulse. Therefore, the front plasma expands before the arrival of the hot elec-

trons. The electrostatic field is no longer proportional to      , but to the inverse of the characteris-

tic length of the plasma gradient      (recalling     is the) [51], which reduces the energy cut-off 

[52]. Furthermore non uniformities in the laser intensity spatial profile tend to degrade the bell-
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shape of the expanding plasma and so worsen the laminarity of the accelerated ion beam. These 

problems are resolved when the contrast of the laser beam is high (above 10-10). The pre-pulse is 

then too weak to significantly perturb the front surface. In such a case, the backward ion beam is 

improved, but does not reach the quality level of the forward one [35]. It has also been shown that 

for thin enough targets (i.e., thin enough targets with respect to the electron mean free path), the 

hot electrons build up the same electrostatic field on both side of the irradiated target. The backward 

and forward ions are then almost identical [53]. This interesting characteristic has been used in chap-

ter IV (see section 171). 

III.2.3.2.3 Multi-charged and multi-species ion beams accelerated by TNSA 

 

During this thesis, the problem of accelerating efficiently multi-charged ions, not only protons, was 

important. Since the main acceleration mechanism used during this thesis is the TNSA, we focus on 

it. Note that what is written on TNSA may apply to other mechanisms as well, since most of the ac-

celeration mechanisms presented here take place at the target surface.   

The accelerated ions originate from the atoms located on the foil surface, but, above all, from the 

contaminant always present on target surfaces, such as hydrocarbon or water vapor [3,54]. If the 

laser pulse is short (ps, fs), the main ionization process at the target rear side is the so-called tunnel 

ionization [41]. The electrostatic field created by the charge separation is high enough to be able to 

lower the potential barrier that maintains the electrons in orbit around the nucleus [55, 56]. The 

electrons have then a non-zero probability to get over it (see Figure III-10). If the electrostatic field is 

strong enough, the potential barrier could be completely canceled and the bound electron is ejected: 

this is called ionization by barrier suppression [57, 58]. Assuming the atomic potential to be the Cou-

lomb potential, the potential balanced by an electric field,    gives a resulting potential, 

  ( )   
   

     
      (3.43)  

where Z is the charge of the nucleus, r the distance from the nucleus. One can estimate when the 

maximum of the potential is reached by solving  
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    √
  

     
  (3.44)  

The maximum of the atomic potential when not interacting with an electric field is equal to the ioni-

zation potential,   , 
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  (3.45)  

The barrier is cancelled if and if only   (  )           , which gives,     , the electric field 

threshold, 

       
    

   
  

   (3.46)  

It should be noted that in the case of longer pulses (ns), the ionization due to collisions with hot elec-

trons has to be taken into account as well.   

 

Figure III-10: Schematic picture of tunneling ionization by a strong external laser electric field, E. 

While the outermost layers of the target experience a high electrostatic field, the deeper ones are 

screened by the ionized surface layers and are seeing an electrostatic field quickly dropping with the 

distance from the layer to the surface [59]. As a consequence, the highest charge of the different 

accelerated ions increases with the electrostatic field. The threshold for the minimum field strength 

needed for the ionization of the kth ionic state can be estimated using (3.43), 

    
  

     

   
   (3.47)  

where Uk is the ionizing potential of the kth ionic charge state and Z, the atomic number of the nuclei. 

According to this estimation, a laser-beam irradiating an aluminum target and generating a sheath 

field of 2 TV/m  can generate e.g., protons, carbon ions up to C4+, oxygen ions O6+ and aluminum ions 

up to Al6+ with   , respectively, of approximately 0.18 (  ( )         ), 1.7 (  ( )          ) 

and 1.9 (  (  )          ) TV/m [60]. The acceleration process has an impact on the output spec-

tra as well. Indeed the velocity increase during the acceleration process is proportional to the ion 

charge (  ) to mass (  ) ratio:  
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where  ⃗⃗ is the electrostatic sheath field. The accelerated protons, i.e., the ions with the highest 

charge-to-mass ratio, followed by the other light contaminants are located at the ion front. They 

experience the highest electrostatic field and shield the heavier and slower ions. Therefore the hot 

electrons are transferring preferentially their energy to the lightest and most ionized particles. The 

results is an ion bunch composed of a Maxwellian spectrum for each accelerated ions with a number 

of particle and a maximum energy decreasing with the charge-to-mass ratio. It should be mentioned 

that the accelerated ions can also be ionized or may capture some electrons during the expansion 

phase when propagating in the near-critical plasma. This effect is discussed in chapter IV (see section 

IV.2.4.6). 

To obtain a greater proportion of heavier ions, one can remove the contaminants of the surface layer 

by heating it prior to the main pulse irradiation using a CW laser [61] or by Ohmic heating [62] (with-

out damaging to much the target planarity). A temperature above 1000°C is needed to remove all of 

the contaminants [3], but a temperature of 300-400°C is enough to considerably reduce the hydro-

carbon contamination [61]. 

III.2.3.3 Radiation pressure acceleration mechanism 

 

Radiation pressure acceleration (RPA) is the acceleration of ions at a surface irradiated by intense 

light, where the accelerating force is determined by the radiation pressure of the irradiating light. 

This principle of the mechanism is very close to the sweeping mechanism. The only difference lies in 

the target size. Indeed the RPA requires the target thickness to be below the laser skin depth. 

Like in the sweeping mechanism, the electrons are quickly accelerated to relativistic speed by the 

laser field and piled up in front of the laser pulse. They leave behind a charge depletion layer, giving 

rise to an electrostatic field back holding them and in turn accelerating the ions. In the case of very 

thin targets, the electrons are ejected from the target and transfer most of their energy to the ions. 

Since the target is very thin, all of the ions are experiencing an electrostatic field and are accelerated 

to the same velocity forming a quasi-monoenergetic ion layer [63]: the accelerated foil, which con-

sists of the electron and the ion layers, can be regarded as a relativistic plasma mirror co-propagating 

with the laser pulse [22]. In fact, the laser continuously pushes the electron layer, which in turn ac-

celerates the ions through the charge separation field. This very efficient process allows laser-to-ions 

high energy conversion and leads to the generation of a mono-energetic ion bunch. Particle in cell 

(PIC) simulations [22, 64] have shown that at intensities above 5×1021 W/cm2, RPA starts to dominate 
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over TNSA, and that at intensities above 1023 W/cm2 and using thin foil targets, an efficient genera-

tion of GeV ions and a linear scaling of ion energy with the pulse energy may be obtained. 

Although this very interesting mechanism has been recently pointed out experimentally [65, 66], it 

remains very challenging: 

 a high electron temperature may perturb the mechanism. In such a case, the electrons 

significantly spread in energy and the electron density is considerably reduced where 

the laser is interacting. In addition the acceleration by the sheath field of the expand-

ing electrons (TNSA) becomes predominant. This issue can be overcome by using a cir-

cularly polarized laser so that the heating component of the ponderomotive force is 

cancelled [67]. 

 very thin target may be damaged/destroyed by the laser pre-pulse before the main 

pulse arrives. A contrast of less than 1010 at 10ps before the main pulse is required 

[68].  

 transverse Rayleigh-Taylor like instability grows on the foil causing spectral broadening 

of the ion beam and the accelerated foil to break [67]. To prevent such instabilities, a 

short rise time is required. 

 lasers of intensity close to several 1021 W/cm² exist, but nowadays suffer a very low 

contrast. 

III.2.4 Main results and issues toward applications 

 

Exceptional properties have been observed for ion beams accelerated from planar targets such as 

high brightness, high spectral cut-off, high directionality, low emittance, and short duration ( a few ps 

at the source) [69]. These characteristics have already been used successfully in fundamental re-

search experiments to generate warm dense matter as explained in chapter I or to measure the tem-

poral evolution of high fields present in low-density plasmas with a precision of a few ps in time and 

a few µm in space, through the so-called proton radiography technique [70, 71]. Furthermore, many 

other interesting applications are in view such as in the medical field [72, 73, 74], nuclear physics [75, 

76], accelerators [77], astrophysics [14] and in ICF experiments [78], but have requirements which 

have not yet been achieved in laboratory. Those can be summarized by the following points: (i) high-

er energy, (ii) enhanced control of the spectrum width, (iii) higher number and (iv) enhanced stability 

and repetition rate.  

In this context, many studies have been conducted to improve our understanding of the acceleration 

mechanisms and thus control the properties of the emitted ion beam. Since the hot electrons are 
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essential in the ion accelerating process, the principal way to enhance laser-generated ion beams is 

to play on the hot electrons characteristics. One recalls that the initial electrostatic field in TNSA is 

proportional to  √            . The hot electron density and temperature can be enhanced by chang-

ing the laser parameters, or by modifying the irradiated target properties. 

Studies about the influence of different interaction parameters have demonstrated that the maxi-

mum energy of laser-generated ions, Emax is strongly dependent on the laser intensity [27]. For short 

pulse longer than 300 fs, Emax is proportional to the square root of the intensity, while for shorter 

pulse the dependence is linear, those dependences following the one of the hot electron tempera-

ture with the laser intensity [31]. The highest energy cut-off has been obtained using a PW (1015 W) 

short pulse laser with energy up to 60-67.5 MeV [8, 79], but with a very low number of ions at that 

energy (      protons/MeV). The pulse duration also plays an important role in so far as it in-

creases the acceleration duration and thus the final energy cut-off. This can also be viewed as an 

increase of the laser energy deposited in the foil. Finally, as mentioned previously, the laser contrast 

also plays a role in the sense that a too intense ASE can damage thin targets and thus reduce dramat-

ically the acceleration. 

The design of the target interacting with the high-intensity short pulse has shown to have a signifi-

cant impact on the generated ion beam as well. 

Since the ion beam has a too large envelope divergence [8], a way to increase the proton flux is to 

focus the beam. It can be done by using curved targets in a hemispherical shape [9,80]. Indeed the 

plasma expansion follows the target shape and thus the electrostatic field induced by the hot elec-

trons is directed toward the hemisphere focal point. Therefore the protons converge in a ballistic 

mode at the center of the sphere to a few tens of micron spot, increasing the flux by almost a factor 

of magnitude. However, it has been recently shown that filamentation occurs during the focusing. 

This could potentially limit the focalization and degrade the low emittance of the ion beam [81].  

The proton divergence can also be enhanced by guiding and collimating the hot electron upstream. 

Proton beam generated using flat cone target composed of a cone target with a small and flat foil at 

the tip have shown maximum energies 1.3 times in excess of flat-foil targets [82]. The cone target 

indeed concentrates hot electrons at its tip, leading to a better collimation of the hot electrons, but 

also a higher flux [5], and thus improves the ion acceleration. Nevertheless those interesting results 

have shown to be significantly sensitive to the laser contrast ratio [83]. 

Increasing the electron flux can also be managed by reducing the target thickness [84]. Using a thin 

target reduces indeed the longitudinal and transverse dilution of the electrons passing through, 
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hence increases the hot electron density at the surface [13]. Finally, a huge proportion of the hot 

electrons (more than 90%) emerging from the rear side does not escape the target, but is thrown 

back inside the foil by the high electrostatic field located at the surface. This phenomenon is called 

electron recirculation. It allows the superposition of electrons accelerated at different times and thus 

increases the amplitude of the electrostatic field and the proton energy. A thin target allows the re-

circulating electrons to do several back-and-forth between the front and the rear surface of the irra-

diated target, increasing the effect of electron superposition. The thinner the target is, the more 

important the recirculation effect. Nevertheless, as already explained with RPA, very thin targets may 

be damaged by the laser pre-pulse (ASE pedestal) before the main pulse arrives. 

Although the hot electrons are principally accelerated in the longitudinal direction, the transverse 

component of their velocity induces a noticeable transport of the hot electrons in the target trans-

verse dimension over hundreds of µm [85]. In the case of very thin targets, this transverse dilution is 

increased by the recirculation. It can be counteracted by using Reduced Mass Targets (RMS) [86]. 

Besides being thin, those targets have a limited size in the transverse direction. Consequently the 

transverse dilution of the recirculating electrons is limited. The electron density is increased, 

strengthening the electrostatic field. In addition, the confinement of the hot electrons extends the 

acceleration duration. 

The last target parameter on which one can play is the target composition. Metallic targets yield 

higher maximum proton energy. This is related to the dependence of the fast electron transport 

through solid-density matter on the initial conductivity of the material [87]. A double layer target has 

been proposed to generate both mono-energetic and higher energy ion beams [88]. It consists on a 

high-Z substrate with very thin coating of low-Z atoms. The high Z substrate actually interacts with 

the laser and controls the electrostatic field strength: the number of low-Z ions in the second layer is 

so low that it does not have any significant effect on the electrostatic field. The light ions, which have 

a higher charge-to-mass ratio, are accelerated much more efficiently than the heavy ions. The low Z 

atomic layer is therefore completely expelled from the substrate by the electrostatic field, forming a 

quasi mono-energetic ion beam. This type of target has been used successfully in ref. [62], but the 

ions of the mono-energetic beam were low in number (around 109 /MeV/sr) and in energy (3 MeV/u) 

to be used in any application. 

To conclude, despite all of the research on target design, using laser-generated ion beams for any of 

the practical applications mentioned before is still not possible. The key points remain the laser in-

tensity, energy and contrast. Building higher repetition rate, higher intensity and more energetic 

laser facilities is limited by the technology and the price [89]. Furthermore, the best existing high-
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intensity short pulse lasers are still currently considered as prototypes. This affects their performanc-

es and stability. In addition, the compactness of the laser, which is one their best qualities, would be 

lost by increasing the size of the laser in the proportions anticipated for the future facilities delivering 

higher energy and intensity laser. One way to bypass this technology issue would be to increase the 

laser-to-ion conversion efficiency (currently around 1-7 % [27]) [89]. This is actually the objective of 

the research conducted about lower-than-solid density targets developed in the next part. 

III.3 Ion acceleration in lower-than-solid density targets 
 

It was recently shown that a promising way to accelerate ions forward to high energies and in a col-

limated beam is to use sub- or near-critical density targets (electron density below or close to   ) 

instead of solid ones [68, 90, 91, 92, 93]. Despite the low performance in terms of energy and num-

ber of particles measured up to now, under-dense targets have a great potential: the energy conver-

sion from the laser to the near-critical density target is much more important than with a solid target 

[94]. The laser transfers most efficiently its energy to the electrons in near-critical density plasmas, 

through plasma wave generation (e.g. parametric instabilities) and resonant absorption before being 

reflected at the critical density. Comparatively, when interacting with a solid target, a laser interacts 

little with the very thin near-critical plasma region located at the target surface and most of its ener-

gy is reflected there. On the contrary, in a near-critical density target, the laser passes through the 

whole target and transfers efficiently most of its energy to the plasma. As a consequence, in the 

scope of any applications mentioned above, less energetic lasers are needed. Less energetic lasers 

means also a shorter cooling-off time for the laser amplifiers, thus a higher repetition rate. In the 

case of gas jet targets, the density and the material of the target can be easily adjusted according to 

the request. In addition, the alignment process is also considerably reduced and the time between 

two shots is no longer determined by the time required to change from one target to another. Finally 

the mechanisms of acceleration have shown to be less susceptible to the laser pre-pulse and obvi-

ously to the problem of target surface contamination that prevents single-species ion-beam accelera-

tion when using solid-density targets. However, from the experimental point of view, it remains diffi-

cult to operate over or close to the critical density. The pulse can undergo severe propagation insta-

bilities [95 and references therein] and loses energy through inverse Bremsstrahlung absorption, 

ionization, and plasma scattering instabilities. 

Our experimental study about ion acceleration in lower-than-solid density targets concerns the in-

teraction of a short-pulse-laser with two very different target conditions. The first section is devoted 

to the interaction with an under-dense (     ) gas jet target in which ions are accelerated radially 
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with respect to the laser propagation axis by Coulomb explosion. The second section is dedicated to a 

very promising longitudinal ion acceleration mechanism that is predicted to occur in near–critical 

density target with a smooth density gradient. In order to study this collisionless shock acceleration 

mechanism, we performed an experiment in which the short pulse laser interacts with an exploded 

foil reproducing the conditions required for this mechanism to occur. 

III.3.1 Ion acceleration in a subcritical density gas jet target 

 

Our experimental study deals with a 1 µm-wavelength high-intensity (intensity of several 1018 

W/cm²) short-pulse laser irradiating helium gas jet targets of density from 1 to 20 % of the critical 

density (once ionized). Our objective is to estimate the potentialities of such a set-up to produce two 

similar high energetic ion beams. After explaining the theory about the principal ion acceleration 

process that occurs with such target and laser conditions, i.e., the Coulomb explosion acceleration 

mechanism, its main characteristics are underlined. Subsequently, we describe the experiment we 

performed at the Lawrence Livermore National Laboratory (LLNL) and present the results we ob-

tained. We pay a specific attention to the rotational symmetry (around the laser propagating axis) 

exhibited by the ion beam generated through the Coulomb explosion acceleration mechanism. Final-

ly, we discuss the potentiality offered by this interesting characteristic in the scope of experiments 

aimed at studying the stopping power and more particularly regarding the one presented in chapter 

IV (see section IV.2.5).  

III.3.1.1 Theory  

III.3.1.1.1 Ionization  

 

Let us first look at how the irradiated gas becomes a plasma, i.e., the ionization process of the gas. 

When a high-intensity laser pulse interacts with a gas, the gas response depends strongly on the in-

tensity of the laser beam. An electron can be ejected from an atom if it receives a large enough ener-

gy to be stripped off from its bound state to a free continuum state.  

 It can do this by absorbing a single photon of high energy, hν, (i.e., high frequency, ν). This 

process is called the photoelectric effect (see Figure III-11a). For a 1 µm-wavelength laser, 

this effect is very limited since the energy of the photons is relatively low, around 1 eV. Recall 

that e.g., the binding energy of the electron in hydrogen is 13.6 eV.  

 Another possibility is multi-photon ionization [55]. If the photon density, i.e., light intensity, 

is high enough, an electron can simultaneously absorb several low frequency photons to 



98 
 

overpass its binding energy (see Figure III-11b). The ionization rate depends strongly on the 

light intensity and this process becomes noticeable for laser intensity above 1010 W/cm2 [96].  

 

Figure III-11 Schematic pictures of the photoelectric effects (a) and multi-photoionization by N photons (b) 

 When the laser field becomes strong enough to disturb the Coulomb field created by the nu-

cleus and felt by the electron, the electrons can be ionized by barrier suppression ionization 

[55] (see section III.2.3.2.3).  

 

One can estimate the rate of the latest ionization process using the Ammosov–Delone–Krainov (ADK) 

model [41, 56]: 
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(3.49)  

where E is the ionizing field, Eat, the atomic unit of electric field (0.51 TV/m),  , the charge of the 

created ion and        √     ,    and    being the ionization potentials of respectively the 

ionized species and hydrogen.  

For example, the ionization rates for helium can be estimated for different laser intensities using the 

ionization potentials of the electron which are respectively 24.59 eV and 54.42 eV [60] and are ex-

posed in Erreur ! Source du renvoi introuvable.. 
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Light intensity (W/cm²) 
Ionization rate (ADK) for 

He+ in ps-1 
Ionization rate (ADK) for 

He2+ in ps-1 

1014 W/cm² 2.6 x 10-26 2.6 x 10-32 

1015 W/cm² 13 1.7 x 10-3 

1016 W/cm² 3 x 108 3.5 x 105 

1017 W/cm² 6 x 109 3 x 107 

1018 W/cm² 1 x 109 2.5 x 107 

Table III-1: Rate of tunnel ionization of helium as a function of the laser intensity. 

The table shows that the gas is quickly ionized by barrier suppression for intensities above approxi-

mately 1015 W/cm² and fully-ionized for intensity above approximately 1016 W/cm².  This is consistent 

with the results obtained in Ref. [97].  

The predominant mechanism between multi-photon ionization and tunnel ionization can be identi-

fied using the Keldysh parameter [55]: 
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where   , the ponderomotive potential. 

     indicates that the electric field is not high enough to suppress the potential barrier, we are 

then in the regime of multi-photon ionization. At the opposite, when     , tunnel ionization is 

predominant. In the context of our study, we used short-pulse lasers with peak intensity above 1018 

W/cm². This corresponds to a ponderomotive potential over 0.15 MeV and a Keldysh parameter of 

the order of 100. Therefore, we can consider the irradiated gas to be quickly fully-ionized by tunnel 

ionization to a plasma state within a few fs. It should be noted that laser pulses are usually preceded 

by low-intensity pre-pulses arriving before the main pulse, this leads to a partial ionization of the gas 

by multi-photon ionization prior to the main pulse occurring. Furthermore, since 1016 W/cm² is 

enough to fully ionize the helium gas, the ionization process takes place at the foot of the pulse. 

From now on, we thus consider that our laser pulse is directly interacting with a fully-ionized plasma. 

III.3.1.1.2 Self-focusing and plasma channel formation 

 

The interaction between a high-intensity laser pulse and a low-density plasma results in the self-

focusing of the radiation. Two factors contribute to this focusing on a femtosecond time scale: the 

relativistic increase of the electron mass and the ponderomotive force. 

The laser causes the electrons to oscillate at relativistic speeds and thus, decreases locally the plasma 

frequency. Writing the dispersion relation (Eq. (3.51)), for a relativistic light wave, one obtains,  
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Recalling that the refraction index is given by, 
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one can see that the refraction increases with the Lorentz factor and so with the laser intensity (see 

Eq.(3.3)), i.e., the phase-velocity of the laser-wave (      ) decreases with the intensity. There-

fore, the phase front travels more slowly at the center of a Gaussian laser-beam than at its edge (see 

Figure III-12). The curvature of the wave front causes the rays to bend proportionally to the relative 

path difference leading to a self-focusing of the beam. This effect is enhanced by the transverse pon-

deromotive force that induces the electrons to drift away from the beam axis at relativistic speed. 

The plasma frequency is therefore reduced at the center of the laser-beam (      √  ), increasing 

even more the refractive index. 

 

Figure III-12: Front bending of the laser due to relativistic self-focusing. 

This effect is counteracted by the natural beam spreading due to diffraction12. The threshold for the 

laser power     above which a Gaussian beam is self-focused in a plasma with a uniform density can 

be estimated by [98], 

   [  ]              (3.53)  

                                                           
 

12
 If the target is not fully-ionized (lower intensity or targets with a high   ), refraction due to the ionization 

process may occur as well: in the center of the beam (where the intensity is the highest), the ionization process 
is more important and thus increases the electron density and the refraction index in this zone. 
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Note that    is the nonrelativistic critical density. One can also extract from Eq.(3.53) a condition on 

the electron density, 

   [  
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   (3.54)  

The relativistic self-focusing becomes stronger when the laser beam decreases in diameter and be-

comes more and more intense.  

It ends up in a self-focused channel which structure is governed by the balancing between the pon-

deromotive force and the Coulomb forces caused by the electron depletion on the laser axis leaving a 

large positively space charge area around the focal laser spot. Indeed the heavier ions moves much 

more slowly than the electrons and are not directly affected by the laser field. Note that, for a laser 

power slightly more important than    (approximately       ), the electrons are completely ejected 

from the plasma channel which then exhibits a radius of the order of the plasma skin depth [99]. 

III.3.1.1.3 Coulomb explosion mechanism 

 

Ions are violently expelled from the positively charged zone created by the laser. This mechanism is 

called Coulomb explosion. Physically, within a time scale of 1/ωpe,, most of the fast electrons are re-

tained by the electrostatic field induced by the charge separation and transfer their energy to the 

ions through this electrostatic field. Hence, the ions are accelerated radially, i.e., in the direction of 

the electrostatic field, and move away from the laser axis, spatially neutralized by some co-moving 

electrons. 

Since the charge separation is due to the ponderomotive force that drives the electrons away from 

the high-intensity area, the energy transfer to an ion reaches its maximum when the ponderomotive 

force and the force due to the charge separation compensate [100]: 
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where   ⃗⃗⃗⃗⃗ is the electron momentum,  ⃗⃗ the electrostatic field given by   ⃗⃗⃗   ⃗⃗         , with      

the charge density of the charge separation zone and    
  ⃗⃗⃗ ̅, the ponderomotive force as defined 

in Eq. (3.22). One obtains for the ions of charge  :  
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where   ⃗⃗⃗⃗  is the ion momentum. 

The maximum energy actually corresponds to the relativistic ponderomotive energy: 
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Recalling   ̅  √(  
  

 

 
), this result clearly indicates that the maximum energy reached depends 

only on the intensity of the laser beam. The plasma density has only an impact on the self-focusing 

effect that may increase the laser intensity. Indeed a higher plasma density means a shorter laser 

skin depth (    
   ), thus a smaller focal spot diameter and a higher intensity. The accelerated parti-

cles being the ones located in the un-neutralized space charge area, the density plays also a role on 

their number.  

The intensity gradient of the laser pulse is radial, so the resulting momentum gained by the electrons 

is mainly perpendicular to the laser propagation axis. As a consequence, the ions are preferentially 

emitted transverse to the direction of the laser beam propagation (see Figure III-13).  

It is important to note that, at relativistic intensities, instabilities (e.g. parametric instabilities such as 

Stimulated Raman Scattering (SRS) [101], filamentation [102]) may occur as well and can perturb the 

laser beam profile and reduce the focalization, and so limit the acceleration process [99, 103, 104]. 

 

Figure III-13: Angular emission of energetic ions; distribution of helium ions with energy greater than (a) 400 keV, (b) 2 
MeV (figure extracted from Ref. [100]). 

The first measurements of high energy ions accelerated this way reported in Ref. [100] have shown a 

maximum energy of 3.6 MeV for helium using a laser of 50 J and duration of 0.9 ps at a wavelength 

of 1.054 µm. The laser pulse was focused to a 5 µm diameter spot into a gas jet target with an elec-

tron density of 5.3×1019 cm-3. 
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III.3.1.2 Experimental study 

III.3.1.2.1 Our measurements: objective and set-up 

 

In the scope of measuring the stopping power of energetic ions in warm dense matter, knowing with 

a good precision the incoming probe ion beam is fundamental. However the diagnostics commonly 

used to measure broadband laser accelerated beam are disruptive (magnetic selector) or even de-

structive (TP). The rotational symmetry of the Coulomb explosion caused by the focusing of a high-

intensity laser beam in a gas jet could be a solution to our problem. Indeed the incoming probe ion 

beam emitted at a certain angle, can then be inferred from the disruptive measurement of another 

ion beam emitted at the same angle compared to the laser axis. The study of the reliability of this 

symmetry is the main focus of the study presented here. Those measurements were also needed for 

the charge equilibration experiment that is presented in chapter IV. This experiment aimed at meas-

uring the best compromise between the different parameters of the interaction: (1) the density of 

the gas jet, (2) the laser pulse parameters and (3) the position of the laser focus compared to the gas 

jet location, all this in order to get a reproducible and symmetric high-energy helium beam. Such 

measurements could be also useful for future experiments using the same set-up. 

The experiment we present the result of was carried out using the TITAN laser at the Lawrence Liv-

ermore National Laboratory (LLNL) working in the chirped pulse amplification (CPA) mode at a wave-

length λ0= 1.064 µm. The experimental set-up is shown in Figure III-14.  

 

Figure III-14: Experimental set-up. 

The helium ion beams were measured by two TPs located on both sides of the gas jet. They were 

looking at the emission of ions accelerated at 90° compared to the laser propagation axis. 
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III.3.1.2.2 Parameters of the experiment 

III.3.1.2.2.1 Gas Jet 

 

The gas jet system (see Figure III-15) is composed of: a bottle containing the compressed gas; a pres-

sure transducer in charge of adjusting the pressure of the gas-jet, a tube that connects the transduc-

er to a fast solenoid valve in charge of switching on or off the gas flow into the nozzle; a trigger box in 

charge of triggering the valve before the shot; a nozzle which is here a 10 cm tube ended by a 1 mm 

diameter size hole from where the gas is ejected. The nozzle is oriented vertically and the gas ex-

pelled toward the bottom. The high-intensity laser beam of 40-60 J energy (the energy range corre-

sponds to shot-to-shot fluctuations) is focused using an f/3 (i.e., the f-number13 is 3), off-axis parabo-

la to a 50 µm diameter focal spot full width of maximum (FWHM) inside the helium gas and acceler-

ates helium ions by Coulomb explosion. The two TPs are located on both side of the gas jet, 1 m away 

from the ion source to measure the spectra of the helium beam accelerated at 90° compared to the 

laser axis.  

 

Figure III-15: Photo of the gas jet system used during the TITAN July 2012 campaign. 

                                                           
 

13
 The f-number is defined by the ratio of the focal length to the optical diameter of the parabola.  
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(1) To look at the impact of the gas jet density, we played on two parameters: 

- the gas pressure inside the nozzle: 20 or 100 bar, 

- the vertical distance between the nozzle exit and the focus of the beam. 

(2) Two different positions of the focus compared to the nozzle center were used to measure the 

impact of the laser focus inside or outside the gas:  

- in the center of the gas just above the exit of the nozzle, 

- at the edge of the gas at 0.5 mm from the center. 

It should be noted that this parameter modifies also the gas density where the ionization takes place. 

(3) Since our best focal spot was already too wide compare to what can be done using such a laser 

beam, it was not interesting to play on it. However, we used two laser beam durations: 700 fs and 5 

ps. It has an impact not only on the duration of the accelerating process, but also on the intensity of 

the beam, respectively,  estimated around 3×1018 and 6×1017 W/cm² in vacuum. 

III.3.1.2.2.2 Thomson Parabola 

  

A TP is a diagnostic that is used to obtain absolute energy spectra for all of the different ions of the 

beam. The particles are deflected by a pair of permanent magnets located inside a soft iron yoke (to 

improve the field strength and homogeneity) to differentiate particles of different velocity, i.e., ener-

gy per nucleon along one dimension, and by a pair of electrodes to differentiate particles of different 

charge-to-mass ratio (    ) along the other dimension (see Figure III-16). Then, the particles are 

collected on the detector – an image plate (IP), providing a 2D image of continuous spectra of all the 

ions within the beam. A pinhole is located at the entrance of the TP in order to extract a low diver-

gence point-like beam that can be diagnosed much easier. Since having too many particles can satu-

rate the detector, one can play on the diameter of the pinhole to decrease the flux. Coming from the 

same source, X-rays, γ-rays and neutral particles pass through the TP without being deflected. They 

produce a projection of the pinhole on the detector, providing an important reference for the meas-

urement of the spectrum, called the “0th order”. It is central to note the incapacity of this diagnostic 

to measure any neutral projectile distribution. Details on the basic working principles of particle de-

flection are given in appendix. 
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Figure III-16: Concept of the TP. The red line represents the trajectory of one ion. The three black square images, what 
would be recorded by an image plate (in case of a broadband multispecies ion beam) if located just after (a) the pinhole, 

(b) the magnetic yoke and (c) the electrodes. 

The characteristics of the two TPs we used in this experiment are different in term of magnetic field, 

electric field and distances from the interaction to the image plate. We call them East and West, ac-

cording to their position inside the target chamber. Both ion beams detected by the East and West 

TPs are passing through a 100 µm diameter pinhole located, respectively, 42 and 37 cm away from 

the helium  source. Then, they are deflected by respectively 0.37 and 0.55 T magnetic field and by an 

electric field of respectively around 350 and 150 kV/m. Both TPs are calibrated in energy using a set 

of aluminum and copper filters.  The method is described in appendix. The particles are then collect-

ed on an image plate detector. 

III.3.1.2.2.3 Image Plate 

 

An image plate is a film-like radiation image sensor composed of specially designed phosphors that 

trap and store radiation energy in metastable excited states. Initially developed for digital X-ray med-

ical imaging systems [105], later on they were found to be also effective for the detection of a wide 

range of radiations (UV, ions [106], electrons [107], gamma rays, etc.). The stored radiation energy 

can be retrieved by photo-stimulation of the metastable excited states using a scanning laser beam. 

The energy released is then emitted in the form of a light that is collected by a photomultiplier tube 

and converted into electric signal which is then digitized, leading to a photo-stimulated luminescence 

(PSL) value for each scanned pixel. The main advantages of an IP are its insensitivity to electromag-

netic noise, its versatility as a radiation detector, a higher sensitivity and a wider dynamic range 

compared to photographic emulsion, a linear response and a good spatial resolution (limited by the 

scanning system, typically 25 µm). Also, it is reusable after erasing it with a uniform visible light 

source. 
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We have used IPs of the type BAS-TR 2025 from Fuji Photo Film Co. Ltd since they are the most sensi-

tive image plate existing on the market, i.e., they have no protective layer covering the detection 

phosphor and thus allow detection of very low energy particles. The scanner FUJI FILM BAS-7000 was 

used as a reader for the IPs. The intensity of the signal on the IP is decreasing in time, i.e., there is a 

fading effect and because of this, the IPs were always scanned, during this experiment, at a fixed 

time of approximately 15 min after exposure to the ion source. One estimates from Ref. [106] that 

we lose this way less than 10% of the original signal recorded on the IP. The signal deposited by a 

particle varies with its energy. Therefore, we used an absolute calibration in number of helium ions 

according to the amount of signal read on the IP. It was performed using an accelerator [108]. It 

should be noted that the calibration range is 0.7 to 5 MeV.  In our case, the accelerated particles 

have never reached energy above 5 MeV. To get the number of particle for energy below 0.7 MeV, 

we expanded the calibration in number assuming the response of an IP to ion to be linear at low en-

ergy, an assumption which has been verified using a Monte Carlo code, GEANT4 [109, 110]. An im-

precision is not really important in our case since our final measurement depends on the comparison 

between reference and through spectra measured by, respectively, East and West TPs using the 

same IP detector. 

III.3.1.2.3 Results 

III.3.1.2.3.1 Target density profiles 

 

The spatial density and temporal profile of the flow emitted by a given gas jet depends strongly on 

the shape of the nozzle and on the valve used, but is fully reproducible from shot-to-shot. The same 

nozzle is used during the whole experiment. This reproducibility allows us to measure independently 

before or after the experiment, the characteristic profiles of the jet density. The temporal profile is 

measured via a 1D Schlieren shadowgraph method (see Figure III-17). A lens is positioned to image 

the top of the nozzle, i.e., where you want to know the temporal density profile, on a fast photodi-

ode. The gas jet is illuminated by a collimated beam.  A knife with a sharp edge is then positioned just 

right at the focus of the lens, so that it blocks the light that goes in a straight path above the nozzle: 

only noise is then detected on the photodiode. 
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Figure III-17: 1D Schlieren shadowgraph: (1) are rays of the collimated beam in vacuum (or air) blocked by the knife; (2) 
are rays of the same beam deflected when passing through the gas jet. 

The gradient of density caused by the gas jet, expanding from the nozzle when it is pulsed, changes 

the refractive index of the medium along the collimated beam path; it is then deflected from the 

direction it had in vacuum. The deflected part of the beam is then not anymore hidden by the sharp 

edge and illuminates the photodiode. The stronger the gradient and the denser the gas, the more the 

light is deflected, and the higher the signal on the photodiode. The evolution of the diode voltage as 

a function of time gives us the temporal profile of the flow in the gas jet. From Figure III-18, one can 

see that the gas jet density increases very quickly (over approximately 0.5 ms) and remains almost 

constant during 25 ms before expanding. Finally, the gas jet trigger is set so that the laser beam 

passes through the gas jet when the density is almost constant and the flow in a steady state.  
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Figure III-18: Voltage of the photodiode obtained by Schlieren shadowgraphy; the time goes horizontally from left to the 
right, one division represents 25 ms, the other axis is the voltage of the photodiode with 2 V per div. The signal of the 

trigger (pointed by an arrow) indicates when the main CPA laser beam is passing through the gas jet. 

The spatial distribution of the gas-jet density in the output of the nozzle was independently meas-

ured through interferometry using a Mach-Zehnder interferometer. Basically, the refraction index of 

a gas increases with the gas atomic density [111,112]: it takes more time for the light to go through 

it. This delay induces a phase shift that is measured by interferometry, from which an atomic density 

profile is calculated. In our pressure range, the atomic density is found to be proportional to the 

backing pressure and a 2D density profile relative to the pressure can be obtained (Figure III-19). 

This 2D profile can be divided in two parts. From the tip of the nozzle to 1.5-2 mm upward, the gas 

density stays high and even slightly increases in the center, while at the boundary, the gas quickly 

expands in vacuum. The narrowing of the gas jet from 0 to 1.5 mm is typical of supersonic flows 

[113]. It is the results of oblique shock wave generated at the nozzle exit and directed inward toward 

the center line of the nozzle. This effect is counteracted by the natural expansion caused by the den-

sity gradient between the vacuum and the ejected gas. Therefore, the “converging effect” caused by 

the supersonic flows passing through the nozzle (a cone passing from 0.5 to 1 mm toward the exit) 

decreases with the distance from the nozzle tip. As a consequence, the density plateau sees its width 

slowly decreasing with the distance and finally disappears at about 1.5-2 mm from the nozzle. After 2 

mm, the gas is simply expanding. 
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Figure III-19:  Atomic density profile in the output of the nozzle relative to the pressure of the gas it is fed with. 

Let us now look at the different positions of the focus of the laser we used with respect to the gas jet 

on the relative density curve (Figure III-20). One can clearly see that the vertical positions of the focus 

we used in the experiment (750 and 1000 µm) do not change fundamentally the plasma density that 

was experienced by the laser beam. At the opposite, depending on the radial positions of the focus 

we used in the experiment (0 and 0.5 mm), the density at the location of the laser focus is shown to 

be different. Indeed at the nozzle edge (0.5 mm), the density is twice lower than the density at the 

center (0 mm). 
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Figure III-20: Density profiles (relative to the gas pressure) at respectively 750 µm and 1 mm above the nozzle tip. 

Once ionized, the gas jet reaches approximately electron densities,   , from 4×1019 to 2×1020 cm-3 

depending on the gas pressure feeding the nozzle (20 to 100 bar). Since nc at λ0 = 1 µm is equal to 

1021 cm-3, the produced plasma remains under-critical. In the case of our experiment, the power of 

the laser,  , is 10-50 TW. Using Eq. (3.53), the minimum density for self-focusing to take place is es-

timated around 7×1015 cm-3: this is far below the actual ionized gas jet density. Furthermore, the 

ratio      varies between 22 and 280. Hence, we can expect strong self-focusing. 

III.3.1.2.3.2 Results: ion beam spectra 

 

As explained before, the ion beam spectrum is measured using TPs and IP detectors. Neutral particles 

and radiations are not deflected by the magnetic and electric fields and form a so-called 0th order 

point on the IP, which is actually just the projected image of the plasma through the pinhole. In our 

experiment, the main and bright 0th order is accompanied by other 0th order points with sometimes 

their respective ion traces (see Figure III-21).  
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Figure III-21: Typical IPs from measurements of laser-produced ion beams. The laser is interacting, respectively, with a 
plastic solid-density target and the ion beam is detected normally to the target (a), with a gas of helium and the ion 

beam is detected normally to the laser propagation axis (b). 

The signal intensity projected by the plasma along the laser beam path and printed on the IP detec-

tor in Figure III-21b is shown in Figure III-22. The spatial scaling takes into account the magnification 

of the diagnostic. The highest intensity peak located at 5.4 mm corresponds to the main 0th order. 

The one located at 3.5 mm which corresponds to the 0th order point accompanied by the He2+ ion 

trace is due to another laser beam focus along the beam path where the laser intensity is high 

enough, so that ions can be emitted radially and detected. Indeed, when the laser focuses at high 

enough intensity in the gas for the Coulomb explosion to occur, an ion bunch is accelerated normally 

to the laser axis and some ion traces appear on the IP. The fact that there are high-intensity laser 

focuses along the plasma has already been observed in previous experiments [114] and is attributed 

to the self-modulation of laser intensity inside the channel caused by SRS instabilities [115].The dis-

tance of 1.9 mm between the two points is found in reasonable agreement with the dimension of the 

gas jet target. The last peak is not accompanied by any ion beam: the signal is likely due to light pro-

duced by the interaction and reflected by an optical component in the chamber. 
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Figure III-22:  Signal intensity projected by the plasma along the laser beam path and printed on the IP detector. 

As shown in Figure III-23, like in the TNSA case, Coulomb acceleration generates broadband Maxwel-

lian spectra, the number of particles decreasing exponentially with the energy. It is interesting to 

note the presence of both He+ and He2+ ions in the spectra. According to published ionization rates, 

the laser beam should interact with a fully-ionized plasma. In fact He+ comes from accelerated He2+ 

ions which have captured electrons from the medium when they pass through the dense and cold 

helium gas ejected by the gas jet. This effect is discussed in detail in chapter IV. During our experi-

ment, we typically obtained up to 1012 particles /MeV /sr at 0.5 MeV as shown later in Figure III-27. 

The energy cut-off is measured around 2 MeV for He+ and 3 - 3.5 MeV for He2+. The detection 

threshold is determined by the noise level detected on the image plate: it could come from radia-

tions generated during the interaction or UV emissions due to electrical discharge of the high voltag-

es electrodes. We usually could not detect ions below a number of particles around 109 particles. 
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Let us now focus on the impact of the different experimental parameters (pressure, laser intensity 

and duration, position) on the accelerated ion beam. Since the TP characteristics are different, the 

comparison between the ions spectra recorded in different shots is made using the same parabola.  

 

Figure III-23: Spectra of ions accelerated by focusing the laser at the center of a helium gas jet of respectively 20 bar 
(continuous lines) and 100 bar (discontinuous lines) backing pressure. 

In Figure III-23, we compare the ion beam spectra measured when a 5 ps laser pulse is focused at the 

center of the gas jet with a backing pressure of respectively 20 and 100 bar, i.e., having a peak densi-

ty of, respectively, 4.0×1019 cm-3 and 2×1020 cm-3. The particles accelerated in the lower density plas-

ma show a maximum energy around 1-1.5 MeV while the ion beam accelerated in a 2×1020 cm-3 jet 

reaches 3 MeV. The difference in terms of number of accelerated particles is of one order of magni-

tude at 0.5 MeV for He+ ions and keeps increasing with the energy. The difference between He2+ 

spectra is even more noticeable: He2+ ions generated in a 20 bar gas are barely above the noise level. 

The factor of 5 in the gas pressure has a strong impact on the efficiency of the accelerating mecha-

nism:         
   . This is well above what gives the correlation between the ion maximum energy 

and the plasma density found in Ref. [21] for a lower power laser (4 TW):         
     , and below 

the one found for a 250 TW laser:         
     [116]. 

We can also compare the impact of the density by changing the location of the laser focal spot. In 

Figure III-24, one can see that the ion spectra accelerated at the edge and at the center of the gas jet 

are very close one to another despite the difference of factor 2 in the gas density observed in Figure 

III-20. Their maximum energy and the total number of accelerated particle are almost identical.  
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Although that the gas density is higher at the center of gas (than at the edge), positioning the laser 

vacuum focus at the center means also that the high power laser interacts with the gas before it 

reaches focus. In this transit propagation zone, the laser beam likely gets affected by non-linear in-

teractions with the gas. Hence it is probable that it does not reach its vacuum focus nominal intensi-

ty, which would explain why it produces similar energy ions as when focusing (in a clean manner) in a 

lower density part of the jet, i.e., at the edge. 

 

Figure III-24: Spectra of ions accelerated in a 100 bar helium gas jet by a 5 ps laser pulse focusing in the center (continu-
ous lines) and at the edge (discontinuous lines) of the gas. 

In agreement with what could be expected from the density profile shown in Figure III-20, the varia-

tion of the vertical distance from the nozzle and the laser focal spot between 0.75 and 1 mm does 

not have any significant impact on the ion acceleration (see Figure III-25). The difference in the max-

imum energy is here due to shot-to-shot energy fluctuation of the laser. 
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Figure III-25: Spectra of ions accelerated in a 100 bar helium gas jet by a 0.7 ps laser pulse focusing at the edge of the gas 
0.75 (discontinuous lines) and 1mm (continuous lines) above the nozzle. 

Let us now look at the influence of the intensity and of the duration of the laser pulse. As mentioned 

previously, we tested two different regimes: 5 ps / 60 J and 0.7 ps / 40 J. The maximum intensity of 

the beam in vacuum is then, respectively, 6×1017 and 3×1018 W/cm².  When we compare several 0.7 

and 5 ps shots, we observe that the highest intensity pulse commonly produces a higher number of 

accelerated particles with a higher energy cut-off (the maximum energy cut-off measured in each 

case are, respectively, 3.5 MeV and 6 MeV).  In Figure III-26, one can see two typical ion spectra ob-

tained with a 0.7 ps and 5 ps laser pulse. The ion beam accelerated by the shortest laser pulse exhib-

its twice more particles than in the longer pulse case. In addition, we measure energy cut-offs that 

are higher for both He+ and He2+ for the shortest pulse duration: 2.5 versus 1.8 MeV for He+ and 3.6 

versus 2.9 MeV for He2+.  

To conclude, considering the shot-to-shot fluctuations of the laser beam energy and the small varia-

tions detected when varying the different parameters, finding the best combination of focal spot 

position, laser intensity and gas pressure, would require a higher number of shots and stronger varia-

tions of each parameter. All the same, we can conclude that, in the frame of our experiment, the 

best compromise to have the highest energetic ion beam is a maximum pressure of the gas jet and a 

maximum intensity. It is interesting to note that our results are very close to those obtained in Ref. 

[100] with a 50 TW laser beam focused at the edge of a gas jet in a 5×1019 cm-3 plasma. 
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It could be interesting for future experiments using the same platform to study more carefully the 

impact of the radial position of the laser focal spot compared to the center of the nozzle. 

 

Figure III-26: Spectra of ions accelerated in a 100 bar helium gas jet by respectively 0.7 (continuous lines) and 5 ps (dis-
continuous lines) laser pulses focused at the edge of the gas jet. 

III.3.1.2.3.3 Symmetry 

 

Since we are looking for both high energy and similar ion beams, 20 bar shots are automatically ex-

cluded due to their low energy spectrum. Therefore, we focus this second part of our study on the 

highest energy shots performed at the highest backing pressure, i.e., 100 bar.  

Two cases presenting the best and the worst similarity between East and West spectra are shown, 

respectively, on Figure III-27 and Figure III-28. To avoid the issue caused by a potential difference of 

the detection threshold (due to a difference in the noise level) between the two TPs, we choose to 

keep only the part of the spectra where the noise remains negligible compared to the signal on the 

IP, i.e., the particle number is above 109 /MeV/sr. 

In Figure III-27, the ion beams recorded by the West and East TPs are very alike. Indeed their num-

bers of particles are found to be similar in the full energy range. The only difference between them is 

their energy cut-off which is higher on the West beam (3 MeV versus 2.2 MeV).  
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Figure III-27: Spectra of ions accelerated in a 100 bar helium gas jet recorded on the same shot, by respectively the East 
(continuous lines) and West (discontinuous lines) TPs. 

In Figure III-28, the West beam is shown to have up to twice the number of particles measured in the 

East beam. Their respective energy cut-off is again different one from each other, but, in that case, 

the East beam is found more energetic than the West one (4.7 versus 3.7 MeV). 

When looking at both spectra in Figure III-27 and Figure III-28 obtained from two consecutive shots, 

we observe that each parabola can exhibit the highest energy cut-off for a given shot. Since the TPs 

and the laser axis are not changing between two consecutive shots, the dissimilarity observed in 

terms of energy cut-off is unlikely coming from the imprecision of the alignment of the TP axis with 

respect to the laser axis. The difference is therefore more probably coming from the interaction be-

tween the laser and the gas itself. The interaction is complex and instabilities may affect the charge 

separation area and produce inhomogeneity in the ion density. For instance, if more particles are 

present in west side of the channel than in the east side, Coulomb explosion would then be more 

important in the west side, increasing the energy cut-off measured by the West TP compared to the 

one obtained by the East TP. 
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Figure III-28: Spectra of ions accelerated in a 100 bar helium gas jet recorded on the same shot, by respectively the East 
(continuous lines) and West (discontinuous lines) TPs. 

III.3.1.3 Conclusion on Coulomb explosion 

 

The main objective of this study was to estimate the potentialities of such a set-up to produce two 

similar high energetic ion beams.  

We have demonstrated that, with our laser condition, we can accelerate ions to a maximum energy 

of 6 MeV. In average, it was however a bit smaller, i.e., around 3.5 MeV. Such energy is relatively low 

compared to what can be obtained with the same laser irradiating a thin solid-density foil (see sec-

tion III.2). Such a problem could be overcome by using a higher density gas and a higher intensity 

laser beam. Indeed it has been observed that the maximum ion energy when           increases 

with the plasma density, in which case a collision-less shock acceleration mechanism takes place 

[116].  

Regarding the rotational symmetry of the Coulomb explosion acceleration mechanism, both ion 

beams generated at 90° with respect to the laser propagation axis are observed to be very similar in 

terms of number of particles. Nevertheless, their energy cut-offs can be different, the difference 

being as large as 1 MeV. In the scope of using this set-up to study stopping power, the two beams are 

too different to be used for direct stopping power measurements in which the precision of the ener-

gy cut-off is essential (see chapter IV). All the same, we will see in chapter IV that this similarity can 

be used in another kind of experiment still related to the study of the stopping power. Note that set-
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ups including ions accelerated in a gas jet can also be an issue for experiments using two or more 

different targets (one is the gas jet): the expanding gas can contaminate or even blow-away the other 

targets, and so needs to be positioned far from them (at least, 1 cm in our case). This significantly 

reduces the flux of the produced ion beam interacting with the other targets.  

III.3.2 Ion acceleration in a exploded foil  

 

Coulomb acceleration is preferentially radial and far less ion emission is expected in the longitudinal 

direction of the short pulse laser. However, it has been found experimentally that under definite 

laser and target conditions, forward acceleration is not negligible in sub- and near-critical density 

target and can even produce ion beams of higher energy and of better collimation compared to the 

Coulomb explosion acceleration process [93, 117, 118].  The basic idea behind it is that the longitudi-

nal acceleration of hot electrons is improved in sub- and near-critical density targets [94]; hence both 

laser-to-ions conversion and ions energy can be enhanced.  

Several interpretations have been proposed to interpret the ion acceleration mechanism in the longi-

tudinal direction of the laser. One hypothesis is that the ions are accelerated at the rear target-

vacuum boundary through a process similar to TNSA [93]. The charge separation between the ions 

and the fast electrons expanding in vacuum generates a strong electrostatic field that accelerates the 

ions forward in the direction of the electrons expansion.  Another mechanism called magnetic accel-

eration mechanism has been suggested to explain the ion acceleration [119]. The high current of hot 

electrons only partially neutralized by the return current, induces an azimuthal long-living magnetic 

field along the longitudinal axis at the rear target-vacuum boundary. The variation of this magnetic 

field on a very steep gradient generates strong inductive electric fields which enhance the ion accel-

erating space-charge field and also gives rise to a collimation mechanism [117, 120]. Although there 

is a common agreement on the presence of the magnetic field and its effect on the enhanced colli-

mation of the ion beam,  the question of whether the acceleration process is predominantly due to 

the strong electrostatic fields or to the magnetic fields is still a subject of debate [121, 122]. 

Although up to now the efficiency of this acceleration process is not high compared to what can be 

obtained with solid targets (e.g. see the number of ions in Ref. [93]), Particle-In-Cell (PIC) simulations 

[123,124] have shown that a collisionless shock acceleration (CSA) could be used in sub- to near-

critical density targets to accelerate ions very efficiently, but also in higher number than TNSA with 

the same laser parameters. However, to reach such optimum, precise interaction conditions need to 

be met. With present day 1 µm-wavelength lasers, d’Humières and Tickhonchuk found that it would 

require near-critical density thin gas jet targets (of the order of 100 µm), which are not currently 
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available [123]. Rather than working on the gas jet issue, we concentrate our study on the CSA pro-

cess itself. As proposed in Ref. [123] to reproduce the conditions for CSA to occur, we use as a substi-

tute a thin foil exploded by a secondary laser.  

After describing the mechanism of CSA and in which conditions it is optimized according to predic-

tions, we present our experimental set-up and the diagnostics used to study longitudinal ion acceler-

ation mechanisms that take place in exploded targets. Subsequently, the results we have obtained 

are presented followed by a discussion of our observations in the light of PIC simulations.  

III.3.2.1 Collisionless shock acceleration 

 

The collisionless shock acceleration (CSA) mechanism is different from the front-side collisionless 

shock in the sweeping acceleration mechanism (see section III.2.3.1) in which the laser is reflected at 

the front of a dense target [36, 37]. This rear-side shock acceleration mechanism can be divided in 

two steps [123], each step requiring specific target conditions to occur. 

In the first step, a long descending rear density profile is necessary [125], i.e., the characteristic scale 

length of the density gradient is much longer than the hot electron plasma Debye length. The hot 

electrons accelerated by the short pulse laser build up strong electric fields at the rear plasma-

vacuum interface. Like in TNSA mechanism (see section III.2.3.2.1.1), one can then distinguish three 

regions at the rear surface of the irradiated target (see Figure III-29) [51]: 

 a positive sheet located at the beginning of the density decrease where the electric field 

promptly increase, 

 a quasi-neutral zone where the electric field is quasi-uniform, 

 a long negative layer in the lowest density part of the plasma density profile where the elec-

tric field gradually decrease. 

  

Figure III-29: Illustration of the first step of the CSA. The protons located in the high-density region experience a stronger 
electric field than the protons located in the low-density region. 
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Due to the long density profile, the peak of electrostatic field in the negative layer present in TNSA 

(when the plasma-vacuum interface is sharp) has disappeared. Thus, after the neutral zone, the elec-

tric field monotonously decreases with the distance from the high-density zone. Protons in the low-

density region therefore experience an electric field lower than protons from the higher density re-

gion. As a result, protons from the low-density region are caught by the protons coming from higher 

density region leading to the formation of a shock front [51], i.e., a peak of ion density propagating 

inside the decreasing (low) density ramp. 

The second step of the CSA mechanism consists on the propagation of the collisionless electrostatic 

shock through an extended exponentially decreasing density plasma [123]. In Figure III-30, the shock 

structure characterized by the decrease of φ, the electric potential induced by the ion density peak, 

is represented in the shock frame. The protons of the upstream background plasma, which flows 

from the upstream to the downstream region, are slowed down by the electrostatic potential and 

reflected back at velocities up to twice       , the velocity of the shock.  

 

Figure III-30: Illustration of the second step of the CSA.  

The CSA has been successfully demonstrated by Palmer and Haberberger with a CO2 laser using near-

critical gas targets [68, 92]. Indeed the critical density of CO2 lasers (1019 cm-3) is two order below the 

critical density of 1 µm-wavelength lasers and thus, CO2 laser near-critical target is easier to produce 

compared to 1 µm-wavelength laser one14. Nevertheless, the proton production needs to be en-

hanced in order to reach the number of protons produced with TNSA when using planar foils. One 

                                                           
 

14
 Low-density targets generally consist in a high pressure gas ejected through a nozzle, the nozzle design fixing 

the target confinement with respect to the backing pressure. But nowadays, nozzles able to reach the pressure 
required to get 1 µm-wavelength laser critical density while keeping the target confined are still under devel-
opment. Indeed, the gas expansion speed increases with the pressure rising. 
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way to improve the proton yield is to increase the intensity of the short pulse laser interacting with 

the smooth plasma gradient [123]. Up to now, CO2 lasers are limited to intensities of 1016-17 W/cm², 

while 1 µm-wavelength lasers can reach intensities up 1020-21 W/cm² on target. 

III.3.2.2 Objective and experimental set-up 

 

The main objective of our experiment is to observe the influence of the plasma density gradient on 

the longitudinal ion acceleration mechanism induced by a high intensity 1 µm-wavelength laser with 

a particular interest toward CSA.  

To overcome the issues arising with producing confined near-critical density gas jet targets, a second 

method to obtain such targets has been pursued in Ref. [117] with preformed targets: a very thin 

solid-density foil target is exploded by a long pulse (ns) laser beam. The heated plasma expands 

quickly into vacuum, its density decreasing in time. Controlling the irradiation of the solid foil by the 

long pulse laser, one is able to produce different plasma gradients, necessary for the collisionless 

shock to occur. A second, short pulse laser (ps) can then hit the exploded foil when the density is just 

subcritical and generate ions. In Ref. [117], they used the ASE pedestal of the short pulse as a tool for 

controlling the target parameters seen by the main short pulse. They changed the duration of the 

ASE before the main impulsion to modify the target density and gradient. 

Our set-up is based on preformed solid-density targets as well. Instead of using the ASE pedestal to 

preform the targets, the near-critical density plasma is obtained by exploding thin solid foils with an 

independent long pulse laser beam. The use of an independent long pulse gave us a wider margin to 

play on the target conditions. 

The experiment was carried out using the ELFIE laser facility (LULI). The experimental set-up is shown 

in Figure III-31. A chirped, long laser pulse (LP), of 30-40 J energy, τ = 580 ps (FWHM) Gaussian pulse 

duration (see Figure III-32), with a 20 µm focal spot diameter and producing on target laser intensity 

of I ~ 3×1015 W/cm² is used to irradiate a thin target under an incident angle of 45° (see Figure III-31). 

As targets, we used commercially available 10 µm Au and 500 nm Mylar foils. The intensity of the LP 

could be varied by putting neutral optical densities (OD) into the beam, achieving an energy reduc-

tion of 10 (OD 1) or 100 times (OD 2). A high-intensity short pulse laser (SP), with energy 5-8 J, 400 fs 

pulse duration, 10 µm focal spot diameter (FWHM) and intensity I ~ 5×1018 W/cm² interacted with 

the exploded target, accelerating protons in the laser-forward direction through various acceleration 

mechanisms depending on the plasma density gradient. The temporal contrast of the SP has been 

measured to be below 10-6. The SP hit the target with normal incidence. Since the LP induces an 
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asymmetric expansion with respect to the target normal axis, we expect the acceleration axis to be 

angularly tilted with respect to the target normal axis as observed in Ref. [117]. 

 

Figure III-31: Experimental set-up. 

 

 

Figure III-32: Long pulse intensity profile.  

By varying   , the time delay between the SP and the LP, as well as the LP intensity, we could vary 

the characteristics (gradient length, density) of the exploded target at the time of the interaction 
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with the SP. We choose as a convention that a 0 delay between both beams indicates that the peak 

of both beams are overlapping, whereas negative delays indicate that the peak of the SP arrives on 

the target before the peak of the LP (see Figure III-33a and Figure III-33b). During the experiment, 

delays were varied from -500 to 300 ps, i.e., having the SP interaction 500 ps before the peak of the 

LP and up to 300 ps after.  

 

Figure III-33:  Intensity temporal profile of the SP and the LP with a delay of, respectively, 0 (a) and    (b) between them. 

 

III.3.2.3 Diagnostics 

 

As diagnostics, we used two calibrated TPs A and B located, respectively, located at 0° and 15° with 

respect to the SP axis to measure the forward generated proton spectrum (see Figure III-31). In addi-

tion, we employed transverse interferometry to diagnose the exploded target conditions and its den-

sity gradients.  

III.3.2.3.1 Thomson parabola 

 

Like in the experiment related to Coulomb explosion (see section III.3.1.2.2.2), the two TPs are differ-

ent in terms of magnetic field, electric field and distances from the target to the image plate. Both 0° 

and 15° ion beams are passing through a 100 µm diameter pinhole located respectively 42 and 37 cm 
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away from the plasma. Then they are deflected by, respectively, magnetic fields of 0.62 and 0.51 T 

and by electric fields, respectively, around 600 and 180 kV/m. For the TP A, the magnetic field is ap-

plied on a distance twice longer than for TP B. As a consequence, the protons are more deflected by 

the TP A, providing a higher resolution when measuring the high energy part of the ion spectrum.  

However, the lower energy protons are too deflected to be seen on the Image Plate detector. Thus 

all of the spectra coming from the TP A are cut below around 1.3 MeV. 

III.3.2.3.2 Interferometry 

 

A low-energy (mJ), short (400 fs), optical probe laser, which is a pick-up of the SP, probed the subcrit-

ical exploded foil when the SP is interacting. It allows us to retrieve the density map of the plasma 

when the interaction takes place. 

The phase velocity of the wave front passing through the subcritical plasma increases with the plas-

ma density (see Eq. (3.52)). The optical path length of the probe beam varies with the plasma density 

it has gone through. This induces for each ray a phase shift proportional to the linear density it has 

gone through. A way to retrieve the 2D map density of the probed plasma is to measure the resulting 

2D phase map of the probe beam. To perform this measurement, we use a Normarski interferometer 

(see Figure III-34). Its working principle is as follows. Let us assume the probe laser beam is polarized 

at 45° to the vertical. A lens is positioned to image the interaction point, i.e., where the laser beams 

are interacting with the thin foil, on the chip of a CCD. The target is illuminated by a collimated and 

polarized low energy laser beam that probes the target transversely to the target expansion. A Wol-

laston prism is positioned after the lens so that the entire collimated light passes through it. The Wol-

laston prism splits the input light into two orthogonal linearly polarized beams, with respect to the 

Wollaston axis ( ⃗⃗  ⃗), with an angular separation, α. It is oriented so that it’s the laser polarization 

makes a 45° angle with respect to  ⃗⃗ and  ⃗ ( ⃗⃗ is vertical and  ⃗ horizontal). An analyzer is positioned 

after the Wollaston to make both beams have the same polarization, and so make possible the inter-

ference. It is set at 45° so that it partly filters the emission from the plasma. Where the two beams 

overlaps spatially, they interfere and an interference pattern is observed in the overlapping zone. It 

should be noted that the space between the fringes,  , is fixed by the angle α and is given by    

    , where λ0 is the wavelength of the probe. The resolution in space of the diagnostic is given by 

the lens magnification. The phase shift induced by the expanding plasma is deduced from the meas-

urement of the variation of the space between the fringes in the interference pattern. 
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Figure III-34: Interferometer set-up. 

In our case, the magnification is 1.66 µm per pixel and the fringes interspacing is comprised between 

17 and 20 µm. The probe is on purpose frequency doubled so that we can cut strong scattered laser 

light emission (at λ0 = 1.054 µm) using notch filters. 

Assuming cylindrical symmetry for the expanding plasma, the electron density profiles are calculated 

from the interferometry images using “neutrino”, a program written by T. Vinci based on Abel inver-

sion [126]. 

III.3.2.4 Experimental results 

III.3.2.4.1 Ion acceleration with the SP only 

 

We first present the results of reference shots performed to measure the maximum energy that can 

be achieved in the TNSA regime using solid-density targets and the SP. We used a 10 µm gold foil 

since this has yielded the highest proton energy for our laser conditions [46]. Figure III-35a shows a 

typical spectrum measured by the TPs at 0° and 15°. With the TP A, we see a maximum proton ener-

gy cut-off around 8 MeV, whereas with the TP B, we do not observe any protons above 1.5 MeV. 

Comparing the particle numbers at around 1.4 MeV, we find more than 1 order of magnitude differ-

ence between the 0° and the 15° proton beams. This confirms that the acceleration process (TNSA) 

produces a beam strongly peaked in the target normal direction as observed in Ref. [46].  

Note that we observed a variation of the energy cut-off at 0° from 4.3 MeV to 8 MeV. This is likely 

due to the SP intensity modulations within the focal spot or even variations of the intensity delivered 

by the SP. 
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Figure III-35 : Proton spectra obtained at 0° (TP A) and 15° (TP B) with respect to the target normal axis when the short 
pulse (I ~ 5×1018 W/cm²) is interacting with, respectively, a 10 µm thick gold foil (a) and a 500 nm plastic foil (b). The 

spectra are all averaged over 3 different laser shots. The vertical error bars are related to shot-to-shot variations, while 
the horizontal ones are both due to shot-to-shot variations and the resolution of the diagnostic (< 5% of the proton ener-

gy). 

Now we compare the shots on solid-density 10 µm Au targets to shots using as target a 500 nm My-

lar foil, still irradiated solely by the SP (see Figure III-35b). The acceleration process is observed to be 

less sensitive to the shot-to-shot fluctuations, however it produces lower energy protons with cut-

offs around 3-4 MeV for both TPs. Moreover, one observes that the beam is angularly broadened 

compared to the thick solid-density target case: the cut-off recorded by TP A and B are close to each 

other. This can be interpreted as follows. If one assumes that a shock wave is launched into the tar-

get by the ablation pressure induced on the front surface by the ASE pedestal, when it reaches the 
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rear side, it gives rise to a dynamic expansion of the rear surface, which thus becomes convex with a 

time-dependent curvature. It results in an increased of the ion beam divergence. This phenomenon 

has already been observed in Ref. [127] with an ASE intensity and duration similar to ours (I ~ 1012 

W/cm², τ = 1 ns) using a much thicker Al target (6 µm). We expect the effect to be even more signifi-

cant in our case, since the thinner the target, the more sensitive to the pre-pulse it is. In addition, the 

time required for the shock to pass through the target (83 ps), estimated using the shock velocity 

derived in Ref. [127] (6 µm/ns) is much shorter than the ASE duration. 

  

III.3.2.4.2 Ion acceleration using both the LP and the SP 

III.3.2.4.2.1 Plasma gradients produced by the LP irradiating thin targets 

 

During the experiment, various LP intensities and delays have been tested.  Roughly, the SP interacts 

with exploded targets which plasma density gradient lengths at the rear and the front surface in-

crease with the LP intensity and the delay:  the higher the LP intensity, the more important the elec-

tron heating, the higher the temperature of the exploded foil, the longer the plasma gradient length 

is [128]. Likewise, the greater the delay between the SP and the LP, the more expanded the exploded 

target, the longer the plasma gradient length is. 

In order to determine precisely the density profiles generated by the LP, we have performed simula-

tions using the 2D axially symmetric radiation hydrodynamic implosion code CHIC [129] reproducing 

conditions similar to our experiment. The maximum LP intensity is varying within the range I ~ 3×1013-

14 W/cm², in agreement with the LP intensities scanned during the experiment. The LP irradiates the 

target at 45° with respect to its normal axis, as in the experimental set-up. In Figure III-36 are shown 

2D density maps of the expanding plasma at respectively, -350, 0 and +400 ps between the LP and 

the SP (according to the convention adopted in Figure III-33). The beam propagation direction is indi-

cated by the black arrows. In Figure III-36a, we can see that for shorter delays, the target is still over-

dense:  the laser deposits a part of its energy in the expanding under-dense front plasma and is spec-

ularly reflected off the target at 45° with respect to the target normal axis. The rear density gradient 

starts developing and the expansion is almost symmetric with respect to the normal of the target 

surface. After a longer time of irradiation, one can see in Figure III-36b that the plasma density be-

comes undercritical: the LP is no longer reflected and passes through the target. Contrary to the front 

expanding plasma, the expansion of the rear plasma is found to be asymmetric with respect to the 

target normal axis. The expanded plasma in the direction of the laser pulse is indeed observed to be 

less dense and the gradient smoother than on the other side with respect to the target normal axis. 
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At longer times (see Figure III-36c), the target density is well below the critical density and complete-

ly transparent to the LP that passes through the electron density. 

 

Figure III-36:  Superposed density (in logarithmic scale) and LP absorption maps obtained using CHIC 2D for delays of, 
respectively,      (a), 0 (b) and +400 ps (c). The LP is coming from the left. 
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We now compare the front density plasma expansions simulated with CHIC to those measured by the 

interferometry diagnostic. In Figure III-37, two images of a 500 nm plastic target recorded by the 

interferometry diagnostic are shown. The image on the left has been taken before the shot, when 

the target has not been irradiated and is still solid, while the one on the right shows the expanding 

target at the time when the SP is arriving on the target (and during the LP irradiation). The black 

zones correspond to either overcritical plasma through which the probe laser light cannot pass (nc (λ0 

= 526 nm) ~ 4×1021 cm-3) or too strong density gradient inducing strong refraction of the probe. We 

note that the target in the left picture appears much thicker than it is (around 40 µm on the image), 

this is due to the fact that the target of a few millimeters width along y-axis is not perfectly planar, 

and hence it projects a shadow that is wider than the actual thickness. In the right picture, the LP and 

the SP are coming from the left. The bright light present in the center of the interferometry image is 

due to strong 2ω emission produced when the SP interacts with the front plasma. 

 

Figure III-37: Interferometry images of a 500 nm plastic target before and during irradiation by the laser coming from the 
left to the right. Both images have the same scale.  
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In Figure III-38 are presented two different experimental electron density maps deduced from inter-

ferometry pictures using Abel inversion [126], at, respectively, 400 and 0 ps prior to the LP peak 

(                 ), with the LP intensity of 3×1014 and I ~ 3×1013 W/cm². In agreement with Abel 

inversion hypotheses, the electron density map has been symmetrized around the expansion direc-

tion axis. We estimate an error bar on the density up to 8 % when comparing the density obtained on 

each side. The observation zone of our diagnostic was limited to low-density zones of the plasma 

profile (below 1020 cm-3) since at higher density the gradients are either too strong, and induce strong 

refraction of the probe, or the zone is inaccessible due to strong 2ω emission. When comparing both 

density maps in Figure III-38, we see that the expanding plasma is denser in Figure III-38a. It corre-

sponds to a higher LP intensity and therefore to a more expanded plasma. 

 

Figure III-38: Density maps obtained by Abel inversion from interferometry images. These density profiles correspond to 
a 500 nm plastic target irradiated by a long pulse of  intensity of respectively, (a)  3×10

14
 W/cm² , (b)  3×10

13
 W/cm², 400 

ps and 0 ps prior to the peak of the long laser pulse (Δt = - 400 and 0 ps). 

Regarding the rear side plasma expansion of the target, we were not able to detect any expanding 

plasma as the non-irradiated side of the target was not sufficiently expanded so that the plasma 

could be detected by our interferometer. 
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In Figure III-39, we compare the density profile deduced from the interferometry images shown in 

Figure III-38 and those extracted from CHIC simulations for the same interaction conditions. Although 

the longitudinal density range detected by our diagnostic is very narrow, we can assess that the ex-

perimental gradient characteristic length,    is comprised, respectively, between 15 and 45 µm in 

Figure III-39a and between 30 and 48 µm in Figure III-39b. These experimental profiles are found in 

reasonable agreement with the results obtained by CHIC.  

 

Figure III-39: Density profiles corresponding to a 500 nm plastic target irradiated by a long pulse of  intensity of respec-
tively, (a) 3×10

14
, (b) 3×10

13
 W/cm², 400 and 0 ps prior to the peak of the long laser pulse (Δt = -400 and 0 ps). Blue dots 

indicate the density profiles obtained by the Interferometry diagnostic, red lines by CHIC simulations. The experimental 
profiles are extracted at a distance of 10 µm from the center of the expansion to avoid uncertainties caused by the Abel 

inversion. 

Since the measurement from the interferometer is only over a limited range of densities and gradi-

ents, and hence cannot capture the entire plasma density profile, we rely on CHIC simulations to 

infer the front and the rear plasma gradient length. 
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Figure III-40 summarizes the characteristic back-side plasma gradient as obtained by CHIC for the 

different delays and LP intensities explored in the experiment. One can see that the gradient charac-

teristic length strongly increases with the delay and laser intensity. 

 

Figure III-40: Evolution of the gradient characteristic length of the rear plasma (average length to reach a decrease of the 

density by a factor of exp(1)) in the CHIC simulations as a function of the delay for LP intensities of         (green 

curve),      (red curve) and        W/cm² (blue curve). 

It should be noted that CHIC simulations do not take into account the ASE of the short pulse beam 

when estimating the expansion of the target. This is justified since the expansion induced by ASE is 

negligible compared to the expansion caused by the LP: Hydrodynamic scaling laws predict the ASE 

to heat the inside of the target to a temperature of around 300 eV. Using   , the ionic sound velocity 

and     , the ASE duration (typically of 200 ps),  we can estimate the distance from the beginning of 

the density decrease at the target surface to the front of the expansion, 

                       (3.58)  

 Then, assuming the density at the front of the expansion to be equal to the critical density, we can 

roughly calculate the gradient characteristic length as follows,  

      
      

   (           )
               (3.59)  

where          is the electron density of a solid-density plastic foil at 300 eV. Thus, the ASE is ex-

pected to produce a density gradient of characteristic length less than 1 µm at the front surface and 

even less at the rear surface (the expansion occurs later). 

III.3.2.4.2.2 Proton Spectra 
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Using two different LP intensities and various Δt, we have measured the proton spectra ac-

celerated by the SP (I ~ 5×1018 W/cm²) irradiating exploded targets having rear plasma gradients with 

characteristic length up to 8 µm according to CHIC simulations. As can be seen in Figure III-41, an 

increase of the density gradient does not decrease significantly the proton energy cut-off. Moreover, 

it generates higher energies than the one obtained without any target preformation and this for both 

observation angles (0° and 15°). 

 

Figure III-41: Proton energy cut-off obtained using 500 nm Mylar exploded foil as a function of the characteristic length of 

the target rear density gradient. The proton energy cut-offs measured without target preformation either with a 500 nm 

Mylar foils (upward-pointing triangle) or a 10 µm Au (downward-pointing triangle) are added for comparison. 

In addition, we observed that for certain gradient characteristic lengths such as 0.4 or 2.4 µm, the 

most energetic protons are found at 15° from the target normal, rather than at 0°. This indicates that 

the acceleration mechanism is affected by the asymmetric expansion caused by the LP. While the 

maximum proton energy is dependent on the electrostatic field, the angle with which the protons 

stem out of the target strongly depends on the geometry of the sheath field since ions are accelerat-

ed normally to the isopotential (see section III.2.3.2.1.3). We also observed that the most energetic 

protons generated using low-density targets have energies that are comparable – if not better – to 

those obtained in the best TNSA conditions using solid targets. For example, in the spectra measured 

at 0° and 15° for a delay of -400 ps (see Figure III-42), we see higher proton energy cut-off on the TP 

positioned at 15° (~ 7-8 MeV), however on the TP located at 0°, we only measure 2.8-3.7 MeV. Note 

that the number of accelerated particles is similar to the one observed in the case of a 10 µm solid-

density Au target (see Figure III-35a). 
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Figure III-42 : Proton spectra measured at 0° and 15° for a delay Δt of -400 ps between the SP and the LP when irradiating 
500 nm plastic foils by the LP of intensity I = 3×10

13
 W/cm². 

In order to further investigate the beam angular characteristics, we tilted the target at 7°, 15° 22° and 

30° with respect to the initial target surface as shown in Figure III-43; the rotation angle is noted θ. 

We kept the other parameters fixed (LP intensity I = 3×1013 W/cm² and Δt = -400 ps), since in this 

configuration, we had experimentally obtained the highest proton energies. 

 

Figure III-43: Angle (θ) of the target compared to the SP axis. 

A comparison of the proton energy cut-offs measured for the different target angles is presented in 

Figure III-44. It should be noted that for the TP A, no protons were detected when the target was 

tilted at θ = 15°, 22° and 30°. It means that for these shots, the maximum proton energy did not 

reach more than 1.3 MeV.  The most energetic protons are clearly produced close to the target nor-

mal axis, but energetic protons are still found at an angle up to 15°. The accelerated ion beam is 
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therefore not isotropic, but less collimated than the one produced from solid-density targets [10]. 

This decrease of the beam collimation could be explained by the geometry of the SP. Indeed, accord-

ing to Ref. [117], the protons are expected to be preferentially emitted at some angle in between the 

direction of the plasma expansion generated by the LP and the direction of the SP propagation: the 

long living magnetic field induced by the hot electron current generated by the SP slightly deflects 

the beam from the direction of the plasma expansion. In our experiment, the direction of the plasma 

expansion is given by the axis normal to the target,   (see Figure III-44), while the SP remains collin-

ear to  . The proton beams direction is therefore tilted from   to  . This effect is not visible when 

both the SP and the plasma expansion are pointing in the same direction (  and   are collinear), but 

becomes perceptible when the angle between the two axis increases. Nevertheless, the fact that we 

observe clearly a decrease of the energy cut-off when increasing the angle θ means that the effect of 

the long living magnetic field is not strong enough to overcome the direction induced by the plasma 

expansion generated by the LP. It could be the case with a higher intensity or a more energetic SP 

producing a higher number of hot electrons and thus generating stronger magnetic fields. 

It should also be noted that the highest energy is found on the TP B in the case the target is posi-

tioned at 0°, i.e., when the target is normal to the SP propagation axis.  This corresponds to an 

asymmetric expansion of the rear plasma: the direction of the plasma is slightly modified in the direc-

tion of the LP propagation axis, tilting the proton beam in the direction given by the TP B.  

 

Figure III-44: Proton energy cut-off at 0° (TP A) and 15° (TP B) to the SP surface as a function of the angle between the 
normal of the irradiated target and the SP propagation axis. 
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We investigated another technique to reduce the LP initial intensity. Instead of putting optical densi-

ties on the LP path, we defocused the LP beam making the spot diameter increased from 20 µm to 

200 µm and obtained a LP intensity of 3×1013 W/cm². In this configuration, the delay between the SP 

and the LP were varied from -400 to 200 ps. The proton energy cut-offs recorded by TPs A and B are 

plotted in Figure III-45. 

 

Figure III-45: Proton energy cut-off measured by the TPs A (0°) and B (15°) as a function of the delay between the SP and 
the LP while the LP is defocused. 

The maximum proton energies are comparable but in average slightly lower to what we obtained by 

using ODs. Nevertheless, the protons remain as well energetic even when the preformed target pre-

sents longer densities gradients, i.e., for positive delays. The difference observed is explained as fol-

lows. On one hand, reducing the LP intensity by putting ODs in the beam path lowers the noise in the 

beam profile by dividing the intensity everywhere in the focal spot by a factor of 100. On the other 

hand, when defocusing the beam, the focal spot loses a lot in homogeneity. Hence, the SP interacts 

with a preformed front plasma much less regular compared to the case in which ODs are used. As a 

consequence, the bell-shape of the expanding plasma tends to be degraded and so the maximum 

proton energy is reduced. 
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III.3.2.5 Simulations and discussion 

 

To study the transition between the sharp and the long gradient regime and to understand the pos-

sibility of obtaining high energy protons for various gradient conditions, we have performed 2D Parti-

cle-In-Cell (PIC) simulations with the PICLS code [130]. Depending on the gradient characteristic 

length, several regimes already studied theoretically can be obtained: 

 For sharp density gradients, classical TNSA is dominant even when irradiating subcritical den-

sity targets [92, 122]. 

 For longer gradients on both sides of the targets, there is a competition between the laser 

absorption increase on the interaction side and the decrease of the TNSA electric field on the 

rear side due to the lengthening of the density gradient on this side. The acceleration regime 

is similar to the gradient regime studied in Ref. [51] in which the maximum proton energy 

decreases as the rear plasma gradient length increases. 

 When the target starts to become transparent during the interaction, the coupling between 

the laser and the target is significantly improved. The increase of the hot electron tempera-

ture Th can then counterbalance the characteristic scale length    in the accelerating electric 

field formula,  

   
    

   
√

 

    ( )
   (3.60)  

and lead to higher energy protons [131]. In this regime, the electrostatic shock that develops 

in the long rear side density gradient [51] can launch the CSA mechanism [125] and enhance 

the maximum proton energy. This rear-side shock is different from front-side collisionless 

shocks already observed when the laser is reflected at the front of a dense target [36]. 

 For too long gradients, obtained with a strongly expanded target, the laser-to-target coupling 

decreases since the target is becoming too transparent to the laser light for producing ener-

getic electrons. 

The PIC simulations illustrating these regimes were performed using a 1,057 m wavelength, 350 fs 

(FWHM) duration, p-polarized laser pulse focused on a 10 µm diameter spot. The spatial and tem-

poral profiles are truncated Gaussians. The laser intensity of 81018 W/cm2 is similar to the intensity 

of the SP in our experiment (~ 5×1018 W/cm²). The pulse is injected from the left side of the simula-

tion box.  

The density profile in the first simulation corresponds to a long negative delay between the two 

pulses reproducing the case of the short pulse interacting almost directly with the thin foil used in 
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the experiments. We used the truncated (as can be seen in Figure III-46) CHIC density profile for a 

delay of -500 ps and a LP intensity of 3×1013 W/cm². The target is composed of deuteron ions, pro-

tons (1 proton for 3 deuterons) and electrons with a 300 nc maximum electron density. Using deu-

terons instead of carbon ions is less expensive in the simulations and as collision are not treated, the 

target is equivalent to a CH target. The initial electronic, proton and deuteron temperatures are set 

to zero. The plasma is located 70 m from the left side in the 176 by 160 m simulations box contain-

ing 12 protons, 6 D ions and 18 electrons per cell. The spatial and time steps are respectively x = y 

= 15 nm and t = 0.05 fs. The boundary conditions used are absorbing in x and y. Collisions were not 

taken into account as the laser energy and the small target thickness leads to a quick heating of the 

target. The density profile we used and the obtained proton phase space on axis are shown respec-

tively in Figure III-46a and Figure III-46b.  

This simulation exhibits a standard TNSA acceleration process with the maximum energy protons 

coming from the rear surface and a strong laser absorption leading to high energy protons. The max-

imum proton energy is here 15.6 MeV at saturation. This is higher than what is measured experimen-

tally with the SP only interacting with a 500 nm target. However, this was expected as 2D simulations 

are known to overestimate the final proton energy. 

 

Figure III-46: Density profile obtained with CHIC for a foil exploded with a 3×10
13

 W/cm
2
 intensity (LP) and a -500 ps delay 

(a) and normalized proton phase space (m is the proton mass and c the light speed) in the longitudinal direction (along 

the x-axis) 0.6 and 1 ps after the interaction of the maximum of the short pulse (b). The laser comes from the left. The 

coordinates on the left figure correspond to the CHIC longitudinal coordinates and the ones on the right figure corre-

spond to the PICLS longitudinal coordinates. 

In a second simulation, we used (as initial density profile) for the PIC simulation the CHIC density 

profile obtained with a LP intensity of 1014 W/cm² and Δt = +100 ps. In this case, as can be seen in 
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Figure III-47a, the density profile corresponds to a larger plasma with smoother gradients: the gradi-

ent characteristic length of the rear plasma profile is around 28 µm. We are dealing here with a 

plasma gradient that is much longer that those we investigated experimentally. The simulation pa-

rameters are the same as above except for the following parameters. The target has a maximum 

electron density slightly higher than the critical density. The target has a maximum electron density 

slightly higher than the critical density. The plasma is located 100 m from the left side in the 800 by 

128 m simulations box containing 20 protons, and 20 electrons per cell. The spatial and time steps 

are respectively x = y = 100 nm and t = 0.33 fs.  

The obtained proton phase space along the x-axis is shown in Figure III-47b. In this simulation, the 

maximum energy protons are also accelerated by a strong electrostatic field in the decreasing densi-

ty gradient, but a secondary acceleration process occurs. The first step is not as efficient as in the 

case described in Figure III-46. The long density gradient at the rear surface of the target leads to a 

lower accelerating electric field but the strong laser-to-target coupling can compensate this decrease 

and still lead to high energy protons. In our case, this first step leads to a maximum proton velocity of 

around 0.1 c. In a second step, protons are accelerated further in the gradient by a CSA over a short 

distance which leads to a distinct feature in the proton phase space that is clearly visible at x = 660 

µm in Figure III-47b. In this case the maximum proton energy at saturation is 13.2 MeV, which is very 

close to the maximum energy obtained in the case described above in Figure III-46. Depending on the 

density gradient at the rear surface of the target, it is therefore possible to accelerate ions to similar 

energies than when using sharp rear gradients target (compare Figure III-46 and Figure III-47) but 

through different processes. 

 

Figure III-47: Density profile obtained with CHIC for a 500 nm plastic foil exploded with a 10
14

 W/cm
2
 intensity and a +100 

ps delay (a) and normalized proton phase space in the longitudinal direction 7.42 ps after the interaction of the maxi-
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mum of the short pulse (b). The laser comes from the left. The coordinates on the left figure correspond to the CHIC 

longitudinal coordinates and the ones on the right figure correspond to the PICLS longitudinal coordinates. 

Figure III-48a and b respectively show the forward proton energy spectrum obtained in the second 

simulation and the associated divergence distribution for protons with energy higher than 1 MeV. 

The divergence distribution is more complex than the usual TNSA one. The low divergence part is 

broader and additional features are observed at ~ 35° and for angles higher than 60°. This latest fea-

ture is even observed for protons with energy higher than 8 MeV corresponding to protons that are 

accelerated almost perpendicular to the laser axis in the channel created by the laser. 

 

Figure III-48: (a) Proton energy spectrum in the forward direction. (b) Comparison of the divergence distribution for 

protons with energy higher than 1 MeV in the forward direction  in the case of the short pulse interaction with a 500 nm 

plastic foil non-exploded and one exploded with a 1014 W/cm2 intensity and a +100 ps delay. 

To study the transition between these two efficient laser proton acceleration regimes, we have simu-

lated intermediate density gradients. Here, we decreased the plasma length used for the case illus-

trated in Figure III-47  by changing the rear surface profile characteristics, starting from the CHIC pro-

file obtained for a LP intensity of 1014 W/cm2 and a delay of +100 ps. In Figure III-49, we show the 

proton phase spaces obtained at two simulation times for characteristic gradient lengths of 5 and 10 

µm. When decreasing the gradient scale length to 10 µm, the laser coupling with the target is still 

high but the electric field in the density gradient is weaker. This leads to moderately high energy 

protons (5.2 MeV) as evidenced by the lower maximum velocities reached and shown in Figure 

III-49a. In this case, the coupling efficiency is not enough to compare to either TNSA with thin targets 

(Figure III-46) or shock acceleration with exploded foils (Figure III-47). 
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Figure III-49b corresponds to the case of a 5 µm gradient characteristic length for which the laser 

coupling is decreased and the gradient length is too long to lead to high energy protons (2.8 MeV). 

The higher coupling efficiency in the 10 µm gradient characteristic length case is also evidenced by 

the enhanced backward (towards the laser) acceleration visible in Figure III-49a compared to Figure 

III-49b. 

 

Figure III-49: proton phase space on axis at 3.96 ps (blue) and at 5.28 ps (red) in the case of the short pulse interaction 

with an exploded foil with rear gradient with characteristic lengths of 10 (a), and 5 µm (b). 

When comparing the evolution from a steep rear surface density gradient in Figure III-46 to a longer 

and smoother one in Figure III-47 and Figure III-49, it is clear that it is possible to accelerate high en-

ergy protons on a wide range of target parameters in the under-dense laser ion acceleration regime. 

This is very similar to the experimental observation that MeV protons can be generated with various 

delays and various LP intensities.  

In addition, these simulations indicates that there are two optimum regimes for laser proton acceler-

ation, namely the thin target TNSA and the exploded foil CSA, generating similar maximum proton 

energies. For thin target TNSA, high laser contrast is necessary. One drawback of this regime is that 

the various techniques to improve the laser contrast also decrease the total laser energy in the focal 

spot (it is the case using plasma mirrors or non-linear systems laser frequency doubling). For explod-

ed foil CSA, a small range of density gradient scale length can lead to this regime. According to simu-

lations, in between, a large range of target parameters leads to moderately high energy protons 

through degraded TNSA. 
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III.3.2.6 Conclusion and perspectives 

 

We have studied the longitudinal acceleration of protons using a high intensity picosecond laser 

pulse irradiating a 500 nm thick plastic foil exploded by a nanosecond pulse. We varied the nanosec-

ond pulse intensity and the delay between the picosecond and the nanosecond pulses to study the 

acceleration mechanism in various target conditions having short to moderate plasma density gradi-

ents, i.e., with gradient characteristic lengths from 0 to 8 µm. We have shown in agreement with PIC 

simulations that, in these gradient density ranges, protons can be accelerated to energies compara-

ble to solid targets. We also demonstrated that under certain laser and target conditions it is possible 

to produce protons of energies similar and higher than what can be obtained in the conventional 

TNSA regime. In addition, we highlighted that the use of exploded targets generates a broader angu-

lar proton distribution compared to solid targets and an acceleration anisotropy which still needs to 

be controlled.  

PIC simulations have shown that, for higher SP intensities than in our experiment, we should be able 

to achieve higher electric fields in longer density gradients [125]. This would enhance under-dense 

laser ion acceleration and less stringent interaction conditions would be required for the shock to 

develop. As a consequence, this should allow obtaining higher energy protons than with the conven-

tional TNSA regime. For example, for a laser intensity of 5×1020 W/cm2 (intensity already achieved 

with SP lasers), PICLS simulations predicted protons of energy above 100 MeV (see Figure III-50). 

 

Figure III-50: Normalized proton phase space obtained predicted by a PICLS  simulation for a SP of intensity 5×10
20

 
W/cm

2
, pulse duration 700 fs (FWHM) and the focal spot diameter of 6 µm (FWHM) interacting with a 80 µm thick 

(FWHM) plastic target (the electron density profile is normalized to the critical density of the laser). The laser is focused 
150 µm from the left boundary. 
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III.4 Summary 
 

In this chapter, we have studied the laser-generation of ion beams in the scope of optimizing those 

beams for measuring stopping power in warm dense matter. Throughout this chapter, we have em-

phasized that the generation of the hot electron population by the high intensity laser is fundamental 

in the various ion acceleration mechanisms whether using solid-density or lower than solid-density 

targets. 

The first part of the chapter dealt with the most common and developed method of accelerating ions 

using lasers: the interaction of a short-pulse laser beam with solid-density targets. Although the two 

other mechanisms presented, i.e., sweeping acceleration and RPA, are promising for future en-

hanced laser conditions, the TNSA is up to now the best mechanism to accelerate efficiently energet-

ic ion beams. In the scope of this thesis, we use this mechanism in particular to generate ion beams 

capable of heating solid-density matter in volume and produce warm dense matter samples that can 

be used in experiment. However, TNSA is limited due to its low laser-to-ion energy conversion mainly 

due to its front sharp density gradient, its sensibility to the laser contrast, the growing complexity of 

the targets in order to control the produced ion beam and the difficulty of solely accelerating specific 

ion species. 

The second part was devoted to the development of new method of acceleration aiming at solving 

the above mentioned issues by using lower-than-solid-density targets. This section was also divided 

in two parts. In the first part, we focus on the most well-known ion acceleration mechanism occur-

ring in under-critical gas jet targets based on the Coulomb explosion. Our experiment confirms its, 

already demonstrated, relatively low performance in terms of ion energy and number. We, however, 

highlight the rotational symmetry of the acceleration mechanism and its utility for ion probing pur-

pose. Indeed, using an ion beam to probe and its symmetric as reference allows reducing the uncer-

tainty (due to shot-to-shot fluctuations) on the initial probe beam spectrum. Such set-up is used in 

the next chapter. The last part concerns the experimental study of a new longitudinal ion accelera-

tion mechanism occurring in near-critical density targets. According to PIC simulations, this collisional 

shock acceleration mechanism occurs in target having a smooth density gradient and would generate 

ions of higher energy and in higher number than TNSA under identical laser conditions. The study of 

such mechanism is limited by the current lack of availability of confined near-critical density targets. 

Nevertheless, using an exploded target as a substitute, we were able to demonstrate that under cer-

tain laser and exploded foil conditions it was possible to accelerate protons to the same energies as 

using solid-density targets. These results are well supported by PIC simulations using similar parame-
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ters as our experiment. Those simulations also predict that, with currently available laser intensities 

(higher than those of our experiment), collisionless shock acceleration should be able to deliver sub-

stantially higher energy protons than with the conventional TNSA regime. 
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IV. CHARGE EQUILIBRIUM OF LASER-GENERATED ION BEAMS IN WDM 
 

While a great deal is known in cold and solid-density matter, the study of ion stopping power in 

warm dense matter is only beginning. Furthermore, although several theories and codes have been 

developed to predict it, the stopping power of ions in solid-density target in warm dense matter re-

gime has never been measured experimentally. 

In this chapter, we will present an experimental study and its results that can be considered as the 

core of this thesis. It gathers results from two experimental campaigns performed respectively using 

the LULI ELFIE and LLNL TITAN laser facilities. 

The chapter is composed of two parts. The first one can be considered as an introduction to the 

problematic of experimental study of stopping power in warm dense matter. The current tempera-

ture-density conditions in which the stopping power could be measured with respect to the method 

used will be presented. Then, using the predictions provided by SCAALP calculations, an estimation of 

the temperature influence on observables directly linked to the stopping power will be shown. We 

conclude on the fact that, currently, we cannot reach with proton heating of solids, a temperature 

high enough to detect any visible variation of the stopping power. 

As a consequence, our study will be focused on one of the most important parameter of the stopping 

power that is predicted to be more sensitive to our hydrodynamic conditions variations, the projec-

tile equilibrium charge state distribution. This is the subject of the two experiments presented in the 

second part. 

After reminding the existing theories on the equilibrium charge state distribution in both cold and 

warm dense matter, the experiments are presented. They follow the concept of pump-probe exper-

iment. A solid sample is probed by an ion beam, while heated by an energetic proton beam. The 

charge distribution of the probe particles emerging from the heated matter is then recorded. 

Since the only difference between the two experiments relies on the ion species used to probe the 

matter, carbon and helium, we adopt the same trend to describe the experiment and the results 

associated. The experimental set-up, diagnostics used are first described. Then, the experimental set-

up is validated with respect to existing data measured in conventional accelerators. Last, the results 

we obtained when probing heated matter are presented and discussed. Note that the analysis of the 

results concerning the interaction between the helium probe ion beam and the heated matter is still 

ongoing, and thus they are not presented here. 
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IV.1 Experimental possibilities to measure the stopping power in WDM 
 

IV.1.1 Review of cold stopping power experimental methods 

 

Before studying experimentally the stopping power in WDM, it is interesting to understand the dif-

ferent methods that were applied in cold stopping experiments, the encountered problems, and 

their eventual solutions. They could be useful to design a platform able to study WDM stopping-

power. Indeed, measuring precisely the stopping power of any particle is actually difficult in cold and 

solid-density or gaseous matter, and even more complex in hot and dense plasmas.  

The problem of measuring or modeling the stopping power has been studied for over a century and 

still remains problematic in warm and hot dense matter [1]. Most of the work on gas and cold solid-

density matter has been performed during the 50’s using conventional accelerators facilities [2]. The 

measurement principle is quite simple using ion beams that are well-characterized in energy. It basi-

cally consists in sending an ion beam through a thin target at a given energy Ei, and then measuring 

the energy of the particles emerging from it at energy Ef.  These direct measurements require thin 

enough target of thickness l to assume that,  

  
  

  
  

  

  
  (4.1)   

where         . 

For low energy measurements, targets rapidly become so thin that the relative error bar on l is too 

high to provide precise measurements of the stopping power. This experimental problem can be 

avoided by using a derivative approach. The stopping power is then determined from the slope of the 

smoothed experimental range-energy curve, R(E), or its mirror image, the plot of E versus l for 

ions of a fixed initial energy (Figure IV-1): 

    (  )   ( )  (4.2)   

so that, 
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)  (

  

  
)
  

  (4.3)   

This curve is obtained by the same procedure as before. It consists in measuring the evolution of Ef 

while sending an ion beam of constant energy through targets with different thicknesses. Provided 

that the resulting curve changes smoothly (see Figure IV-1a), one can efficiently remove the inherent 
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noise relative to energy and thickness measurements. The stopping power at a given energy (see the 

red arrow in Figure IV-1b) is then deduced from its slope [2]. 

 

Figure IV-1 :  The slope of the emerging projectile energy function E related to the target thickness l (a) can be used to 
determine the projectile stopping power curve related to the same medium (b). 

The last approach that has been used is even less direct. It is based on the Bethe-Bloch stopping 

power [3], 
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where the notations are the ones of chapter II. The term in parenthesis is the stopping number L, 

where Li are asymptotic developments in powers of Q1. These correction terms, called respectively  

Barkas (i = 1) and Bloch (i = 2), can be estimated from stopping experimental data and their contribu-

tion to the stopping power is shown to decrease with the projectile velocity [3]: e.g. their contribu-

tion toward the stopping power of protons in aluminum is calculated below 10 % above 1 MeV pro-

tons and below 1 % above 10 MeV. 

 If one assumes the dependence of the stopping number on the particle charge to be negligible, i.e., 

one neglects the higher order in Q1 of the Bethe-Bloch stopping number, we get: 
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Once one knows the charge Q1’ of a particle traversing the matter at a given energy, its stopping 

power can be derived from benchmarked particle measurements such as protons or helium which 
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are usually used as a reference [4]15. Indeed, they were the first energetic particles available in accel-

erators and their stopping power were also the first to be measured on a wide energy range. In addi-

tion since they are light particles, their penetration depth and range are the longest, making their 

stopping power easier to measure. Finally, the helium projectiles and even more the protons begin 

their neutralization only at very low velocities [3]. Also, on a wide energy range (e.g., above 1 MeV/u 

for helium ions [3]), these two ions are bare nucleus and their charge is equal to their atomic num-

ber.  

IV.1.2 Experiments achievable on stopping power in WDM 

 

Compared to the study of ion stopping power in cold matter, the study of ion stopping power in 

WDM is still in its infancy. Indeed, whereas cold measurements have been methodically performed 

for almost a century, no WDM set-up has ever been proved to be accurate and trustable enough so 

that it can be used to get at least a first measurement [5]. Following cold stopping experimental plat-

form, the optimal set-up for WDM would consist in sending (1) a monoenergetic ion beam, which is 

well-characterized in energy, (2) through a homogeneous and well-characterized WDM, which condi-

tions could be considered as fixed during the probing time. While the first part of the set-up does not 

change from cold stopping and is achieved on a wide energy range in conventional accelerator facili-

ties, the second part raises an important issue.  

In chapter I, we have observed that WDM created in the laboratory evolves very quickly due to 

thermal expansion. Particle accelerators produce well-controlled, monoenergetic ion beams on a 

very wide range of energy at a high repetition rate, but suffer from low flux and their duration is rela-

tively long (1-100 ns). With respect to the duration of ion beams delivered by accelerators, only 

methods that can produce WDM during several nanoseconds could be used to perform measure-

ments in WDM. Nevertheless, to the author’s knowledge, there is currently only one laboratory that 

has the capability to couple ion accelerators and facilities in which methods to generate homogene-

ous WDM (see chapter I) can be used, the GSI Helmholtz center for heavy-ion research (Darmstadt). 

Besides a conventional accelerator, an energetic nanosecond laser beam (30 J in 7 ns at 532 nm) has 

recently been available there. So far, only one experiment has been conducted on stopping-power 

measurements [6]. In this experiment, the heating, and was performed by direct laser irradiation, 

which results in plasma temperatures of more than 100 eV, free electron densities smaller than 1021 

                                                           
 

15
 The charge of the particle may be inferred from semi-empirical formulas. This method is related to the effec-

tive charge quantity mentioned in chapter II. 
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electrons/cm3 ( below 1 % of the electron density that can be found in solid-density aluminum), and 

strong spatial temperature and density gradients. Furthermore,  experiments using Hohlraum heat-

ing hence producing tens of eV close to solid-density matter, are underway [7]. One may also report 

the experiments performed to measure the stopping power in coronal plasma [5 and references 

therein]. In these experiments, the ion beam produced by a conventional accelerator probes laser 

ablated plasma and dense linear plasma columns. In a dense linear plasma column, the density is 

typically 1017 cm-3 and temperature of a few eV. In this regime, the plasma is fully ionized and allow-

ing free electron stopping power measurements to be performed (one should note its very long life-

time of typically 100 µs). Plasmas produced by laser ablation exhibit temperature from 1 to 150 eV 

and density from 1017 to 1019 cm-3. The lifetime is then reduced to tens of ns. This method allows to 

measure stopping power in partially ionized coronal plasma. 

The other way to produce collimated ion beams is to use a high-intensity short-pulse laser (see chap-

ter II). Contrary to conventional accelerator facilities, high intensity short pulse laser source com-

bined with energetic short- or long-pulse laser beams are more frequent. In addition, recently short-

pulse lasers combined with conventional accelerators (GSI) or XFEL beam (SLAC) have been devel-

oped. As mentioned in chapter I and II, short-pulse laser interactions produce energetic ion bunches 

of picoseconds duration. Therefore the warm-dense heating methods mentioned in chapter I could 

normally be used to perform stopping power measurements. However, up to now, it has never been 

realized. Indeed ion beams generated by laser suffer low repetition rates and lack of reproducibility. 

As a consequence, to perform any stopping power measurements, (1) one needs to find a way to 

measure simultaneously both input and emerging ion beam energy. This is what has been designed 

in the course of the present work, (see chapter III). Furthermore laser-generated ion beams exhibit a 

broadband spectrum from very low to relatively modest energies (maximum of approximately 65 

MeV). Hence, even if it is not absolutely needed16, (2) a method to shrink the spectrum will greatly 

increase the precision of any measurement. 

It is worthwhile to mention the important issue concerning WDM characterization (temperature, 

density), which remains problematic, whatever the method used to produce it [8]. 

 

                                                           
 

16
 The measurement could only consist in measuring the variation of the maximum energy exhibited by the 

input and the emerging ion beam. 
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IV.1.3 Impact of the temperature on stopping power measurements 

 

Now that we know in which thermodynamical conditions the stopping power could be determined 

with respect to the experimental method used, let us concentrate on the temperature influence on 

observables that can be measured in an experiment. In the following study, we use the stopping 

power obtained in chapter II from ab initio calculations. We first focus on the projectile range when 

the temperature increases. This value is interesting from an experimental point of view, since it gives 

a macroscopic value which could be directly measured in an experiment. For instance, a lengthening 

of the projectile range with temperature could be noticed using particles stopped in cold matter but 

passing through hot matter of same density and thickness. The last paragraph concerns the effect of 

the temperature on the energy deposition of an ion beam. This matter is treated using both the 

stopping power obtained via SCAALP and a hydro code, ESTHER.  

IV.1.3.1 Projectile Range 

 

The CSDA projectile range is directly derived from the stopping power. Therefore, any change in the 

stopping power has an impact on it. A way to demonstrate and test stopping power calculations in 

WDM would be to measure the evolution of the range of a projectile of a given velocity with temper-

ature. 

In Figure IV-2, the influence of temperature on the Bragg curve for, respectively, 0.5 and 10 MeV 

proton is illustrated. First, one can see that, in both cases, the energy deposition (or stopping power 

per target mass unit) loses its characteristic Bragg peak with increasing temperature. This could be 

expected since the maximum proton stopping power decreases with the temperature (see chapter 

II). The Bragg peak feature then disappeared completely when the proton energy is located below 

the energy which corresponds to the stopping peak (e.g. 0.5 MeV protons at 100 eV). Regarding the 

projectile range, one can specially display two tendencies. While the range of low-energy protons 

increases with temperature, at the opposite, the high-energy proton-range starts to decrease with 

temperature. The first point is easily explainable. Indeed the stopping power decreases in the low 

velocity regimes (see chapter II), hence the protons lose less energy and penetrate deeper in the 

material. The second observation is less evident, since it combines two effects (see chapter II):  

 the decrease of the stopping power in the low velocity regime,  

 the slight increase of the stopping power in the high velocity regime.  

Actually, the stopping power in the low-velocity regime only affects the energy deposition at the end 

of the range of the particle (when its velocity is low) and its influence remains localized to the sur-
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rounding of the Bragg peak. Thus, for high-velocity projectile, the decrease of the stopping has a neg-

ligible effect on the penetration length compared to the increase of the stopping in the high-velocity 

regime. This is what can be seen Figure IV-2b: on one hand, the decrease of the stopping power in 

the low-velocity regime causes the Bragg peak feature to soften when the temperature increases. On 

the other hand, the increase of the stopping in the high velocity regime causes the penetration 

length of the projectile to decrease when the temperature increases. 

 

Figure IV-2: Energy deposition of (a) 0.5 MeV and (b) 4 MeV protons in solid density aluminium for various temperatures 
(1, 6, 40, and 100 eV). 

In order to test experimentally these predictions, it should be noted that temperatures of at least 40 

eV are needed, so that the range shortening/lengthening becomes significant (20 % for 0.5 MeV pro-

tons and 8 % for 4 MeV protons).  

Let us now look at the influence of the temperature on the carbon range. In Figure IV-3b is plotted 

the carbon range in a solid-density aluminum as a function of the temperature. In order to highlight 

the effect of the effective charge, the proton range is plotted in Figure IV-3a. For temperature higher 

than 100 eV, one finds again the proton behavior: at these high temperatures, the effect of tempera-

ture on the effective charge is weak. The principal difference between proton and carbon appears at 

temperature lower than 100 eV. One can see that contrary to protons, the carbon range for temper-

ature from 10 to 100 eV is shortening when the temperature increases. This is consistent with the 

increase of the stopping power induced by the increase of the effective charge in this temperature 

domain as observed in chapter II. From 1 to 10 eV, the stopping power remains constant, then rises 

until 100 eV and finally decreases above. 
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Figure IV-3: (a) Proton and (b) carbon range in solid density aluminum as a function of temperature for various projectile 
energies (from down to top 0.01, 0.03, 0.05, 0.07, 0.1, 0.3, 0.5, 0.7, 1, 3, 5, 7 and 10 MeV/u). 

It should be noted that we discuss here of the CSDA range and that we have only access in experi-

ment to the projected range. Therefore to compare our results with experimental results, one needs 

to estimate how the projectile range can be affected by straggling. In cold material, the CSDA range is 

close to the projected range for lower atomic number materials and projectile [9]. The difference 

increases for low energy particles, where the effect of straggling is more important. For instance, in 

solid density aluminum, the projected range shows value lower up to 15 % relatively to the CSDA 

ranges for energy from 0.01 MeV to 100 MeV [9]. This difference is found to be below 2 % for ener-

gies higher than 1 MeV. 

IV.1.3.2 Projectile energy loss 

 

Another way to measure experimentally the effect of temperature on stopping power is to measure 

the energy loss by a projectile emerging from a target of a given thickness. The stopping power is 

then integrated over the thickness of the sample. This observable can be considered as an extension 

of the previous one. As an illustration, we plot in Figure IV-4 the proton energy output after passing 

through a 20 eV solid aluminum sample of various thicknesses as a function of the energy input. This 
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target conditions corresponds to the best achievable regarding the proton heating experiments. The 

results are compared to the cold case using SRIM stopping power database [10]. One can clearly see 

that the difference between cold and heated foil is not important. Indeed, in order to see any influ-

ence of the temperature, one needs to use very thin foil (1 µm) and to look at proton energies below 

50 keV. Measuring such low energy particle is very difficult and may be very sensitive to any noise. In 

addition, the difference predicted may be covered by uncertainties due to the projectile straggling, 

the error bar on the energy input, the temperature of the sample, its density … 

 

Figure IV-4: Energy of a proton emerging from, respectively, a 300 K (dotted lines) and 20 eV (plain lines) solid density 
aluminum foil of various thickness (1, 3, 5, 7, 9, 11, 13 15, 17, 19, and 21 µm) as a function of its initial energy. 

One finds similar results for carbon as well [11]. 

To conclude, the energy loss by a projectile in a definite thickness hot sample does not differ signifi-

cantly from the one in cold material for temperatures below 20 eV. Therefore to detect any effect of 

the temperature, one would need very sensitive energy diagnostics or either to heat the matter to 

much greater temperature such as temperatures where the peak of the stopping power is maximum 

(e.g., 100 eV for aluminum [11]). Note that this temperature, even if the matter was not in equilibri-

um, has been achieved using XFEL to heat the solid-density aluminum sample [12]. 
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IV.1.3.3 Ion heating 

 

The last effect we would like to investigate is the influence of temperature on energy deposition by 

ions in matter they propagate through. This is particularly interesting within the framework of the 

fast ignition scheme of ICF in which the ignition is initiated by an ion beam. Here, we focus on the 

heating of a solid-density target by a laser- generated ion beam. Due to different time of flight (TOF), 

protons of different energies but generated simultaneously do not experience the same matter con-

dition as the matter is progressively heated by the preceding ions. Thus, while the higher energy part 

of the spectrum deposits its energy in cold matter, the lower part propagates inside a matter already 

heated. Their energy deposition, and so, the thermodynamic quantities (density, temperature) of the 

target they go through may then be affected by the increase of the target temperature. 

In order to have access to the sample conditions during the heating process, we use a 1D hydrody-

namic code ESTHER [13] (EffetS Thermo-méchaniques et Hydrodynamiques Engendrés par un 

Rayonnement), developed at CEA by P. Combis. With this code, we are able to perform simulations 

of heating and expansion of a thin aluminium foil irradiated by a laminar high-energy proton source. 

We follow the well-assessed procedure given in Ref. [8]. 

The code ESTHER solves, according to a Lagrangian scheme, the fluid equations for the conservation 

of mass, momentum and energy. The target material is described by the Bushman-Lomonosov-

Fortov [14, 15] (BLF) multiphase EOS. This tabulated multiphase EOS for metals allows associating, 

for any couple of parameters like temperature (T), density (ρ), pressure (P), and internal energy, the 

other two parameters. The tables P(T, ρ), E(T, ρ) are generated in the code and they describe in a 

very precise sampling manner the phase transitions of the material, taking into account the fusion 

point as well [13].  

In the ESTHER code, energy can be deposited in the target in different ways: via X-rays, optical laser 

field or ion beams. Here, we use a typical proton beam generated via short-pulse laser-interaction as 

an input parameter in the simulation. The proton energy deposition is taken into account using the 

SRIM [10] database or, recently, proton stopping-power generated via SCAALP simulation.  

In order to illustrate the influence of the stopping-power on proton heating-process, we perform 

here simulations for the same set of parameters (same input proton spectrum, same target), but 

using either SRIM or SCAALP stopping power. 

Here, we simulate the heating process of a 5 µm thick solid-density aluminum planar-foil heated by a 

laminar proton-beam generated 200 µm away from the heated foil. The simulation takes into ac-
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count the TOF of the protons from the source to the target. The heated target is divided in 300 cells 

with the cell-size increasing in a geometric progression manner from the edges of the target toward 

its centre. In this way, we obtain a higher resolution of the target parameters at the edges, which is 

useful to describe well the target expansion process. The duration of the simulation is 100 ps with 

the information provided at 0.5 ps interval. We assume that the electron temperature, Te, is always 

equal to the ion temperature, Ti (Te = Ti = T). Physically, the electrons should first be heated by the 

proton beam and then only transfer their energy to the target ions. It has been shown that, with our 

method of heating, the target is not heated instantaneously from 0 to the maximum temperature 

but relatively “slowly” compared to the characteristic time of energy transfer from the electrons to 

the target ions (e.g. for an electrons temperature of 10 eV, the time required for equilibration in 

aluminum is below 0.3 ps [16]) [8]. As a result, assuming Te = Ti does not strongly affect the resulting 

temperature and density profile temporal evolution. 

In Figure IV-5, we plot the target mass density and temperature profiles as a function of space and 

for different times using as an input beam a typical proton beam that has been experimentally ob-

tained on the LULI 100 TW laser (see Figure I-14). In the graphics, the proton source is located at x= 

+200 µm and protons are propagating from the right to the left. Time 0 corresponds to the arrival of 

the protons of the highest energy in the target. 
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Figure IV-5: Temporal evolution of the mass density and temperature of a 5 µm target heated by a proton beam 
(which has been measured on the LULI 100 TW laser, see Figure I-14 using SRIM (dotted lines) and SCAALP (plain 

lines) stopping power. 

The target temperature rises until 50 ps reaching its maximum at 15 eV. One can see that the tem-

perature inside the target is not uniform. This is actually due to the more important proportion of 

low energy protons in the beam spectrum.  

When passing from SRIM to SCAALP stopping power, one observes almost no changes in the mass 

density or the temperature profile apart from the temperature of the expanded and low density 

plasma at the target edges. This may be caused by the relatively low temperature (15 eV) reached 
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inside the target. Indeed we have seen that the stopping-power in WDM starts to significantly differ 

from cold above 40 eV. However, on the more powerful laser facilities, we can expect to reach higher 

temperatures (e.g. in Ref. [17], 81 eV was reached). In order to investigate such cases, the same sim-

ulation is run, but now using a proton beam 10 times more energetic than the one used before. In 

fact, we simply multiply by 10 the number of protons of the beam. The results are presented in Fig-

ure IV-6. 

 

 
Figure IV-6: Temporal evolution of the mass density and temperature of a 5 µm target heated by a hypothetical proton 

beam (10 times more energetic than used for the previous figure) using SRIM (dotted lines) and SCAALP (plain lines) 
stopping power. 
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This time, the target is heated up to 72 eV.  As a consequence, the target expands more quickly and 

the foil density tends to decrease before the end of the heating process (50 ps). Whereas the density 

profile remains identical in both simulations (SCAALP and SRIM), one can see that the target reaches 

slightly higher temperature when using SCAALP stopping-power: the temperature difference remains 

very small (< 5%) between the two simulations. In addition, one observes that especially at 30 ps, the 

temperature obtained using hot stopping power is distributed more uniformly inside the dense part 

of the sample. This is consistent with the observation on the energy deposition curve presented ear-

lier (see Figure IV-2). Indeed the Bragg peak is smoothed with temperature, making the proton heat-

ing more uniform.  

As a conclusion, we have seen that changing from cold to hot stopping power weakly affects the ion-

beam energy-deposition process in WDM. This is, for instance, much smaller than the differences 

that could be induced by the use of two different EOS as shown in Ref [8]. In addition, in the frame of 

WDM generation, we observed that, due to the decrease of the Bragg peak sharpness with the tem-

perature, the target heating gains in uniformity with temperature when taking. 

IV.1.4 Conclusion 

 

We have seen that, in order to detect any influence of temperature on the stopping power in solid-

density aluminum, we need to reach temperatures at least higher than 40 eV, or to develop better 

resolved and less sensitive to noise detectors (see section IV.1.3). However, with respect to our ex-

perimental techniques exposed in section IV.1.2, this is not currently achievable. 

Therefore we have decided to concentrate our study on another important parameter of the stop-

ping power, i.e., the projectile charge distribution inside solid-density matter [18]. Indeed, this quan-

tity is predicted to be more sensitive to temperature and is easier to measure experimentally as 

shown further. 
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IV.2 Equilibrium projectile charge distribution 
 

As explained in chapter II, for a complete theoretical description of the energy loss of charged parti-

cles passing through matter, one is confronted with a large spectrum of physical processes. Once the 

target is specified, one has to deal with the aspects of the projectile-target interaction. The two main 

topics are [18]: 

 the determination of the stopping number, i.e., how the charged particles lose their energies 

in the host medium, 

 the determination of the charge of the projectile inside the matter, i.e., what are the changes 

in the electronic configuration of the projectile ion by the various processes of ionization, 

electron capture and excitation when interacting with the host medium.  

In this chapter, we will not deal with the stopping number, for which many studies and theories have 

been and are still devoted for cold [9] and hot media (e.g. in Ref. [19]), but concentrate rather on the 

more experimentally accessible projectile charge. 

IV.2.1 Definition 

 

Ions penetrating through matter may undergo charge exchange. Their charge is fluctuating as their 

electrons are captured or lost in the succession of collisions with atoms of the material. As a result, a 

penetrating ion beam will in general exhibit a distribution of ion charges, which depend on the path 

length inside matter. Provided that the ion slowing down is negligible during the time of equilibrium, 

which is the necessary time for the projectile to reach its equilibrium charge, keeping its velocity 

constant, electron capture and loss processes become balanced and an equilibrium charge state dis-

tribution is established [20]. For instance, a 0.6 MeV/u carbon beam reaches equilibrium after ap-

proximately 0.1 ps with an energy loss of around 8.3×10-3 MeV/u (1.4 % with respect to the initial 

energy).This distribution depends only on the projectile species and velocity and on the medium in 

which it propagates [10].  

We define the mean (or average) charge of a projectile at a given velocity, 〈  〉( ) as the average 

charge over all the ions of the same species of a beam at the given velocity, i.e., “the statistical net 

charge of the partially neutralized ion” [3]: 

 〈  〉( )  
 

  ( )
( ∑     

  ( )

   

)  ∑    
( )   

  

       

  (4.6)   



164 
 

where   ( )  is the total number of ions propagating at a given velocity v,      the instantaneous 

charge of the ith ion,    
 the charge fraction of ions of charge    and      the recorded minimum ion 

charge. Figure IV-7 shows the average charge state of a 0.6 MeV/u monoenergetic carbon ion beam 

propagating through solid-density aluminum as a function of the penetration length. One can see 

that after the particle has reached a critical thickness (around 10 µg/cm²), the charge remains con-

stant: the projectile charge state has attained equilibrium. We call this value the equilibrium mean 

charge, 〈  〉  . Equilibrium charge state distributions (and thus 〈  〉  ) are independent of the ion 

charge state incident on the target. If the target thickness is further increased, the measured charge 

fraction will remain the same provided the total energy loss is negligible [21]. 

 

Figure IV-7: Illustration of a carbon ion going through a solid-density aluminum sample and approaching the equilibrium 
mean charge state 〈  〉  . The average charge state of the carbon ion beam as a function of target thickness is obtained 

from ETACHA calculations [22]. 

IV.2.2 How can this be integrated to stopping power calculation? 

 

Assuming the energy-loss by charge exchange to be negligible, the stopping power of an ion beam 

under charge-equilibrium, i.e., called equilibrium stopping in Ref. [9], is equal to the sum of the ener-

gy loss for each ion of frozen-charge    weighted by the proportion of such charge in the ion charge 

distribution at equilibrium,        [9]: 

  
  

  
 ∑       ( )

  

       

( 
  

  
(    ))   (4.7)  

Note that, provided that the stopping number is independent of the ion charge, we would obtain 

using the expression of the stopping power in chapter II, 
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However, Sigmund shows in Ref. [4] that, in cold solid-density foils, the correction factors in Eq. (4.4) 

cannot be neglected for the projectile studied in our experiment, He and C, in the energy range we 

cover. This fact is emphasized as well in another study conducted by Lifschitz and Arista [23] using a 

different approach based on a nonperturbative calculation of the stopping power. Furthermore, ex-

perimental measurements of the stopping power in a free ionized plasma [24] have shown that the 

stopping number and the charge distribution of a particle are strongly correlated and cannot be 

treated separately [25]. 

Therefore, we cannot a priori assume a strict Q1²-dependence of the stopping power and use Eq 

(1.13) to relate the projectile charge distribution to the stopping power. Nevertheless, the projectile 

charge distribution provides information on the different rates of the elementary processes which 

are essential to calculate the stopping power [23, 24, 23]. Indeed, in order to calculate theoretically 

the equilibrium stopping power of an ion beam in a plasma target, one needs to take into account 

simultaneously the cross-sections of all the elementary processes that affect the target electrons 

[24], these cross sections depending in particular on 〈  〉  . 

This question is discussed later with respect to our experimental results in section IV.2.4.6.3. 

IV.2.3 Theories and experimental difficulties 

IV.2.3.1 In cold media 

 

Significant amounts of experimental data exist on equilibrium mean charge state and on charge ex-

change cross-sections of various projectile elements and target materials [26]. It is well-defined and 

readily measurable as long as the target material is a gas, while the matter is more delicate for a sol-

id-density material [23, 27]. Indeed charge states of ions penetrating solids are typically measured 

after emergence and most often ions are allowed to travel over macroscopic distances before detec-

tion occurs. The question of whether such measurements could be used to determine the equilibri-

um charge of ions moving inside a solid was the subject of intense discussions [9]. It has been par-

ticularly studied when equilibrium mean charge state of heavy particles was determined to be higher 
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when emerging from solid-density foils than their equivalent in gas, i.e., a target of the same reduced 

thickness (in µg/cm²) and of the same species. This phenomenon has been explained as a density 

effect by Bohr and Lindhard [28]. Indeed in a gas, the free-flight path between two collisions is much 

longer than within a solid, therefore the projectile electrons have time to decay into their ground 

states, while they may stay excited in a solid-density medium. Nowadays, increasing evidence ap-

pears to support this explanation [29]. Another issue regarding these measurements is the possibility 

of electron loss by Auger emission during the particle travel from the target to the detector [30]. This 

would imply that the equilibrium mean charge state during crossing in the material is lower than 

what is actually measured.  One may add to that the problem of possible change in the charge state 

distribution due to collisions with residual gas if the vacuum inside the target chamber is not perfect. 

 

Equilibrium mean charge state for heavy ions has been intensely studied and results for gas and sol-

ids have been gathered in tables [26 and references therein]. The experimental data for carbon ion 

emerging from a carbon foil [31] are shown in Figure IV-8 with two semi-empirical model curves. 

 

 

Figure IV-8: Equilibrium mean charge state of an equilibrated carbon beam emerging from a solid-density carbon foil as a 
function of energy. The dotted points come from experimental measurements performed on conventional accelerators; 

the lines are two semi-empirical curves based on Ref. [32, 33]. 

As for the stopping power, the equilibrium mean charge can be divided into three regimes. At very 

low energy (below 1 keV), the projectile is neutralized and is therefore highly-screened. This signifi-

cantly reduces its energy loss per collision in the media. At the opposite, a high speed projectile 
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(above 10 MeV/u) is fully ionized and sees its losses per collision increasing (but the number of colli-

sions is falling down with the speed) [9]. Between these two regimes, the charge of the projectile 

increases continuously with the energy. The shape of the equilibrium mean charge state is similar for 

other particles with different energy limits [9]. 

  

To estimate roughly the energy below which a bare projectile starts to capture electrons, one can 

follow the approach given by Bohr [34, 35]. Basically, an electron of an atom/ion is moving at a given 

velocity relative to its orbits. If the atom/ion has a velocity higher than that of the electron, the elec-

tron would not be able to follow the nucleus. Therefore, one can consider that a projectile starts to 

capture electrons and keep them, when its velocity become close or lower to the velocity that would 

exhibit one of its own electron. This approach has then been improved by using the Thomas-Fermi 

velocity as the projectile velocity above which the projectile is expected to be stripped of the majori-

ty of its electrons. This formalism has become the basis for most of the semi-empirical formulas that 

currently exist [10, 32, 33]. They are generally function of the scaling variable  
   

  
    

 , where α is a 

constant that depends on the fitted experimental data used by the author. Most of them are com-

piled and described in Ref. [36]. 

 

Although the equilibrium mean charge state strongly depends on the projectile atomic number Z1, 

and its velocity, experimental measurements have shown that it is varying very little with the target 

media that is penetrated [33]. Schiwietz et al. have recently gathered most of the experimental data 

points and summarized them in a semi-empirical formula using a target dependent scaling17 (see 

Figure IV-9) [33]. To give a basic idea of the scaling used: in the case of a carbon projectile propagat-

ing in solid-density aluminum, 0.01 - 10 MeV/u in energy corresponds to 0.09 - 3 in the velocity pa-

rameter (x unit). 
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Figure IV-9: Measured equilibrium mean charge state 〈  〉  , divided by the corresponding projectile-atomic number Z1 

for various projectile species and various solid-density targets as a function of the scaling variable x; the continuous 
curve represents the semi-empirical formula developed by Schiwietz et al. [33]. The figure is extracted from Ref. [38]. 

Figure IV-10 represents the mean charge curves of a carbon beam passing through different solid 

media using semi-empirical formula developed by Schiwietz et al. [33]. We observe that, according to 

Schiwietz et al. estimation, equilibrium mean charge of a carbon beam varies very little in the differ-

ent media from helium to gold. Figure IV-11 gives another view of such variation. Here, the differ-

ence of 〈  〉   between the different media as a percentage of 〈  〉   in aluminum is plotted. The 

substantial differences up to 15 % observed at low energy are mainly due to 〈  〉   falling to 0. In 

addition, only a few data exist at very low energy, and all have significant error bars. Therefore the 

curve cannot really be trusted at such low energies. Nevertheless, for moderate energies (0.1 – 10 

MeV/u) a precision better than 5 % is needed to detect any difference between the different media. 
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Figure IV-10: Equilibrium mean charge state of a carbon beam emerging from different solid media as a function of pro-
jectile energy; each curve represents a different medium; it goes from helium to gold. 

 

Figure IV-11: Difference between 〈  〉      , the carbon equilibrium mean charge in aluminum, and 〈  〉          , the 

carbon equilibrium mean charge in other media, as a percentage of the aluminum one: 
|〈  〉          〈  〉     |

〈  〉     
. 

A few codes have been developed to predict the charge fraction of a projectile emerging from nu-

merous cold and solid foils as a function of the target thickness. Among all, two are mainly used. 
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ETACHA [37] calculates the charge state distribution of the ion projectile beam considering the rates 

and cross-sections of electron capture, ionization, excitation, radiation, and Auger processes. It does 

not take into account relativistic effects whereas GLOBAL [38] does but, in it, processes such as Auger 

effects are missing compared to ETACHA. These two codes complement each other; ETACHA can be 

used for low energy particles and the other one for projectiles with near-relativistic energy range. 

Both codes have been tested using experimental data from accelerators. In our case, the energy of 

the projectile is way below the relativistic range. Thus, we will, in the following, use ETACHA to com-

pare with our results. 

IV.2.3.2 In WDM 

 

From the theoretical point of view, the explicit calculation of the equilibrium mean charge [39] in the 

intermediate velocity regime from first principles is very difficult in cold matter but even more in 

WDM which ionic and electron structure is not well known. This is likely to affect the cross-section of 

the elementary mechanisms that govern the equilibrium mean charge of an ion beam propagating 

inside a medium [40].  

 

As for the stopping power (see section IV.1.2), measurements of propagating ions through WDM 

plasma have never really been performed for the same reasons: a lack of facilities where accelerators 

and lasers could be coupled (only one exists at GSI, which will be fully operating in 2013) and the 

difficulty of generating WDM which hydrodynamic conditions remain stationary long enough com-

pared to the duration of ion bunches delivered by conventional accelerators (so that the hydrody-

namic conditions of the WDM medium are unchanged while the few ns ion beam propagates 

through). Up to now, only experiments in low-density plasma have been performed [41]. The exper-

iment that is the closest related to WDM has been achieved at the GSI. The argon ions were propa-

gating inside a non-homogeneous carbon plasma generated by laser with a temperature comprised 

between 300 K and 214 eV and density close to 1% of the solid-density. These conditions are far from 

the ones we want to explore. 

 

High-intensity short-pulse lasers have recently brought new horizons in the pursuit of ion charge 

equilibrium in WDM. As mentioned in chapter I, these types of lasers generate pulsed broadband ion 

beams of picosecond duration off flat solid targets by the Target Normal Sheath Acceleration (TNSA) 

[42] mechanism where hot electrons generated by the short pulse laser creates a sheath field strong 

enough to ionize and accelerate hydrocarbons off the target surface (see chapter III). This new tech-

nique has opened up new possibilities for equilibrium charge state measurements. A laser-generated 
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ion beam can namely (i) isochorically heat thick solid-density samples during 100 ps reaching tem-

perature up to 20 eV for mid-scale lasers like TITAN [43] or LULI [44] (see chapter I). In addition, (ii) 

the short duration of the ion bunch (a few ps) allows using it as a probe beam. Indeed, as long as the 

hydrodynamic time scale is far longer than the ion acceleration process, one can assume that ions of 

the same energy range are seeing the same hydrodynamic conditions. This last point is used in the 

proton radiography experimental technique [45, 46, 47]. Achieving both points is significantly harder 

with conventional accelerators since the typical ion beams produced by accelerator facilities have 

usually quite longer bunch lengths ~ 10 ns [48].  

IV.2.4 Measurements of C-ion equilibrium charge state distribution 

 

This is what we have aimed to undertake here: we present results on precisely using short-pulse laser 

accelerated ion beams to perform equilibrium charge state measurement in WDM. 

IV.2.4.1 Experimental set up 

 

The experiment was carried out using the ELFIE laser at the Laboratoire pour l’Utilisation des Lasers 

Intenses working in the chirped pulse amplification mode at a wavelength λ0= 1.057 µm. The experi-

mental set-up is shown in Figure IV-12. The first laser pulse (Beam 1) had a duration of 320 fs 

(FWHM) as measured after compression and before focusing. It was frequency doubled to λ1 = 527 

nm to enhance the beam contrast and then focused to a focal spot of ~ 6 µm (FWHM) using a 300 

mm focal length off-axis parabola. A 1.5 µm plastic foil (mylar) used as a carbon (ion) source was 

positioned at focus and irradiated at 20° incidence with a peak intensity of 2.8 x 1018 W/cm2. Due to 

the high contrast of the laser, two similar carbon ion beams were accelerated normally from the rear 

and the front surface of the carbon source [49]. One (front) was used as a reference, while the other 

one (rear) was in charge of probing an unheated/ heated secondary target. The latest was located 1 

cm away from the carbon source, its normal axis making a 65° angle with the normal to the source 

target. During the experiment, we used secondary targets of three different thicknesses to study the 

possible passage from non-equilibrium to equilibrium mean charge state; they were composed of 80, 

50 or 0 nm aluminum on 30 nm of Si3N4 substrate. The substrate surface was facing the carbon 

source, so the carbon beam was always emerging from the aluminum side. Considering the little dif-

ference between the mean charge of carbon ion in cold solid-density aluminum and silicon one, and 

their proximity in atomic number, we approximate silicon to aluminum in our study. A 10 µm gold 

foil, parallel to the secondary target and located 500 µm away from it, was positioned at the focus of 

a second laser pulse (Beam 2) working at λ0, independently compressed to 320 fs (FWHM) and fo-

cused using a f = 300 mm off-axis parabola to a focal spot of ~ 6 µm (FWHM). The gold target, called 
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proton source, was irradiated at 45° incidence with a laser peak intensity of 1.1 x 1019 W/cm² to pro-

duce an energetic broadband proton beam in charge of heating the secondary target. 

 

Figure IV-12: Experimental set-up. 

 

IV.2.4.2 Diagnostics 

 

Two TPs, specially designed to measure low energy spectrum, were used to measure the distribution 

charge of the carbon beam. In order to characterize the proton beam from the rear surface of the 

proton source target, we used alternately a magnetic spectrometer and stacks of radiochromic films 

to obtain in addition the angular characteristics of the beam. To get an absolute number of ions, we 

use image plates as detectors for both TPs and magnetic spectrometer. The absolute spectra of the 

heating proton beam coupled with the hydrodynamic code ESTHER [50] allows us to estimate the 

hydrodynamic conditions of the secondary target.  A temperature diagnostic based on thermal radia-

tion measurements was employed, but was not working at the low temperatures we reached. 
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IV.2.4.2.1 Thomson parabola  

 

The principle of this diagnostic has already been shown in section III.3.1.2.2.2. In the case of our ex-

periment, since we wanted to compare two similar ion beams, the two TPs had similar characteris-

tics. They were both located 70 cm away from the carbon source. Their magnets and electrodes were 

producing a 0.32 T magnetic field and a 6 kV/cm electric field. The particles were passing through a 

100 µm diameter pinhole. A vacuum of approximately 10-3 mbar was maintained all along the parti-

cles path from the target to a FujiFilm BAS-TR image plate detector. We used absolute calibration in 

number of protons [51] and carbon ions [52] to retrieve the spectra. Before measuring the spectra, 

calibration of the spectrometer dispersion was done using a set of Al filters. According to it, we were 

able to detect low energy particles from 0.0075 to 4 MeV/u. We may note that the energy resolution 

increases with the charge (at constant mass). Carbon ions of higher charge state are indeed more 

deflected than carbon ions of lower charge and of the same energy. Details on the basic working 

principles of particle deflection and calibration are given in appendix. 

 

Figure IV-13: Typical ions beam signal collected by an IP. Each line represents the continuous spectrum of a particular ion 
within the beam, i.e., carbon ions and protons. The particles of higher energy are less deflected, so are located 

closer to the 0
th

 order (not deflected) point. 
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IV.2.4.2.2 Magnetic spectrometer 

 

A magnetic spectrometer [53] was used to measure the heating proton beam energy spectrum. It 

works like a TP without any electrode. The proton beam is going between a pair of permanent mag-

nets inside a yoke to separate the particles in energy. Instead of a pinhole, a slit is located at the en-

trance of the yoke to limit the particle flux on a FujiFilm BAS-TR image plate detector. As for TPs, we 

used an absolute calibration in number of protons [51] to retrieve the spectra. During our experi-

ment, the spectrometer was located 120 cm away from the proton source and had a 150 µm slit. A 

magnetic field of 0.23 T has been estimated from the calibration performed using the same method 

as for the TPs. Due to the compact set-up within the target chamber, we were not able to measure 

the proton spectrum on every shot while heating the aluminum sample. So, we did several meas-

urements of the proton beam produced throughout the experiment in order to get a good idea of 

the proton beam spectrum despite the shot-to-shot fluctuations which are detailed later in section 

IV.2.4.3.2).  

 

Figure IV-14: Typical proton beam signal collected by an IP and its related proton spectrum. 

Note that since this diagnostic does not have any electrode, it is not able to differentiate the differ-

ent ions contained in a typical laser-generated ion beam (see section III.2.3.2.3). However, since the 

carbon beams represent less than a few % of the total beam energy (as seen on TP e.g. in Figure 

IV-16), it is valid in our case to directly infer the proton spectrum from the signal recorded on the 

magnetic spectrometer without paying attention to the other species contained in the beam. 
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IV.2.4.2.3 Radiochromic film 

 

The RCF is a radiation dosimeter that changes colour (optical density – OD) through polymerization of 

a di-acetylene active layer from transparent to dark blue, proportionally to the absorbed dose of 

ionizing radiation. It is sensitive to penetrating protons which have a large specific energy loss and 

produce a high contrast image. Through the measure of the change in the OD, it is possible to deter-

mine the deposited dose of the protons within the film. It should be mentioned that these films are 

also sensitive to electrons and x-rays, which generally appear as a diffuse low-intensity low-contrast 

background that extends over the whole surface of the film since they are not as collimated as the 

proton beam is. 

RCFs of type MD-55 and HD-810 by ISP Corp were used. MD-55 is made of two active layers sensi-

tiveto radiation and laminated between polyester film substrates (see Figure IV-15a). Since the film 

structure is symmetric, it can be used as a detector equally on both sides. On the contrary to the MD-

55, HD-810 is not made in the sandwich form; there is just one active layer on the polyester support 

(see Figure IV-15b). This means that there is a difference in the stopping power when using one face 

or another. 

 

Figure IV-15: Composition of the RCF: (a) MD-55 type and (b) HD-810 type. 

As proton detectors, RCFs are usually used in a stack. Because of the pronounced energy loss of pro-

tons at the end of their range (Bragg peak), different layers of RCF in the pack allow one to image the 

proton beam at different energies, i.e., protons can be ‘filtered’ by their energy. A more energetic 

proton will penetrate deeper into the stack than a less energetic one since the stopping power in-

creases with the increasing thickness of the material the particle needs to cross. 
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IV.2.4.3 Characterisation of the generated ion beams 

IV.2.4.3.1 Carbon ion probe beam 

 

For laser intensities of some 1018 W/cm² and sub-picosecond pulse durations interacting with a thin 

(a few microns) solid-density foil, the main ion acceleration mechanism is the TNSA (see chapter II). 

Figure IV-16 shows the typical spectra of the ions that are accelerated normally to the mylar target 

surface. The beam is composed of carbon ions of charge going from 1+ to 4+ and protons. As pre-

dicted by TNSA, the protons of charge-to-mass ratio of 1 are preferentially accelerated; their number 

is around two orders of magnitude higher than the other ions. Let us now concentrate on the carbon 

ions spectra. All of the ions show bell-shaped curves, their maximum happening at energy increasing 

with their charge: C1+ 0.082 MeV/u, C2+ 0.086 MeV/u, C3+ 0.16 MeV/u and C4+ 0.27 MeV/u. The strong 

electrostatic force in charge of accelerating the projectiles is indeed proportional to the charge of the 

projectile. Therefore, higher charge carbon ions are more accelerated compared to lower charge 

ones and consequently reach higher energy. The electrostatic field was too weak to ionize higher 

charge states of carbon and produce C5+ or C6+. 

 

Figure IV-16: Typical ion beam spectra accelerated from a mylar target. 

The objective of the experiment is basically to compare the charge state distribution of a carbon ion 

beam emerging from a thin aluminum foil, i.e., after equilibration, to a reference distribution, i.e., 
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the one originating from the source target and unperturbed. Since the generated carbon ion beam 

spectra can significantly change from shot to shot, we decided to generate two carbon ion beams 

using a same laser beam where one would serve as a reference on every shot and the other would be 

sent to the secondary target (and is referred to the following as the probe beam). Ref. [49] has 

shown that a high-contrast laser can produce on both sides of the source very similar ion beams. This 

particularity corresponds exactly to what we want for our experimental set-up. To ascertain the qua-

si-symmetry between the probe and the reference beam, i.e., accelerated respectively from the rear 

and the front surface of the carbon source, we have performed several shots without any secondary 

target; both ion beams were then passing through vacuum only. 

 

Figure IV-17: Spectra of the Probe (black lines) and Reference (red lines) carbon beam after passing through vacuum. 

The number of particles in the rear spectra was most of the time found to be higher by around an 

order of magnitude compared to the front spectra (Figure IV-17). Regarding this observation we can 

propose two explanations. Firstly, since a high contrast is a stringent criterion to maintain symmetry 

between the electron sheaths of the two surfaces, a laser contrast lower than used in Ref. [49], de-

spite the frequency doubling, could explain such difference. Indeed, what is observed in Figure IV-17 

could be seen as typical of what is recorded with a standard contrast (106) laser pulse [54]. The ac-

celeration in the backward direction is based on the same mechanism of TNSA with a disadvantage: 

the acceleration takes place at the front target surface that is hit by the laser (see chapter III). The 

laser pre-pulse then perturbs the front surface and creates a pre-plasma before the arrival of the 

main pulse. Hence, the sheath field is reduced by a factor      , where    is the front plasma char-

acteristic gradient length. In Figure IV-18, one can see that, based on calculations, our laser contrast 
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is however similar (or even higher) than the one obtained using a double plasma mirror, as done in 

Ref. [49]. 

 

Figure IV-18 : Temporal contrast of our frequency doubled laser pulse compared to the one obtained using a double 
plasma mirror (DMP), as inferred from using the curve published in Ref. [55]. The contrast in our case (frequency-

doubling) is inferred by taking the measured contrast at the fundamental frequency, and by squaring it. 

Another explanation could then be that this quasi-symmetric acceleration is specific to very short 

laser pulse. The results reported in Ref. [49] have actually been performed using a laser pulse with 

intensity close to our (5 x 1018 vs. 2.8 x 1018 W/cm²), but shorter in time (65 versus 300 fs). Indeed, 

our longer pulse duration could lead to an asymmetry, induced by the laser irradiation, between the 

two target surfaces, linked to a larger blow-off plasma on the front side. 

Nevertheless, what is important for us is not really the absolute spectrum, but the charge fractions, fi 

and the subject of our study, the mean charge state <Q1>.  They can be computed from the beam 

spectra shown in Figure IV-17 using Eq. (4.6) applied to carbon, 

 〈  〉( )  ∑    
( )   

 

    

 (4.10)   

where    
( )  

  ( )

∑   ( ) 
   

  and   ( ) is the number of Ci+ of velocity v within the beam.  

The evolutions with particle energy of these two values are plotted in Figure IV-19 and Figure IV-20. 

The charge fraction distribution exhibits bell-shaped curves that are more pronounced compared to 

the spectra shown previously. We thus find that the probe and the reference ion beams present a 

quasi-identical charge fraction distribution and mean charge state over the quasi-entire energy 
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range, except for the very low and high energy part which may differ. This can possibly come from 

the low number of particles on the “front IP” being barely above the noise level at very low and high 

energy, and so increasing significantly the error in these ranges. However, these differences remain 

small and localized. The two symmetrical beams show fraction and mean charge values similar 

enough for us to use one as a reference for the other one. 

 

Figure IV-19: Charge fraction distribution of the probe (black lines) and reference (red lines) carbon beams after passing 
through vacuum. 
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Figure IV-20: Mean charge of the probe (black lines) and reference (red lines) carbon beams after passing through vacu-
um. 

In order to estimate the amplitude of the shot-to-shot fluctuations, we have compared the carbon 

ion beam spectra from two consecutive shots (# 100 and 101, see Figure IV-21) with the same laser 

input. We have found that the absolute number of particles remains steady. The maximum of the 

bell-shaped curves are quasi-identical from one shot to the other. The spectra of the probe beam at 

moderate to high energy range (i.e., typically ≥ 0.05 MeV/u) are well corresponding as well. One can 

see that C3+ goes to higher energy in shot 101 than in shot 100 (0.49 versus 0.36 MeV/u). This can 

significantly change the fraction and the mean charge at high energy where the numbers of the dom-

inant charges, C4+ and C3+, are close one to each other. The difference is more pronounced between 

reference beams with, in addition, shifts of the maxima for lower charges (C1+ and C2+). When one 

compares shots taken far apart (i.e., days) from each other, a variation of the absolute number of 

accelerated particles up to half an order of magnitude is generally observed as well. This is explained 

by large fluctuations of the laser beam in energy and shape. From this short analysis, we can con-

clude that reference and probe beams from different shots are reproducible but only in the moder-

ate energy range, i.e., from 0.1 to 0.3 MeV/u for reference and from 0.05 to 0.3 MeV/u for probe. 

The maximum of these ranges may decrease with the maximum ion energy produced on each shot. 
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Figure IV-21: Rear (crossed line) and front carbon beam spectra for shot #100 (black lines) & 101 (red lines). 

As already mentioned, in order to have the probe beam not heating the secondary target, we placed 

the carbon source 1 cm away from the secondary. This point has been verified with the ESTHER code 

using the probe beam as an input: the energy deposed on the secondary target appears to be unde-

niably negligible. Thus, from then, we will assume the probe beam to be a non-intrusive diagnostic. 

Another question might be raised about the possible interaction between the different ions within 

the beam. As previously written in chapter III, laser-generated ion beams are laminar, i.e., the ions of 

the beam do not collide one with each other after leaving the source. Furthermore, the average dis-

tance estimated between two ions within the beam when it is 1 cm away from the source, ri-i is much 

longer that the interatomic distance in solid-density aluminum, rAl-Al
18: 

     √
       

                 
 √

    

                                   .  

                                                           
 

18
 In a first estimation, we did not take into account the debunching induced by the time of flight, therefore the 

ion density of the beam inferred from the different spectra in Figure IV-16 (including the protons) and so       
are overestimated. 
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Thus we can assume that we are not in a collective regime: a carbon ion from the beam is only inter-

acting with the aluminum medium. Hence its instantaneous charge fluctuations are only due to the 

interaction with the electrons and nuclei of the medium. 

IV.2.4.3.2 Proton heating beam 

 

As mentioned above, the compact set-up did not allow us to measure the heating proton beam spec-

trum after it has emerged from the secondary target on every shot. Therefore we did several meas-

urements of the input proton spectrum throughout the experimental period to get an indication of 

its shape. For these, we took care to reproduce exactly the same conditions as for heated shots, like 

the energy of the laser or the angle between the laser beam and the gold foil. The average of the 

proton spectra we measured during the experimental campaign and the error bars in term of num-

ber of protons are shown in Figure IV-22.  

As explained in chapter III, proton spectrum can be approximated with quasi-thermal distributions. In 

our case, the average spectrum can be approximated by the sum of two semi-Maxwellian distribu-

tions having hot electron temperatures approximately of, respectively, 0.75 and 6.5 MeV. 

The error bars at a given energy were determined using the highest and lowest number of protons 

measured at such energy through the proton spectra we measured during the experimental cam-

paign. Although these variations appear important at first sight, most of the spectra we measured 

were actually close to the average spectrum especially in the most important part, the low energy 

range (see Figure IV-23), as highlighted by the similarity between the average spectrum and the spec-

tra obtained with RCFs. 
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Figure IV-22:  Average spectrum of the heating proton beam measured using the magnetic spectrometer and its relative 
error bar. This spectrum is compared with the spectra obtained with RCFs on shots # 70, 107 and 108. 

Using such a spectrum, we can calculate the induced target heating. Figure IV-23 shows the energy 

deposition of a proton in a 100 nm aluminum target as a function of their energy. One can see that 

the protons which deposit the most efficiently their energy inside of the target are the ones that are 

located around 100 keV with a maximum of 12 keV/proton (i.e., low energy range). It should be not-

ed that the energy of the maximum efficiency is increasing with the thickness of the target (e.g., 1 

MeV for 10 µm Al).  

The error on the heated target temperature and density induced by the shot-to-shot variations of the 

proton spectrum is evaluated later in section IV.2.4.4.2. 
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Figure IV-23: Energy deposition of protons in a 100 nm target as a function of its energy according to the SRIM code [56]. 

 

IV.2.4.4 Results 

 

In the previous paragraphs we have described in details the set-up, all the diagnostics that 

have been used, the characteristics of the heating/probing beams and the conditions in temperature 

and density of the secondary target. We now proceed by describing the results of the experiments of 

carbon ions interacting with cold and heated matter. For clarity sake, the explanations and the dis-

cussion of the results will be given later in another paragraph. 

IV.2.4.4.1 Interaction ion beam – cold and dense matter  

 

We first performed the experiment in the cold and dense regime. The main purpose of this step was 

to test and validate our set-up by trying to reproduce mean charge measurements of carbon ion 

beams through cold material, as obtained on conventional accelerator facilities. Indeed this is the 

first time that such measurements were performed using a laser facility where the characteristics of 

a laser generated ion beam are far different from those produced by accelerators (see chapter I). As 

the probing beam is a non-intrusive diagnostic, the secondary target remains cold and dense while 

the whole ion beam is passing through (each particle sees the same cold and dense condition). It 

allows us to get a continuous mean charge curve on a single shot, while it takes numerous shots on 

an accelerator. Before starting with the description of the cold interaction, another important point 

may be added: the probe ion beam makes a 65° angle with the normal of the secondary target sur-
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face (see Figure IV-12). Therefore the probe beam passes through a thicker thickness. To get the dis-

tance traveled by a probe beam particle, one has to multiply the sample thickness by a factor of ~ 

2.37 (   
   (   )⁄ ). The real distance traveled through the sample is, respectively, 71, 189 and 

260.3 nm, when we use 30, 80 and 110 nm thick targets. 

 

The measurements of the projectile mean charge state of a carbon probe beam traversing a 110 nm 

thick aluminum sample, from both TPs are overlaid in Figure IV-24. One may divide the data in two 

parts along the energy axis. For the low energy portion, below 0.11 MeV/u, both curves are very 

close one to each other, regularly increasing with the energy and reproducing the generated carbon 

ion beam trend viewed before. However, when it comes to higher energies, the two curves start 

diverging one from each other, this difference increasing noticeably with the energy. While the probe 

beam keeps its original tendency, the reference starts to display a much more disjointed layout, 

reaching higher values than the probe for the same energy. As observed in section IV.2.4.3.1 when 

we compared the front (used here as a reference) and the rear (used here as a probe) carbon beam, 

the reference ion beam exhibits a lower energy cut-off (0.3 MeV/u) than the probe beam (0.4-0.5 

MeV/u).  In addition, we observe that the reference mean charge from 0.2 to 0.3 MeV/u stops in-

creasing and stay stable at 3. This is due to the low number of carbon ions exhibited by the reference 

beam in this energy range: there was a too low number of C4+ in the reference beam on the energy 

range from 0.2-0.3 MeV/u to be detected by our detector. 

 

Figure IV-24: Mean charge state of the reference and the probe carbon beam emerging from a 110 nm thick aluminum 
foil. 
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We performed the experiment on three samples of different thickness in order to check the equili-

bration of the ion beam. The results are shown in Figure IV-25. Except for the reference mean 

charge, all of the curves are falling on each other from low energy to 0.5 MeV/u. The small difference 

at lower energy of shot #104 may just come from the resolution limit of the TP: when the particles 

flux of a shot is too low (in the case of a low energy laser beam), it becomes very difficult to detect 

them at very low energy where the deflection in the TP is important. The signal then becomes very 

close to the noise level. Due to the particle flux fall down, the precision of the spectrum measured by 

the TP at very high energy decreases as well. Consequently, very close to the ion energy cut-off, the 

signal of C3+ becomes too low to be detected. The mean charge state then invariably finishes to a 

constant value of 4. This explains why the different curves peak at 4 and why this occurs at different 

energies. We did several shots for each different thickness; we find that the 4+ peak position actually 

varies with the flux of the particle beams but remains close to 0.5 MeV/u. 

 

Figure IV-25: Typical mean charge state of a carbon beam emerging from an aluminum sample for different thicknesses 

We can conclude from this cold interaction results, that the thickness of the traversed sample does 

not appear to be influencing the mean charge state of the probe beam; at least, 71 nm thick solid-

density foil (30 nm thick foil) in our energy range. Furthermore, we observed that the mean charge of 

the reference beam matches the mean charge of the probe for energies below 0.1-0.2 MeV/u de-

pending on the shots.   
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IV.2.4.4.2 Characterization of the heating 

 

As performed in section IV.1.3.3, we ran the 1D hydro code ESTHER using the measured proton spec-

trum as an input to characterize the heating and so the condition of the target. This allows us to es-

timate the temporal evolution of the hydrodynamic conditions of the heated target, i.e., its tempera-

ture and density. The plasma characteristics of a 100 nm aluminum sample heated by protons over 

the course of several tens of picoseconds are shown in Figure IV-26. The origin in time corresponds 

to the beginning of the heating, i.e., when the first particle reaches the aluminum sample. From 0 to 

60 ps, the temperature is rapidly increasing to reach its maximum at around 1 eV, while the density 

remains very close to solid (higher than 0.5 g/cm3). Due to the high temperature that is achieved, the 

target is then thermally expanding, making the temperature stays close to constant while the density 

is quickly falling down. The heated target stays in the WDM regime until 140 ps (i.e., when the densi-

ty goes below 1 % of the solid density) and then transform in a low-density warm plasma. ESTHER 

simulations predicted that the reached plasma characteristics are almost identical in the case of a 30 

or 80 nm target. We ran ESTHER simulations varying the proton spectrum to estimate the potential 

error on target condition due to the shot-to-shot fluctuations. We have found that the maximum 

temperature fluctuates in average from 0.4 eV to 1.2 eV. The duration over which WDM regime pre-

vails is a bit shorter for higher energy spectrum but stays around 140 ps (+/- 3 ps). Contrary to the 

temperature, the evolution of density is found quasi-identical when using one spectrum or another. 

 

Figure IV-26:  Temporal evolution in density and temperature of a 100 nm thick Al target proton-heated up to 1 eV. 

From this analysis, we can say that we have a good estimate of the target conditions in density and 

temperature despite shot-to-shot fluctuations. However, compared to the temperature previously 
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reached by proton heating on the same laser facility [44], our temperature can be considered as low. 

This can be easily explained by the following elements: 

 the laser pre-pulse was important enough to preheat the gold foil, causing the evapora-

tion of a part of the rear side contaminant layer, so fewer particles were accelerated 

(one order of magnitude less) and heating the aluminum sample. Furthermore, as men-

tioned in chapter III, the pre-pulse perturbs the planarity of the gold foil rear surface and 

thus reduces the maximum energy reached by the accelerated protons. 

 the most important point: due the tight target arrangement, the secondary target was 

located 500 µm away from the proton source, when 200 µm would have been preferable 

to enhance the proton flux on the secondary target, hence the low heated temperature. 

For instance, moving the target from 200 to 500 µm reduces significantly the heating 

particle flux by more than a factor of 6.  

 

Due to the TOF of the probing broadband carbon beam, the particles do not traverse the heated 

target at the same time and so do not see the same plasma conditions. We have computed a maxi-

mum delay of 5 ns (at the aluminum target location) between the highest and the lowest energy 

particle recorded by the TP. Even if for same ions the target it is not in a WDM state, the study of ion 

interaction with a low-density warm plasma could give us the opportunity to learn more about the 

transition between plasma gas and WDM in term of charge equilibrium. Figure IV-27 shows the tar-

get hydrodynamic evolution over a longer time scale than in Figure IV-26. The dominant trend, char-

acteristic of a thermal expansion, remains identical: a temperature decreasing slowly from 0.6 to 

0.35 eV while the maximum density is falling down from 2.7 to 0.01 g/cm3. 
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Figure IV-27: Evolution in density and temperature of a 100 nm thick Al target proton-heated up to 1 eV over ns time-
scales. 

 

IV.2.4.4.3 Interaction ion beam – heated matter 

 

The source of carbon ions was located far from the secondary target, so that the TOF of the particles 

needs to be taken into account. The carbon probe beam, although broadband, is actually longitudi-

nally laminar. This means that the beam is linearly chirped due to the difference in TOF. The high-

energy particles arrive on target much earlier than the low-energy ones. At the carbon source, we 

can use as an estimate for the laser-generated carbon ion bunch a maximum duration of the order of 
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10 ps, knowing we likely overestimate the duration (see chapter III). After a travel in vacuum of 1 cm 

from the source to the target, the bunch is spread over approximately 5 ns if one takes into account 

carbon ions from 0.02 to 0.6 MeV/u, with corresponding arrival times of respectively 5.07 and 0.93 

ns. We have seen in section IV.2.4.4.2 that the hydrodynamic conditions of the secondary target 

evolve too fast to stay constant during that amount of time. The chirp in energy allows us to consider 

the ion bunch as a continuous series of 10 ps monoenergetic bunches arriving at different time on 

the heated sample.  

 

In our experiment, where we especially want to probe WDM (which lasts ~ 100 ps), we played on the 

delay between the heating proton beam and the probe carbon beam, so that the carbon energy we 

want to use traverses the heated sample when this one is in WDM regime. Due to the short time of 

our experiment, we used only three different delays or timings aiming at having these following cen-

tral ion energies passing through WDM: 0.5, 0.1, and 0.05 MeV/u. These are the conditions seen by 

the ions:  

 the ions of higher energy than the central energy are passing through cold and solid-density 

matter (see Figure IV-28a), 

 the ions of energy close to the central energy are passing through WDM (see Figure IV-28b). 

Using ESTHER simulation, we estimated the energies of the ions passing through WDM to be, 

respectively, 0.045-0.05 MeV/u, 0.09-0.1MeV/u and 0.4-0.55 MeV/u with respect to the 

three different delays mentioned above.  

 the ions of lower energy than the central energy are passing through a warm gas (see Figure 

IV-28c and d). 

In Figure IV-28 is shown the temperature and density conditions of a target proton-heated up to ap-

proximately 0.5 eV probed by 0.1 MeV/u carbons for 4 different delays: -0.1, 0.05, 1.3 and 1.57 ns. 

The origin of time corresponds to the beginning of the proton heating. Note that we use the standard 

reduced thickness in µg/cm². This unit is more appropriate to our study about equilibration since it is 

proportional to the number of particles met by the projectile along its path. The standard reduced 

thickness is simply obtained by dividing the thickness by the mass density.  
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Figure IV-28: Spatial density profile crossed by a 0.1 MeV/u carbon ion for 4 different delays: (a) -0.1, (b) 0.05, (c) 1.3 and 
(d) 1.57 ns. The origin of time corresponds to the beginning of the proton heating. The last three delays correspond to 

the delay we used to probe WDM with the carbon energy of, respectively, (b) 0.5, (c) 0.1 and (d) 0.05 MeV/u. 

Now that we have a better knowledge of the matter probed, we can proceed to the presentation of 

the results in term of charge state distribution. 

 

In the shots where 0.5 MeV/u carbon ions were timed with WDM, i.e., according to ESTHER simula-

tions, the carbons of energies from 0.4 to 0.55 MeV/u were propagating through WDM. The resulting 

mean charge curve is plotted in Figure IV-29, showing no visible difference in both low density warm 

plasma and WDM compared to mean charge curve we obtained in cold solid-density matter. We 

performed several shots using this timing and found that all the mean charge curves follow the same 

trend (+/- 5%) fitting well the curve obtained in cold and solid-density plasma. 



192 
 

 

Figure IV-29: Mean charge of typical heated shot for which the laser beams were timed so that 0.5 MeV/u carbon ions 
were passing through WDM. It is compared with the mean charge of the reference and the mean charge we measured in 

cold solid-density matter.  

In the shots where 0.1 MeV/u carbon ions were timed with WDM, i.e., the carbon of energies from 

0.09 to 0.1 MeV/u were propagating through WDM. In Figure IV-30, the typical mean charge we 

measured is plotted compared to a standard cold shot. We observed again no visible difference be-

tween the mean charge in heated matter and cold solid-density matter. 
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Figure IV-30: Mean charge of typical heated shot for which the laser beams were timed so that 0.1 MeV/u carbon ions 
were passing through WDM. It is compared with the mean charge of the reference and the mean charge we measured in 

cold solid-density matter. 

In the case of 0.05 MeV/u, the energies probing WDM are comprised between 0.045 and 0.05 

MeV/u. In this energy range, our resolution is very low. However, with respect to our error bars, we 

observed the same tendency. 

 

To conclude, the difference in term of TOF between probing ions significantly reduced the energy 

range that can be probed in WDM in one shot. We were only able to measure the charge distribution 

of projectiles propagating through WDM with energy comprised between 0.4-0.55 MeV/u, 0.09-

0.1MeV/u, 0.045-0.05 MeV/u. We have shown that plasma effects in WDM heated up to 1 eV do not 

significantly impact the mean charge of the 0.04 – 0.5 MeV/u carbon beam passing through alumi-

num. We believe this is mainly due to the very low temperature reached. The aluminum plasma is 

too cold in our experiment to see any significant change in its ionization and electronic structure (see 

chapter II).  
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IV.2.4.5 Comparison with accelerators results and ETACHA 

 

The first main objective of our experiment was to test our platform by comparing our cold data with 

what had been already recorded on conventional accelerators. For this, I have reviewed what has 

been measured and published on charge equilibrium from accelerator facilities up to now. These cold 

measurements using accelerators are still ongoing, accompanying the improvement of accelerators 

and targets manufacturing. It started with the earliest measurement of stopping power [2, 34]. It 

should be noted that some of these researches are performed in order to improve accelerator strip-

ping method rather than to study the ion charge exchange process. This explains why the equilibrium 

is sometimes not reached and the lack of data for low energy particles. Hence, we checked that the 

measured mean charges were truly at equilibrium by comparing the target thickness and the equilib-

rium length provided by the code ETACHA (see section IV.2.3.1). Note that it was only possible in the 

energy range where ETACHA is considered valid, i.e., typically above 0.1 MeV/u. 

It should be noted that only few data exist for aluminum target, therefore we took the liberty to add 

the data corresponding to carbon target (which has been much more studied). This is justified as, 

according to the estimate of Schiwietz (see Figure IV-11), the difference between those, is 0 at 10 

MeV/u and 15 % at 10 keV/u. In addition, so as to compare with our data where neutrals cannot be 

counted, we removed the neutral and negative ions from the accelerator mean charge computation.  

Data from accelerators is compared with our measurement in Figure IV-31. The different types of 

dots correspond to measurements performed by the same team on the same experiment. First, one 

can see that carbon or aluminum accelerators points effectively remain very close one to each other 

in the energy section where aluminum points are provided. Although our experimental data are low-

er than the accelerator ones, one can see that they are fairly fitting, showing in particular the same 

slope. Interestingly, we found that the two curves would fit very well, if one divides the energy of our 

data by a factor of 1.5, keeping the mean charge unchanged. Since the relative error bar in energy is 

2.5 %, according to the calibration of our detector (see appendix), this feature cannot be caused by a 

lack of precision of our diagnostic, hence cannot explain the difference observed. 
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Figure IV-31: Mean charge (without counting neutral and negative ions) measurement performed on our experiment 
(purple line) compared to accelerator data in aluminum (red dots) and in carbon (blue dots) and ETACHA calculation 

(black stars). Each kind of dot corresponds to data recorded in a different experiment. 

 

Then we wanted to compare with the code ETACHA that is commonly used in the domain to predict 

the charge equilibrium of a particle emerging from a cold solid-density foil (see section IV.2.3.1). The 

ion beam is assumed to be monoenergetic and the particles are assumed to propagate straight inside 

the matter, i.e., straggling is neglected. It is also possible to take into account, but separately, the 

effect of the energy loss inside the matter. In Figure IV-32 is shown the evolution of the charge frac-

tion of a 0.4 MeV/u C2+ ion as it passes through a solid-density aluminum foil. One can see that the 

thickness needed for the ion beam average charge to reach equilibrium is approximately 10 µg/cm². 

This is way below the thickness traversed by the carbon ion probe beam in our experiment. Indeed, 

our thinnest secondary targets leads to a travel of 71 nm which corresponds to a relative thickness of 

19.2 µg/cm².  
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Figure IV-32: Evolution of the charge fraction of a 0.4 MeV/u carbon ion beam propagating through cold solid-density 
aluminum. 

Hence we can compare ETACHA equilibrated results to the data without taking into account the in-

put. To run the simulation, we arbitrarily chose a C2+ monoenergetic beam as input and recorded the 

mean charge when varying the energy. The stopping power, rather constant for such small thick-

nesses, was taken into account. The ensuing curve, shown on Figure IV-31, is fitting very well to our 

data. In order to make sure that we compare the same quantity as in the experiment, neutrals have 

not been counted in this case too.  

 

When comparing the fraction distribution at equilibrium predicted ETACHA with the one we meas-

ured in experiment (see Figure IV-33), some differences arise. Although one can appreciate an im-

peccable fit for C4+, the proportion in C3+ seems to be underestimated by a factor of 20 %. The shape 

and the position of the maximum are however preserved. C2+ population is also fitting well at high 

energy until 0.2 MeV/u, but it peaks at higher energy than measured and its proportion is underes-

timated by a factor of 30 %.  Regarding C1+ population, it starts its increase at higher energy (0.3 

MeV/u), but keeps the same slope than the measured one.   

 

ETACHA is considered to provide relatively correct estimation until 0.1 MeV/u, and tend to overesti-

mate the capture cross-section below (from comparison with accelerator data). This could explain 

the underlined differences when it comes to low energies. 
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Figure IV-33: Charge fraction comparison between our results (thick lines), accelerator's records with energy multiplied 
by a factor of 1.5 (thin lines) and ETACHA (stars). Blue is for C

1+
, green C

2+
, red C

3+
 and cyan C

4+
. The fractions have been 

calculated without counting neutrals and ions with higher charge than C
4+

. 

 

In conclusion, in the energy range from 0.1 MeV to 0.5 MeV, we observed a reasonable agreement 

with accelerator data and good agreement with the equilibrium mean charge computed by ETACHA. 

Note that others have already shown that some empirical formulae deduced from accelerator meas-

urements overestimate the mean charge [57], even if, it is true, only for ion of higher atomic num-

bers (Z1 ≥ 53). This might explain the difference we observed between our measurements and those 

performed in accelerators. 

 

IV.2.4.6 Discussion of our results 

IV.2.4.6.1 Interaction with the background gas of the chamber 

 

Before discussing about the equilibration of the carbon ion charge in, respectively, cold and heated 

matter, let us first concentrate on the influence of the residual gas inside the chamber on the projec-

tile charge. In conventional accelerators, it is negligible considering the very low pressure of the re-

sidual gas, i.e., below 10-7 mbar. However, it is measured to be only below 10-3 mbar in our experi-

ment. Therefore, it is important to investigate the impact of the interaction between the ion beam 
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and the residual gas from the secondary target to the detector and the possibility of an equilibration 

of the ion beam in the residual gas (see Figure IV-34).  

 

Figure IV-34: Equilibration with the target chamber low density gas of the emerging probe carbon beam. 

The difference we underlined between the measurements performed in conventional accelerators is 

consistent with such possibility. Indeed the equilibrium mean charge of an ion passing through a gas 

is known to be lower than the equilibrium mean charge of the same particle passing through a solid-

density target (see section IV.2.3.1). Even if only a few experimental data exist on carbon ion charge 

exchange in nitrogen19 (N2, Z2 = 14) especially in the energy range we are concerned by, Grande & 

Schiwietz [33, 58] have developed an universal empirical formula scaling the experimental data on 

many projectiles (from proton to uranium) and target materials which provides equilibrium mean 

charges of an ion beam in both gases and solid. In Figure IV-35, we compare the mean charge we 

obtain experimentally with the equilibrium mean charge given by these formulas. As expected, our 

experimental curve is lower than the equilibrium mean charge in nitrogen and, as expected, further 

compared to the equilibrium mean charge in solid-density aluminum. 

                                                           
 

19
 The closest gas in term of atomic number to ambient air 
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Figure IV-35: Comparison between our experimental mean charge and the equilibrium mean charge in, respectively, cold 
solid-density aluminum (curve) and in cold nitrogen gas (dotted curve) given in Refs [33, 58]. According to the validity 

range given for these two formulas, they can be used for energy above 0.1 MeV/u in our case. Their relative error bars in 
charge is estimated around 16 %. 

 

Let us now explore in more detail the possibility of equilibration in the low-density residual gas. One 

has to know that only a few experimental data exist on carbon ion charge exchange in nitrogen [26]. 

 

Starting with the equilibrated distribution of an ion beam emerging from a solid-density cold foil, we 

calculated periodically along the ion beam path inside the low-density gas, the ion charge distribu-

tion of the beam considering only the electron-capture cross-sections: 

 

{
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    (4.11)   

where   (    ) is the fraction of ions that carries the charge q (Cq+) at a given velocity   and at a dis-

tance    (along the ion beam path) from the secondary target,     is the electron-capture cross-

section, where k and l denote the charge which the ion carries before and after the electron-capture, 

   is the density of the gas and                     . Note that we assume the trajectory of 

each ion to be straight. This simple model does not take into account several elementary processes 

that would have tempered the neutralization. If this first estimate shows that the impact of passing 
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through a gas is not negligible, we would need to improve this model and indeed improve the vacu-

um inside the target chamber. 

 

Instead of the few accelerator data in cold solid-density aluminum foil, we use as input the more 

numerous charge distribution points of an equilibrated carbon ion beam emerging from carbon foil: 

anyway, they remain very close one to each other. As recombination (or electron-capture) cross-

sections, we used Schlachter [59] universal empirical rule based on accelerator measurements that 

provided predictions for a wide variety of projectile-target combinations for projectiles range in en-

ergy from 0.3 to 8.5 MeV/u, and charge states, Z2 as high as 59+. To stick to our experiment, we eval-

uated the impact of a low pressure (P) gas of nitrogen applied over 70 cm, the distance between the 

secondary aluminum target and our detector. The 10-3 mbar pressure of our gas gives an upper limit 

for the residual gas (N2) density of, 

 

 

   
   

  
              (4.12)   

where R is the gas constant, T the gas temperature (300 K) and Na the Avogadro constant. We fixed 

dx to 10 µm so that the precision gained by reducing even more dx remains negligible. 

 

Accordingly to what we have done earlier, when computing the mean charge, we do not take into 

account the neutrals. The results for various gas pressures are shown in Figure IV-36.  
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Figure IV-36: Predicted evolution of the carbon ion mean charge recorded in accelerator (pressure below 10
-7

 mbar) with 
the pressure inside the chamber compared to our experimental measurement; the neutral projectiles are not taken into 

account when plotting the curve. 

First, one can see that the effect of neutralization is more important for low energy projectile. Note 

that the neutralization is artificially limited at very low energy due to the absence of the neutral par-

ticles in our calculation of the mean charge. Secondly, as expected, the neutralization rate is increas-

ing with the pressure. Indeed a higher pressure means a denser gas, and so more interactions be-

tween the projectile and the atoms of the medium. One can see that the recombination is null for 

pressure below 10-4 mbar and stays negligible below 10-3 mbar with respect to the error bar estimat-

ed by comparing the reference and probe ion beam mean charge (+/- 0.1). The pressure is predicted 

to play an important role on the mean charge especially for lower energy. By comparing our experi-

mental data with the generated set of curves, we can roughly infer what would be the chamber pres-

sure required for the accelerator data to stick to our cold experimental curve. From the set of curves, 

we can deduce a pressure around 0.5 – 1×10-2 mbar is needed for energy above 0.2 MeV/u. For low-

er energy, the pressure is required to be lower, around 2 - 5 ×10-3 mbar. It should be noted that the 

results for low energy projectiles have to be handle carefully, since we are no longer in the validity 

energy range of the empirical rule. In addition the neutral population becomes very important which 

can decrease dramatically the precision of our experimental measurement of the average charge. 

 

To sum up this short study, we can say that for gas pressure higher than 2×10-3 mbar, the residual gas 

can play an important role on the ion beam mean charge measured by our diagnostic. In such case, 
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its impact should be clarified using experimental measurements. At the opposite, for pressure below 

2×10-3 mbar, the impact of the residual gas pressure can be neglected. Note that the pressure is ex-

perimentally measured by a detector positioned closed to the vacuum pump and may underestimate 

a bit the real pressure inside the chamber. Nevertheless, the difference between the pressure we 

measured in our experiment and the minimum pressure required for the accelerator data to stick to 

our cold experimental curve is, by far, too high to be explained by such underestimation. 

 

Another argument moving in the same direction may be added to the last one. To estimate if the 

recombination with the cold gas of the target chamber could affect the charge distribution of the 

beam, we computed the reduced thickness traversed by the particle from the source to the detector 

(70 cm) assuming the pressure to be 10-3 mbar and found it to be approximately 2×10-4 µg/cm². This 

quantity turns out to be completely negligible compared to 0.6 µg/cm², which is the equilibration 

length of 0.2 MeV/u carbon ions in N2 (i.e., a situation quite similar to ours) according to the data 

reported in Ref. [60] using conventional accelerators. This measurement is illustrated in Figure IV-37. 

 

Figure IV-37: Charge fraction of a 0.2 MeV/u carbon beam as a function of the N2 gas stripper thickness (extracted from 

Ref. [60]). 

 

To conclude, it is highly unlikely that we are measuring carbon ion beam equilibrated in the low pres-

sure gas of the target chamber. It might alter by a small amount our measurements, but this change 

stays within our error bars. It could be interesting for future experiments using the same platform to 

study more carefully the impact of low pressure gas inside the target chamber. This would result on 
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an estimate of a pressure limit (depending on projectile energy and Z1) above which charge equilibri-

um measurements cannot be carried out. 

 

IV.2.4.6.2 Interaction with cold matter 

 

Let us now discuss the cold interaction results. As shown in Figure IV-24, we can divide the mean 

charge of the probing beam in two parts: (1) Low energies, where both reference and probe are 

overlapping one each other and (2) high energies where they significantly differ.  

One hypothesis is that the reference carbon beam for energies typically below 0.1– 0.2 MeV/u is 

already in equilibrium when leaving the source target, and on the other hand, the higher energy por-

tion of the spectrum (above 0.1– 0.2 MeV/u) is not at equilibrium after leaving the source and reach 

equilibrium only when propagating through the aluminum foil/plasma. Indeed, the ions produced by 

TNSA are accelerated within an expanded plasma where complex ionization and electron capture 

processes take place between the ions and the co-moving electrons. Due to the difference in term of 

TOF, the beam is linearly stretched in velocity. Hence, the (slow) low energy part of the beam (below 

0.1 – 0.2 MeV/u) transits for a longer time in the dense part of the accelerating sheath, and thus will 

tend to be already in equilibrium when leaving the source target (gold foil). This is what can be seen 

in Figure IV-24 ; ions with energy below 0.1 MeV/u from both reference and probe beams overlap 

each other: this means that the reference carbon beam, for energies below 0.1 MeV/u, is equilibrat-

ed.  

Another hypothesis that could explain such a behavior is that the ion charge would be equilibrated 

by the co-moving electrons once they had left the electrostatic sheath. To estimate, the effect of 

these co-moving electrons, we have to consider several points. 

Let us first estimate their temperature. From a previous experimental study that was conducted on 

the same facility, the transverse temperature of co-moving electrons of a laser-generated ion beam 

was measured around 30-100 eV (see Figure IV-38). Although we have to keep in mind that this is still 

imperfect to evaluate the impact of these co-moving electrons on the ion beam charge, we then use 

the ionization and recombination rates given by the FLYCHK code [61]. For this, we assumed that the 

ions were at rest in a 100 eV electron gas. 
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Figure IV-38: Measurements of co-moving electrons accompanying a fast, laser-produced ion beam. The measurements 
were conducted using the 100TW laser at LULI and performed using Faraday cups. The blue and green curves correspond 
to shots on which the low electrons, i.e., co-moving electrons, were filtered out, whereas the red curve corresponds to 
the current average of all of the shots on which they are not. The pink and brown curves correspond to the deduced co-
moving electron temperature as a function of time (in ns) at the detector, i.e., to ions of different energy as they fly into 

the detector from the source. 

 

To estimate the density of this co-moving electron gas along the beam path, i.e., after leaving the 

electrostatic sheath to the secondary target, we computed the ion charge density of the expanding 

ion beam. Here, we assume (which is justified by the same Faraday cups measurements) that every-

where the ion beam is spatially neutralized by the co-moving electrons; hence the density of co-

moving electrons is equal to the ion charge density. Using an average beam divergence angle of 10° 

[44], an initial beam density at the source of 1019 cm-3 [62], a total number of accelerated charges of 

the order of 3.5×1011 (calculated using the spectra of a reference ion beam), and taking also into ac-

count the differential TOF of the ions, one can compute the co-moving electron density of the beam 

along the path as a function of the energy of the ions they are co-moving with. For instance, the evo-

lution of density of the electrons co-moving with 0.1 MeV/u carbon ions as a function of the distance 

with the source is shown on Figure IV-39.  
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Figure IV-39: Density of electrons co-moving with 0.1 MeV/u carbon ions as a function of the distance from the source. 

Now, using both recombination and ionization rates from FLYCHK and the density curve, one can 

estimate the evolution of the mean charge of several 0.1 MeV monoenergetic beams composed, 

respectively of only C1+, C2+, C3+ and C4+ when propagating with the co-moving electrons (see Figure 

IV-40) from the source (after the sheath) and the secondary target located 1 cm away. We clearly 

observe that, due to the decrease of the electron density with the distance from the source, the co-

moving electrons between the source and the secondary target cannot modify the mean charge of 

the ion beam. 
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Figure IV-40: Evolution of the mean charge of several 0.1 MeV/u monoenergetic beams composed, respectively of only 

C
1+

, C
2+

, C
3+

  and C
4+

 when propagating with the co-moving electrons, according to FLYCHK. 

In summary, according to our estimation, the interaction with the co-moving electrons during the 

propagation of the spatially-neutralized ion beam in vacuum is very unlikely to significantly affect the 

charge distribution and thus to explain the equilibration at low energy we observed. Although we are 

not in a position to fully model the dynamics leading to the observed the charge state of the ion 

beam, we consider that an equilibration process at low energy (as observed) is hence more likely to 

happen at the source, where the plasma is the densest. 

Such equilibration does not affect however our capability to performed measurement of charge equi-

libration since we could indeed use for this the high energy un-equilibrated portion of the probe 

beam (i.e.,            ). Indeed, contrary to the low energy portion, one can see that the higher 

energy portion of the spectrum (0.1-0.8 MeV/u), was not in equilibrium after leaving the source tar-

get: the curve of the equilibrated probe beam is lower than the reference curve. Therefore, we can 

use this part of the ion beam to characterize the charge altering properties of the secondary target. 

The observed variations of the limit between equilibration/non-equilibration may be explained by 

the fluctuation of the laser conditions. This affects the plasma sheath density and temperature, 

which changes the Debye length. 
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IV.2.4.6.3 Comparison with semi-empirical formulas based on stopping power 

 

Although we have explained in section IV.2.2 that the stopping power of an ion beam propagating 

through matter is a priori not proportional to     
 , it is interesting to compare our experimental 

results in cold solid-density matter with the effective charge based on stopping power measurements. 

We found that the difference between      and  〈  〉   to be around 0.1 in our experiment, this is 

of the same order of magnitude with respect to our error bar. Hence, we choose to keep using 

〈  〉   for the comparison (instead of     )20. In Figure IV-41, semi-empirical formulas of Zeff, from 

Northcliff [2], Brown [63], Gus'kov [64] and Basko [65] are compared with the mean equilibrium 

charge we obtained in cold matter. For consistency, we also plotted the mean equilibrium charge 

calculated from Schiwietz [33] empirical formula based on the measurements performed in conven-

tional accelerators. 

 

Figure IV-41: Mean equilibrium charge in cold solid-density aluminum measured in our experiment compared with semi-

empirical curves from Refs. [2], [63], [64], [65] and mean equilibrium charge curve obtained from Schiwietz empirical 

formula [33]. Apart from Gus’kov, all formulas are only valid above 0.1 MeV/u. This validity zone roughly corresponds to 

the zone where the fraction of neutrals, particles that we could not measure in our experiment, is negligible. 

 We observe that our curve is reasonable agreement with Zeff of Bakso, but lies lower than the other 

effective charges. It can be explained as followed. Although all Zeff formulas rely only on the stopping 

power data, Zeff of Gus’kov, Northcliffe and Brown are simply obtained from the ratio between the 

stopping of ions and protons as defined in chapter II.  Zeff of Basko is computed using a different 

                                                           
 

20
 Note that      is always higher than 〈  〉  . 
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method: first, the stopping power is calculated theoretically using an improved formula based on 

Bethe-Bloch stopping power for a point charge (see section IV.1.1) [4], in which the charge of the 

projectile is replaced by an equilibrium mean charge. The charge of the projectile is therefore not 

only taken into account in the prefactor, but also in the stopping number. Then, using Nikolaiev semi-

empirical formula [32] for the equilibrium mean charge, the computed stopping power is compared 

to the stopping power measured in conventional accelerators for different projectile ions (U, Ag, Ti Al, 

C and Be) propagating in solid-density silver. Basko formula is eventually inferred from Nikolaiev 

semi-empirical formula which coefficients have been modified so that the computed stopping power 

overlays experimental results for energies from 0.1 to 10 MeV/u. Consequently, the effective charge 

calculated by Basko is actually closer to an equilibrium mean charge than an effective charge as de-

fined in chapter II. This explained the fair agreement between Basko formula and the equilibrium 

mean charge we measured experimentally. Hence, this observation confirms the importance in our 

energy range of the dependence of the stopping number on the projectile-charge when calculating 

the stopping power. 

 

Note that the good agreement between the empirical formula based on equilibrium charge meas-

urements in conventional accelerator and Zeff of Gus’kov, Northcliffe and Brown moderates this con-

clusion. Indeed, it indicates at the opposite, that the stopping power scaling in     
  is very reason-

able in our energy range. 

 

IV.2.4.7 Conclusion 

 

We have demonstrated that we can reproduce well, with our experimental set-up, data obtained in 

cold matter with accelerators on a single shot. Accordingly a very good agreement is found with the 

results of the ETACHA code in its recent version. Furthermore we have also demonstrated for the 

first time that measurements of the mean charge state of an ion beam passing in WDM under well 

controlled conditions can be realized. We have shown that plasma effects in WDM heated up to 1 eV 

do not significantly impact the mean charge of a 0.04 – 0.5 MeV/u carbon beam passing through 

aluminum. Next steps will be to perform similar measurements at higher temperature in WDM. Re-

cent achievements of ultrafast isochoric heating of solids up to 100 eV using XFEL beams [12] offer 

interesting perspectives in this respect. 
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IV.2.5 Measurement of He-ion equilibrium charge state distribution 

 

We then performed the same experiment using helium ion beam as probe instead of carbon. This is 

particularly interesting in the frame of ICF, since the fusion reaction produces 3.5 MeV helium-

particles. Studying the stopping power, and more particularly the equilibrium mean charge, can pro-

vide us some useful information on the process of energy deposition of the produced helium ions.  

We chose to use a helium gas jet as a source. As shown in chapter III, it also gives us the opportunity 

to generate simultaneously two similar ion beams. One is used as a reference and the other as a 

probe. 

In the following, we only detail the results regarding the interaction with cold solid-density alumi-

num. Further analyses are necessary to explain and exploit what we measured in heated matter.  

IV.2.5.1 Experimental set-up 

 

The experiment was carried out using the TITAN laser at the Lawrence Livermore National Laboratory 

(LLNL) working in the CPA mode at a wavelength λ0= 1.064 µm. Since only one CPA beam is available 

at TITAN, we use a split mirror to intercept a part of the main CPA beam, called direct beam, and 

reflect it on a second parabola focused at the target chamber center producing a second CPA beam, 

called split beam. The set-up of the “split beam configuration” is shown in Figure IV-42. We posi-

tioned the split mirror so that the split beam contained approximately 70-80 % of the total laser en-

ergy.  

 

Figure IV-42: Split beam configuration. 
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The experimental set-up is shown in Figure IV-43. We used two regimes of the main CPA beam: (1) 

200 J on target, 5 ps (FWHM) duration as measured after compression and (2) 130 J, 0.7 ps duration. 

The first regime allowed us to reach higher energy on target, while the second one allowed us to 

reach higher intensity on target. Both direct and split beams were focused to a focal spot of approx-

imately 50 µm (FWHM) using two off-axis parabolas, one for each beam, of focal length approximate-

ly 800 mm. The direct and less energetic CPA beam was focused at the edge of helium gas jet to gen-

erate two similar helium beams perpendicularly to the laser propagation axis. The parameters of the 

ion beam source are already detailed in section III.3.1.2. While one of the helium beam is used as a 

reference, the other helium beam, called probe beam, propagates through an unheated/ heated 0.8 

µm thick solid-density aluminum foil (secondary target), its propagation axis making an angle of 45° 

with the target normal axis. The split beam is used to generate an energetic proton beam in charge 

of heating the secondary target. It interacts with a 25 µm thick gold foil positioned at the laser focus 

and located 200 - 500 µm away from the secondary target producing an energetic broadband proton 

beam in the direction normal to the target surface, making an angle of 45° with respect to the sur-

face of the secondary target. The delay between the direct and the split laser beams was fixed using 

a delay line located upstream in the laser line solely on the optical path of the direct beam. 

 

Figure IV-43: Experimental set-up. 
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IV.2.5.2 Diagnostics 

 

The reference and probe spectra are measured by the same two TPs, respectively, East and West TPs 

already mentioned in section III.3.1.2.2. In order to measure the population of neutral, we modified 

the detector (see Figure IV-44): the part of the IP where the pinhole is imaged, i.e., the 0th order, is 

covered by a solid state detector CR39 [66]. This detector not sensitive to light radiations, but parti-

cles, gives us the opportunity to separate the signal at the 0th order due to neutral particles (not de-

flected by the magnetic and electric fields inside the TP) from the signal due to light radiation and 

thus, to measure the spectrum of the neutral population. However, we will see later that he neutral 

contribution is predicted negligible in the energy range resolved by our TPs, thus it should not affect 

our results. 

 

Figure IV-44: Signal of the reference ion beam detected on the IP. The signal of the 0
th

 order is obstructed by the opaque 
CR39 positioned in front of the IP (zone in violet). 

In order to estimate the evolution of temperature and density of the heated aluminum foil, we apply 

the method already used in the experiment on the carbon equilibrium charge state distribution: we 

ran hydrodynamic simulations with ESTHER code, using as input the spectrum of the heating proton 

beam emerging from the secondary target recorded on each shot with a calibrated magnetic spec-

trometer.  
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IV.2.5.3 Characteristic of the helium ion-beam 

 

The characteristics of the probe and reference helium ion-beams have already been detailed in chap-

ter II.  

We have mentioned as well that He+ comes from accelerated He2+ ions which have captured elec-

trons from the medium when they pass through the dense and cold helium gas ejected by the gas jet. 

Indeed, we observed that the mean charge of the reference and probe beams without secondary 

target of various shots with different laser conditions are all overlapping as shown in Figure IV-46. In 

addition, this curve is found in good agreement with the equilibrium mean charge in helium gas 

measured in conventional accelerators [58].  

 

Figure IV-45: Mean charge of the reference and the probe helium beam measured in our experiment for various shot 
without secondary target and the equilibrium mean charge in cold helium gas measured in conventional accelerators. 

Furthermore, we evaluated the equilibrium length in the helium gas using the method detailed in 

section IV.2.4.6.1 with the cross section of ionization and electron capture mechanisms tabulated in 

Ref. [26]. E.g. in Figure IV-46 is shown the evolution of the charge fraction and of the mean charge 

〈  〉 along the path of a monoenegetic ion beam composed initially of 0.5 MeV/u He2+ and propagat-

ing in a helium gas of density 2×1018 cm3. We found that the ion beam reaches equilibrium after 

propagating on a distance of around 1 mm. This is of the same order of magnitude than the size of 

the gas jet in our experiment. 
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Figure IV-46: Evolution of, respectively, (a) the charge fraction and (b) the mean charge 〈  〉 (without counting the neu-
tral) along the path of a 0.5 MeV/u ion beam, composed initially solely of He

2+
, propagating in a helium gas of density 

2×10
18

 cm
3
. 

Therefore, we can ascertain that our reference and probe beams without secondary target are actu-

ally equilibrated in the helium gas of the gas jet. This conclusion allows us to know with a good preci-

sion the initial charge state distribution of the probe beam before interaction with the secondary 

target. Moreover, it gives us also the opportunity to determine the error bar on the mean charge we 

measured by comparing the different curves we obtained: we estimated an error bar of +/- 0.05. 

Note that the precision decreases at the edges of our energy range, i.e., around 0.1 MeV/u and 0.8 

MeV/u. This is due to the fact that the population of He2+ and He+ becomes too low to be detected at, 

respectively, low and high energy. To avoid this source of incertitude, we circumscribed our study in 

the energy range where both ions are present. 

IV.2.5.4 Results: interaction with cold matter 

 

Let us now focus on the interaction of the probe beam with the cold and solid-density aluminum foil. 

The purpose of this part of the experiment is again to validate our experimental set-up. Since the 

probe ion beam makes a 45° angle with the normal of the secondary target surface (see Figure 

IV-43), the probe beam travels inside the aluminum on a distance of approximately 1.13 µm 

(  
      

   (   )⁄ ) corresponding to a relative thickness of approximately 306 µg/cm². We esti-

mated using ETACHA the evolution of the mean charge of mono-energetic helium beams propagating 

through solid-density aluminum. We chose an arbitrary input a beam of charge of 1. The results are 

plotted in Figure IV-47. We observe that for all energies, the ion beam reaches equilibrium after a 

thickness of a few µg/cm² (3.7 nm). Therefore we can consider that, in our energy range, the helium 

ions are always at equilibrium when emerging from the cold secondary target. 
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Figure IV-47: Evolution of the mean charge of mono-energetic helium beams (initially He
+
) propagating through solid-

density aluminum. 

We notice that, after equilibration, the mean charge of all beams decreases with the target thick-

ness. It is actually due to the energy lost by the projectiles when propagating, the stopping power 

being included in the simulation. Although the ion beams stay at equilibrium (with respect to their 

energy), this effect has to be taken in account in the analysis of the interaction with heated matter: it 

is of great importance to determine in the recorded probe spectrum the energies of the ions that 

have interacted with WDM. 

 

Let us compare the probe ion-beam emerging from the cold aluminum foil and the reference ion-

beam (i.e., the one emerging from the gas jet). Their spectra are shown in Figure IV-48 for two differ-

ent shots. We can see that the probe beams after the aluminum foil exhibit a lower energy cut-off 

and lower number of ions for both He+ and He2+ compared to their corresponding reference beams.  

This difference is caused by two effects:  (1) the energy-loss by the probe ion-beams inside the alu-

minum foil, (2) the effect of scattering.  Note that the lower population of ions of the probe beam 

noticeably lowers the signal-to-noise ratio on the IP detector and thus reduces the precision of our 

measurements, as highlighted by the fluctuation in the probe spectra. Considering the charge frac-

tion, we clearly observe a higher proportion of He2+ with respect to He+ in the probe beam than in 

the reference beam particularly at energies around 0.2 MeV/u. 
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Figure IV-48: Reference and probe helium beam spectra of two different shots. The probe beam emerges from a cold 
solid-density aluminum foil. 

The corresponding reference and probe mean charges are plotted in Figure IV-49. We observe that 

the equilibrium mean charge in aluminum is always higher than the one in helium in our energy 

range. This is due to the difference in term of free-flight path between two collisions in solid and gas 

(see section IV.2.3): the mean free path of the projectile in gas is longer than in solid-density matter. 

Hence the projectile electrons have time to decay into their ground states, while they stay excited in 

a solid-density medium.  

 

Figure IV-49: Reference and probe helium beam mean charge of two different shots. The probe beam emerges from a 
cold solid-density aluminum foil. 

In Figure IV-50, we compare the equilibrium mean charge in solid-density aluminum we obtained (in 

a single shot) with the measurements performed in conventional accelerator and the results from 

ETACHA simulations. These are all found in fair agreement with respect to our experimental error 

bar. Despite the decrease of the data precision principally due to the scattering of the probe beam 

when propagating inside the secondary target, we are able to distinguish the equilibrium mean 

charge in solid-density aluminum from the one in helium gas. 
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Figure IV-50: Comparison between our experimental measurements in cold solid-density aluminum, ETACHA simulation 
in aluminum, and accelerator data in aluminum and helium gas. Note that for all curves, the equilibrium mean 

charge is computed without counting the neutrals. 

IV.2.5.5 Conclusion and perspectives 

 

We have demonstrated that we can reproduce well, with our experimental set-up, the data obtained 

in cold helium gas and in cold solid-density aluminum with accelerators on a single shot for energies 

from 0.1 to 0.6-0.7 MeV/u. Our measurements in cold solid-density aluminum are also in good 

agreement with the results of the ETACHA code. Next step is to investigate the results we obtained in 

heated matter.  

IV.3 Summary 
 

In this chapter, the stopping power in WDM was studied from the experimental aspect. First, using 

stopping power theoretical predictions detailed in chapter II and a hydrodynamic code, we have 

evaluated the influence of the temperature on the stopping power of protons and carbon ions in 

solid-density aluminum and determined the conditions for which this effect would be detectable in 

the frame of our experiments. We concluded this part on the fact that we need to reach tempera-

tures higher than 40 eV and/or to developed ion diagnostics that are better resolved and less sensi-

tive to noise.  

Since this was not currently achievable with respect to our current experimental techniques, we have 

focused our experimental study on an important parameter of the stopping power, i.e., the projectile 
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charge state distribution inside WDM. This quantity is predicted to be more sensitive to temperature 

and is easier to measure experimentally. 

After recalling the current theories dealing with this quantity, we presented a new experimental set-

up we have developed to measure the projectile equilibrium mean charge in WDM. We used simul-

taneously two high intensity short laser pulse: one was in charge of producing a reference and a 

probe ion beam, the last propagating through a secondary target. The other was in charge of produc-

ing an energetic proton beam that heated the secondary target, creating WDM. We tested this set-

up through two experiments. The first, performed at LULI 100 TW facility, consisted of measuring on 

a single shot the equilibrium mean charge of a carbon beam propagating through either cold or 

heated solid-density aluminum. We reproduced well the data obtained in cold matter with accelera-

tors and the results of the ETACHA code in its most recent version. This allowed us to validate our 

experimental set-up. Furthermore, we measured the mean charge state of a carbon beam passing in 

WDM and have shown that plasma effects in WDM heated up to 1 eV do not significantly impact the 

mean charge of a 0.04 – 0.5 MeV/nucl carbon beam passing through aluminum.  We concluded on 

the importance of performing similar measurements at higher temperature in WDM, so that we can 

observe some modifications in the equilibrium mean charge. The second experiment, using the TI-

TAN laser at the Lawrence Livermore National Laboratory, based on the same principle, aimed at 

measuring the equilibrium mean charge of a helium probe beam propagating through WDM. In this 

experiment, the helium ion source detailed in chapter III was used to probe cold or heated matter. 

We established that our helium ion source delivers an ion beam that is equilibrated in helium gas. In 

addition, we demonstrated that we reproduced on a single shot the mean equilibrium charge in cold 

solid-density aluminum obtained in accelerator for energies from 0.1 to 0.6-0.7 MeV/u. Again, our 

measurements in cold solid-density aluminum were also in good agreement with the results of the 

ETACHA code. 
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V. CONCLUSION 
 

Determining accurately the stopping power of ions in WDM is important to understand the physics 

that governs the energy deposition of a projectile in this particular regime, but also in the more prac-

tical context of ICF. Several theoretical attempts were made to predict the energy-loss in such a re-

gime, but, due to the experimental complexity especially for matter of density close or higher to sol-

id, these theories have never been tested in this thermodynamic regime. In this thesis, we took ad-

vantage of the properties exhibited by laser-produced ion beams to develop and exploit a new exper-

imental platform that gives us the opportunity to study the stopping power of ions in WDM and 

more particularly the equilibrium charge of the ions in WDM, an important parameter of the stop-

ping power.  

The first chapter was aimed at introducing the concept of WDM both from a theoretical and experi-

mental point of view. Two different ab initio approaches of WDM, SCAALP and ABINIT, were present-

ed in the scope of being used to evaluate the stopping power in this regime of matter.  

In the second chapter, we presented the dielectric theory of the electronic stopping power in a zero-

temperature electron gas. Using the method proposed by  Wang et al. to extend this ab initio theory, 

to finite temperature and dense matter, we have estimated from the electron density profile ob-

tained with SCAALP and ABINIT the stopping power of proton in cold and heated (solely with SCAALP) 

solid-density aluminum. Using these results, we employed the approach proposed by Gus’kov et al. 

to evaluate as well the stopping power of carbon in cold and heated solid-density aluminum.  

In the third chapter, the laser-generation of ion beams was studied in order to measure the stopping 

power in WDM. After recalling the main mechanisms of ion acceleration using a solid-density target 

and the properties of the generated ion beams, we presented the experimental study of two acceler-

ation mechanisms using lower-than-solid-density targets: 

 we demonstrated that, using a helium gas jet as target, we could generate perpendicularly to 

the laser propagation axis, two similar helium beams of energy cut-off around 1 MeV/u. 

These beams were used in one of the experiment presented in chapter IV. 

 using a solid foil exploded by laser as target, we showed that 3-4 MeV protons can be pro-

duced with target having long gradient plasma at the back side. In addition, we observed that 
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under certain laser and exploded foil conditions, it was possible to accelerate protons to the 

same energies as using solid-density targets in the standard TNSA mechanism. 

In the fourth chapter, using the estimations of the stopping power obtained in chapter II, we showed 

that to detect in experiment any visible variation of the proton and heavier ion stopping power, we 

need to heat the matter to a higher temperature than what is currently achievable with our experi-

mental means. Then, we concentrated our study on one important parameter of the stopping power: 

the equilibrium charge of the projectile. We measured in two different experiments, both of them 

using two high-intensity short-pulse laser beams, the mean charge of a carbon and helium ion beam 

equilibrated in cold solid density aluminum for helium and carbon and warm dense aluminum for 

carbon. 

In conclusion, we have shown for the first time that measurements of equilibrium mean charge state 

of a laser-generated ion beam passing in either cold solid-density or WDM can be realized. This 

demonstration of feasibility and our promising results open the way for future measurements of 

equilibrium charge at higher temperature and for different ion species that could be helpful as 

benchmarks for stopping power calculations in WDM. 

In the scope of developing a more systematic method to measure the mean equilibrium charge, 

some points still need to be improved; all related to the ion sources:  

 increasing the number of accelerated ions would give us the opportunity to reach 

higher temperature (heating beam) and to reduce the imprecision caused by the 

scattering in the probed target. This can be achieved by either using more energetic 

laser facilities, or by developing more efficient mechanisms of ion acceleration like 

the one studied in chapter III, or, only for the heating part, using a more effective 

method to produce WDM (e.g. X FEL). 

 to increase the precision in energy of our measurement and even use our set-up to 

perform stopping power measurements, a monoenergetic probe beam would be 

preferable. In this scope, we developed a compact magnetic selector (see Figure V-1) 

that is able to select an energy band of a laser-generated ion beam [1]. It has already 

been tested in experiment and shown promising results. 
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Figure V-1: Scheme of the magnetic selector. Broadband ion beam enters through a 200 mm vertical entrance slit. Then, 
energy selection is done with the middle slit of 500 mm. The position of the slit in the transverse direction is chosen so 

that the correct energy is selected. Finally, the “selected” ion beam exits close to the original entrance axis regardless of 
the energy selected.
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VI. ROLE OF THE AUTHOR 
 

This thesis, mainly experimental, has been performed in collaboration with several research groups. 

It is obvious that the numerous tasks necessary to manage the experiments we are dealing with re-

quire the contribution of many scientists, without mentioning the technical support brought by the 

technical team of each laser facility. To that you may add all the work carried out in advance to pre-

pare the experiment and, after the experiment, the necessary and long process of analysis and inter-

pretation of the results. In this paragraph, I describe what were precisely my own involvement and 

realizations in these studies. 

The first chapter centered on how to model WDM and how to generate it in laboratory followed the 

previous work performed by Ana Mancic in her thesis. My work was therefore limited to a literature 

research.  

In the second chapter, the code in charge of computing the stopping power in warm and hot dense 

matter, as well as the one used to model WDM, were already developed when I started my thesis. 

My work has therefore consisted on the discussion and interpretation of the results in collaboration 

with the CEA team associated to this subject. The code ABINIT was run by the Marc Torrent’s team 

(CEA). 

The core of my work and my main contribution to this thesis is included in the third and fourth chap-

ter. 

The theories reviewed in these chapters were the fruits of literature research, but more significantly 

of discussions with the scientists connected to the different domains.  

From an experimental point of view, I took an important part in the design of the experiments (e.g. 

writing of the experimental proposals, designing the diagnostics) and in their routine operations (e.g. 

target alignment, analysis in real-time of the results and deciding the next steps). Furthermore, an 

important part of my work was dedicated to the analysis of the results (e.g. development of a Matlab 

program in charge of analyzing semi-automatically the spectra recorded with TP) and, in a second 

phase, to the discussion and interpretation of the results in collaboration with the teams associated 

to the experiments. 

Several codes have been used during this thesis in order to predict, analyze the experimental data 

and interpret the results. I generated a table of proton stopping power on a wide range of density 

and temperature conditions in aluminum using the method described in chapter II and electron den-
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sity profiles obtained with SCAALP. This table has been implemented in the code ESTHER by P. Com-

bis in order to observe the influence of the temperature on the heating of solid-density samples with 

a laser-generated proton beam (chapter IV). It has also been used to estimate the conditions of the 

proton-heated targets in experiment. The simulations CHIC 2D and PICLS on ion acceleration (chapter 

III) performed, respectively, by Philippe Nikolai and Emmanuel d’Humières, were the result of a close 

collaboration with CELIA (Centre Lasers Intenses et Applications). I also ran the code neutrino, devel-

oped by Tommaso Vinci (LULI) to extract the electron density profile from interferometry measure-

ments in chapter III. I ran the code ETACHA to discuss our experimental results on charge equilibra-

tion with the support of Jean-Pierre Rozet’s and Dominique Verhnet’s team (Université Pierre et Ma-

rie Curie). The small programs used in chapter IV to estimate the equilibration in a gas or with co-

moving electrons were also my doing. 
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VIII. APPENDIX 

VIII.1 Thomson parabola 
 

A Thomson Parabola is a diagnostic that aims at measuring the energetic spectrum of the different 

ions contained in an ion beam. In practice, only different charge-to-mass ratio ions can be separated. 

For instance, C6+ and He2+ cannot be distinguished with this diagnostic. The principle is the following: 

each ion of the beam is deflected (along the x-axis in Figure VIII-1) by a constant magnetic field built 

up by two magnets inside a yoke, the deflection depending on the energy and the charge-to-mass 

ratio of the ion. Then each ion passes between two electric plates and the constant electric field de-

flects it along the orthogonal direction with respect to the previous direction of deflection (along the 

y-axis in Figure VIII-1), so that the different traces drawn by the deflected ions hitting the detector 

can be differentiated. In order to retrieve the different spectra from the image obtained on the de-

tector, we use the theoretical equations of the ion motions. 

 

Figure VIII-1: Illustration of a Thomson Parabola [courtesy of Domenico Doria]. 



228 
 

VIII.1.1 Theoretical equations 

 

Let us now go through the calculations. In the first part of the trajectory, the particle of mass m and 

charge Q and velocity    goes through a constant magnetic field, B0. We fix its coordinates at (0,0,0) 

just before it passes through the magnetic field. Its equation of motion is: 
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We can integrate both equations giving, 
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where    
  

  
 is the curvature radius of the trajectory. At the end of the yoke (   ), the particle is 

located at coordinates (√  
           ) and its velocity vector is (         √  

    ). 

For    , the particle is no longer deflected by the magnetic field and propagates freely until reach-

ing the electric plates. Furthermore, since the force associated with the electric field produced by the 

electric plates is collinear to the y-axis, it does not have any influence on the motion of the projectile 

along the x and z-axis. Hence, the particle propagates at constant speed along those axes. We can 

easily calculate the coordinates where the projectile hit the detector along x- and z-axis: 
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The equation of motion along the y-axis of the particle passing between the two electric plates pro-

ducing a uniform electric field    is given by, 
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   ̈       (8.6)   

which gives after integration, 
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. The position and the velocity along the y-axis of the particle at the end of the elec-

trode ( ̇             ̇    √  
         ) is then given by,  
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After having passed between the two electric plates, the particle is no longer deflected by the elec-

tric field and propagates freely until hitting the detector. It hits the detector at: 
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(8.9)   

Therefore the particle hits the detector at coordinates (the origin corresponds to the 0th order):  
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 (8.10)   

 

Note that for     , i.e., the curvature radius is much longer than the length of the magnet, an ion 

beam with a broad spectrum traces a parabola (from which the name of the diagnostic comes) on 

the detector: 

    (
 

 
)    (8.11)   

where   is a function decreasing with the ion charge-to-mass ratio,    . 
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Note that the increase of the particle energy due to the work of the electric force is negligible with 

respect to other uncertainties such as distances or magnitudes of the fields (around 0.01 % of its 

initial energy for typically                                                 

   ). 

Furthermore, it is quite simple to treat the “relativistic” case. Since the energy of the particle is prac-

tically constant, the Lorentz factor is a constant along the particle path depending only on the initial 

energy of the particle. Then, all we have to do is to replace the mass by its relativist counterpart (the 

changes are in bold): 

 

  √    
         

 (     )

√    
    

 

   
   

  ( 
   

    )
(

  

   
 (     ))  

 (1.1)   

This effect is also negligible in our case: for instance, the relativistic corrections on the coordinates 

for a 10 MeV protons would be below 0.02% for the typical Thomson parabolas we used (e.g. 
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VIII.1.2 Calibration 

 

In order to estimate the magnetic field inside the TP, we use filters of different thickness in front of 

the detector to get the coordinates where protons of well-defined energy are hitting the detector. In 

Figure VIII-2 is shown the calibration curve obtained for the TP located at the rear side of the target. 

From the calibration points (blue) and the error-bar estimated taking into account the size of the 

pinhole and the quality of the signal, we find a magnetic field of 0.354 T +/- 0.005 T: all the calibra-

tions points taking into account their error-bar are contained within the zone between the minimum 

(0.354-0.005 T) and maximum (0.354+0.005 T) magnetic field curves. These values are in fair agree-

ment with the measure we have performed directly on the Thomson parabola (        ). The dif-

ference observed between the measurements and the calibration comes from the assumptions we 

have made on the magnetic field: in reality, the magnetic field is not uniform and not limited to the 

size of the magnets. However, this simple calibration allows us to determine the energy of a particle 

hitting the detector in this experiment with a precision of approximately 2.5 % on the energy. 

 

Figure VIII-2: Calibration curve of the Thomson Parabola located at the rear side of the target for the experiment on the 

equilibrium charge state distribution of carbon. The filters used were 0.8, 3, 8, 10 and 25 µm aluminum foils. 

 

 


