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Résumé

La microfluidique de gouttes - i.e. ’emploi de gouttelettes comme microréacteurs - offre de nombreux
avantages pour 1’étude des systemes biologiques. Dans ce travail de these, nous présentons une nouvelle
approche pour la production et la manipulation de gouttelettes au sein de microcanaux afin de suivre
l'avancement de réactions biochimiques au cours du temps. Contrairement aux approches existantes,
notre dispositif utilise des gradients de confinement afin de produire et guider une unique goutte vers son
lieu de stockage. Ce faisant, deux gouttes de contenus différents peuvent étre appariées et fusionnées afin
de déclencher une réaction chimique. Les réactifs n’étant pas activement mélangés, un front de réaction
se propage alors le long de la goutte fille duquel on peut extraire la cinétique de la réaction. Nous
commencons par I’étude de réactions simples ayant lieu en une étape. Un modele 1D de réaction-diffusion
permet de représenter la dynamique du front de réaction ce qui est vérifié en confrontant les solutions
de ce modele, obtenues numériquement ou analytiquement, & des mesures effectuées en gouttes. Puis,
nous nous intéressons au cas des réactions enzymatiques. Nous démontrons d’abord la parallélisation de
notre technique d’appariement de gouttes afin de reproduire en microcanal différents tests enzymatiques
usuellement effectués en plaque multipuits. Finalement, nous étudions le cas des réactions enzymatiques
rapides & ’aide de notre modele de réaction-diffusion. La encore, la comparaison d’expériences tenues
en gouttes et de prédiction issues de notre modele nous permet d’extraire une mesure des parametres

cinétiques de la réaction mise en jeu.

Mots clefs: Goutte, microfluidique, gradient de confinement, laser, réaction-diffusion,

raccordement asymptotique, enzyme

Abstract

Droplet microfluidics - i.e. the use of droplets as microreactors - offers significant advantages for the
study of biological systems. In this work, we present a new platform for the production and manipulation
of microfluidic droplets in view of measuring the evolution of biochemical reactions. Contrary to existing
approaches, our device uses gradients of confinement to produce a single drop on demand and guide
it to a pre-determined location. In this way, two nanoliter drops containing different reagents can be
placed in contact and merged together in order to trigger a chemical reaction. Then, an analysis of the
observed reaction front yields the reaction rate. We start with the case of one step reactions. We derive
a one dimensional reaction-diffusion model for the reaction front and compare numerical and analytical
solutions of our model to experiments held in our microsystem. Then, we turn our attention to the case
of enzymatic reactions. First, we show how the device operation can be parallelized in order to react an
initial sample with a range of compounds or concentrations and we perform standard well-mixed enzyme
assays with our parallelized chip, thereby mimicking titer plate assays in droplets. Second, we build onto
our reaction-diffusion model to predict the rate of fast enzymatic reactions held in our device. Again,
numerical and analytical solutions of our model are compared to experiments done in droplets which

yields measurements of the kinetic parameters of the reaction at play.

Key words: Droplet, microfluidics, gradient of confinement, laser, reaction-diffusion, asymp-

totics, enzyme
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Introduction

Unravelling the complexity of biological systems often deals with massive screens against
varying experimental conditions [I]. In this regard, the gold standard to perform a large
number of assays is the microtiter plate which allows for independent reactions to be run in
parallel [2]. The success of the plate relies heavily on several key assets. First, the wells of
a plate are independent from each other so that different samples loaded in different wells
do not interact. Second, the wells of a plate are accessible individually for pipetting at any
time of an experiment. As a result, different compounds can be pipetted in different wells
at will while promising candidates can be picked out of their well by reverse pipetting.
Third, the wells of a plate are arranged in a 2D format which simplifies the observation of
large data sets, makes multiplexed assays straightforward and allows for the parallelization
and the automation of the labor intensive pipetting work to load the plate [3].

Over the last sixty years, tremendous work has been done to automate liquid handling
and miniaturize wells in order to make high throughput compaigns more efficient, both
by reducing time and cost and increasing information content [4]. As a result, the plate
format passed from 1 to 6 to 96 up to 1536 wells per plates, bringing by the same token
the volume of reagent per well from 200 yL down to 2 uL as shown on Fig. [Lh)-c).

Figure 1: Different 2D arrays of microreactors used routinely in biology. a) 384 wells PCR
plate from ThermoScientific [5]. b) 96 wells plate after screening [6]. ¢) 1536 wells plate
after screening of luciferase secreted by Metridia. The Metridia substrate concentration is
increased from left to right. Forskolin concentration (a promoter) is increased from bottom
to top. [7] d) DNA chip [§].

However, further miniaturization of microtiter plates yields a poor control of the reagent
concentration, mainly for two reasons. First, evaporation becomes significant below 1 ulL
of reagent per well as the surface-to-volume ratio is increased [9]. Second, conventional
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2 Introduction

pipettes have a good precision down to few hundreds of nL. In addition, reverse pipetting
is compromised as the volume of reagent is decreased. Indeed, owing to surface tension,
small droplets attach solid substrate tighter than larger drops. As a result, smaller drops
resist extraction from the plate better which prevents from pipetting them out of their
well [10].

To address these issues, different microtechniques mimicking the microtiter plate 2D
format arose such as DNA chips shown on Fig. [I| d), thereby bringing the reactor vol-
ume down to few nL or pL. while allowing for massive parallelization. Yet, the same level
of control as when using plates has not been reached as most deposition techniques rely
mostly on the chemical deposition on a solid substrate of predefined compounds against
which a solution of the target compound is screened. In contrast to microtiter plates, these
miniaturized chips thus lack versatility while requiring advanced deposition techniques.

Another approach to miniaturize microtiter plates with greater versatility consists in
using tiny droplets as chemical vessels that can be combined at will to onset chemical
reactions. This idea of compartmentalizing compounds in drops was first suggested by
Lederberg [11], and later on by Tawkik and Griffiths [12]. Indeed, the content of a drop
can be precisely controlled and is naturally isolated from the drop environement by the
droplet interface, thereby making each droplet a microreactor similar to the well of a plate.
Patterning a 2D area with different droplets is straightforward when using surface microflu-
idic manipulations, i.e. through electro-wetting [13 [14] or surface acoustic waves [15], or
more classical droplet deposition techniques such as inkjet printing [16]. Nonetheless, like
microtiter plates, these channels suffer from their open structure.

| di ’ tin h
a) persed phase b) continuoug phase
-k = 00
' dispersed :
phase
£ 4 w
ﬁ In'.b H
COH@UOUS Biass contirjuous phase

Figure 2: Standard droplet generation units. a) T-junction. b) Flow-focuser. From Baroud
et al. [17].

Producing arrays of droplets in closed microchannels has proved more challenging
mostly because individual droplets are not directly accessible in this geometry and hence
must be produced and manipulated indirectly on chip. To this end, the most widely used
methods to generate droplets in microfluidic devices, i.e. the T-junction [I8] shown on
Fig.[2|a) or the flow-focusing device [19] shown on Fig. [2|b), make use of a continuous flow
of the carrier fluid to shear off the dispersed phase into droplets. Then, the constant mean
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flow is readily available to transport and mix drops down the channel. However, instead
of depositing independent drops at some prescribed location, these methods yield long
trains of droplets in which hydrodynamic interactions couple the motion of the different
drops [17]. Therefore combining a given drop with another or extracting it from the train
cannot, be achieved without dramatically affecting the rest of the train.

Instead of flowing the outer phase continuously, Dangla et al. [20] suggested recently
to use local variations in the channel height to produce and transport droplets within mi-
crochannels. As a result, the outer flow can be used intermittently instead of continuously
which yield a greater control on each individual droplet. My PhD work builds on this
new approach to manipulate droplets in order to (i) selectively build arrays of droplets,
thereby mimicking the titer plate, and (ii) study biochemical reactions within droplets
when droplets have not been mixed by the outer flow. These two parts compose the four
chapters of this manuscript which are described in more detail below.

In chapter 1, we start by reviewing the different approaches developed to use droplets
as microreactors within microchannels. Then, we present the two techniques developed in
the lab to manipulate droplets either passively using local changes in the channel height,
or actively using a laser spot to push or merge drops. Finally, we discuss the different
techniques available to produce droplets as well as their ease for large scale integration.
This leads us to consider step or wedge junctions to produce drops instead of the more
classic continuous flow based methods.

In chapter 2, we demonstrate the combination of the rails and anchors technique with
the laser actuation to perform advanced operations on arrays of droplets. We start by pre-
senting the microfabrication techniques and the optical setup we used over the last three
years. Then we explain three different protocols to either selectively extract a drop from an
array, selectively place a drop in an array and selectively trigger a chemical reaction in an
array of paired droplets. These three operations show the great versatility and the robust-
ness we achieve by combining our active and passive techniques to manipulate droplets.
In the last section, we present an innovative approach to pair droplets on demand without
the need to flow the outer phase. This allows us to build an array of six different pairs of
droplets in which each droplet has been assigned to a trap. Finally, we study the mixing
during and after the coalescence of two drops in our device. This allows us to build a
general reaction-diffusion (RD) model to analyse chemical reactions taking place once two
drops containing the reagents are merged in our device.

In chapter 3, we consider the case of one step reactions with initially separated reagents.
The first section is a reminder of standard collision theory from which we derive the gen-
eral second order rate law for bimolecular reactions. In the second section, we present
experiments held in droplets from which we extract the reaction rate constant by directly
fitting our experiments with our RD model. To get a better understanding of the physics
at play, we then turn our attention to the theoretical treatment of our RD model with a
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second order rate law. Following the work of Galfi and Racz [2I] and Trevelyan et al. [22],
we derive an analytical asymptotic solution of our RD problem in both the early and the
large times limits. Finally, we perform experiments in droplets to which we compare our
theoretical findings.

In chapter 4, we finally turn our attention to the case of enzyme catalyzed reactions.
We start by recalling the standard Michaelis-Menten theory as well as the underlying as-
sumptions. Next, we use our parallelized chip to replicate on chip standard enzymatic
assays such as the measurement of steady state kinetic parameters or inhibition constants.
We then study the case of fast enzymatic reactions which require a RD treatment when
held in droplets within our merging device. Thus, the next section revisits the steady state
approximation in RD which allows us to derive a model for steady state enzyme kinetics
in RD. We finally compare the last model with experiments held in microchannel. As
a benchmark, we start by comparing our RD model to experiments done in a T-shaped
microchannel, and then use our RD model to extract the steady state parameters of a fast
enzyme catalyzed reaction held in our merging device.

We conclude with some perspectives on the different results presented in this manuscript
which should lead to further applications in the near future.



Chapter 1

A microfluidic toolbox for 2D droplet
manipulation

In this chapter, the section[I.I|presents the different approaches proposed to use droplets
as microreactors and to build arrays of droplets. The next two sections and present
the microfluidic tools developed in our group to manipulate droplets. The first technique
is completly passive and relies on local modulations in the channel height. The second
technique is active and makes use of a laser to actuate water droplets. These two sections
correspond mostly to the work of Rémi Dangla and Maria Luisa Cordero respectively, on
which my PhD is built. The last section of this chapter discusses the different droplet
production techniques, their ease for large scale integration, and their ability to produce
addressable arrays of droplets.

1.1 Toward addressable arrays of droplets

The ideal array of droplets would contain a large (typically 1 million) and well organized
set of droplets of controlled formulation. Several requirements, such as encapsulating
compounds into droplets, or precisely manipulating drops, have to be met when aiming at
this ideal platform for screening. Hereafter, we review the different existing approaches to
use droplets as microreators, and to build arrays of droplets.

1.1.1 Droplets as microreactors

The first step of any chemical experiment consists in initiating the reaction by putting
in contact the different reagents. Droplet microfluidics proved very successful to this end.
When working with microdroplets, reagents have to be brought together in a single droplet.
This has been performed either by flowing different streams of reagents at a droplet pro-
duction site or by merging different droplets containing each reagent as shown on Fig.

5



6 Chapter 1. A microfluidic toolbox for 2D droplet manipulation

b) )
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Figure 1.1: The two approaches used in droplet microfluidics to bring reagents in contact.
a) Flowing to reagents at a droplet formation site. From Song et al. [23] b) Two trains
of droplets exiting distinct nozzles are hydrodynamically synchronized. From Frenz et
al. [24] ¢) Loop channel. From Brémond et al. [25]. d) Synchronization of droplet trains
using an electrode. From Mazutis et al. [26] e) Electrocoalescence of touching drops. From
Mazutis et al. [20] f) Pillar induced coalescence. From Niu et al. [27] g)-h) Separation
driven coalescence. From Tan et al. [28] and Brémond et al. [25].

The first use of droplets as microreactors in closed microchannel chose the former op-
tion. Taking advantage of the laminar flows at play in microchannel, Song et al. [23] flowed
reagents next to each other at a T-junction where a stream of oil sheared off the stream
of reagents, thus producing a train of droplets containing the reacting mixture. These
droplets were then pushed down a linear microchannel while their content was reacting as
shown on Fig. a). A key asset of this approach is the ability to vary the composition
in droplets by adjusting the relative flow rates of the different reagents.

The second approach to use droplets as microreactors proceeds in two steps, namely
droplet pairing and droplet merging. To these ends, different methods were proposed.
Pairing was perform either by combining droplets of a single train or by synchronizing two
coflowing trains of droplets. By controlling the hydrodynamic coupling between droplets
alined in a train, Fuerstman et al. [29, 30] showed that a loop channel can split and rear-
range spacings and orders between drops by having side arms of different lengths. Similarly,
hydrodynamic couplings were used to synchronize two trains of droplets exiting distinct
nozzles [31]. Frenz et al. [24] 32, 33] used a ladder channel to form a train of pairs of
distinct droplets as shown on Fig. b). On the other hand, active methods can also be
used to delay one drop and allow the next coming drop to catch up. Mazutis et al. [26]
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used an electrode to slow down each two droplet of a train in order to form pairs as shown
on Fig. d). Similarly, a focused laser can be used to block each two droplets as shown
by Baroud et al. [34]. The second step of this approach consists in merging paired drops.
Here again, different solutions have been proposed. For instance, Mazutis et al. [26] used
electrodes, while Baroud et al. [34] used a laser, to actively merge pairs of droplets. Tan
et al. [28] used widenings in the channel to passively slow down and merge consecutive
droplets as shown on Fig. g). Similarly, Niu et al. [27] used pillars to slow down ad-
jacent droplets and induce their fusion as shown on Fig. f). The physics behind this
coalescence mechanism was furthermore explored by Brémond et al. [25] who showed that
a separation of two touching droplets destabilizes their interface and leads to coalescence

(Fig. [LT h)).

Although these different techniques to use droplets as microreactors received much
attention, they impose severe limitations on the time window over which a reaction can be
observed which limits their use in lab-on-a-chip applications.

The time window issue The time window over which one can observe a chemical re-
action on chip is limited on both ends. On the one hand, the upper bound is given by the
residence time of droplets on chip which is limited since droplets are constantly pushed
by a carrier fluid. Thus, reaction slower than the droplets residence time on chip cannot
be detected, or their monitoring is limited to end point measurements perform on another
chip. On the other hand, the lower bound is defined by the time required to mix the
reagents once they are encapsulated. Indeed, as reagents are initially separated, either
in two different streams or two different droplets, they need some time to mix before the
reaction can be monitored. As a result, reactions faster than this mixing time cannot be
resolved. Song et al. [23] managed to bring the mixing time of their device down to a few
ms, which is comparable to commercial stopped-flow devices used for fast kinetic studies.
However, this performance was mostly achieved by injecting fluids faster as they report
droplets speeds between 10 and 300 mm/s! Here again, real time measurements are not
amenable on a single droplet, but rather require averages over many droplets, and the sam-
ple consumption is dramatically increased by the use of high injection flow rates. These
two limits have strongly motivated the development of ways to hold droplets stationary
against an outer flow in order to build arrays of drops. The next two subsections present
the different passive trapping techniques developed in droplet microfluidic, the first group
being built on serial microchannel while the second group is dedicated to 2D microchannels.

1.1.2 Trapping droplets in serial microfluidics

The first arrays of droplets were built on meandering linear microchannels by rearraging
a train of droplets in a 2D format. As the train was flowing along the track defined by
the side walls of the microchannel, each of its wagons (i.e. its droplets) was parked one
after the other on the side of the track, for example by pushing the drops into parallel
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dead-end microchannels [35], 36 B7], by having side pockets in the channel [38] or into
parallel corrugated channels. [39] 40]

Tan et al. [35] first described the basic unit to trap beads along linear microchannel.
Later on Shi et al. [36] used the same approach to trap droplets. As shown on Fig. u a),
Tan’s traps consist of a dead-end surrounded by a bypass channel. This is a two states
system in which the trajectory of a droplet across the trap depends on wether the trap
is occupied or not. Dimensions of the trap are thus adjusted so that, when the dead-end
is empty, its hydrodynamic resistance is lower than the bypass resistance, and conversely,
when the trap is occupied, the dead-end resistance is larger than the bypass resistance.
As a result, when a train of droplets enters this trap, the droplet at the front of the train
enters the dead-end and plugs it, while the following drops bypass the trap. Fig b)
shows an example of array obtained by parallelizing Tan’s traps.
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Figure 1.2: Different arrays of droplets built on serial microchannels. a) and b) Dead-end
traps. From Tan et al. [35]. c) Side pockets. From Shim et al. [38] d). and e) Corrugated
channels. From Schmitz et al. [39] and Edd et al. [40] respectively.

Similarly, droplets can be parked along a serial microchannel by using pocket of in-
creased height placed aside the channel as shown on Fig. b). Instead of playing on
viscous effects, this makes use of capillary effects. Indeed, droplets enter into the side
pockets because of their increased height which allows the drops to decrease their sur-
face energy by releasing their confinement. In addition, once a droplet has entered into a
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pocket, there is a capillary energy barrier to extract it from the pocket which prevents the
drop from escaping from the trap. As a result, droplets are trapped as they pass by empty
pockets which allow to store a complete train of droplets.

The last approach shown on Fig. d) combines viscous and capillary effects. It
consists of flowing a large group of droplets, initially in a wide reservoir, into corrugated
microchannels placed in parallel. The large hydrodynamic resistance of the corrugations
generates traffic jams at the entrance of the microchannels. This forces droplets to push
one another into the corrugations. On the other hand, corrugations being wide pockets
separated by tiny constrictions, droplets must squeeze in order to pass from one pocket to
another. As a result, there is a capillary barrier for droplets to progress into these corru-
gations so that, as corrugated microchannel fill up, the back pressure required to push a
whole train of droplet increases dramatically. In steady state, an intermittent motion of
droplets advancing into the corrugations thus takes place.

These approaches have proven powerful to trap trains of droplets. Resulting arrays
are also well organized when parking droplets aside of their track as the natural spatial
indexation of trains of drops in serial microchannel is conserved. The indexation order is
reversed though. The last approach, based on corrugated microchannels, yields randomly
filled arrays, and hence requires a labeling method to identify each droplet in the array.
When aiming at selectively releasing droplets from their trap, strong limitations are faced.
Tan et al. managed to release beads from their trap by using a cavitation bubble induced
by a laser local heating. Beads are then pushed out of their trap as the bubble is expanding.
This procedure could be employed to untrap droplets from Tan’s or Fraden’s traps, but at
the cost of severe damages on the drops content. In the case of Holze’s traps, droplets are
completely surrounded, either by the channel walls or by other drops, which prevents from
any simple untrapping without affecting the rest of the train of droplets. All in all, the
closed nature of these trapping techniques does not allow for simple extraction of droplet
which limits their use for more advanced operations such as droplet pairing, and highlights
the lack of addressability faced when working with serial microchannels.

The addressability issue The wells of a microtiter plates are addressable reactors as
one can pipette in or from each of them individually at will. When aiming at mimicking
the titer plate using droplets, the addressability issue is therefore twofolds: the trapping
technique at play should allow to place droplets in a trap, and to extract droplets from
a trap when needed. As discussed above, 1D microchannels fulfil the controlled filling of
an array thanks to their natural spatial indexation. However, the extraction of a given
trapped droplet is strongly limited by the lateral confinement on the drop. To this end,
another approach to trap droplets consists of removing the side walls of the microchannel
and work within wide microchannels.
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1.1.3 2D arrays of droplets

In wide microchannels, droplets are not anymore guided by the side walls of the microchan-
nel, but free to move in the plane of the microchannel. As a result, groups of droplets are
not well organized trains, but rather herds without any spatial indexation. In these con-
ditions, addressing a droplet per trap requires new tools for droplet guidance and trapping.

Most techniques used for droplet 2D manipulation were first developed to handle other
objects such cells, plastic beads or gel particles. The first attempt to hold a cell station-
ary in a 2D microchannel consisted of placing obstacles on the droplet path as shown on
Fig. a). This has been later on used by Huebner et al. [41] to hold drops with a tapped
obstacle which allows the outer phase to flow through when the trap is empty and forces
the outer phase to flow around when a droplet is occupying the spot. The strength of this
technique relies on its straightforward parallelization to built large arrays of stationary
droplets as shown on Fig. b), and its ability to trap several droplets side by side at the
same location as shown on Fig. c¢). These arrays were nonetheless randomly filled and
chemical labelling of each droplet was required to identify drops. This becomes limiting
when aiming at building arrays of paired droplets in order to perform a large number of
different reactions on chip. As shown on Fig. ¢), the random filling method lacks ro-
bustness as traps are not all filled the same way. In addition, the use of obstacles to stop
droplets requires an outer flow for trapping to be efficient, and makes the extraction of a
given drop from its trap difficult as the only way out is against the outer flow! As for serial
microchannels, the close structure of these traps makes the extraction of droplets difficult.

Another approach consists in working with grooves instead of obstacles. This was first
used for gel particles as shown on Fig. d) where rigid particles have a fin sliding along a
groove etched on the top surface of a microchannel. Abbyad et al. [42] suggested to trans-
pose this method to deformable objects such as droplets. Indeed, while rigid obstacles act
as repulsive regions that droplets cannot enter, indentations act as attractive regions where
droplets preferably sit as they lower their surface energy at the indentation location. Guid-
ing and trapping can therefore be achieved using grooves of various shapes. Parallelization
of traps is also straightforward using standard lithography as shown on Fig. e) and
droplets are easily individually detached from their trap as droplets do not touch directly
the channel surface. On the downside, the resulting arrays are randomly filled. Droplets
can nonetheless be actively placed in these arrays as they can flow between traps and as
they interact weakly with each other in wide microchannels.

Hereafter, we explain in more detail the mechanism which allows droplets to decrease
their surface energy by sitting on indentations and look at two practical indentations,
namely anchors, which are circular pockets to hold droplets stationary, and rails, which
are linear grooves to guide droplets along their direction.
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Figure 1.3: a) Obstacles to trap cells. From Di Carlo et al. [43]. b) Obstacles to hold a
single drop per trap. Huebner et al. [41] ¢) Obstacle to hold two drop per trap. From
Huebner et al. [44]. d) Groove etched on the top surface of a microchannel in order to
guide particles of gel. From Chung et al. [45]. e) Circular indentation called anchor to
hold a single drop per trap. From Abbyad et al. [42].

1.2 Gradients of confinement for passive droplet ma-
nipulation

Squeezed droplets can move spontaneously when they feel a change in confinement. The
underlying driving force is then proportional to the local gradient of confinement expe-
rienced by the drop. In this section, we start by recalling the physics behind this phe-
nomenon. Then, we shed some light on the mechanism through which indentations in the
channel height can actuate droplets in a 2D microchannel.

1.2.1 Surface tension and the Young-Laplace equation

The first account that gradients of confinement can act mechanically on droplets dates back
to 1710. At the time, Hauksbee [46], one of Newton’s assistants, observed that a droplet
of oil, squeezed between two glass plates forming a wedge, moves spontaneously to the
thinnest part of the wedge as shown on Fig. Hauksbee accounted for this observation
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by assuming an attractive force of surfaces upon liquids, which increases as the distance
between the plates decreases. The origin of this mysterious force has puzzled scientists for
nearly a hundred years as it took 77 years for the concept of surface tension to emerge
(Monge, 1787 [47]) and another 31 years for its mathematical translation, which explains
Hauksbee’s account, to be derived (Young, 1805 [48] and Laplace, 1808 [49]).

IL An Account of an Experiment touching the Di-
reftion of a Drop of Oil of Oranges, between two.
Glafs Planes, towards any [ide of them that is neareft
prefs'd together. By Mr. Fr. Hauksbee, 7. ®.S.,

to be explain’d from the Power of Attradtion, that oné
Surface has to another at fuch a nearnefs

Figure 1.4: Hauksbee’s experiment and his explanation for the motion of a drop of oil of
orange toward the thinnest side of the wedge. From Hauksbee [40].

Surface tension: Force point of view

Cohesion of matter is ensured by attractive interactions between the constitutive atoms
or molecules. These cohesive interactions are a material property and thus change from
one material to another. As a result, atoms or molecules near the interface between two
phases feel different attractive forces from each phase, and can thus be pulled toward one
side of the interface or the other. To account for this contrast in attraction localized at the
interface, an interfacial tension, denoted -, is introduced. This is a force per unit length
(in N/m), analogous to a spring stiffness, which pulls the interface in every direction with
a magnitude 7.

In the case of an interface separating non-miscible fluids, the interface can deform and
thus curves into a rounded shape because of the difference of molecular attraction on each
side of the interface. In static equilibrium, the sum of the forces acting upon a unit segment
of interface must balance. As a result, the pressure forces pushing on each side of a unit
segment ds of the interface must balance the tension forces acting at the edges of the
segment as shown on Fig. a). This yields the famous Young-Laplace equation:

Y& = pT—p~ (1.1)

where 7 is the interfacial tension, & is the mean interface curvature and p* are the pres-
sures on either side of the interface.

Furthermore, any contrast of v creates a flow along the interface from the low to the
high surface tension region. This interfacial flow then entrains the surrounding fluids on
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b) SO
/CR\ - a

Figure 1.5: a) Force balance acting upon a unit segment ds of interface when there is no
flow in the fluid phases. b) Molecular origin of surface tension. Molecules near the interface
lacks neighbors to interact with and thus deposit part of their internal energy U at the
interface. The deposited energy is the interfacial free energy E.,.

both sides of the interfaces which generates shear stresses at the interface. A balance of
the tangential stresses acting upon a unit segment of interface then yields:

oy out _ou~
s /ﬁ—_, - ey (1-2)
on on on
where %+ are the velocity vectors on either side of the interface, u* are the fluid viscosities
on each side of the interface, 7 is the outer normal to the interface and -Z is the gradient

on
operator along the interface.

These two relations can be further combined to yield the generalized Young-Laplace
equation:
Iy

ti—oi = - = 1.3
otini—o".n VR~ o (1.3)

where o are the local stress tensors on either side of the interface.

Surface tension: Energy point of view

Equivalently, surface tension can be thought of as an energy per unit area (in J/m?). The
physical picture reads as follows. In the bulk of a liquid, molecules share some internal
energy U with their neighbors. Near the interface, these molecules are unhappy as they
lack neighbors to share their internal energy with and thus deposit some free energy at
the interface as shown on Fig b). As a result, the larger the interface surface area A,
the larger the amount of energy deposited at the interface £,. The interfacial tension ~ is
then defined as the link between E. and A:

E, = ~A (1.4)
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More rigorously, the interfacial tension corresponds to the free energy that must be
supplied to increase the area of an interface by one unit at fixed temperature 7', fixed
volume of the system V' and fixed number of molecules in the system n [50]:

oL,

Y o= 8_A( (1.5)

T.Vin)

As a result, the state of any interface is characterized by its surface free energy F.,.
At equilibrium, E, reaches a minimum of the interface free energy landscape. Out of

equilibrium, there is a potential force qu tending to restore the static equilibrium. As any
potential force, F), is given by the local gradient of surface energy VE.:

F, = -VE, (1.6)

The next subsection makes use of F; to manipulate droplets in 2D microchannels.

1.2.2 A first experiment in a 2D microchannel

The basic 2D microchannel is a wide test section with a width w and a length [ much
larger than its height h as shown on Fig. This channel geometry, essentially consisting
of the thin gap between two parallel plates, is classic in the fluid mechanics literature and
refered as a Hele-Shaw cell. Both single phase [51] and multi phase flows [52] have thus
been studied in this geometry.

Figure 1.6: a) Superposed positions of a water droplet in paraffin oil at different time point.
b) Cartoon of the corresponding situation. The droplet is squeezed between parallel plates
and is only pushed by the outer drag ﬁu- ¢) Superposed position of a water droplet in
silicone oil V100 at different time point. b) Cartoon of the corresponding situation. The
channel roof has deformed into a rounded shape which yields local slopes in the channel
height exerting a force lﬁV upon the droplet. From Dangla et al. [53]
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In such a high aspect ratio microchannel, the laws of fluid motion reduce to the linear
Darcy’s law. The flow of the outer fluid applies a drag force ﬁu on the droplet through
hydrodynamic drag. This force is always directed in the direction of motion of the outer
fluid and its magnitude depends strongly on the droplet surface area, hence the droplet
shape. In our experiments, we mostly consider droplets flattened between two flat plates.
Then, the droplet shape is close to a cylinder of height h and in-plane radius R > h. The
drag force on such drop is then known to scale as F, ~ p®“U°* R? /L, where " and U
are the outer fluid viscosity et velocity [54]. This scaling has been validated by asymptotic
analyses of two limit cases: (i) the Hele-Shaw flow around a stationary inviscid bubble [55]
and (i) the Hele-Shaw flow around a rigid cylinder [56]. F, therefore increases with the
flow velocity and depends strongly on the size of the droplet.

As a result, droplets pushed down a Hele-Shaw cell by an outer flow are expected to
follow the streamlines of the carrier fluid. This prediction was tested experimentally by
Dangla et al. [53]. In the experiment shown on Fig[l.6]a) and c¢), the trajectory of a drop
in a wide microchannel made of PDMS was measured for different pairs of fluids. Droplets
were expected to flow straight from the inlet to the outlet, but was observed to depart
from their predicted trajectory for few pairs of fluids as shown on Fig[l.6] ¢). Thus, in-
stead of being simply pushed by the outer drag F . along the outer flow, droplets were also
experiencing a transverse force ﬁv- The origin of ﬁv was further attributed to local defor-
mations of the microchannel, which had swollen due to oil imbibition into PDMS. Indeed,
instead of being pressed between parallel plates, droplets were rather squeezed in a wedge
as shown on Fig. d), where one side of the drop is more constrained than the other.
This creates an imbalance in Laplace pressure across the droplets which pushes the drop
toward the wider part of the wedge until the drop reaches the side wall of the microchannel.

The origin of .ﬁW can also be explained in terms of surface energy as droplets behave
so as to minimize their surface energy. The surface energy of a droplet can be written as
E, = vA, where v is the interfacial energy and A the surface area of the droplet. While
~v can be considered as nearly constant over the course of the experiment, A varies sig-
nificantly as the droplet changes its shape by moving along the wedge. Unconfined drops
take a spherical shape in order to minimize their surface area, and hence their surface
energy. On the other hand, droplets confined between the top and bottom walls of a 2D
microchannel are constrained to flatten along the channel wall and can only curve away
from these walls. Consequently, they adopt a pancake shape of much larger surface area,
and thus seek for opportunity to decrease their surface area. As a result, when pressed
in a wedge, droplets moves toward the wider part of wedge in order to be as spherical as
allowed by the wedge top and bottom walls, thereby lowering their surface energy.

This first experiment shed some light on the ability of gradients of confinement to
act on droplets in a 2D microchannel. Thanks to standard lithography or micro milling
techniques, the height of a microchannel can be precisely controlled and one can thus taylor
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the surface energy landscape of droplets in 2D microchannels in order to manipulate them
passively.

1.2.3 Two patterns of interest: Rails and anchors

Two patterns of interest were studied: Anchors which refers to localized pockets of in-
creased channel height and rails which are linear grooves etched on top of the base 2D
microchannel.

In a first experiment, rails were shown to guide droplets along a prescribed path. As
shown on Fig. a), a droplet flowing down a 2D microchannel follows a sinuous rail
which enables the droplet trajectory to have some angle with the outer drag Fl. Rails
define valleys of surface energy in which droplets are trapped. Consequently, as the outer
drag pushes a drop out of the valley, the droplet experiences a restoring force F; due to
its increase in surface area. In addition, ﬁv has to be perpendicular to the rail direction as
the gradient of the droplet surface energy is the largest along that direction. As a result,
when the rail has some angle with the outer drag Fl, the holding force FH,Y balances a part
F ML of the outer drag and a remaining unbalanced component F, ,U of the outer drag propels
droplets along the rail as shown on Fig. b).

a) channel wall
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_g dm/ S8
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Figure 1.7: a) A proof of concept experiment. The channel height is 100 pm, the rail
width and height are both 50 ym. The image shows a superposition of a droplet position
at different time points to yields its trajectory. The droplet follows a sinuous rail. From
Abbyad et al. [42] b) Force balance of a droplet on a rail.

In a second experiment, anchors were shown to hold droplets stationary against an
outer flow as shown on Fig. a). Similarly to rails, anchors are localized minima of
surface energy and as such, there is an energy barrier to escape them. As a result, when
an outer flow pushes a drop out of an anchor, the droplet experiences a restoring force
tending to keep it in the anchor. Droplets can thus be held stationary against an outer
flow. When the outer fluid velocity is increased, a drop in an anchor is deformed from
its circular shape by the increased outer drag up to a critical outer velocity U* at which
point the drop cannot be held anymore and is unpinned by the outer flow [42]. Thus,
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for given drop and channel geometries, we can measure the critical velocity U* beyond
which the outer drag overcomes the anchoring force (F, > F.,) in order to estimate F,.
The holding force of an anchor was shown to range between 1 nN and 1000 nN for typical
microchannel dimensions, and to not depend on the droplet size R, but only on the channel

geometry [57].

S
?

Increasing outer flow

Off anchor

On anchor

Figure 1.8: a) An anchor can hold a droplet against an outer flow up to a critical outer
velocity U*. The channel height is 100 gm and the anchors diameter and height are both
50 um. b) Force balance on a trapped droplet. c) Sketch of the change in surface area
when a droplet sits on an anchor.

This result can be understood as follows. In a 2D microchannel, droplets are squeezed
between the top and bottom walls of the channel and as such, drops adopt a pancake
shape. In the plane of the microchannel, one can thus describe the drop by its radius R;
in the case when R > h, the main contribution to the surface area is given by the top
and bottom boundaries of the droplet and we can write A ~ 27 R?, with a small correction
due to the area around the drop in the vertical direction. As a result, a droplet sitting off
anchor has a surface energy E, =~ 2ryR?. As a droplet enters an anchor, part of its volume
is transferred into the anchor so that its in-plane radius has to shrink by AR as shown on
Fig. ). Consequently, both the droplet surface area and surface energy are lowered.
A detailed study of the droplet geometry can be found in Dangla et al. [57] and yields an
exact expression for the anchor holding force ﬁv-

An important regime concerns velocities that are slightly below the critical velocity. In
this regime, the anchor strength is sufficient to hold one droplet stationary but not two,
since the net drag force experienced by the touching pair increases while the anchoring
force remains constant. Abbyad et al. [42] identified a range of velocities where drops enter
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into a buffering mode, in which an incoming drop replaces the drop that was previously
anchored. This buffering regime will be used in Chapter [2| to selectively place droplets in
a large array of anchors.

The strength of this technique relies on its simplicity, its robustness, and its favorable
scalings with the droplet size R which allow to consider massive parallelization and minia-
turization. Droplets can be trapped and detached by playing on the outer phase flow,
droplets can be guided to the side of a 2D microchannel and very large arrays of droplets
can be created by straightforward parallelization. Nonetheless, the resulting arrays lack
addressability as discussed in section [I.1.3} Arrays are randomly filled, and the extraction
of a drop from an anchor using an increased outer flow will affect the surrounding trapped
droplets. Consequently, the rails and anchors technique would greatly benefit from an ac-
tive droplet manipulation technique on top of it in order to build large, addressable arrays
of droplets. In the same way, interconnecting rails has proven challenging as the inter-
connection itself is a site of lower confinement where droplets preferably sit. As a result,
interconnections between rails create traffic jams problems which can be solved by using an
active droplet sorting method. More generally, active droplet manipulations add selectivity
to the droplet operations amenable using the passive rails and anchor technique.

1.3 Active droplet manipulation using a laser

In this section, we discuss the different active techniques used to manipulate droplets in
microchannel, and describe in more detail the actuation of droplets by a laser which is the
active technique we have chosen in our experiments.

1.3.1 Available techniques

Most available techniques to actively handle droplets in a microfludic channel were first
developed and used to handle microparticles such as functionalized plastic beads or cells.
When working with such microparticles, a common problem consists of sorting a large
population against a given criterion, say, the expression of a protein in a cell, or wether an
antigene has bound to an antibody stuck on the surface of a bead or not. To this end, the
gold standard is the FACS machine (Fluorescence Activated Cell Sorting). It originally
dealt with diluting a cell solution and let it flow through a dripping faucet where cells were
encapsulated into droplets as shown on Fig. a).Then, droplets could be deviated from
their trajectory by using an electric field. The full set up is shown on Fig. b) and was
first patented by Coulter in 1953. The throughput of this device can be massively increased
by working in microchannel. Baret et al. [58] proposed such a use of microfluidics called
FADS (Fluorescence Activated Droplet Sorter) as shown on Fig. c).

From this push from the FACS application, many techniques were proposed to actively
sort a train of droplets arriving at a T- or a Y-junction, some like electrodes being embeded
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a) b)

Figure 1.9: FACS machine. a) A dripping faucet produces droplets which can be deviated
from their vertical trajectory by an electric field. From Herzenberg et al. [59]. b) Schematic
of a cell sorter using electrodes. From Fulwyler et al. [60]. c¢) Cell sorter based on droplet
microfluidics. A diluted solution of cells is emulsified into droplets. Each droplet contains
at most one cell. Electrodes are used to separate empty droplets from the rest. Baret et

al. [58].

on chip, other requiring extra equipment off chip to generate the outer stimulus.

To date, the most used active droplet manipulation technique makes use of electrodes
embeded on chip as shown on Fig. ). Here, the electric field generated by two op-
positely charged electrodes was shown to deviate a droplet from its mean trajectory by
charging oppositely the two sides of a drop surface, thereby creating an electric dipole
sensitive to the outer electric field. Similarly, gradients of surface tension can be created
by heating locally the droplet interface. This was achieved using a laser as shown on
Fig. b). Another way to sort trains of droplets can make use of magnetic fields when
droplets are initially seeded with magnetic beads as shown on Fig. ). Here, there is
no surface tension gradients generated. Beads are simply held at a given location by the
magnetic field and thus prevent the droplet from deviating from that location. Finally,
surface acoustic waves were recently shown to achieve droplet sorting in a conventional
PDMS microchannel. In this last example, the floor of a microchannel is mechanically
attached to an oscillating piezoelectric transducer. Acoustic waves, with amplitudes in the
nm range, thus propagate along the microchannel floor surface and pushes droplets along
their direction as shown on Fig. d).

The choice of one of these techniques among the rest is not obvious, each of them having
pros and cons in their operation, and depends strongly upon the skills developed in a given
lab. For instance, electrodes are not transparent and were thus placed around microchan-
nels which limits the magnitude of the reachable electric field and becomes limiting when
working with wide 2D microchannels. ITO electrodes were designed to this end [65] but
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Figure 1.10: Active technique for droplets manipulation. a) Electrodes. From Ahn et
al. [6I]. b) Laser actuation. From Cordero et al. [62], ¢) Magnetic beads. From Zhang et
al. [63]. d) Surface Acoustic Waves. From Franke et al. [64].

the microchannel fabrication gets much more complex. Similarly, magnetic beads limit the
observation of droplets content and usually require large solenoids to be operated. Our
lab having an expertise in droplet manipulation using lasers, we naturally opted for this
solution which is explained in detail below.

1.3.2 Optical toolbox

To my knowledge, the idea of using a laser to actuate droplets through heat was first
proposed by Kotz et al. [66]. A complete optical toolbox for droplet manipulation in mi-
crochannel was then developed by Baroud et al. [34], demonstrating complex operations
such as sorting, pairing or merging droplets.

The local heating induced by a laser was first shown to block droplets pushed along a
linear microchannel as shown on Fig. ). Thus, the laser induces a net force which
pushes the droplets away from the hot spot. This blocking force was then used to route
droplets through a bifurcation as shown on Fig. b), or to delay the droplet formation
at a T-junction and thus perform a valve function as shown on Fig.|1.11] ¢). The laser was
also shown to push droplets in 2D microchannels. Further applications were thus demon-
strated. For instance, sorting droplets in wide microchannel was demonstrated as shown
on Fig. d). Lastly, droplets of a closed-pack train of droplets were merged by a static
laser spot as the droplet-droplet interface was passing by as shown on Fig. ).

The strength of this technique is therefore manifold. At the droplet level, a mobile
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Figure 1.11: Optical toolbox. a) A droplet blocked by a laser spot. From Baroud et
al. [67] b) Sorting droplets in a 1D microchannel. ¢) Valve. d) Sorting droplets in a 2D
microchannel. e) Merging a train of drops. b) to e) are from Cordero et al. [62].

laser spot can push a drop in any direction and merge two droplets which demonstrates a
great versatility. Parallelization is also amenable as holographic [6§] or generalized phase
contrast [69] methods allow to split a single laser beam into many independent spots.
Lastly, an integrated version of this technique is already commercially available in any
DVD writer. On the downside, high frequency actuation is limited by a heating time of a
few ms needed to act upon droplets. In addition, the heating induced by the laser might
have some effect on the droplet content. The stationary temperature field of a laser spot
heating a 28 pm thick layer of water was measured. The temperature field was found to
have a lorentzian shape centered on the laser spot, peaking at 80 °C and going back to
the ambient on ~20 pm [70]. However, the effect of this temperature field on the drop
content has not been measured and is not obvious as it should take into account the fluid
motion in the drop. Hereafter, we explain the physics behind the laser pushing force and
we present a scenario for the laser induced coalescence of two drops.

1.3.3 Origin and magnitude of the laser force

The laser force Fy was studied in detailed by Verneuil et al. [71] in a laterally confined
microchannel. Their test section consists of a straight microchannel bypassed by a loop
channel which droplets cannot access as pillars have been placed at the entrance and exit
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of the loop as shown on Fig. a). Thus, a droplet can be blocked in the test section by
a laser spot, and the back pressure Ap (which yields F. %) that the droplet is experiencing
can be estimated via the product of the outer oil flow rate () and and the test section
hydrodynamic resistance R"4:

Ap = RWIQ (1.7)

The magnitude of F\ was thus measured to be in the range 100-300 nN for a laser
power of 100 mW and a channel height of 50 ym. Yet, the origin of F, is subtle. F) is a
thermocapillay force induced by the Marangoni flows taking place inside and outside the
droplet when it is heated by a laser spot. Verneuil et al. also observed that these surface
flows were pointing toward the hot spot as sketched on Fig. b). This is a key obser-
vation as it rules out classic thermocapillary explanation of ﬁ,\ Indeed, as surface tension
is usually decreasing with increasing temperature, the local heating induced by the laser
alone would create a local drop in surface tension so that the interface would be pulled
away from the hot spot, thus creating a surface flow pointing away from the hot spot. This
is not consistent with the first observation of Verneil et al..

A second key observation is shown on Fig. c¢). The white thread on that picture
corresponds to micelles expelled from the interface after a laser pulse has heated the inter-
face. This shows that, by heating up the interface, the laser spot depletes the interface of
its surfactants. This second effect has thus to be taken into account in the explanation of
the origin of F,. As the surface tension of an interface is usually decreasing with increas-
ing coverage of the interface by surfactant molecules, the local heating of the interface can
increase the surface tension at the hot spot by dramatically decreasing the contamination
of the interface at that location. Thereby, the interfacial flow points toward the hot spot
which is in agreement with the experimental observation of Verneuil et al.. This is our
understanding of F.

Next, PIV experiments, as shown on Fig. d), allowed to resolve the different veloc-
ity scales in the different regions. Shear stresses acting upon the drop were shown to have
two contributions of different magnitudes. On the one hand, the recirculation region near
the hot spot was measured to have high fluid velocities but relatively low shear stresses as
shear is mostly induced by the droplet curvature in that region. On the other hand, the
thin films separating the droplet from the channel walls was measured to have relatively low
velocities but high shear stresses mostly because of the thinness (~ 100 nm) of the films.
As a result, the laser force F, is mostly due to shear stresses in the thin films separating
a droplet from the channel walls which highlights the role of confinement in the origin of
F, as shown on Fig b). Droplets locally heated by a laser can thus be thought as
pushing on the channel walls in order to escape the hot spot. Consequently, the more wall
surface a droplet is in contact with, the more efficiently it can escape from the hot spot.
The magnitude of the laser force has thus to increase with the confinement on the droplets.
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Figure 1.12: a) Test section. b) Sketch of the flow field pointing toward the hot spot, and
the shear stresses in the lateral thin films. ¢) Ejected micelles when the laser heats up the
interface. d) Flow field in a long droplet confined laterally. From Verneuil et al. [71].

In a 2D microchannel, the laser is therefore expected to push droplets to a lesser extent
as in a 1D microchannel since the wall surface in contact with the drop is decreased. A
rough estimate of 10 nN is obtained in Chapter [2| by comparing the laser push to the hold-
ing force of an anchor. A complete study of the origin and magnitude of the laser force in
a 2D mircochannel is yet to be done.

1.3.4 A scenario for laser induced coalescence

The stabilization of droplets by surfactants in microfluidics has been extensively stud-
ied [72] [73]. As shown on Fig. , surfactants are bipolar molecules composed of a
hydrophilic head and a lipophilic tail. At equilibrium, surfactant molecules adsorb onto
the surface of drops which prevents droplets from directly touching each other. Droplets
are thus separated by a thin film of the continuous phase that must drain for coalescence
to take place. The commonly accepted stabilization mechanism of surfactant reads as fol-
lows. When the thin film separating the two drops drains, there is a flow between the drops
(Black dashed arrows on Fig. [1.13)) which decreases the surfactant surface concentration
between the drops. As a result, there is gradient of surfactant concentration along the
interface which creates Marangoni flows inside and outside the droplet. These flows coun-
teract the film drainage by homogenizing the surfactant coverage of the droplets (Red solid
arrows on Fig. and hence yields an equilibrium thickness of the thin film between the
drops.

By constantly depleting surfactants from the interface, the laser overcomes the sta-
bilizing effect of Marangoni flows as it prevents from any homogenization of the surface
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Figure 1.13: Equilibrium of the thin film of the continuous phase separating two droplets.
A Marangoni flow (red solid arrows) counteracts the redistribution of surfactant molecules
induced by the film drainage (black dashed arrows). [73].

coverage. As a result, the laser breaks the equilibrium of the thin film separating the drops
and favors the drainage of the film, eventually leading to the coalescence of the drops.
This scenario for the laser induced coalescence should however be confirmed by a complete
experimental investigation as other scenarios involving electrostatic repulsions between sur-
factants molecules, steric effects or interface rigidification due to the surfactants molecules
might have to be taken into account . Another key point is the mechanical effect of the
contrast in surfactant along the interface. As mentioned in the last subsection, a local drop
in the surfactant surface concentration yields a net force tending to push the drop away
from the low surfactant region. As a result, when the laser is shined on a droplet-droplet
interface, the two droplets are pushed away from each other by the laser force. Droplets
need therefore to be held pressed against each other for the laser induced droplet fusion to
operate robustly.

1.4 Droplet microfluidics without flow

Testing many different reactions on a single chip to perform multiplexed assays requires
ways to bring the different sources of reagents on chip, and perform subsequent operations
on these reagents such as dilution series, or combinatorial mixes. Thus, the successful
approach to parallelize this set of operations requires each unit operation to be performed
as simply as possible in order to keep the complexity of the assembled system as low as
possible.

Different solutions exist using droplets which essentially consist in forming a train of
droplets with varying formulations [74] and combine droplets of the train [75]. The large
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scale parallelization of this serial workflow leads nonetheless to complications, mostly be-
cause of the flow of the carrier phase required to form and push the drops down the channel.
Another approach consists in not flowing the outer phase. This allows to work with mul-
tiple droplet generation units connected to the same microfluidic device, hence yields a
great versatility. On the downside, new ways of forming drops without the need to flow
the outer phase have to be developed.

In this last section, we discuss the issue of large scale integration of droplet operations on
chip in order to build large addressable arrays of droplets, thereby mimicking the microtiter
plate format. To date, one of the major bottleneck remains the parallelization of flow based
methods to form droplets. Instead, we present a flowless approach based on gradients of
confinement which allows to produce droplet on a demand and in parallel.

1.4.1 Continuous flow methods for droplet production
Classic geometries

The amount of droplets produced on a single chip is defined as the product of the num-
ber of embeded droplet production units and the droplet generation frequency per unit.
Most droplet based systems rely on generation of continuous streams of droplets in one of
the three dominant geometries: T-junctions, flow-focusing devices, and coflow devices. A
great deal of effort was done to generate droplets at high throughput, which was mostly
achieved by injecting fluids faster. As a result, droplets produced in these geometries are
generated at a high frequency and transported downstream at a high flow rate. However,
the strong flow that advects drops also couples their motion hydrodynamically. Thus, when
several droplet production units are connected to the same chip, complex collective behav-
iors arise from mechanical cross talks between the generators, resulting in either chaotic,
quasi-periodic or synchronized regimes of droplet production [76]. The droplet genera-
tion frequency and the size of the produced droplet vary from one regime to another, and
was shown to be controllable in synchronized regimes only. This highlights the sensitiv-
ity to small perturbations in injection rates of continuous flow methods to produce droplet.

An attempt to parallelize flow-focusers and T-junctions was performed by Nisisako et
al. [77] who achieved to placed 128 injectors next to each other as shown on Fig.[1.14] They
also report a high monodispersity but it is not clear what the effective range of injection
rates keeps their device controllable [78]. Beyond the mechanical limitations of continuous
flow methods toward parallelization, another limitation concerns the large scale integration
of these droplets generation devices. Indeed, for each reagent inlet, these techniques require
another inlet for the outer phase which limits the number of connecting points to the chip
available to deliver different reagents.
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Figure 1.14: a) Continuous flow unit for droplet generation arranged along a circle. b) The
device can be run in T-junction mode and in flow-focusing mode. ¢) Experimental picture
in the FF mode. From Nisisakoet al. [T7]

Gradients of confinement for droplet production

To address these last limitation, another approach to design parallelized droplet generators
consists in not flowing the outer phase when forming droplets. As a result, a single inlet
for the outer phase is required, the rest of the connecting points to the chip being available
for different dispersed phases. This has been achieved through an intelligent design of the
channel geometry. Mimicking the step emulsification technique, Sugiura et al. designed a
double steps junction able to produce droplet without the need to flow the outer phase.
As shown on Fig. a) and b), their device consists of a straight inlet channel connected
to a large reservoir where the height of the channel has been slightly increased nearby the
inlet channel, and greatly increased further downstream. Various geometry were tested
later on, including the single step junction shown on Fig. b).

The first step to operate this device consists in filling the microchannel with a fully
wetting continuous phase. Next, the dispersed phase is injected through an inlet chan-
nel. As a thread initially flowing in an inlet channel, enters the large reservoir it expands
into a cylindrical bulb as shown on Fig. a) and b). For a given size of the bulb, the
thread in the inlet channel necks, thereby forming a droplet. In Suguria’s device shown
on Fig. a), the cylindrical bulb also meets a second step junction where it is allowed
by the increased channel height to expand vertically, which promotes droplet formation.
These devices were shown to produce ~ 1 droplet per second, which badly compares to
the kHz rates of flow focusing devices. This low throughput is nonetheless compensate
by a straightforward parallelization of the injectors which yields an overall throughput in
the kHz range. In addition, this technique yields emulsions with a high monodispersity as
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Figure 1.15: a) Two steps junction forming a terrace. From Sugiura et al. [79]. b) Single
step junction. From Kobayashi et al. [80]. b) Large scale production of mono disperse
droplets. From Kobayashi et al. [80]

shown on Fig. [1.15]c).

More recently, Dangla et al. [20] proposed another geometry to produce droplets with
gradients of confinement as well as an explanation for the mechanism at play in the droplet
formation process. As shown on Fig. a), their device consists of a straight inlet
channel connected to a large reservoir of inclined roof. As a non-wetting thread enters the
reservoir, it expands radially into a cylindrical bulb shape while being pulled downstream
by a potential force F:, induced by the gradual release of vertical confinement. Here again,
when the bulb reaches a critical size, the thread in the inlet necks and forms a drop. Then,
this drop displaces spontaneously further downstream as it is squeezed in a wedge.

Figure 1.16: Wedge junction geometry. The thread expands into a bulb in the reservoir
while being pulled by the gradient of confinement induced by the wedge.
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The physical mechanism of droplet formation by deconfinement

Dangla et al. further pointed out three key observations: (i) Necking of the interface takes
place in the inlet channel, (ii) there is no droplet formation in a flat reservoir, and (iii)
droplets of finite size are produced, even at very low injection rates.

The observation (iii) led the authors to assume that the interface evolves in a quasi-
static manner, 7.e. that the interface around the thread and the bulb is at each instant
in an equilibrium state. In this case, the Young-Laplace equation imposes that the
shape of the interface must be such that its mean curvature K is constant over the entire
interface, apart from the regions where it is pressed against a channel wall and forced to
follow the wall geometry. Yet, the constraints on the interface differ in the inlet channel
and in the reservoir. The mean curvature k can be decomposed into a vertical component
K+, normal to the microchannel plane, and an in-plane component &l

k = k- 4kl (1.8)

In the reservoir, the curvature of the thread decreases as the thread expands into the
reservoir for two reasons. First, the in-plane radius of the thread R increases as more fluid
is injected as shown on Fig. a). This leads the in-plane curvature k!l ~ 1/R to decrease.
Second, the vertical confinement on the thread decreases as the thread propagates down
the reservoir, hence the vertical curvature of the thread k' ~ 1/h decreases too.

In the inlet channel, the in-plane curvature of the thread is null at first (top picture
of Fig. a)), while the vertical curvature is fixed by the curved pieces of interface near
the corners of the inlet channel cross section (top picture of Fig. b)). As fluid is
injected, the curvature of the downstream part of the thread decreases, thus forcing the
upstream curvature to decrease because of the mechanical equilibrium at play. As a result,
the interface in the inlet channel departs from the side walls of the channel in order to
decrease its vertical curvature k. However, this holds true up to a criticial point at which
the vertical radius of curvature reaches the channel half-height h/2: &t ~ 2/h (middle
picture of Fig. b)). At this point, no further release of vertical curvature is allowed
by the channel geometry without leading to the unphysical situation shown on the bottom

picture of Fig. b).

As a result, the interface in the inlet channel has to bend inward to adopt a negative
in-plane curvature k! < 0, and hence further decrease its mean curvature & (middle picture
of Fig. a)). At this criticial point, the static equilibrium does not hold anymore, a
pressure imbalance appears in the outer phase, creating a flow from the reservoir to the
inlet channel, which promotes necking, and leads to droplet formation (bottom picture of

Fig.[1.17a)).
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Figure 1.17: a) The three distinct steps of the droplet formation mechanism: (i) Inflation
of the thread into a bulb, (ii) Necking in the inlet channel and (iii) Pinch off to form a drop.
b) Cross section of the thread in the inlet channel for three value of the mean curvature
r: Top High vertical curvature, the interface flattens against the side walls of the channel.
Middle Critical vertical curvature. The interface is touching the side walls of the channel.
It cannot decrease its vertical curvature any further without violating the non-wetting
boundary condition. Bottom Below the critical vertical curvature. The interface presents

a kink. This situation is not physical. c¢) Parallelization of wedge junctions along a circle.
The reservoir is in the center, the inner phase is inject inward.From Dangla et al. [20].

To sum up, the sudden release in confinement in this channel geometry forces the inter-
face in the inlet channel to depart from the side walls in order to conserve the quasi-static
equilibrium of the interface. But as more fluid is injected in the reservoir, the thread is
set out of equilibrium, leading to necking and droplet formation. We showed recently that
the same arguments holds true to explain the droplet formation in the step junction ge-
ometries [81]. The corresponding paper is attached at the end of this manuscript in the

appendix [D]

Parallelization reveals the strong power of this technique. Indeed, droplet mass pro-
duction was performed by dispersing one phase through many step/slope junctions placed
in parallel (Fig c)), achieving throughputs in the kHz range which compares favor-
ably with flow-focusing devices. But this technique also allows us to design parallelized
yet independent generators by connecting the different inlet channels to different sources
of reagent. This opens the way to the massively parallelized on-demand droplet genera-
tion of droplet having different formulation. The control of the droplet generation is then
performed actively as described below.
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1.4.2 Toward on demand droplet formation in parallel

To form individual droplets on demand without the need to flow the outer phase, some
other mechanism to produce enough shear on the water /oil interface is necesseray on top of
a valve enabling to generate one drop at a time. Most suggested mechanism rely on active
destabilization of the water/oil interface by different means. Recent examples include the
use of programmable microinjectors, syringe pumps, piezoelectric actuators, high-voltage
pulses, electrowetting on dielectrics and dielectrophoretic pressure [82]. However, none of
this active technique to destabilize the water/oil interface has been integrated on a large
scale.

Pneumatic valves and the tyranny of numbers

To my knowledge, the only valve that has been integrated on a large scale is the pneumatic
valve from the Quake’s group which allows each reactor to be addressed individually. In
2000, Unger et al. [83] from the Quake’s group published a seminal paper showing how
to fabricate microfluidic valves, and thus microfluidic transistors. Quake’s valve can stop
the flow of a liquid in a straight microchannel by locally collapsing the channel. The idea
consists in superposing a perpendicular microchannel filled of air on top of the layer where
the former microchannel sit as shown on Fig. ). Then by increasing the air pressure
in the top microchannel, the thin layer of PDMS separating the two layers deforms and
obstructs the bottom microchannel. As the fabrication of these valves relies on soft lithog-
raphy only, there are readily parallelizable as shown on Fig. b). The increase in the
on chip valves density is however limited by a connectivity issue as shown on Fig. c).
This is the tyranny of numbers: there is a practical limit to the complexity of macroscop-
ically assembled systems [84]. Indeed, microchannels dedicated to reagents do not share
the same outlet, but meet at crossing points were a pneumatic valve allow them to meet
or not. As a result, each reagent is not associated to one inlet, but at least four, which
strongly limits the large scale integration of this technique.

/Flvuld Out
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Figure 1.18: a) Quake’s valves. From Unger et al. [83]. b) The two states of the valve.
c¢) Large scale integration of Quake’s valves. From Thorsen et al. [85]. d) Practical upper
limit of Quake’s valves integration.
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This example highlights the fact that the level of complexity achievable through inte-
gration is limited by the level of complexity of the basic block to be assembled. In this
regard, I believe that using droplets produced with a step or a wedge junction allows us to
simplify the basic block, and hence to hope for microfluidic devices with a higher degree
of integration in the near future.

Gradients of confinement for parallel formation of drops on demand

Indeed, gradients of confinement methods to produce droplets requires only one inlet chan-
nel per reagent. Then, controlling the formation of a drop on demand can be done off chip
using a computer controlled pressure source for instance. This would allow us to bring on
chip as many microreactors as the chip shown on Fig. b) while keeping the complexity
of the integrated chip very low, thereby ensuring its reliability and robustness.

First attempts to pair droplets on demand have been performed, by producing droplets
using either steps [86] or wedge junctions [20] and a first parallelization of these junctions
to produce droplet on demand is presented in the next chapter.

1.5 Discussion of Chapter

Droplet microfluidics has the potential to dramatically increase the throughput of current
techniques for the study in parallel of many different chemical reactions. Large arrays of
droplets have been built using both 1D and 2D microchannels, thereby allowing different
conditions to be tested in parallel on a single chip. Arraying droplets in 1D microchannels
was shown to produce well organized arrays of droplets thanks to the natural spatial in-
dexation of trains of droplets. However, the closed structure of the trapping technique at
play prevents from any subsequent operations on trapped droplets, such as dilution series
or combination of droplets, which limits the applications of such 1D arrays.

On the other hand, 2D microchannels yields randomly filled arrays where droplets are
still accessible for further operations. In addition, 2D microchannels solve an endemic issue
related to 1D microchannel: long range interactions. Indeed, any failure occurring locally
in a serial microchannel, be it a microfabrication defect or dust stuck in the channel, blocks
the whole train of droplet flowing down the channel, and hence the whole device breaks
down. In a 2D microchannel, local failures are bypassed and hence do not affect the rest
of the chip which can thus continue to work despite some local failures. This makes 2D
microchannels much more robust and sound blocks onto which more complex system can
be assembled.

Active techniques are nonetheless required to organize spatially arrays in 2D microchan-
nels. Amongst the different available techniques, we choose the laser actuation and showed
that a laser hot spot can push a droplet and merge two droplets. Finally, we have pre-
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sented the issue related to the large scale integration of many different reactions on chip.
Conventional continuous flow methods to produce droplets cannot be simply parallelized
which limits their use in operations involving many different species. Instead, we propose
a droplet generation device which does not need the outer phase to be flowed. The paral-
lelization is then straightforward and yields a high throughput droplet production, while
as injectors are independent, different reagents can be simply brought on chip.

In the next chapter, we demonstrate the combination of our passive droplet trapping
technique with the active laser actuation. We start by building spatially organized arrays
of droplets in 2D microchannels using continuous flow methods for droplet generation.
Then, we turn our attention to microchannels being operated without a mean flow and we
present an innovative device to form on demand six different pairs of droplets in parallel,
and use it to study chemical kinetics under varying conditions.



Chapter 2

Combining gradients of confinement
with laser forcing

The current challenge is to pattern a 2D area with a heterogeneous droplet population,
either by selectively placing a drop at a desired location, selectively extracting a drop, or
selectively initiating a chemical reaction. To date, none of the methods for arraying drops,
as explained in Chapter [I], allows for such a controlled operation to organize spatially a 2D
array of droplets. Instead, random filling is used in most cases. While random distribu-
tions of drops can yield useful information in the case of two droplet species [87], it quickly
becomes limiting when there are many species to be studied simultaneously.

In this chapter, we demonstrate how the controlled filling, extraction, or reactions can
be performed in a 2D format by combining the rails and anchors approach with the selec-
tive manipulation through laser-induced local heating [67, [88], 62]. The rails and anchors
provide a passive, robust and simple 2D guidance and trapping of drops, while the mobile
laser spot adds an intelligent and versatile selectivity. This chapter contains most of the
microchannels designs and protocols of operation I did during my PhD.

We start with the materials and methods in section 2.1l where our microfabrication tech-
nique and our optical set up are presented. In section we present three experiments
where we selectively build spatially organized arrays of distinct droplets using continuous
flow droplet generation units. These demonstrations deal with selectively extracting a drop
from an array, selectively filling an array with a controlled drop population by showing how
to build an array of drops which displays a gradient of concentration, and selectively trig-
gering local reactions in an array of paired droplets. In section [2.3] I demonstrate the use
of gradients of confinement to produce and pair droplets on demand in a 2D microchannel
which allows to passively address a droplet to a trap in a 2D microchannel. In addition,
parallelization of the basic storage unit is presented. Lastly, in section we present our
approach to monitor chemical reactions in our merging chamber.

33
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These results were published in Lab-on-a-Chip, the first two sections 2.1 and [2.3]in [89],
and the next two sections [2.3|and 2.4 in [90]. The corresponding manuscripts are attached

in appendix [D]

2.1 Materials and methods

2.1.1 Microfluidic device fabrication

All experiments were conducted in PDMS microchannels sealed onto glass slides by plasma
bonding. The fabrication procedure relies on dry film photoresist soft lithography tech-
niques [91), 2] which enable rapid prototyping of multi-level structures. The multilayer
masters were etched in stacks of Eternal Laminar E8013 and Eternal Laminar E8020 neg-
ative films (of thickness 15 pm, 35 pm and 50 pm respectively) depending on the desired
thickness of the main channel and patterns. The successive steps were the following: (i)
photoresist layers were successively laminated onto a clean glass slide using a PEAK Photo
Laminator (PS320) at a temperature T = 100 °C until the desired height h of the main
channel was reached, (ii) The photoresist stack was exposed to UV (Hamamatsu Light-
ingcure LC8) through a photomask of the base channel (comprising a test section, droplet
generation devices and entrance and exit channels), (iii) Additional photoresist layers were
laminated on top of the exposed stack until the desired depth of the patterns (anchor
holes and/or rails) was reached, (iv) The stack of photoresist films was exposed again to
UV, through the second photomask featuring only the patterns to be added onto the base
channel. Finally, the full structure was developed by immersion in an aqueous bath of car-
bonate potassium at 1% mass concentration. These four steps are summarized on Fig.

Liquid PDMS (Dow Corning Sylgard 184), prepared with a 1:10 ratio of curing agent,
was poured onto the master and cured 2 h at 70 °C. The PDMS slab containing the channel
footprint was then cut off and sealed onto a glass slide by plasma bonding. Furthermore, in
order to render the internal channel surface hydrophobic, a surface treatment was applied.
A dilute solution of 1H,1H,2H,2H-perfluorodecyltrichlorosilane (Sigma-Aldrich) in FC40
oil (3M Fluorinert) (20 pL in 1 mL of FC40) was flowed through the microchannel for
approximately 5 min. The channel was then rinsed with pure FC40 to remove the residue
chemicals remaining in the bulk.

2.1.2 Chip general design and operation

The common architecture of the microfluidic chip was a base channel with a blank test
section onto which rail and anchor patterns were etched. The base channel consisted of
one or two droplet generation devices discharging into a wide main test section. The
system then emptied into a single outlet channel. The height of the base channel h was
either 100 pm for the channels of section or 150 pm for the channels of section
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a) laminate b) UV exposure through a mask

c) repeat a) and b) with another mask d) develop 3D mold chemically

Figure 2.1: Dry film soft lithography main steps to texture the roof of a microchannel.
Here a series of pillars is created on top of the mold of a base channel.

Channels upstream of the test section had widths ranging from 100 to 200 gm. The test
section was a rectangle a few mm long on each sides. Various patterns of rails and an-
chors could then be added onto the base test section depending on the desired applications.

Throughout the study, the continuous phase was FC40 oil (3M Fluorinert) of viscosity
1°"% = 4.1 cP containing fluorinated surfactants for both emulsion stabilization and im-
provement of the wetting conditions. Experiments described in sections and
used a Krytox (Dupont) ammonium salt, at 0.5 % mass concentration, while those in sec-
tions [2.2.3] and used a PEG-based surfactant at mass concentrations between 0.01 %
and 1% [93]. The interfacial tension 7 between a pure water drop and the FC40 solution
was measured to be 22 mN/m. We observed however that the contents of the drops, such
as the chemicals of sections [2.2.3] and 2.3 or the fluorescent beads, could have an impact

and reduce this value in some cases.

A system of computer controlled syringe pumps (Cetoni neMESYS) was used to control
the different flow rates of oil and aqueous solutions in real time.

2.1.3 Optical setup and laser operation

The optical arrangement employed for droplet manipulation makes use of a 1480 nm con-
tinuous wave infrared laser source (Fitel Furukawa FOL1424) and a commercial inverted
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microscope system (Nikon TE2000) equipped with epifluorescent illumination (Exfo X-cite
6210C). A pair of galvanometric mirrors (Cambridge Technologies 6210H) permits beam
positioning in the microchannels. Following the galvanometric mirrors, the laser beam
is both expanded appropriately to overfill the back aperture of the microscope objective
and relayed to the back aperture of the objective by a 4f conjugate lens system and an
appropriate dichroic mirror (OCTAX) as shown on Fig. 2.2

Microchannel

Microscope objective

) .. To laser source
Dichroic miror

To camera  4flens system Galvanimetric mirors

Figure 2.2: Optical setup used to image and shine a laser focused in the plane of the
microchannel.

The laser power was measured to be up to 200 mW in the focal plane of the micro-
scope objective. The described system provided an approximately diffraction limited spot
at the focal plane with beam waist in the pym range [70]. Position of the laser spot can
be controlled by a mouse click using in-house Labview programs. Finally, imaging of the
microscope field of view is ensured by different cameras (Photron Fastcam 1024 PCI, Spot
camera, Nikon D70). Whilst the laser spot wavelength was outside the range of both cam-
eras, the spot location was visible as a dark shadow on the computer screen. We think this
is due to a local lens effect of the laser which slightly deforms PDMS in the neighborhood
of the hot spot.

2.2 Building spatially organized 2D arrays of droplets

In this section, we demonstrate the combination of rails and anchors with laser forcing to
selectively build 2D arrays of droplets. To this end, we performed three different experi-
ments as examples of combination. It deals with selectively extracting particular droplets
from a large array of droplets, selectively placing a droplet in an array and selectively
triggering a chemical reaction in an array of paired droplets. These three examples are all
based on continuous flow methods to generate drops.
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2.2.1 Extracting a drop from an array of holes

Droplets have been early on proposed as vessels to encapsulate single biological compounds
such as enzymes, cells [94], subcelular organelles [95] or DNA strands [96]. The classic
approach consists in emulsifying a very diluted solution of these compounds which results
in a Poissonian distribution of the droplet filling: Most droplets are empty while some
contain a single compound only. The next step of the assay then consists in sorting the
empty drops from the filled ones which is often done on another chip. Another approach
allows us to perform the last two operations on a single chip. It consists in building an
array of droplets, and extract from the array the filled droplets only. Hereafter we present
a chip to do so.

Chip design

We want to use the laser spot to unpin a given droplet from an array of droplets. To
this end, the laser force Fy must overcome the anchoring force F In a laterally confined
channel, the magnitude of F, \ was measured to be around 100 nN [71], and we expect
it to be smaller, without having measured any proper estimate, in a laterally unconfined
channel as discussed in Chapter [I, To be on the safe side, we thus design anchors as weak
as allowed by our microfabrication technique in order to satisfy the criterion F\ > F.,. As
a result, the test section is a 10x3 mm rectangle, 100 pm high, on top of which a square
lattice of anchors is etched as shown on Fig.[2.3] Anchors are 50 ym in diameter and 50 gm
in depth.

. h =100 pm

h=150 um

Figure 2.3: Chip geometry. The diameter of the anchor is 50 um and is not to scale on
this sketch.

An estimate of F,, can then be calculated. Indeed, a detailed study of the droplet
geometry, taking into account the droplet spherical cap in the anchor as shown on Fig.
yields the following anchoring strength [57] in the case of a pancake droplet with an in-plane
radius R much larger than the anchor diameter d < R:

)

F, = ’thS(b) (2.1a)
b4 b2\**
with S(b) = 273 1-— (1 - Z) the drop shape function (2.1b)
d :
and b = 7 the anchor ratio (2.1c)
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From the equation (£2.1al), we estimate F, = 14 nN with v = 22 mN/m, h = 100 gm and
d = 50 pm. Nonetheless, the laser was found to not be able to detach droplets from their
anchors. Therefore, an upper bound of the laser force in a 2D microchannel was found to
be ~10 nN.

To overcome this issue, we imposed a weak flow of the outer phase, which adds a drag
force F}, on top of the laser force F) to the total unpinning force. We estimate F), by the
drag force of a plug flow acting on a rigid cylinder placed a Hele-Shaw cell which is known

to be [56]:

ﬁout R2

F_L — 247T/,LOUt h

(2.2)

where p°** and Ut are the viscosity and the velocity of the outer phase. This yields F), =
3 nN with w = 3 mm, b = 100 pm, p°** = 4.1 mPa.s and U™ = 95 um/s (corresponding
to a flow rate of Qg = 2 uL/min).

2R

Figure 2.4: Anchor geometry. Left-hand- side: Top-down view obtained from experiments.
Right-hand side: Side view obtained with Surface Evolver. From Dangla et al. [57].

As a result, anchors can hold two droplets (as F., > 2F),) which allows free droplets
to bump onto trapped droplets without detaching them. Furthermore, this confirms our
estimate of I\ as a laser push was able to detach droplets with this weak flow.

Chip operation

An example of implementation is shown on Fig. In this experiment, drops are initially
formed in a flow focusing geometry and flowed into the test section, which is patterned
with a square lattice of anchors. Some drops become anchored at the hole positions, filling
the lattice in a random fashion. The water flow is then stopped and the oil flow rate is
held constant at Qo = 2 uL/min.
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—o
1,6 mm

Figure 2.5: Selectively extracting drops. a) The array of holes is initially filled with water
drops. b) The laser (red dot) is focused on the water-oil interface, pushing the drops out
of the anchor. ¢) An X is patterned with the remaining droplets.

Once the lattice is filled (Fig. a)), the laser spot is selectively positioned within the
test section. If the laser is focused inside the droplet, it can remove it from the anchor.
This allows the user to select a position on the computer screen and to remove the corre-
sponding drop at that particular position. The oil flow rate then transports the drop away
from the array and out of the microchannel as shown on Fig. b). Fig.[2.5/c) shows an
X pattern formed using this method.

This device can be operated in two different regimes. In the current regime, small
anchors and a weak oil flow rate are used, therefore requiring a high laser power (Pase; =
200 mW) to remove the drops. Alternatively, lower laser powers can be used by increas-
ing the flow rate to work closer to the critical anchoring velocity. In that case however,
extracted drops interact with their neighbours and can lead to a buffering mode, in which
drops downstream of the extracted drop also get unpinned. Rails could then be used
to guide detached droplets between trapped ones and avoid the unwanted downstream
detachments.

2.2.2 Selectively filling an array

Here, the ability to sort and subsequently fill a two-dimensional array with droplets of
a uniform size is presented. The methodology is again based upon the combination of
rails and anchors of different strengths, with a highly localised laser induced forcing for
derailing the drops. By superposing anchors onto rails, droplets may be guided directly to
the anchor sites where they become trapped on these storage rails. The presented method
involves first selectively filling these storage rails and then allowing the droplets to assemble
into the desired array by entering into a buffering mode through an increase of the carrier
oil flow rate.
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Chip design

To construct an array of droplets, we use a chip test section composed of 6 rails, each
of which is periodically superposed with 16 anchor sites, producing a 96 drop array, thus
mimicking the 96 wells plate format. The rail sorting portion of this test section is shown
in Fig. a) which demonstrates active switching of droplets between rails, achieved by
employing laser induced forces as described in Chapter [l In the absence of the laser,
droplets are guided along the central rail to the exit of the chip by default. The selective
derailing operation is demonstrated in Fig[2.7, To fill the array, rails are filled in sequence,
row by row, beginning with the right most junction to the left most junction. Any order
can be used however, even working on a drop-by-drop basis.

_ storage rail —

W h=100 ym
[C1h=150 pm

Figure 2.6: Test region (20 x 4.5 mm, h = 100 pum) for building an array of droplets. All
rails are 50 pm deep. The central default rail is 50 pm wide. The side gutter rails used
to filter out large droplets are 200 um wide. The 6 storage rails are 75 ym wide and the
anchor sites superimposed on these rails are 120 um squares. The image shows the fifth rail
being filled. b) A schematic of the complete chip design illustrates the droplet formation
portions of the chip relative to the test region. The scale bar is 600 pm.

Selective filling of the array, in addition to anchoring the drops in place, depends upon
several key design features which are highly sensitive to droplet size. Consequently, the
device geometry is constructed specifically for a given droplet size. For this experiment
the chips (shown in Fig. b)) are designed for droplets of a 150 pm radius.

The first of these features is designed to ensure that all droplets placed on the array
are of the same size. Such steps are necessary, as droplet monodispersity is not guaranteed
for transient stages of droplet production, nor for all low rates. Droplets are only placed
in the array when the laser is used to direct them there. Furthermore, droplets below the
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size of interest cannot be derailed from the central rail, due to the limit on the maximum
deflection achievable with the employed laser power. Small droplets are therefore guided
out of the chip and never reach the storage rails. To ensure droplets of a size larger than
those under study are also eliminated, two side gutters are placed upstream and redirect
large droplets along the side of the test section. Therefore, large droplets are prevented
from entering the array portion of the chip as the gutter rails provide an energetically
favorable alternative route. These features ensure that only droplets of the desired size are
available for active laser forcing onto the array rails.

o o o v
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Figure 2.7: Switching rails. The laser, placed slightly off the central rail, blocks a droplet
in front of a storage rail. The droplet turns around the laser spot and meets the storage
rail which attracts droplets as it is wider than the central rail.

The remaining features are concerned with filling the storage rails. Once a droplet
passes the two side gutters, it enters the rail switching area and is available for sorting into
the storage rails containing square anchor sites. As can be seen in Fig. the storage
rails have been designed to be wider than the central guide rail and there is a gap between
the storage rails and the central default rail. This intentional gap is to avoid junction
sites, where the local width reaches a maximum value. This leads to junctions behaving
as anchor sites from which drops cannot be removed. Upon deflection by the laser, the
droplet sees the wider side rail as an energetically favorable route and leaves the default
rail as illustrated in Fig. 2.7]

Once sorted onto the storage rails, the droplet encounters anchor sites and becomes
trapped. The dimensions of the anchors have been chosen for the given droplet radii so
that they may hold one droplet parked stationary against the mean flow. However, the
anchor site is intentionally too weak to hold multiple droplets stationary: F,, < F, < 2F),.
Consequently, under the correct external flow conditions the droplets will enter into a
buffering regime. It is noteworthy that whilst the storage rails are being filled with droplets,
the apparent channel cross section available for the oil to flow through decreases due to the
stationary droplets. Such a reduction causes an increase in the velocity that must be taken
into account when filling the anchor sites, to prevent all the droplets from being swept out
of the array. Therefore, the entrainment oil flow rate @, is reduced from 40 to 20 pL/min
during the filling period as the storage rails become populated, while the small oil (Q),) and
water (@) flow rates are maintained at a steady 0.5 uL/min and 0.18 pL/min respectively.
This ensures that all rails are completely filled with monodisperse droplets during the filling
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procedure. Once this procedure is completed, the entrainment flow rate (). is increased
slowly to 70 pL/min to initiate the desired droplet buffering regime (Fig. [2.8). Under these
conditions arrays of 96 droplets may be constructed in a controlled manner at a rate of
approximately 1 min per rail for droplet sorting and a further minute for droplet buffering
into a complete array.

owny

outer flow —

Figure 2.8: Buffering mode. The anchoring force of each anchor is large enough to hold
one droplet by not two. As a result, each incoming droplet on the storage rail takes the
place of the first trap droplet it meets, and by a domino effect, the whole set of trapped
droplet shift one trap downstream. Once the storage rails are filled the entrainment flow
rate (). is increased to initiate a buffering mode whereby the droplets self arrange into an
array of one droplet trapped at each anchor site.

Whilst maintaining the droplet size for a given chip design, this methodology may
be extended to droplets of varying composition. An example of such a controlled filling
appears in Fig.[2.9] where an array of 96 anchored droplets with an increasing concentration
of fluorescent beads is shown. In the chip used here, a mixer was positioned before the T-
junction used for droplet formation, allowing the composition of the droplets to be altered
in time. To modify the composition of the droplets, a stream of pure water is mixed with
a concentrated bead solution in pure water (0.4 % by volume). For the various rails of the
array, the ratio of pure water to bead solution is altered by varying the relative flow rates
whilst maintaining an overall flow rate of 0.18 yL/min for the mixture. This ensures that
the droplets are of uniform size. For the top rail, droplets are composed entirely of pure
water and the flow rate of the bead solution is set to zero. For each row, moving down the
array, the flow rate of the bead solution is increased in 0.005 pL/min increments whilst
the water rate is decreased by the same amount.
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Chip operation

The filling protocol begins with the top rail, which is filled with droplets containing pure
water. The laser is then removed, causing all droplets to follow the default central path to
the drain. The droplet composition is then altered to the concentration required for the
next rail and allowed to reach a steady state before filling of that rail commences. To do
so we translate the laser to the correct position for the new rail and direct droplets into
the storage rail. Once the rail is filled with droplets, the laser is again removed and the
droplet composition altered. The remaining storage rails are filled in this stepwise manner,
changing the droplet formation specifically for each rail and using the laser to position the
droplets onto the rails.

Figure 2.9: A superposition of bright-field and fluorescent images of a 96 anchor array.
The droplet composition has been altered from pure water to a solution of water and green
fluorescent beads to create a gradient. The droplet volume is 7 nL each.

2.2.3 Controlled initiation of chemical reactions at anchor sites

Our demonstration of the power of the technique is to carry out the loading of two droplets

into the anchor sites and then use laser induced merging of droplets to enable controlled
chemical reactions within selected droplet pairs. This can be done at a location predefined
by the anchor position and it indicates the potential of this method as an analysis and
assaying tool.

Chip design

We make use of an array of anchors in the chip test section. A key point here is that
the anchor holes are designed to be twice as wide as the droplet diameters, so that each
can accommodate two droplets. In this situation, where the holes are larger than the
droplets, an outer flow rate of 80 xL/min removes one drop per trap while in the experiment
presented in the last subsection, an outer flow rate of 10 uL/min detaches all the drops.
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Figure 2.10: a) and b) Filling first species into anchor holes. ¢) and d) Emptying one
droplet from each trap to leave one drop per anchor site. e) Bringing in the second species
droplets to anchor holes. The scale bar is 400 pum. f) Schematic of channel used, illustrating
dual inlets for the two different chemical species. The test section (containing the anchors)
is 100 gm high, 1 cm long and 3 mm wide. The anchor holes have a height of 50 ym and
a diameter of 200 ym. The scale bar is 3 mm.

Chip operation

To initiate a chemical reaction we must load droplets with different contents into each
hole site. We choose droplets with FeClg and KSCN, which react to form a colored liquid
from two colorless ones. We begin by generating one species of droplets from the top flow
focusing junction and fill the anchor sites (QYP=7 pL/min, Q'=0.1 pL/min). Initially,
this leads to two droplets occupying each anchor site, since the holes are twice as big as
the droplets (Fig. 2.10] a) and b)). We then increase the oil flow rate (Q‘?=80 uL/min,
QP=0 pL/min) to wash out one of each pair, thus leaving one droplet per site (Fig. c)
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and d). We then introduce droplets containing the second species from the bottom flow
focusing device (Fig. e)). Here lower flow rates than for the first droplets are used
to prevent accidentally knocking any further droplet out of the holes: Q%*°m=5 p1/min,
Qbottem=(.05 uL/min. A loaded array, with two droplets per trap site, each with different
contents, is shown in Fig. a).

Having established the ability to fill the holes with droplets we can then use laser in-
duced droplet merging to start the chemical reaction. With the control we have over the
positioning of the laser this means that we can target a specified droplet pair in the array.
The power used is 200 mW, and a dwell time at the droplet interface of 100 ms is required
before any fusion takes place when laser position is well placed.

The process of laser initiated droplet merging is shown in Fig. b), where we choose
to react the droplets such that they form a W pattern. The track of the laser is shown by
the solid and dashed lines in Fig. b), which correspond to a time t = 117 ms after the
merging of the drops at the top-center location. Fig. [2.11]c¢) shows the final state where
only the droplets illuminated by the laser have undergone the reaction.
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Figure 2.11: Laser induced merging of droplets in anchor sites. a) Filled droplet array.
Laser spot is shown as a red dot. b) The laser is scanned in the pattern shown. As it stops
on the droplet-droplet interface it initiates fusion and a chemical reaction takes place. The
solid line shows where the beam has been, the dashed line its future path. c) The laser
completes its path leaving 5 anchor points with a reaction product and all other droplets
undisturbed.
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2.3 Pairing droplets on demand using gradients of
confinement

The approach to pair droplets presented in the last section allows us to study many re-
actions simultaneously on chip and can be massively parallelized. However, it becomes
limiting when working with many species. Limitations are twofolds. First, the use of a
continuous flow method to produce droplets prevents from connecting many droplet gener-
ation units to the device and hence limits the number of species that can be combined on
chip. Second, the array that is produced is not spatially organized when working with more
than two droplet populations. As a result, a labelling method is required to identify drops
which again is limiting when the number of species or the number of droplet formulations
is increased.

In this section, we address these limitations by adopting a new approach to pair droplets.
We use gradients of confinement to produce, propel and trap droplets which allows us to
not flow the outer phase. This has two major consequences. First, many inlets for reagents
can be connected to the same chip without extra syringes for the outer phase and without
hydrodynamic couplings between these inlets. Second, droplets can be produced at will
by controlling the injection of the reagents. Then, rails can be used to connect each inlet
to a given storage site. This ensures that our chip can assign a given droplet to a given
trap to yield a spatially organized array of distinct pairs of droplets once traps have been
placed in parallel. We start by presenting the basic merging chamber to pair two droplets
on demand, and its parallelization in a second time.

2.3.1 Merging chamber geometry and operation

The device consists of a square test section connected to four inlet channels of smaller
width and height, two for oil and two for aqueous solutions, as shown on Fig. a). In
addition, a goggle-like pattern, of larger height, is etched on top of the test section. This
multi-level structure (Fig. b) is micro-fabricated using multi-layer dry film soft lithog-
raphy without the need for a mask aligner, since it relies on superposing millimeter-scale
structures. The geometry provides the three operations that must be performed on the
drops: their production, propulsion and pairing.

During operation, the device is first filled with a fully wetting oil used as the contin-
uous phase and the oil is kept stationary for the rest of the experiment. By pushing the
aqueous solutions past the step into the test section, a drop detaches when it reaches a
well-calibrated size, a technique known as step emulsification [79]. The drop size is deter-
mined by the height of the step and, to a lesser extent, the injection rate of the dispersed
phase [8I]. As a result, injecting the aqueous solution past the step allows the production,
on demand, of a single droplet of desired volume.
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Figure 2.12: a) Top-dow view of the test section. It consists of three regions of different
heights h: Four inlet channels in yellow, the test section in green, and the goggle pattern in
white. b) Perspective view of the reaction chamber with the different changes in channel
height.

In the experiments reported here, the drops that detach are large enough to remain
squeezed between the top and bottom walls and this vertical confinement makes the drops
sensitive to channel height modulations [42, 20]. Indeed, confined droplets have a larger
surface energy than spherical unconstrained drops of identical volume. Since droplets tend
to minimize their surface energy, they migrate towards regions of reduced confinement.
Consequently, the V-shaped grooves in our device, corresponding to the arms of the gog-
gle, passively propel droplets toward the center of the test section by gradually releasing
their confinement. Finally, droplets coming from the two inlet channels are held against
each other in adjacent anchors in the center of the test region. The shape of the anchors
ensures that the two drops are touching.

Typical device operation is shown in Fig. The device is first filled with a mixture
of perfluorinated oil (FC40, 3M Fluorinated) and a PEG based fluoro-surfactant [72] at
0.1 % (w:w). Next, a solution of FeClz at 0.27 M, denoted A, is injected from the bottom
injection channel. A drop detaches and comes to a rest in the central trap, after which a
drop of KSCN at 0.8 M, denoted B, is generated in the same way from the top injection
channel (Fig. a) and b)). The drop pair does not merge, due to the presence of the
surfactant (Fig. c)). However, a laser pulse on the touching interfaces triggers their
fusion, which is initiated after the laser has already been removed, and the fused drop
quickly relaxes to the final oblong shape which is imposed by the anchors. The reaction
starts immediately after fusion and a reactive front propagates in the fused droplet, as
shown in Fig. d) and e), until the reagents have been used up. Finally, once the
reaction is completed, a transverse oil flux is used to remove the drop and reset the test
section for another experiment.
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Figure 2.13: Channel operation for a test reaction between Fe*™ and SCN~. a) and b)
Reagents are injected at 0.5 pL/min and paired at the center of the chamber. ¢) A 200 ms
long laser pulse in placed on the droplet-droplet interface and removed. d) to f) Coalescence
starts which triggers the chemical reaction. Once the reaction is completed a transverse
flush of oil empties the chamber.

2.3.2 Parallelization
Chip design

This workflow is readily parallelizable which allows us to test different conditions on the
same device. Such a design is shown on Fig. a), where the rails and anchors pattern
presented in the last subsection has been reproduced in order to allow six independent
conditions to be tested on a single chip. An extra inlet is dedicated to the counterpart
reagent of the reaction to be tested. Each inlet is connected to the main rectangular
channel by a step junction. Crucially, the droplet size is mostly defined by the ratio e:

e = AR/h (2.3)

with Ah the height of the step junction and h the height of the inlet channel. Here, we
fixed e = 0.5 which led us to use 5 different heights in the channel design as shown on
Fig. b). The inlet labeled B on Fig. a) has an inlet channel 65 pm high and a
step height of 35 um which yields e = 0.54, while the inlets labeled A1 to A6 have inlet
channel 100 pgm high and a step 50 pm high which yields e = 0.5. These different heights
were chosen according to the available thicknesses of the photoresist in the lab (15, 35 and
50 pm).
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Figure 2.14: A parallelized chip that can test six independent reactions. a) A sketch of
the chip that shows the different inlets and the different channel heights. b) Map of the
different channel heights measured using an optical profilometer Zygo NewView 7100.

Chip operation

The chip operation is depicted on Fig. In this parallel chip, the top row of traps
is filled with a single drop of each of the six independent reagents, which originate from
different syringes outside the chip as shown on Fig. 2.15] a). Once those positions are
occupied, a bunch of droplets is produced at the remaining inlet on the left hand side
in order to bring droplets containing the counterpart reagent as shown on Fig. b).
When the desired amount of droplets is generated, the droplet production is stopped and
a gentle flow of oil pushes the droplets toward the empty trapping sites (Fig. c)). It
is also possible to use the laser to guide individual droplets into the desired anchors or
to prevent some unwanted droplets from entering a trap. This leads to all six positions
being occupied by six different pairs of drops as shown on Fig. d). This is illustrated
on Fig. a) where an array of distinct pairs of colored droplet has been built following
this procedure. Independent reactions can again be triggered when desired by the laser as

shown on Fig. b).
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Figure 2.15: a) The 6 central inlets produced one drop each. b) The inlet on the left hand
side produces several drops to fill the empty traps. ¢) Undesired droplets are pushed away
using the laser. d) An outer flow of oil pushes the droplets in the unoccupied traps. e) An
array of 6 distinct drops is obtained.
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Figure 2.16: a) Array of six distinct pairs of droplets. b) A droplet pair has been merged
on demand using a laser pulse.

Further parallelization

This level of parallelization is well suited for few applications like Michaelis-Menten assays,
or enzyme inhibition studies which requires few tens of concentrations to be tested. These
two examples are shown in Chapter 4l These dose response assays could nonetheless be
greatly simplified by adding a dilution device on chip, which has been done for continuous
flow methods to produce droplets [97], but not for methods based on gradients of confine-
ment. Further parallelization is also highly desirable when aiming at combinatorial studies
or screening of libraries of compounds.

2.4 Monitoring reactive fronts in paired droplets

In the last section, we showed that our merging chamber allows us to pair on demand
two drops and hold them against each other without the need to flow the outer phase.
As a result, droplets are not actively mixed by any outer flow and a reactive front forms
and propagates across the daughter droplet when the droplets contain reacting species.
In this section we derive a reaction-diffusion model to represent the dynamics of product
formation in our device.

2.4.1 Approach and motivations
To mix or not to mix?

The natural way of studying a chemical reaction consists in first mixing the reacting mix-
ture, and subsequently monitoring the product formation (or the consumption of the
reagents) over time. The mixing step is therefore key as its duration sets a dead time
of the device in use before which the chemical reaction cannot be resolved.
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The mixing process of two soluble liquids proceeds in two independent mechanisms. On
one hand, flows can break up the liquids into clumps which are intermingled, while on the
other hand, molecular diffusion occurs at the boundary of these clumps [9§]. Molecular dif-
fusion is spontaneous and ultimately homogenizes any non-uniform mixture, but relatively
slowly. As a result, the ability of the flows to reduce the size of the clumps in order to
enhance the homogenization through diffusion is crucial when aiming at an efficient mixing.

The Reynolds number of a flow compares the relative influence of inertial to viscous
effects on the flow dynamics. It is defined by Re = UL/v, with U and L characteristic
velocity and length scales, and v the kinematic viscosity of the fluid at play. In microchan-
nels, the Reynolds number is usually small compared to one: Re < 1. As a result, flows
are laminar and cannot break clumps of liquids into smaller clumps like their turbulent
(Re > 1) counterparts do. Mixing is thus mostly ensured by diffusion in microfluidic
devices. A great deal of effort has nonetheless been done to achieve fast mixing in mi-
crosystems. In single phase systems, corrugations in the channel geometry were shown to
induce chaotic advection, and achieve good mixing [99]. In two phases flows, recirculations
inside drops were used to induce a series of stretching and folding events of the drop con-
tent which also allows fast mixing [I00]. Anyhow, the mixing rate of these methods relies
mostly on a fast injection rate of the reagents which is not desirable when aiming at saving
reagent, or performing reactions in parallel.

Another approach suggested by Kamholz et al. [I0T] takes advantage of the poor effi-
ciency of mixing at small scales, and proposes to not mix the reagents actively. Instead,
reagents are initially kept separated and the transport mechanism that brings the reagents
together is taken into account in the modelling of the product formation. As shown on
Fig. a), the device proposed by Kalmholz et al. consists of a T-junction, where each
solution of reagent is flown from one arm of the T. Thus, reagents are advected down the
channel by two coflowing streams while being allowed to meet through cross diffusion. As
a result, a stationary reaction-diffusion pattern takes place in the body of the T.

Our approach, first suggested by Huebner et al. [44] brings the later workflow into
droplets. The idea is to trap two droplets containing different reagents next to each other,
merge them and follow the evolution of the reactive front taking place along the daughter
droplet, labeled x on Fig. b), and over time. The resulting space-time diagram shown
on Fig. c) is analogous to the one we would have obtained with a T-shaped channel.
As a result, we expect to be able to extract kinetic parameters of the reaction at play by
using a reaction-diffusion model.

Motivations

This approach has many advantages. First, the use of droplets allows us to test many
different reactions on a single chip and improves greatly the sample consumption compared
to continuous flow methods like the T-sensor. Second, as there is no mixing step in our
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Figure 2.17: a) T-junctions. In co-flowing streams, reagents meet through cross diffusion
and a stationary pattern takes place from which the reaction kinetic parameters can be
extracted. From Kamholz et al. [I0I]. b) Front propagation in Huebner’s device. From
Huebner et al. [44]. c¢) The gray levels are read along the daughter droplet labeled x and
over time ¢t. d) The resulting space-time diagram is analogous to the one we would have
obtained with a T-shaped channel.

workflow, the associated dead time vanishes. When compared to the T-sensor shown on
Fig. 2.17| a), this methods has also a much better defined starting point of the chemical
reaction as the first instant of the experiments are defined by the droplet coalescence
event. A difference distinguishing the T-sensor from our droplet based methods concerns
the time required to perform an experiment. When using a T-sensor, one has to wait for
the reaction-diffusion pattern to reach its steady state which can last several minutes. In
the droplet based approach, product formation is monitored over space and time which
drastically shortens the time required for the experiment to be done. On the other hand,
the time resolution cannot be set at will when using droplets, while one can do so by
increasing the injection rates when using a T-sensor. The complete passivity of the droplet
based approach is nonetheless a clear advantage when aiming at large scale integration.

2.4.2 Processing steps

As shown in the section b), a chemical front propagates across the daughter droplet
once two droplets containing different chemicals are merged in our device. In order to
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extract reaction rates from the dynamics of this chemical front, we need in the first place
to define an observable that we can extract from our recordings. Secondly, we need to
derive a model for the evolution of that observable. This last step will be done in the
next chapters |3| and [4] for two classes of reactions, namely one step reactions and enzyme
catalyzed reactions.

Extracting concentration maps

Our raw data are the local depth averaged intensities extracted at each time point from
a picture of the field of view of the merging chamber as shown on Fig. ). The first
step of the analysis consists in converting these intensity maps into concentration maps
of the absorbing species as shown on Fig. b). This is usually done via a calibration
curve as shown on Fig. ). When working in absorbance however, the conversion of
intensities into concentrations can be directly done via Beer’s law which relates the local
absorbance A to the local concentration of the absorbing species, denoted P (in mol/m?)
as it is commonly the product of a reaction:

I
A=ehP  with A = —log (I_) (2.4)
0

with € the molar extinction coefficient (in M~'m™!) of the absorbing species, A (in m)
the optical path length of light which corresponds to the channel height here and I, the
background intensity.

In fluorescence, this would have been done via a calibration curve, usually linear, that
relates the fluorescent intensity I to the local concentration of fluorophore denoted P:

I

ar = P with « a calibration coefficient (2.5)
0

In both cases, the background intensity [, is key for the conversion of intensities into
concentrations. As shown on Fig. m a) and b), the background intensity varies over
the field of view because of the reflexions of light on the indentations etched on the top
surface of the channel, or because of inhomogeneity in the illumination... As a result, the
background substraction should be done pixel by pixel. However, as drops change shape
during coalescence, the artefacts induced by their interface varies too, which makes the
background intensity Iy change over time. As the chemical reaction might have started,
we cannot take the initial picture as a reference. Instead, we hold I, constant and define it
as the maximum intensity inside the daughter droplet on the first frame after the start of
droplets coalescence. The conversion of gray levels into concentrations is then done either
using a calibration curve obtained beforehand as shown on Fig. c), or directly using
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Figure 2.18: Gray level conversion. a) Raw picture from the experimental movie at t =
2.5 s. b) Extracted map of the concentration of FeCI3" (denoted P). This is obtained by
taking -log of the raw picture, adding log(1y) to each pixel and multiplying by a calibration
coefficient. c) Calibration curves of the absorbance A against the product concentrationP
which yields the calibration coefficient.

the equation ([2.4)) when € is known.

It is also noteworthy that the local intensities extracted from the experimental movies
are related to the depth averaged concentration of the absorbing species. As a result,
we will not consider any vertical variation of the concentration fields, which is reasonable
owing to the relative small height of the the channel compared to in-plane length scales.

Building space-time diagrams

Next, we need to define a spatial window in which product formation can be observed.
The position of a pixel is located by its x and y coordinates as defined on Fig. b), the
x direction being along the daughter droplet, the y direction across the daughter droplet,
and the origin (0,0) in the middle of the daughter droplet. As shown on Fig. a),
the droplet interface and the indentation etched on the channel surface introduce artifacts
which must not be taken into account.

Measurements of the product concentration along the x and y directions shows that the
product distribution P(x,y,t) does not depend on y, but on x only. Indeed, the product
distribution shows no variation when we measure it along the z direction at different y
locations. Fig. b) shows three product profiles centered on the daughter central line
and 45 pym from each other. Far enough from the droplet boundaries, these profiles super-
pose very well. Their variation, defined as the ratio of their standard deviation to their
mean value, was found to be 2 %. On the other hand, the product distribution shows large
variations when measured along the y direction at different = positions. As a result, we
will focus on the product profiles along the x direction only, and define our product profile
P(z,t) as the average of the product concentrations along 10 lines of pixels centered on the
central line of the daughter droplet, i.e. a 90 ym wide box in the middle of the daughter
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Figure 2.19: a) Three parallel lines along the daughter droplet along which the product
concentration is measured. b) The corresponding product distributions, color by color.
The variation of these three product distributions is 2 %.

droplet. This enhances the signal to noise ratio by averaging out potential noise.

This procedure can be routinely applied on each frame of an experimental movie yielding
a product profile along the x axis at each time point ¢. Fig. [2.20| a) shows the resulting
space-time diagram showing the time evolution of the product distribution along both z
and t. Similarly, we extract the product concentration along the y axis at x = 0 and at
each time point. The resulting space-time diagram is shown on Fig. b). One can see
that the product is well mixed along that direction.

Modelling the spatio-temporal pattern

The last step of the data processing consists in comparing the experimental spatio-temporal
pattern shown on Fig. a) with the solution of a model for the dispersion of product over
space and time. This model consists of the conservation equations for the different species
taking part in the chemical reaction. When considering the product P of the reaction, in
general terms, its conservation reads as:

oP

v iVP = DpV?P+ R (2.6)
——— —— ~—~
Advection Diffusion Reaction

where 4 = (u,v) is the local depth averaged velocity field, Dp is the diffusion coefficient of
P, and R is a source term due to the chemical reaction that we aim at identifying. As we
showed that P is well mixed along the y direction, its derivatives with respect to y must
vanish. In addition, P being a depth averaged concentration, it does not depend on z.
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Figure 2.20: Space-time diagrams along = and y. a) Along the z axis. Average of 10 lines
of pixels along the daughter droplet which makes an average over 90 pm. b) Along the y
axis at x = 0. There product is well-mixed along this direction.

This simplifies the equation ([2.6]) into:

oP oP 0*P
— — = Dp—+R 2.7
T Poa? " 27)
The next subsections are concerned with identifying the effective transport mechanism
along the = axis. The identification of the source term R will be done in the next two

chapters [3] and [ for two different types of reactions. We thus fix:

R = 0 in the rest of this chapter

2.4.3 Flow and mixing in merging drops
Flow field in the daughter droplet

The equation reduces to a 1D advection-diffusion equation when R is set to zero. The
non-dimensional number that compares advection and diffusion is the Péclet number Pe
defined as Pe = Ul/D with U a velocity scale, [ a length scale, and D the diffusion coeffi-
cient. Hereafter, we look for estimates of U and [ in order to show which is the dominant
transport mechanism at play.

Flows in the daughter droplets are mostly due to the strong deformations that the
droplet interface undergoes during coalescence. Working with droplets of the same size
simplifies greatly the possible deformations of the interface by making the problem sym-
metric. By doing so, we expect the flow in one drop to be the mirror image of the flow in
the other drop. As a result, we also expect a stagnation point in the middle of the daughter
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droplet. This is the Curie’s principle applying for linear problems:

”Lorsque certaines causes produisent certains effets, les éléments de symétrie des causes
doivent se retrouver dans les effets produits” — Pierre Curie [102]

Figure 2.21: Snapshots of two coalescing droplets seeded with plastic beads. a) Initial
state. b) to e) Coalescence. f) Superposition of the pictures ¢) to e) which reveals the
stagnation point in the middle of the daughter droplet. Scale bar is 100 pm.

This is verified by seeding droplets with plastic beads as shown on Fig. f) where the
superposition of frames at different time points reveals the streamlines of the flow at play.
This is a stagnation point flow with the stagnation point at the middle of the daughter
droplet. The velocity at the stagnation point is therefore zero, and it increases with the
distance from the stagnation point to reach its maximum value at the droplet interface. As
a result, we expect diffusion to dominate advection in the neighborhood of the stagnation
point, and advection to be dominant near the droplet interface. Along the x axis, there
must be a central region where Pe < 1, sandwiched between two regions where Pe > 1 as

shown on Fig.

The Péclet number needs to be defined locally as the velocity scale U changes greatly
with the distance from the stagnation point [. For a symmetric four-roll mill flow of strain
E, the velocity scales linearly with the distance from the stagnation point:

U ~ El (2.8)

In our device, the deformation of the droplet interface drives the flow. As a result, the
strain of the flow E can be estimated by:

E~Uyx/R (2.9)



2.4. Monitoring reactive fronts in paired droplets 59

with U, the velocity scale of the droplet interface and R the droplet radius. The Péclet
number Pe = Ul/D is then:

El?
Pe =" 2.10
e= (210)
and the size [ of the diffusion-dominated region scales like:
DR
Ity = Pe——— 2.11
(" T 2.11)

By assigning a given value to Pe, the equation (2.11)) allows us to quantify the size [ of the
box in which diffusion dominates advection to order O(Pe).

21

Pe>1 Pe<1 Pe>1

Figure 2.22: Péclet number along the x axis. A Pe < 1 near the stagnation point is
sandwiched between two Pe > 1 regions.

The deformations along the x and y axes, denoted ¢, and J, as defined on Fig. m a),
were monitored in order to measure the interface velocity scale. These deformations are
shown on Fig. b) and c). These deformations are bi-exponentials which is a signature
of the two phases of the coalescence process: (i) A rapid unzipping of the interface followed
by (ii) a slower viscous relaxation. From these plots, we can thus extract two time scales
for the dynamics of both d, and d,:

Unzipping phase : This phase lasts ~ 0.5 ms. J, varies over 22 pm and 9, over 250 pym,
roughly a droplet radius. Velocity scales are thus u ~ 44 mm/s and v ~ 500 mm/s.

Viscous relaxation phase : This phase lasts ~ 50 ms. J, varies over 8 yum and d, over
25 pum. Velocity scales are thus u ~ 160 pm/s and v ~ 500 pm/s.
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Figure 2.23: a) Sketch of the flow field inside the daughter droplet as it deforms. b) Droplet
deformation along the o axis. Solid line: y = 22 x (1 —e~"/95) +8 x (1 —e7/°%). ¢) Droplet
deformation along the y axis. Solid line: y = 282 4 25 x (1 — e7#/°%). Inlet: Zoom in the
first 10 ms. Solid line: y = 219 x (1 — e /92) + 95 x (1 — e7/33).

From these measurements, the equation yields the size [(t) of the box around the
stagnation point in which diffusion dominates advection to order O(Pe). As shown on
Fig. 2.24] [ increases over time because of the global deceleration of the interface, and
overcomes the droplet size in ~300 ms for Pe = 0.1. As a result, we can neglect any
flow in the drop 300 ms after fusion has started. We can also compare [ with the typical
diffusive length scale /4Dt of the mixing layer that forms between the contents of the two
drops. As shown on Fig. , [ does not overcome 4Dt for Pe = 0.1 which shows that
the flow inside the drops does not affect the mixing layer to that order. On the other hand,
[ does overcome 4Dt for Pe = 0.01 at ¢ = 150 ms. This shows that small effects on the
mixing layer due to the flow inside the drops are expected up to ¢t = 150 ms, after what
diffusion dominates.

As a result, even if there is a flow in the droplet during the viscous relaxation phase, up
to 300 ms after the fusion has started, the dominant transport mechanism in the mixing
layer is diffusion, with some O(1072) corrections for ¢ < 150 ms.

Mixing of the drops content

The four-roll mill flow in the middle of the daughter droplet ensures that the contents of the
drops remain separated after fusion, even during the flow period. This is verified by merging
a pure water drop with a drop containing the dark blue 2,6-dichlorophenolindophenol
(DCPIP) as shown on Fig[2.25] Indeed, the front separating the dyed water from the pure
water remains straight throughout the experiment, with only diffusive transport acting
to smooth the initially sharp separation. Furthermore, a sequence of regimes, all well
separated in time, takes place. The initial flow has been measured to affect the mixing
layer up to 150 ms. Next, the drop contents mix through diffusion until the diffusive front
reaches the drop edge at ¢ = 50 s. Finally, at large times, the drop content is well mixed
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Figure 2.24: Solid blue: The size [ of the Pe < 1 region is estimated via [(t) = /PeRD /0,
for various values of Pe. The other parameters are R = 500 ym, D = 10° m?/s and
6p = 22 x (1 — e 9%) 48 x (1 — e7¥/%%) with 6, in pm and ¢ in ms. Solid red: Diffusive
length scale v4Dt.

and transport will not anymore affect the dynamics of the chemical reaction taking place
inside the daughter droplet.

t=0s t =150 ms t=50s

Separated reagentsé Flow Reaction-diffusion Well-mixed

t=2ms
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.t:2555 I

500 pm

Figure 2.25: Different periods during the coalescence of two drops in our merging chamber.
a) A drop of DCPIP (denoted B) at 6 mM and a drop of pure water are paired up and
merged. b)-c) At early times t < 150 ms, a straight front forms between the drop contents.
d) For 150 ms< t <50 s, the content of the drops meet through diffusion even if the interface
deforms slowly. e) At large times ¢ > 50 s, the drop contents are well-mixed.

Having identified that diffusion dominates advection, and that the reagents are initially
well separated, we can build a model for the front propagation based on a diffusion equation.
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Denoting B the concentration of DCPIP along the z axis, the conservation of DCPIP reads
as:

0B 0’B
— = Dp — 2.12
ot e (2.122)
with B = H(z <0) att =0 (2.12b)
B
and g—x = 0 at v = £L (2.12¢)

where H is the Heaviside function. This yields:

BO X
B(z,t) = — erf
('Ta ) 2 er C(\/m

in the limit where L is much larger than the diffusive length scale \/4Dpgt. This pre-
diction (]E[} is verified by mesuring the gray levels along the x axis as defined on
Fig. 2.26] a). The diffusion coefficient can be extracted from a quantitative analysis of
the width of the front, by fitting the concentration profile of DCPIP with an error function
y(x,t) = 0.5 erfe(x/o(t)), where o(t) is the time dependent width of the error function
(Fig. b)). The evolution of o with time is shown on Fig ). These data are
well described by the function o(t) = +/4Dpt, which yields D = 1.1 x 1072 m?/s in
agreement with published values [I03]. Besides, as shown on the inlet of Fig. c), a
difference between the experiment and the model is observed during the first hundreds of
ms which is in agreement with our estimation that the flow inside the drop has O(1072)
effects up to 150 ms after fusion has started.

) (2.13)
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Figure 2.26: a) Diffusive front along the daughter droplet. b) Blue dots: Distribution of
dye along the z direction, 720 ms after fusion starts. Red curve: y = 0.5 erfc(z/0), where
o = 60 um is the width of the error function. ¢) Blue dots: Measurements of o extracted
from the fit shown in b) performed at different time points. Red curve: y = \/4Dgt, where
Dp = 1.1 x107% m?/s is a fitting parameter. Inset: Zoom on the first 600 ms. The starting
point t=0 s corresponds to the start of the droplets fusion.
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2.4.4 Toward the study of chemical reactions

The next step of our approach consists in adding reacting species in the droplets. Having
established that transport is purely diffusive along the daughter droplet, we will identify
the reaction source term R by measuring concentrations along the daughter droplet and
comparing them to the solution of the following 1D reaction-diffusion model:

oP 0P

— = Dp — R 2.14

ot P oz T (2.14)
with the reagents being initially touching Heaviside functions, and no-flux boundary con-
ditions being applied at the edge of the daughter droplet.

2.5 Discussion of Chapter

In this chapter, we have presented two different ways to combine the passive droplet ma-
nipulation technique based on gradients of confinement with the active technique based
on laser actuation in order to build spatially organized arrays of droplets, or of pairs of
droplets. The first way uses a continuous flow of oil to generate and push droplets down-
stream, while the second way does not need a flow of the outer phase to operate. Instead,
it uses gradients of confinement to generate and propel droplets. Both the gradients of
confinement and the laser based techniques are highly scalable, independent of the mi-
crochannel material and rely on very simple microfabrication: The rails and anchors are
produced using lithographic techniques and can easily be densified over wide areas. The
design of the test section is nearly common to all of the devices, which only differ in the
pattern of rails and anchors that are designed for a specific application. This further sim-
plifies the fabrication in large quantities for commercial applications. As for the optical
heating, any number of operations can be performed with single beam by simply scanning
the laser focus or by using holographic techniques to split one beam into a complex pat-
tern [68]. The tight focus of the laser allows manipulation of individual droplets, even in
very dense arrays, providing a clear advantage over electrical or acoustic methods.

In the first approach using a continuous flow of oil, droplets are constantly pushed
by the outer flow and can be deviated from their mean trajectory by using a rail or a
laser push, or unpinned from an anchor using the laser or paired in a single anchor and
merged using the laser. This has been used to demonstrate the first devices that allow a
selective patterning of a 2D array with microfluidic droplets. We have illustrated it either
by selectively filling or emptying the array, or by triggering a chemical reaction on demand.

The throughput of the devices presented in section is appropriate for many appli-
cations that require a high level of control, since all of the experiments presented here
lasted less than a few minutes using purely manual control of the flow rate and the laser
position. This duration can be further reduced by using an automated time-sharing of
the laser heating, which can produce many operations simultaneously, or by optimizating
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the device designs. In the case of the droplet extraction for instance, a different pattern
of anchors or the addition of gutter rails would allow the device to function at higher oil
velocity, therefore allowing much faster sorting of the drops. Increasing the throughput in
the case of the array filling depends on the ability to derail rapidly moving drops. This
will be realizable by improving the tolerance on the microfabrication process, which would
allow the distance between the side rails and the central rail to be better calibrated for the
drop sizes. By optimizing this distance, drops can be derailed with a minimal deflection,
which would allow us to work at higher flow rates.

In the second approach presented in section [2.3] there is no need to flow the outer phase
to produce, propel and store droplets. Gradients of confinement are used instead. This
allows us to connect many different sources of reagents to the same chip without adding
extra syringes for the outer phase, as well as avoiding hydrodynamic couplings between the
droplet generation units. The fluids are mostly stationary but can be injected sequentially.
Combinatorial assays can thus be obtained by pairing droplets that originate from many
different inlets through a preprogrammed sequence of operations. In practice, a few uL of
sample are sufficient to run a series of reactions with different substrates in a few minutes.
This performance yields significant gains in cost and time, motivating the use of such a
device in the screening of molecular interactions or for measuring the kinetics of precious
enzymes.

Finally, future work will have to investigate the effect of the laser heating on the contents
of the droplets (using GFP for instance [104]), as well as ways to minimize these effects such
as pulsing the laser source. While we expect that the heating can damage some proteins or
sensitive biological material, it should still allow DNA or chemical manipulation without
any significant artifacts.
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One step reactions

The next step of our work is to extract chemical information from the concentration fields

in the drops once they have been merged. As explained in Chapter [2| our approach consists
in comparing experimental profiles with the solutions of a 1D reaction-diffusion (RD), the
dynamics of which depending strongly on the source term R at play. In this chapter, we
study the case of bimolecular reactions following a one step chemical mechanism:

A+B & ¢ (3.1)

where A and B refer to the reagents, and C refers to the product of the reaction. Once a
model for R has been chosen, the RD model includes the reaction rate constant k as a free
parameter. As a result, solving the RD model for different reaction rate constants yields
the value of £ which makes the experimental and theoretical concentration maps fit best.

We start by recalling some basics of chemical kinetic theory in the case of well-mixed
reagents to derive an expression for R in section [3.1] This allows us to derive a RD model
for one step reactions. In section [3.2] we monitor the time course of a one step reaction in
droplets with our merging device. By comparing the experimental space-time concentration
maps we obtain to direct numerical simulations of our RD model, we can extract the rate
constant k of the reaction at play. This procedure yields values of k in agreement with mea-
surements performed in a commercial stopped-flow machine. Then, we turn our attention
to the theoretical study of our reaction-diffusion problem in section [3.3] Two asymptotic
regimes are identified, as well as characteristic time scales defining the transition from a
reaction-controlled to a diffusion-controlled regime which are studied in section [3.4, This
theoretical study is performed under the strong assumption that reagents have the same
diffusion coefficient which makes the analytical treatment amenable. In section [3.5 we fi-
nally compare our theoretical predictions to experiments in the case where the reagents A
and B are in equimolar proportions. The transition time between the reaction-controlled
and the diffusion-controlled regimes is thus measured experimentally by monitoring the
space averaged concentration of the reagent B.

65
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3.1 Well-mixed case

In this section, we start by presenting collision rate theory in order to derive an expression
for the reaction rate R. Then, we turn our attention to the experimental techniques used
to study fast bimolecular reactions such as in a well mixed tank, as well as models to
extract the reaction rate constant from experimental time courses.

3.1.1 Reaction rate theory of bimolecular reactions
Reaction rate

Bimolecular reactions proceed in two steps: (i) A and B molecules have to meet in the
reacting mixture and (ii) chemical bonds are created and/or broken up by the chemical
transformation. The global rate R of these reactions have thus to take into account the
rate of the two steps of the reaction process. As a result, one can generally write [105] [106]:

R = Collision frequency x Collision efficiency (3.2)

Transport Chemistry

Consequently, R takes different forms depending on wether the collision frequency, or
the collision efficiency limits the progress of the reaction. Indeed, in the case of perfectly
efficient reactions, when A and B molecules react faster than their diffusive rate toward
each other, R is a measure of the diffusion of A and B molecules toward each other.
This is the case of diffusion-limited reactions [107]. On the other hand, in the case of
inefficient reactions, A and B molecules have to collide many times before any chemical
transformation takes place. Then, R is a measure of the collision efficiency, an hence the
chemical transformation at play at the molecular level. Here after, we focus on that later
case.

Collision theory

Let’s consider that A and B molecules are hard spheres, of cross sections 04 and op, as
shown on Fig a). As a A molecule moves with a speed v in a solution containing B
molecules at a concentration B, it collides with all the B molecules in a volume (04 +opg)v
in a unit time. When A molecules are present with a concentration A, this repeats A
times [106]. The collision frequency fap is therefore given by:

fap = v(oa+op) AB (3.3)

Besides, we can call p the collision efficiency which corresponds to the number of unsuc-
cessful collisions that A and B molecules have to undergo before they actually react. As a
result, one can write from (3.2)):

R = kAB (3.4)
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where k is the reaction rate constant defined as:

k=pv(ca+op) (3.5)
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Figure 3.1: a) Collision theory. A particle A (red) travels through a population of particles
B (blue), thereby colliding all particles B present in the area it sweeps (green). From
Connors et al. [106]. b) Transition state theory. A chemical reaction takes place if the
incoming particles A and B hold enough energy to overcome the energy barrier to form
the pair AB. From Berry et al. [108].

initial
state

Energy of the system

The expression (3.4)) of R was first demonstrated empirically based on the law of mass
action by Waage and Gulberg [109]. However, no insight into the changes at the molecular
level were accessible from the measure of k. Here, collision theory shows that k contains
informations about both the geometry of the molecules A and B (via 04 and o), and the
chemical reaction energetics via p. The inefficiency of a chemical reaction is indeed due
to a barrier of energy which separates the initial and final states of the reacting system as
shown on Fig. b). Colliding molecules A and B have thus to hold enough energy in
order to overcome the barrier and react. This barrier can be seen as the cost to change the
initial conformation of the encounters A and B in order to pair them and form a transition
state AB. As such, the height of the energy barrier gives a picture of the transition state
through which the reacting system passes, and is thus key in the understanding of the
molecular mechanisms underlying the overall A +B — C reaction scheme. Experimentally,
the energy barrier is obtained via Arrhenius law by measuring the reaction rate constant k.

The rate equation (3.4) allows us to build theoretical models for the time evolution
of the concentrations of A, B and C. Measurements of k are thus performed by fitting
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theoretical predictions onto experimental time courses of either A, B or C. In the next
subsections[3.1.2l and [3.1.3 we present the well-mixed model describing the time evolution
of A, B and C', and the experimental methods used to study fast reactions.

3.1.2 Transient dynamics
When the reagents A and B are initially well-mixed at a concentration Ay and By respec-

tively, with no product C being formed initially, the time evolution of the concentrations
A, B and (' is readily obtained by a mass balance:

dA

—r = —kAB  with A(0) = A (3.6a)
dB
— = —kAB  with B(0) = B (3.6b)
dC
—= = +kAB  with C(0) =0 (3.6¢)

This set of equations — is readily solvable, either analytically or numerically.
Furthermore, it shows that the initial stock of A molecules is consumed over a time scale
1/kBy, while the initial stock of B molecules is consumed within a time scale 1/kA,.
These time scales are thus of the same order when Ay ~ By and very different from
each other when A (resp. B) is in excess compared to B (resp. A). However, as the
reagents are well-mixed, the reaction cannot proceed after the limiting reagent has been
completely consumed. As a result, the half-life of the reaction t,/, is solely given by the
initial concentration of the limiting reagent in both cases, and defined as the time after
which one half of the initial amount of the limiting reagent is consumed, :

In(2)

when Ay = By or A

1
tiyg = WA, when Ay > By (3.7)

Amongst the two available time scales 1/kAy and 1/kBy, the actual time scale for product
formation is thus the shortest. This is a strong constraint when aiming at resolving fast
reactions which have rate constants up to 10° M~!s™! [105]. The half-life of these very fast
reactions is then usually brought down by working with very dilute solutions of reagents,
the detection of which becoming limiting... Indeed, there is always a tradeoff between the
time resolution required, the limit of detection at play, and the sample consumption in
the design of a chemical kinetic experiment. This compromise sets the required working
concentrations of each reagent, but is not always achievable. To address this issue, different
techniques have been developed to resolve different time scales. This is presented in the
next subsection.
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3.1.3 Experimental techniques for fast kinetics
A bit of history and flow methods

Until the 1920’s, chemical and biochemical reactions were studied in the test tube with
stopwatches on time scales of seconds or minutes [I10]. In 1922, Hartridge and Roughton
reduced the observable half-times to milliseconds [I11] as they were aiming at resolving
oxygen binding to haemoglobin. Their device shown on Fig. a) consisted of two syringes,
containing either A or B, that were connected to a capillary tube. Reagents were then
injected quickly through the tube to onset rapid mixing through turbulence. The progress
of the reaction could then be read along the tube, instead of over time, thanks to the
space-time similarity induced by the flow. The time resolution in this approach can be
set at will by adjusting the injection rates of the reagents. The limiting part became the
sample consumption.

stopping syringe

C driving
syringes

Figure 3.2: a) Continuous-flow device. Diagram from Dubois et al. [I12]. b) Stopped-flow
device. From Gibson et al. [I13]. False colors are superposed.

Chance et al. [114] added fluid economy to the device of Hartridge and Roughton by
stopping the flow just after injection of the reagents. This was achieved by placing an extra
stopping syringe at the output of the capillary tube as shown on Fig. b). The mixing
time of this stopped-flow machine is then of a few ms, and the reaction is monitored over
time.
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Relaxation methods

Much faster time scales were later on resolved by Eigen et al. [115] using a completely
different approach. Instead of monitoring the progress of a reaction after triggering its
ignition, Eigen suggested to destabilize a chemical system in equilibrium and monitor the
transient over which it recovers equilibrium. Various destabilization techniques were de-
veloped as shown on Fig. [3.3] the more widely used being the temperature jump. In these
methods, a chemical equilibrium is forced by a sudden rise in temperature which leads the
composition of the reacting mixture to change. This change is then monitored yielding
resolution time scales down to a few us.

The application of this method to biological compounds, such as enzymes, is nonethe-
less limited, mostly because these reactions usually have very small or very large equilib-
rium constants so that is not possible to produce significant perturbations on the equilib-
rium [I16]. The gold standard to monitor fast biochemical reactions, i.e. enzyme catalyzed
reactions or protein folding, thus remains the stopped-flow device, with an internal dead
time in the ms range.

Flow Spectroscopic
range
/ Flash |
Cl?:?nggl [ E - Pulse + waves (Microwave, ~
ir, vis, uv)
l Sound [
P-Shock J
T -Jump 1{
0?0 102 00 1 0 0°  10F o
sec™!

Figure 3.3: Time resolution of different fast kinetics methods. Apart from the Flow box,
which refers to stopped-flow devices, the other boxes refer to relaxation methods with
various excitation means. From Eigen et al. [115]

Our method based on droplet microfluidics

Like the stopped-flow machine, our merging chamber presented in the last chapter allows
us to precisely trigger a chemical reaction and follow over time the evolution of the chemical
reaction. As a result, this is a transient based method. However, the dynamics of product
formation is not given by the chemical reaction only, but is also affected by the diffusion of
the reagents which are initially kept in two distinct droplets. Thus, the product concentra-
tion varies over both space and time and has to be modeled by a reaction-diffusion equation.
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In the next section, we study the same bimolecular reaction under the same conditions
in both a stopped-flow machine and our reaction chamber. This allows us to compare
measurements of the reaction rate constant using each technique.

3.2 Monitoring fast reactions in droplets

In this section, we use our merging chamber to monitor a fast chemical reaction with a
one step reaction scheme such as (3.1). We start by performing a reference measurement
of the reaction rate constant k using a stopped-flow machine. Next we study the same
reaction in the same condition in droplets using our merging device. The reaction rate
constant k is then measured by comparing our measurements to numerical solutions of
our reaction-diffusion model. Lastly, we compare the measurements of the reaction rate
constant k£ obtained using both techniques.

3.2.1 Experiments

We have chosen to study the reduction of the dark blue 2,6-dichlorophenolindophenol
(DCPIP) into a colorless molecule by L-ascorbic acid (also colorless). We use the short-
hand notation A for L-ascorbic acid, B for DCPIP and C for the reaction product. This
reaction is known to have an overall one step mechanism [117] and is commonly used to
measure the dead-time of stopped-flow devices as its rate constant k varies from 102 M~!s~!
at neutral pH up to 10> M~'s~! at both acidic and basic pH.

A test reaction was performed in droplets at pH = 2 in the aim of reaching very fast
reaction rates, but it led to precipitations of the product. No test reactions was done at
alkaline pH. To avoid any complications on the droplet microfluidic side related to harsh
pH conditions, we decided to work around neutral pH and fixed the pH at 6.

Reference measurement of k£ with a stopped-flow machine

Along with Paul Abbyad and Marten Vos, we first performed stopped-flow experiments to
have a reference measurement of k. To this end, we fixed By = 0.6 mM and varied A
from 10 mM up to 100 mM in order to follow the procedure of Matusmura et al. [118]
at pH = 6. In these conditions, Ay > By so that A is nearly not consumed during the
experiment. As a result, the concentration of A molecules is constant A(t) ~ Ay at all
times, and the concentration of B molecules has to decay exponentially B(t) & Bye Fobst
with the observed rate ko,s being defined as ko,s = kAg. As shown on Fig. a), the
stopped-flow traces we obtained are indeed exponentially decaying. From this traces, we
obtain ks for five different values of Ay as shown on Fig. b). A linear fit of ks with
Ag then yields k = 87 4+ 1.2 M~1s7 1,
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Figure 3.4: a) Stopped-flow traces for different values of the initial concentration of A.
The initial concentration of B molecules is kept constant By = 0.6 mM. The pH is 6. The
stopped-flow device was from Biologic Instruments. b) Measurements of k., against Ay
to yield k. Error bars correspond to the standard deviation of three repeats.

Experiments in droplets

Next, we used the same solutions of reagents in droplets, on the same day to make sure
that our solutions remain fresh. The experiment consists in injecting the solutions of A
and B in our merging device to make two droplets of A and B trapped next to each other
as shown on Fig. a) and b). The next steps of the device operation consist in merging
the drops with a laser pulse placed on the touching interfaces (Fig. c)), recording the
chemical reaction taking place and lasty, emptying the chamber with a transverse flush of
oil (Fig.|3.5/d)). The bottom row of Fig. [3.5shows closed up pictures of the reaction front
taking place in the daughter droplets once A and B are allowed to mix. Droplet fusion is
initiated after the laser has been removed (Fig. f)), the fused drop quickly relaxes to
the final oblong shape imposed by the anchors and the reagents remain well separated in
the first instant after fusion (Fig. e) and f)). A reactive front propagates in the fused
droplet, as shown in Fig. 3.5/ e) to k), until the limiting reagent has been exhausted.

As the distribution of DCPIP is fairly homogeneous across the daughter droplet (y axis on
Fig. a)) and propagates along the daughter droplet (z axis on Fig. a)), we monitor
it along the daughter droplet only by following the procedure detailed in Chapter [2. Thus,
we obtain space-time concentration maps of DCPIP along the daughter drop as shown on
Fig. b). As one can see, the front propagates toward the B rich region and accelerates
as Ap is increased.

These two observations can be understood as follows. A and B mix and react near the
front location as they are initially kept separated in two different drops. As Aq > By, B
is the first reagent to be exhausted where A and B meet. On the other hand, the excess
of A is not much affected by the chemical reaction, and hence is essentially diffusing freely
toward the B rich region where it consumes all the B molecules standing on its way. As a
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Figure 3.5: Test experiment with Ag = 100 mM and By = 6 mM. Top row: Device
operation. a) - b) Injection of reagents. ¢) Laser pulse to merge the drops. d) Oil flush to
empty the chamber. Bottom row: Reactive Front. e) Initial pair of droplets. f) - g) Quick
relaxation of the droplet interface. h) - k) Reactive front propagation along the daughter
drop.

result, the reaction front displaces toward the B rich region. Secondly, the time scale on
which B molecules are consumed has to be defined locally by 1/kA(z,t). Nonetheless, the
larger Ay, the larger A(x,t) for all  and ¢, and hence the faster B molecules are consumed
at each = position. As a result, the larger Aj the faster the front propagates.

A,=10mM A =30mM A =50mM A,=70mM A =100mM B/B,
1.0
0.8
6
0.4
0.2
0.0

x (pm)

t(s)

Figure 3.6: a) Kinetic experiment at working concentrations Ay = 100 mM and By =
0.6 mM. The directions along and across the drop are labeled x and y respectively. b)
Space-time diagrams at fixed By = 0.6 mM and A, varied from 10 mM up to 100 mM.
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The next subsection is concerned with the derivation of a mathematical model for
the space-time evolution of the concentrations of both A and B, which will allow us to
quantitatively describe the propagation of the front.

3.2.2 RD model with initially separated reagents

We consider a one step reaction A + B — C held in our droplet system, and focus on
modeling the distribution of A, B and C along the daughter droplet which we label by the
coordinate . We denote these distributions A(z,t), B(z,t) and C(x,t) respectively.

a):

b)!

t=0s

Figure 3.7: a) Initial conditions. The touching droplets are modeled with two touching
Heaviside functions. b) Concentration profiles of A, B and C along the daughter droplet at
a fixed time point ¢ = 1.3 s. The initial concentration are Ag = 100 mM and By = 6 mM
in this experiment. The size of the domain is [ = 500 pum.

We model the two touching droplets by two touching 1D reservoirs of the reacting
species A and B, A being on the left hand side and B on the right hand side as shown
on Fig. 3.7/ a). These reservoirs being placed next to each other, we model the initial
distributions of A and B by two touching step functions, C being not formed initially.
Hence the initial conditions on A, B and C read as:

A A~

A=Ay H(x <0) B = By H(z > 0) C=0 (3.8)
with H the Heaviside function.

For t > 0, A and B are allowed to diffuse toward each other, and react with a second
order rate law R(x,t) = kA(z,t)B(z,t) at all positions x and times ¢, k being the reaction
rate constant. As a result, the mass balances of A, B and C read as:
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DA 924

& - DSS - k4B .
ot ‘o T F (3.92)
OB 0°B

S = Dess — kAB (3.9b)
e 92C

=~ Dot AB .
e 0552 + k (3.9¢)

where D4, D and D¢ are the diffusion coefficient of A, B and C.

Finally, our domain is bounded by the interface of the daughter droplet which is non-

permeable. Hence we apply no-flux boundary conditions at the edges of the domain xz =
+ I

A B

g—ng—w:%:() at v = £ 1 (3.10)
Thus, we have derived a model for A, B and C' which depends on four free parameters:
The rate constant k£ and the 3 diffusion coefficients D4, Dg and D¢. B being colorful we
were able to measure its diffusion coefficient Dp = 1.1x107% m?/s by merging a droplet
of DCPIP at 6 mM with a droplet of pure water as described in Chapter 2] On the
other hand, A and C being colorless, we are not able to measure their diffusion coeffi-
cients using bright field images. Instead, we assume them to be Dy = (Mp/M4)'/*Dp and
D¢ = (Mp/Mg)Y3 Dy where M, Mp and Mg are the molar weights of A, B and C. These
relations are derived from the Stokes-Einstein equation. Indeed, in his theory of Brownian
motion, Einstein [I19] relates the diffusion coefficient D of a spherical solute to its radius
R provinding that solvent molecules are small compared to solute ones. Then, Einstein
shows that D = kT/6muR, with p the solvent viscosity, kg the Boltzmann constant, and
T the temperature. As a result, D4/D¢ = Rc/Ra, which leads to Dy/De = (Mg /My)'?

when A and C are assumed to be homogeneous spheres.

By doing so, we are left with a model for A, B and C' which has only one free parameter,
the reaction rate constant k£, on which we can fit. We can thus solve numerically the set
of equations — for different values of k, and look for the value of k& for which
our experimental and simulated profiles of B fit best. Through this fitting procedure, we
obtain a measurement of k.

3.2.3 Extracting the reaction rate constant from space-time di-
agrams

As discussed above, our RD model allows us to fit the reaction rate constant k£, and hence to
extract a measure of k from our data. Here, we start by presenting a local fitting procedure
consisting in fitting on the whole space-time diagrams, hence on the local concentration
fields B(z,t). Then, we turn our attention to a global fitting procedure consisting in fitting
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on the space-averaged concentration of B, denoted B(t). The reasons for looking at B(t)
instead of B(z,t) are twofolds. First, B(t) depends on time only which makes it easier to
follow when compared to B(z,t) which depends on both z and ¢. Second, monitoring B(t)
requires to allocate a few pixels to record the fusion of one pair of droplets, while resolving
spatially B(z,t) requires to allocate few hundreds of pixels. This is a key advantage
when working with dense arrays of pairs of droplets. In the current situation sketched on
Fig. a), our chip can store six pairs of droplets at most, and many pixels are available
to resolve locally B(z,t) in each pair of droplets. When aiming at increasing the number
of pairs of droplets on chip by further miniaturization and parallelization as shown on
Fig. b), this is not the case anymore. There are only few pixels left to monitor each
pair of droplets and B(t) only is readable in this situation.

2)  aRElEEN b) $333888LLEL
i Y $8358888888

Figure 3.8: a) Sketch of the current situation. Many pixels are allocated to monitor a pair
of droplets. We can resolve the gray levels along the pair of droplet (light yellow area). b)
Sketch of a future miniaturization/parallelization of our pairing technique. Few pixels are
allocated to register one pair of droplets (light yellow area).

Lastly, we study the dependency of the last two fitting procedures with the time window
on which we fit.

Local fitting procedure

We used the Matlab routine pdepe to solve iteratively the set of equations —
with the prescribed initial and boundary condition and respectively, for differ-
ent values of the reaction rate constant k. The size of the numerical domain is given by
the droplet size so that -500 < z < 500 pm. The time window was fixed to 2 s so that
computation are done for 0 <t < 2 s. The remaining free parameter is the rate constant
k. From our reference measurement, we expect kops between 1 s71 and 10 s=! which gives
us a range of values of k£ to scan for each values of Aj.

At each iteration on k, we compare our simulated space-time diagram B*™(z,t) to our
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experimental space-time diagram B®®(x,t) by calculating the error we make:

HBSim<x’t) — Bexp(xvt)H
error = . (3.11)
|| Bz, 1)

Once all the range of values of k£ has been scanned, we obtain the error as a function of the
reaction rate constant k, or equivalently, as a function of the observed rate kgns. As shown
on Fig. 3.9 the error is a U shaped function with a minimum A% ., which we take as a
measurement of kqs. The error distribution has also a given width from which we extract
the confidence interval on our measurement. The confidence interval Akgys is defined as
the interval around &7, in which the error varies between its best fit value R* and 1.01 R*.

0.20

0.15}

0.10¢

error

0.05}

0.00

Figure 3.9: error against kq,s for Ag = 50 mM and By = 0.6 mM. Our measurement of
kobs is the minimum value k%, .. The confidence interval on our measurement is Akqps and
defined by taking the value of k.s at which the error increases by 1% from its minimum
value R*.

This procedure yields experimental and simulated space-time diagrams in good agree-
ment as shown on Fig. [3.10] Here, the experimental space-time diagram of B is shown in
the case Ag = 100 mM and By = 0.6 mM (Fig. a)) as well as the corresponding best
fit (Fig. b)) obtained for ks = 3.80 = 0.67 s~!, and a superposition of the profiles of
B at different time points (Fig. c)).

We performed this fitting procedure for our set of experiments at different Ay (10, 30
50 70 100 mM respectively), which yields five measurements of ks, and hence k = 82.8 +
0.5 M~1s7 1
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Figure 3.10: a) Experimental space-time diagram of B for Ay = 100 mM and By = 0.6 mM.
b) Corresponding best fit space-time diagram. c¢) Superposition of the profiles of B at
different time points.

Global fitting procedure

The space-averaged concentration of B is defined as:

_ 1 /!

B) = o [ Bl (3.12)

Instead of looking for the local error, here we look for the error between the simulated and
the experimental mean concentration of B, denoted B" (t) and B " (t) respectively. This
error is defined as:
Esim £ — Eexp "
error = ! (_)Sm Gl (3.13)
1B @)l

Again, we solve iteratively the local problem (3.9a)-(3.9¢)) for different values of k and
calculate the global error at each iteration. The error is again a U shaped function
from which we extract the minimum and the width as measurement of ks and the con-
fidence interval Aky,s on our measurement. As shown on Fig. [3.11] this procedure yields
time courses in good agreement with our experimental space-averaged concentrations of B
for different values of the initial concentration of A.

With our global fitting procedure, we obtain again five different measurements of kops.
Taking the mean and the standard deviation of these five measurements yields ko, =
79.7 &+ 1.4 s7!. Lastly, we compared our measurements of k. at different Ay using our
two fitting procedures and our stopped-flow measurements. As shown on Fig. the
three techniques yield measurements in good agreement which validates our RD model
to represent the reactive front at play in the drops, and also demonstrate that our RD
approach is sound in order to extract reaction rates from kinetic experiments held in our
merging device.
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Figure 3.11: Time evolution of the space-averaged concentration of B (denoted B) for three
different values of Ag. The solid lines are the best fits obtained from the RD model.
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Figure 3.12: Comparison between on-chip measurements of k, obtained from spatial and
integrated fits, with measurements of k.,s = kAg performed in a stopped-flow spectrome-
ter. By = 0.6 mM for all experiments. The error bars on the stopped-flow measurement
correspond to variations between 3 different runs. The error bars on the RD measurements
correspond to the selectivity of the different fitting procedures by taking the value of ko
at which the residue increases by 1% from the miminum value.
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Varying the time window for fitting

In both the local and integral fitting protocols, k is obtained by finding the minimum of
the residual error between the simulations and the experiments. The selectivity of these
measurements is then evaluated by measuring the confidence interval Ak,,s. When varying
the ending point te,q of the time window, so that the fits are performed for 0 < ¢t < tonq,
we find that a reliable measure of k can be obtained for time windows larger than around
1 s, independently of kqs, and that the selectivity improves for longer windows. As shown
on Fig.[3.13|in the case Ay = 50 mM and By = 0.6 mM, the error selects more and more a
given value of k., as the time window t.,q is increased, for both the local and the global
fitting protocols.

t =10mst =50mst =01s t =02s t =05s t 1s =2s 4s t =6s t =8s
end en en en end end end

d d d end tend tend:

< 0.2 \/ .
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Figure 3.13: Errors against ks for increasing value of the ending time point t.,q and for
our two fitting procedures. This is the case Ag = 50 mM and By = 0.6 mM. Top row:
Local fitting procedure. Bottom row: Global fitting procedure.

With Ay = 50 mM, By = 0.6 mM and k = 80 M~!'s™!, we can also calculate the time
scale k;bls, or equivalently 1/kAg, over which B molecules are consumed: k;bls ~ 250 ms, as
well as the time scale over which A molecules are consumed: 1/kBy =~ 20 s. As a result,
Fig.[3.13|also shows that chemical information can be extracted from the RD front at times
t> k:o_bls. This contrasts strongly with well-mixed methods for which chemical information
is no more available at times ¢ > k_,.

Indeed, in a well-mixed tank, the reaction stops once the limiting reagent B is com-
pletely exhausted. This takes place on a time scale k:o_bls. The slow time scale 1/kBy is
thus never reached. On the other hand, when the reagents are initially kept separated, not
all the fresh B molecules are exhausted on the time scale k;bls, but only the B molecules
near the interface separating the A rich and the B rich regions. As a result, there are fresh
B molecules left at times t > /’{:O_blS for the reaction to carry on. Consequently, we expect
chemical information to be available up to t ~ 1/kBy after what time the initial excess of

A molecules near the front location is completely exhausted.

So while techniques that rely on mixing the species must monitor the reaction on the
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fast time scale 1/kAg, the RD based measurement relies on long observations up to the
slow time scale 1/kBy, which makes it ideal to study fast kinetics. Indeed, methods such
as the stopped-flow that need to mix the reagents have an endemic dead time of a few
ms, before which reactions cannot be monitored. Resolving the fast time scale 1/kAy is
therefore a strong limitations when aiming at large k. Conversely, our approach does not
suffer from any dead time induced by mixing as there is no active mixing involved, and
it allows the reaction to be monitored up the slow time scale 1/kBy which makes large k
more easily accessible.

In the next section, we use asymptotic analyses to confirm theoretically these experi-
mental observations and by the same token, to have a better understanding of the physics
underlying the different asymptotic regimes.

3.3 Asymptotics in the case of equally diffusing species

From a theoretical point of view, the reaction-diffusion problem of two species A and
B reacting via the second order scheme A + B — C, while being initally separated has
attracted much interest since the pioneer work of Galfi and Récz [2I]. The reasons for
this excitement are twofolds. First, this system can sustain a reaction front, i.e. a spa-
tially localized region with non-zero production rate R(x,t) = kA(x,t)B(z,t), since the
two reactants are initially separated in space. Such fronts are ubiquitous in the pattern
formation process [120], 121]. In addition, the front results here from the particular choice
of the initial conditions, which contrasts strongly with another class of RD front resulting
from the interplay between autocatalysis and diffusion [122]. Second, the dynamics of this
front presents two distinct asymptotic regimes, in which the product formation is either
driven by the chemical reaction, or by the diffusion of the reagents toward the front.

In this section, we study the concentration fields of A, B and C for varying initial
concentrations of A and B. Following Gélfi and Récz [21], we focus on the case of equally
diffusing species. We thus consider that A, B and C have the same diffusion coefficient D:

D = Dy = Dy = D¢ (3.14)

We start by directly solving numerically our RD model for different values of the concentra-
tion ratio ngﬁ = By/Ap. Then, we use asymptotic analyses to identitify two different regimes
in the product formation rate. We derive analytical solutions for the concentration fields
A, B and C' in these two asymptotic regimes and compare our analytical results to DNS.
The transition time to pass from one regime to other is discussed in the next section.

3.3.1 Dimensionless formulation

We first need to write the dimensional problem ({3.9a])-(3.9¢) in a dimensionless form.
Indeed, in dimensional form, the RD problem presents 5 independent parameters: The
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diffusion coefficient D, the initial concentrations of the reagents Ay and By, the reaction
rate k and the size of the domain [. Making the equations — dimensionless
brings the number of free parameters down to 2, namely the concentration ratio ¢ = By/Ay
and the Damkohler number Da = kAyl?/D. This simplifies both the numerical and the
analytical treatment of our RD problem. We use the same rules as Galfi and Récz [21] for
non dimensionalization and note all the dimensionless quantities with a hat. Furthermore,
a nomenclature is attached at the end of this chapter.

Concentrations

We choose to count the concentrations A, B et C' in units of Ay and thus we define the
dimensionless concentrations a, b et ¢ as:

A A

a =

The choice of A as a reference is arbitrary but does not matter as A and B have equivalent
role in the chemical scheme (3.1). In the rest of this chapter, the initial concentration of
A is assumed to be larger than that of B so that B is always the limiting reagent:

By < Ay or equivalently é < 1 in the rest of this chapter

Time scale

The dynamics of the system of equations (3.9a))-(3.9¢)) is driven by the forcing R from the
chemical reaction. When B is the limiting reagent, the time scale 7 associated to that
forcing is:

T=— (3.16)

from which we can define a dimensionless time variable ¢:

.t
i=-
-

(3.17)

Length scale

While the front has not reached the edges of the domain x = &£ [, the size of the domain
[ does not influence the dynamics of the front. As a result, there is no inner length scale
available to make the space coordinate x dimensionless. The remaining length scale is the
diffusive length scale based on 7. Thus the dimensionless space coordinate & reads as:

&= (3.18)
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Besides, this nondimensionalization can be done at each time ¢ using the time-dependent
length scale +/ Dt. This shows that the concentration profiles a, b and ¢ are expected to be
self-similar [I123]. Here, we choose the self-similar space coordinate 7:

T T
n = = - (3.19)
V4Dt VAt

We will show explicitly self-similar solutions of a, b and ¢ in the next subsections and
B34

Conservation laws

Then, the mass balances (3.9a})-(3.9¢) become:

oa 0%a “

L G 2
5 952 ab (3.20a)
b 82b i
¢ 8%¢ .

a_f - _6j2 -+ ab (3206)

Initial conditions

Similarly, the initial conditions become:

A ~

a=H@E<0) b=¢HE>0 é=0 (3.21)

with qg the ratio of the initial concentrations of the reagents:

~ By
= 22
b= 7 (3.22)
Boundary conditions
Finally, the boundary conditions become:
oa  ob  9c )
Eriair il 0 atz ==+ vDa (3.23)

where we define the Damkohler number Da based on [ and D by:

kAgl?
Da = 3.24
2= (3:24)
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Dimensionless parameters ¢ and Da

Through non-dimensionalization, 2 dimensionless parameters driving the dynamics of the
fields a, b, ¢ arose:

(i) ¢:  The ratio of the initial concentrations
(i) Da: The ratio of the reaction to the diffusive time scales

Among these 2 parameters, the reaction rate k takes part only in the Damkohler num-
ber Da. As Da sets the position at which the boundary conditions on a, B, ¢ are applied, it
can be seen as a stretching parameter which pulls apart the boundaries of the domain when
Da > 1, and brings them close from each other when Da <« 1. As a result, the reaction
front reaches the boundaries of the domain quickly when Da < 1. This corresponds to a
regime in which the reagents A and B first diffuse through the whole domain, mix well,
and react in a second phase. This is the case of very slow reactions, or equivalently, the
case of very small domains. Conversely, very fast reactions yield high values of Da . In the
case Da > 1, the reaction front propagates during a long period of time in a quasi-infinite
domain. The boundaries do not play any role in the dynamics of the reaction front and we
can thus set Da to infinity. Then, our dimensionless RD model reduces to a one parameter

problem whose dynamics does not depend on k, and will therefore apply for all values of
k.

Setting Da to unity yields a critical observed rate constant k% = D/I?> below which
the well-mixed regime takes place, and above which a reaction front needs to be taken
into account. In our set up, we have [ = 500 um and D = 1.1x107° m?/s which yields
k% = 4.4 1073 M~'s™!. Hereafter, we place ourselves in the RD regime and focus on fast

reactions: kops > kjys. As a result, we will consider an infinite domain Da — oo.

It should be also noted that when the species A, B and C have different diffusion
coefficients, the ratio of these coefficients has some effect on the species distribution, in
both the early times [124] and the large times [I125] asymptotic regimes but does not change
the scalings with time of a, b and ¢ in these asymptotic regimes.

3.3.2 Direct numerical simulation

To simulate a quasi-infinite domain, we used a non-uniform mesh with a high point den-
sity near the front location, and a looser point density at the edges of the domain. As a
result, the reaction front is not affected by the boundary conditions applied far away from
the front. The details of the finite differences code we wrote are explained in appendix

Simulations of @, b and ¢ for two values of ¢, namely 0.1 and 1, are shown on Fig.
Two different phases can be noted. In the first instants (f = 0.1, 0.25, 0.5, 1 and 5),
the distributions of & and b overlap and the distribution of the product ¢ increases in
amplitude in this overlapping region. Conversely, in the last instants (f = 100, 500 and



3.3.  Asymptotics in the case of equally diffusing species 85

1000), the distributions of @ and b do not overlap anymore, except near a tiny region, and
the distribution of the product ¢ stops increasing in amplitude.

2 |

a

t=0.1 t=0.25 t=05 i=1 i=5 i =100 i = 500 = 1000

1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0
0.8 0.8 0.8 0.8 0.8 0.8 0.8 0.8
- 0.6 0.6 0.6 0.6 0.6 0.6 0.6 0.6
P=1 o4 04 04 04 0.4 0.4 04 0.4
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Figure 3.14: Distributions of a, b and 2¢ at different time points. The product distribution
is multiplied by 2 for display purposes. The domain size is -1000< z <1000. Top row:
Case ¢ = 1. Bottom row: Case ¢ = 0.1.

These first simulations highlight two different situations arising at different times. At
early times, a reaction-controlled regime takes place in which the reagents a and b are
not much affected by the chemical reaction, while the product formation is driven by the
chemical reaction. At large times, a diffusion-controlled regime takes place in which the
reagents a and b have been completely depleted near the interface separating the two
reservoirs of fresh reagent, while the product formation is not driven by the chemical
reaction anymore, but by the diffusive fluxes of fresh reagents toward the reaction zone
instead. As a result, the front does not move when it is similarly fed from each side as
shown on the top row of Fig. in the case gg = 1, and the front moves toward the region
with the weakest diffusive flux, hence toward the reservoir of B when ¢ < 1 as shown on
the bottom row of Fig. . In the next subsections, we derive asymptotic solutions for
the concentration fields a, b and ¢ in these two asymptotic regimes and study the transition
times from one regime to the other.

3.3.3 Early times asymptotic solutions

The early times asymptotic solutions of the problem ([3.20a))-(]3.20c)) was first suggested by
Taitelbaum et al. [124] and later on by Trevelyan et al. [22]. Hereafter, we expand each
function a, b and ¢ in powers of £, and look for their leading order term in the limit ¢ — 0.

In addition, we look for a, b and ¢ as self-similar solutions of the variable n=a/ VAL,
Hence we look for a, b and ¢ as functions of 7 and ¢, instead of functions of £ and t. We
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thus expand a, b and é for small £ such that:

a(z,t) = ag(n) + ta(n) + t*am) + .. (3.25a)
b(#,%) = bo(h) + £bi(H) + t2by(n) + .. (3.25b)
éat) = &) + ten) + t2e(n) + .. (3.25¢)

Injecting these expansions into the RD equations (3.20a))-(3.20c)) then yields the follow-
ing ODEs for a4, by and ¢&:

— 204, = &)  —2ib,=bl = —2i&, =&l (3.26)

which integrates into:

~

B0(1) = gerfe(d)  Bo(d) = Derfe(—i) (i) = 0 (3.27)

after having taken into account the initial and boundary conditions (3.21) and (3.23).
Hence, a and b are O(t") functions of ¢ while we need to look for the order O(t!) function
in the expansion of ¢. This function ¢; is the solution of:

48, — 28 = & +4agbg (3.28)

which, thanks to the source term 5060, is a non-zero function. The equation (3.28)) can
then be integrated numerically using Broyden’s method (detailed in appendix |B.2)).

As shown on Fig. [3.15] the distributions of @, b and ¢ are indeed self-similar since each of
these distributions at different time points (Fig. a) and c)) collapses on a single curve
(Fig. b) and d)) when plotted against 7. In addition, the leading order solutions &g,
bo and &, (solid black lines on Fig. b) and d)) correspond very well to the distributions
obtained via the DNS which confirms our early time asymptotic solutions.

3.3.4 Large times asymptotic solutions

The large times limit £ > 1 has been first studied by Galfi and Racz. [21]. At large times,
all the fresh reagents initially near the reaction front have been consumed. As a result,
fresh reagents need to diffuse from their reservoir to the reaction zone in order to react.
This has two consequences:

1. The size of the reaction zone w; is much smaller than the diffusive length W, over
which fresh reagents have to diffuse to reach the reaction zone.

2. The product formation is limited by the diffusive supply of fresh reagents so that,
per unit time, all the fresh reagents that reach the reaction zone are converted in
product by the chemical reaction.
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Figure 3.15: a) Profiles of a (green), b (blue) and ¢ (red) at times £ = 0.001, 0.01 and 0.1
obtained numerically when qb =1. b) Superposition of the profiles of a, b and c/ t obtained
numerlcaﬂy for 0.001 < ¢ < 0.1 when qb = 1. Solid line: aq, bo and ¢; when ¢ =1. ¢) and
d) Case ¢ = 0.1 with the same plots as a) and b).

This is a boundary layer problem for which two regions with different scale invariances
have to be considered:

1. The depletion zone where the species purely diffuse toward the reaction zone. Diffu-
sive fluxes thus balance time variations of the species in this region. This is the outer
layer.

2. The reaction zone, where the reaction takes place. Diffusive fluxes balance the reac-
tion consumption/production in this region. This is the inner layer.

Here we consider the depletion zone only as it sets the profiles of a, b and é that we observe
experimentally. A detailed study of the reaction front requires to solve the inner problem.
This is done in the next section.
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As we consider the case of equally diffusing species, we can perform linear combinations

of the equations ([3.20a))-(3.20¢)). This yields the relations:

~

@B20a) — B20D) yields: a(z,1) — b(&,1) = %erfc(ﬁ) — %erfc(—ﬁ) (3.29a)
B2E) + @20 yields:  a(if) + o) = gerfe(i) (3.20D)

B20d) + B20D) yields: &(2,4) + b(i,1) = + %erfc(—ﬁ) (3.29¢)

¢ and — b all follow a diffusion equation. As a result, we can deduce {5(92’, t)
from a(i,%) and b(#,7) via (3.29b) and (3.29¢). We can thus solve for a(i, ) and b(z, )

Scalings of the depletion zone

There is no chemical reaction in this layer. As a result, we expect all the species to be
purely diffusive and to have amplitudes which do not vary over time:

Wy~ 2 anit® bl e~ il (3.30)
As the length scale of the depletion layer Wy ~ 11/2 is diffusive, we can look for a, b and ¢

as self-similar functions of the variable 7.

Similarity solutions in the depletion zone The scaling analysis invites us to look
for:

(@,8) =a(),  b@,§)=b""M), 1) =e ) (3.31)

Q>

As we assume that there is no reaction in the depletion zone, the conservation equations
of & and b in this layer are obtained from ([3.20a| — by dropping the reaction term
ab. No flux boundary conditions away from the reaction zone can also be applied. At the
reaction front & = 4 ¢(#), & and b must vanish. Indeed, if @ and b were non zero at the front
location, A and B would be reacting in the depletion zone, which cannot be allowed. As a
result, the equations to be solved are:

da d%a .

for # < @ : 7 = a(i,t) — 1 a(zs(t),t) = 0 (3.32a)
. ab 9% ., . T
for & > 2 : 5 - o b(z,t) 2 o) b(zs(t),t) = 0 (3.32b)

Injecting solutions of the form (3.31)) into the he equations (3.32a))-(3.32b)) yields a°“t and
b°ut from which we obtain ¢°"* via (3.29b)) and (3.29¢]):
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A

f
éout<77> — 1_ erc( T’)

for n <1 d 0 for n > 1
orfe (= 7;) or i < 7y an or n > 1y
(3.33a)
bout (7)) = 0 for n <1 and 6 (1- erfe (7) for ) > 1
77 - 77 — 77f erfc (ﬁf) 77 - T}f
(3.33D)
~out / ~ (% A A A~ 1 ~ N N
¢ (n) = §erfc (—1) for n <7y and §erfc (n) for n > 7y
(3.33¢)

The last unknown is the position of the front 2y, or equivalently 7y = 2/ Vit As
there is no reaction in the depletion zone, all the species reaching the reaction front are
consumed at the reaction front. As a result, the diffusive fluxes of A and B must balance
at £ = &y which defines the front location:

da b
— = 3.34
0Tz 0T 24 (3:34)
This yields:
A (1=
fr = erf ! ~ 3.35
I <1+¢> (3.35)

These asymptotic solutions |D1D are compared to DNS on Fig. for ¢ =

0.1 and 1. Here again the distributions of a, b and ¢ are self-similar since each of these
distributions at different time points (Fig. 3.15 a) and c)) collapses on a single curve (Fig.
3.15 b) and d)) when plotted against #. In addition, the leading order solutions 4°%t, bHout
and €°"* (solid black lines on Fig. 3.15 b) and d)) correspond very well to the distributions
obtained via the DNS which confirms our large time asymptotic solutions.
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Figure 3.16: a) Profiles of @ (green), b (blue) and ¢ (red) at times £ = 1000, 5000 and 10000
obtained numerically when ¢ = 1. b) Superposition of the profiles of a, b and é obtained
numerically for 1000 < £ < 10000 when ¢ = 1. Solid line: a°"t, bUt and ¢t when ¢ = 1.
¢) and d) Case ¢ = 0.1 with the same plots as a) and b).
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3.4 Transition from the early to the large times regimes

In the last section we have identified two distinct regimes in the dynamics of our RD
system with initially separated reagents. In the early times regime, the chemical reaction
limits product formation and hence chemical information is accessible. Conversely, in the
limit of large times, the diffusion fluxes of the reagents toward the reaction zone limit
product formation and chemical information is not accessible anymore. In this section, we
turn our attention to the transition times from one regime to the other in order to quantify
the time window over which chemical information is accessible.

The transition from the reaction-controlled to the diffusion-controlled regime is defined
by a change in the reaction zone characteristics. The reaction zone is defined as a region
of none zero production rate. Mathematically, the front position, width and amplitude are
all defined via the reaction rate 7 = ab. Here we start by defining these three quantities.
Then we study each of these three quantities in both the early and the late times regimes.
This allows us to measure the time points at which our RD system leaves its early times
behaviour and enters its large times behaviour. To do so, we compare the exact solution
of the RD problem ([3.20a))-(3.20d) obtained numerically with our asymptotic solutions in
the two limit cases. Consequently, we can define a time scale * at which the reaction front
leaves the reaction-controlled regime and a second time scale ¢ ¢ at which the reaction front
enters the diffusion-controlled regime. The time window over which chemical information
is accessible is then given by ¢ 3

3.4.1 Reaction zone characteristics

The reaction rate # = ab must have a bell-shaped distribution since a and b are overlapping
step functions. As a result, we can define the reaction front position 2, width w; and
amplitude h; as sketched on Fig. |3.17]

(&, 1)

Figure 3.17: Characteristics of the reaction front 7: Position ¢, width w; and amplitude

hy.
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Following Trevelyan et al. [22} [125], we define the reaction front position i (#) as the
first moment of the reaction rate 7:

(3.36)

wp(t)? = == (3.37)

Lastly, the front amplitude (or height) of the front h(f) is defined as the value of # at &

~ A A A

he(t) = 7 (24(1),1) (3.38)

Thanks to these definitions, we can look for asymptotics solutions of Z, w; and h 5 in
both the reaction-controlled and the diffusion-controlled regimes.

3.4.2 Reaction front in the small times limit

In the early times regimes we know both a and b, hence we know 7# = ab. As we have
expanded a and b in powers of ¢, we can also do it for 7:

Had) = ao(@bo(i) + 1 (a()bi() +a(@bo() + .. (339)
Position of the reaction front

The leading order of the reaction rate is:

~

~

i d) = aolibo() = Zerfe(i)erfe(—i) (3.40)

It yields 2y = 0. This is consistent with the case gg = 1 for which the problem is symmetric
and thus we do not expect the reaction front to move. Hence:

for g =1: i) = 0 (3.41)

However, setting 2y = 0 is not consistent with the case ngb < 1 for which we expect the
front to move [124]. We thus need to go to O(#') and compute &; and by. This is done
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in detail in appendix |Cl We do not find an analytical solution for 4; and b,. Instead, we
obtain numerically:

forall o <1:  &,(f) = 2

Width of the reaction front

Once 7 is known, the width of the front is obtained via its definition (3.37) and the leading
order of the reaction rate 7 =~ agby to yield:

+o0
e aadibud A
wit) = 4t == = 8821 (3.43)

Amplitude of the reaction front

Finally the height of the reaction front is straightforward from the leading orders #(z, t) =
%erfe(ﬁ)erfo(—ﬁ) and #(f) = 0:

(3.44)

We now turn our attention to the large times limit. The comparison of the asymptotics
with the DNS is done in the subsection [3.4.4]

3.4.3 Reaction front in the large times limit

In the large times limit we only know a and b in the depletion zone where they do not
overlap except at © = 5. We thus need to solve the problem in the the reaction zone in

order to find 7 = ab. However, this does not yield analytical solutions. Here we mostly
derive power laws for 2, wy and hy in the large times limit. The exact prefactors are then

obtained numerically for each ngﬁ

Scalings of the reaction zone

In the reaction zone, the reagents A and B are consumed by the chemical reaction so that
we cannot infer any scalings for them. Instead, we look for:

Wy~ 17 a~ie b~ (3.45)
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Relations between the unknown exponents o, a and § come from matching conditions
between the depletion and the reaction zone. Matching the concentration fields at the
border of the reaction zone does not yield any information on a and b. The next condition
to try is the continuity of the diffusive fluxes at the edge of the reaction zone. As the inner
and outer fluxes must match, we have for the reagent A:

In the depletion zone: 9o~ {12 .
) ) = —g=a-o0 (3.46)
In the reaction zone: % ~ wif
A similar relation holds for B which yields:
a=0 (3.47)

The last relation, closing the problem, comes from the balance of diffusion and reaction in
the reaction zone:

*a - 1.
— ~ ab = — ~b = —20 =0 (3.48)
012 Wy
Thus the three equations (3.46)), (3.47)) and ([3.48]) leads to:
b~ S G VS e (3.49)

Similarity solution in the reaction zone

We can use the linear combination 1} to decouple the equation on & and b. Noting
—b

G =a—0b=1/2 erfe(R) — ¢/2 erfe(—7), we obtain an equation on @ only:
da a .,
5%~ 02 a(a — ) (3.50a)

Then, we define a coordinate f adapted to the reaction zone as we know that w; ~ £1/6:

S
(= =5 (3.51)
which allows us to look for:
a(z, 1) = iY3am(() (3.52)
As 0y < Wy, we can also develop @ around # =
W(@,t) = aldg,t) + (& = &p) 5= (4,1) + O@ — &y) (3.53)
which yields to leading order:
a@,d) = K- — ki (3.54)

£1/2
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with:

g
2:;? 7 and  fy=erf! (1 +z> (3.55)

As a result the equation on 4™(C) is

W(i;,t) =0 and K =

1 /1, + Al
— %7 (3““<<>+ C”“(C)> (3.56)
/ 1

1Ain = aing >
() = o (a0

"

- at(() - Kéa(0))

In the limit £ — +o0o the left hand side, becomes negligible compared to the right hand
side of (3.56)). Thus the equation on 4™ becomes:

an(()" —an($)" - KGan() = o (3.57a)
with  a™(() - —K¢ (3.57h)
and  a™(() = 0 (3.57¢)

The boundary condition at é’ — 400 is natural as the concentration of A molecules must
vanish as we approach the reservoir of fresh B molecules. On the left hand side of the
reaction zone, there is very little B which yields & = a — b~ a. This gives the boundary
condition on éi“(f ) for f — —o00. Again, this non linear ODE cannot be solved analyti-
cally. We used Broyden’s method to solve it. Once a(() is known, we obtain b™({) via
@ =a—b, or equivalently —K( = Am(() b‘“(()

The resulting concentration profiles 4™(() and b™({) are shown on Fig. [3.18 a) with
black lines and the superposition of £1/3a and £1/3b at different time points with colored
dots. Self-similarity is confirmed by the collapse of the points from the DNS onto a single
curve when plotted against f . In addition, good agreement between these curves and the
asymptotic solutions validates our analytical treatment of our RD problem. In addition,
we obtain the reaction rate 7 = ab ~ {~2/3a™b" as shown on Fig. b). This allows us
to compute numerically the different characteristics of the reaction rate.

Reaction front characteristics

~

The reaction front location is directly obtained by setting & = a — b to zero. This yields:

N 1/2
i) = 2 <erf1 (%)) £1/2 (3.58)
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Figure 3.18: a) Large times inner solution of a and b rescaled by the scaling of their
amplitude £~1/3 at the front. Solid black line: Asymptotic inner solutions 4™ and b™. b)
Corresponding reaction rate function 7 = ab rescaled by the scaling of its amplitude ¢~%/3
at the front. Solid black line: Asymptotic inner solution aimbi? of the normalized reaction

rate. These two plots correspond to the case Qg =1.

On the other hand, the width and the height of the reaction rate are obtained numerically:

+m ~ A . ~ A~
/ (2aim (¢)bin (&) dé
P - —0o0 Z?1/3

wi(t)? = s — (3.59)
| anpna
hi(i) = % (3.60)

3.4.4 Crossover times t* and f¢;

Now that we have derived asymptotic solutions for the three quantities Z¢, wy and izf in
the two asymptotic regimes, we can compare these asymptotic behaviors with the results
from DNS. This is done on Fig. where one can see that the asymptotics (solid black
lines) compare well with the results from DNS (colored dots) for different values of ¢ from
1 down to 0.001.

The impact of QS on the characteristics of the reaction front is manifolds. While it only
affects the amphtude hf in the reaction-controlled regime, qb affects the three quantities
Ty, wy and hf in the diffusion-controlled regime as shown on Fig. [3.19,
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Furthermore, when (;3 = 1, the three characteristics Ty, wy and ﬁf pass from the
reaction-controlled to the diffusion-controlled regimes at a time #* ~ 1. On the other
hand, when gg < 1, the three characteristics 2, w; and izf leave the reaction-controlled
regime on a time scale t* ~ 1 and enter the diffusion-controlled regime later, on a time
scale £ 4 which increases as ¢ is decreased. As a result, there is a mixed-regime separating
the early and the large times regimes, in which reaction and diffusion are fully coupled. In
addition, the duration of this mixed regime is increasing as ngﬁ is decreased since t* ~ 1 for
all gg while ¢ 4 Increases as gg is decreased.

In dimensional terms, this means that (i) the reaction-controlled regime ends on a time
scale t* ~ 1/kAp and that (ii) the diffusion-controlled regime starts on a time scale ¢
increasing with the relative excess of Ay compared to By. The observation (i) shows that
the reaction-controlled regime ends when B molecules (the limiting reagent) are signifi-
cantly consumed by the chemical reaction near the front location. This is consistent as
the reaction-controlled regime assumes that the distributions of A and B molecules are not
affected by the chemical reaction to leading order. On the other hand, the observation (ii)
confirms that both A and B need to be exhausted at the front location for the diffusion-
controlled regime to onset. Hence we expect the diffusion-controlled regime to start when
A molecules are exhausted at the front location which takes place on a time scale ~ 1/kBy.

Overall, having kept the reagents A and B initially separated allows us to tune the
time window over which chemical information is accessible. The shortest time window is
obtained for equimolar proportions (Ay = By) and is comparable to the time window 1/k A,
that would be obtained in a well mixed tank. However, larger time windows are obtained
by imposing an excess of Ag compared to By. Then, the diffusion-controlled regime onsets
on a time scale 1/kBy up to which chemical information is accessible. This shows that
chemical information is accessible long after 1/kAy = k:gbls when Ag > By and that the
size of the time window over which chemical information is accessible can be chosen by
adjusting quS = By/Ap. These two conclusions confirm the experimental observations of

section [3.2
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Figure 3.19: Reaction zone characteristics. a) Front position Z;. b) Front width ws. c)
Front height hy. Coloured dots correspond to Zf, w; and hy extracted from DNS for
different values of ¢. The solid black lines are the corresponding asymptotic solutions.
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3.4.5 Summary of asymptotic results

The important asymptotic results are summarized in the next table. Only the leading
outer solutions are presented as these are the profiles experimentally accessible.

t<1 t>1
Concentration fields
a(@,f) = Lerfe(n) a(@,f) = 1- ﬁ for 7 < 7j;
b(a,f) = % erfe(—n) b d) = ¢ (1- % for 7 > 7y
€eric f
b X L
o N o Lerfc (—n) forn <n
i) =t dd) = 4 el ora s
serfe () for i > 7y
Reaction zone
ht) = g h(t) — ~ 1%
wp(t) = 2,97 /2 wp(t) o~ fY/S
o 0 when é =1 P <
:Cf<t) = 23/2 ~ xf(t) = 2 Dst
0.51¢ when ¢ < 1
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3.5 Monitoring the transition between the early and
the large times regimes

Several experimental works have validated the asymptotic profiles derived in section [3.2]
The first experiments were held in capillary tubes filled with gel to make sure that trans-
port is purely diffusive, A and B being brought from each side of the tube [124], 126, [127].
Another experiment was concerned with the diffusion-limited corrosion of a copper deposit
grown by electrolysis beforehand. This is the case of one reagent being stationary. The
asymptotic analysis is similar to the one performed in the last section [128] and was val-
idated experimentally [129]. More recently, a T-shaped microchannel was used to study
one step reactions in RD and has further confirmed these RD scalings [130), [131].

The transition time to the diffusion-controlled regime can indeed be tuned to show
up at a reasonable dimensional time, which therefore render the large times asymptotic
regime experimentally observable [I32]. For instance, the diffusion-limited dynamics is
observed already after 20 min in the experiment of Koo et al. [126], while it takes 4 h for
the slow reaction (k ~ 107! M~'s) studied by Taitelbaum et al. [124]. On the other hand,
the diffusion-controlled regimes starts only after 0.1 s in the case of fast reactions (k ~
106 M~!s) studied by Baroud et al. in microchannel.

In this section, we tune the transition time from the reaction-controlled to the diffusion-
controlled regime for it to fit in the 50 s long time window for observation of our merging
device. This allows us to monitor both asymptotic regimes as well as the transition from
one regime to the other, and to confirm experimentally our asymptotic solutions in each
regime.

3.5.1 Distribution of B in the two asymptotic regimes

We have used the same setup as in section and have recorded profiles of DCPIP (de-
noted B) over space and time. As we know that k& ~ 80 M~!s™!, we can choose Ay and
By so as to be able to monitor both the reaction-controlled and the diffusion-controlled
regimes. We choose Ag=By= 2.5 mM to have a static reaction front (z;(¢) = 0 pm) and
a transition time ¢* ~ 1/kAq around 5 s which fits well in our 50 s long time window for
observation.

In the early times regime, the dimensional distributions of A(x,t) and B(x,t) read as,
again assuming D4 = D = D:

A B
Az, t) = 70erfc (\/%) and B(z,t) = TOerfc (—&) (3.61)

As shown on Fig. a), the experimental profiles of B(z,t) collapse on a single curve
when plotted against 7 = x/v/4Dt which confirms self-similarity. In addition, this curve
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fits well with the theoretical prediction (solid black line on Fig. a)) for B(z,t) in the

early times regime.

Reaction-controlled Diffusion-controlled

D10

0.8
o
8 o6l
B 04]
Sa)

027

0.0 09‘3:“‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘ : ‘ ‘ ‘ ‘

2 -15-1 =050 051 15 2 2 -15-1 =050 051 15 2

n Ui

Figure 3.20: The different colored symbols correspond to different experiments, all with
Ay = By = 2.5 mM. a) Superposed distributions of B for ¢t between 20 ms and 400 ms
normalized by By. Solid line: y = 0.5 erfc(—7). b) Superposed distributions of B for ¢
between 10 s and 50 s normalized by By. Solid line: y = erf(n) for 7 > 0. Dashed line:
y = 1 — erfe(n) /erfe(ny) for 1 > 7y and 7y = 0.15. The similarity coordinate 7 is defined
as 1) = /4Dt with D = 1.1x10%m?/s.

Similarly, in the large times regime, the dimensional distributions of A(x,t) and B(z,t)
in the depletion layer read as:

Az, t) = Agerf (-%) and  B(z,t) = Bperf (\/%Dt) (3.62)

Again, as shown on Fig. b), the experimental profiles of B(x,t) collapse on a sin-
gle curve when plotted against 77 = z/v/4Dt which confirms the self-similar evolution of
B(xz,t). However, there is a shift between the experimental data (colored symbols) and the
prediction obtained in the case with Ay = By and D4 = Dp (solid black line). This shift
can be corrected by allowing the reaction front to move. We find that fixing 7y = 0.15
(dashed black line) yields a good agreement. The front can move for two reasons. First
the initial concentrations could actually not be the same: Ay # By. In the last section, we
have found that erf(ry) = (1 —)/(1+¢) in the case D4 = Dy. Fixing Ny = 0.15 yields ¢ =
1.4 which means that we would have done a 40 % error on the initial concentrations. This
is probably not the case. The second reason for the front to move is that D4 # Dg. This
is consistent with the fact that A and B have different molar weights (M4 = 176 g/mol,
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Mp = 268 g/mol), hence different diffusion coefficients according to the Stokes-Einstein
relation. In addition, the relation Dy/Dp = (Mp/M4)'/? yields D, ~ 1.15Dp hence
Dy > Dpg. As a result, we expect the front to move toward the B rich region as A diffuses
faster than B which is in agreement with the sign of 7j; > 0. Nonetheless, we do not have
an explanation for the particular value of 7j; = 0.15.

3.5.2 Space-averaged concentration of B in the two asymptotic
regimes

The transition from the reaction-controlled to the diffusion-controlled regime is observed
on the space-averaged concentration of B. The local study of the distributions in space and
time of A, B and C allows us to derive a model for the time variations of the space-averaged
amount of A, B and C. Here we note with a bar space-averaged quantities. For instance,
for the species B that we observe in our experiment, the space-averaged concentration is

defined as:
_ 1 /!
B = = | B(xt)dx (3.63)
2l ),

From this definition, we obtain a model for B by averaging the local conservation law
(3.9b]) over space. For the species B this yields:

dB
dt
where the diffusion term has vanished because of the no-flux boundary conditions at x = +

. As we know the reaction rate R = kAB in both the reaction-controlled and the diffusion
controlled regimes, we can derive asymptotes of B in these two regimes.

= — kAB (3.64a)

In the early times regime, the solutions (3.61) yields directly:

_— kAo By e R
kAB =~ 2 vV Dt erfe(n)erfe(—n)dn (3.65)
h zTGO

where the bounds of the integral 4+1/v/4Dt have been approximated to infinity. Hence we

obtain:

kAoBovV D 872
[

In the large times regime, we need to go back to the solutions of A(z,t) and B(x,t) in the
reaction zone. In dimensional form, these yield:

kAOBO /-H R D +00

B(0)-B(t) ~ 0.8 (3.66)

kAB o léi“(f‘)bi“(f)d:z: = By~ a™ ()b (6)d¢ (3.67)
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Hence we obtain:

B()—=B(t) ~ 046 By VDt (3.68)

These asymptotic solutions and of B(t) are compared to experimental
data on Fig.|3.21] The first instants of the experiment ¢ < 1 s are not shown on Fig. |3.21
because B(0) — B(t) is nearly 0 then. The transition from the early to the large times
behaviour is observed at t* ~ 8.5 s. The experimental data are in good agreement with
the two asymptotes B(0) — B(t) ~ t*/% at early times and B(0) — B(t) ~ tY/? at large
times. A shift is observed at large times between the experimental data and the asymptote
which shows that we overestimate the actual space-averaged concentration B. Again, this
overestimation could be attributed to D4 being not the same as Dpg.

0

10

10

= 107

Figure 3.21: B(0) — B(t) as a function of time ¢. Coloured symbols corresponds to three
repeats with Ay = By = 2.5 mM. The solid black lines are the two asymptotes (3.66|) and
(3.68) with D = 1.1 x 107 m?/s and k = 87 M~1s71.

This set of experiments, as well as the theoretical predictions for B(0) — B(t), validates
our analytical treatment of the RD model with initially separated reagents in the case of
a one step reaction. In addition, we demonstrate that the space-averaged concentration
of B shows a sharp change of dynamics at ¢t = t* with t* ~ 1/kAy. As a result, we could
measure t* to estimate k& which requires to know Ay only and hence makes the estimation
of k very simple and efficient.
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3.6 Discussion of Chapter

In this chapter, we studied both theoretically and experimentally the reaction-diffusion
problem of two species A and B being initially kept separated and reacting via a second
order rate law. We first showed that we can measure the reaction constant k by fitting the
experimental profiles of B(z,t) with simulated profiles from a 1D reaction-diffusion model.
This procedure was further extended to a global fit on the space-averaged concentration
B. Our measurements of k using either fitting protocols were also shown to be in good
agreement with measurements performed in a stopped-flow machine. A key observation
from these experiments where Ay > By is that the precision of our measurements is en-
hanced by fitting on a longer period of time. We thus showed that chemical information
was accessible long after the characteristic time scale k. = 1/kA, which makes our RD
approach ideal for the study of fast chemical reactions.

In order to have a better understanding of this observation, we studied in more de-
tail the dynamics of our RD model. Two asymptotic regimes were highlighted separated
by well characterized transition times. At early times, a reaction-controlled takes place
in which chemical information is accessible. At large times, a diffusion-controlled regime
takes place in which chemical information is not accessible anymore. As a result, mea-
suring reaction rate constants with our RD approach looks like a race against the clock.
However, the time over which chemical information is accessible was shown to vary greatly
with the ratio of the initial concentrations ng By/Ap and to increase as ng is decreased.
The dynamics of the reaction front was indeed shown to leave its early time behaviour on
a time scale t* ~ 1/kAp, and to enter its large times behaviour on a time scale ¢; which
increase with the excess of one reagent compared to the other. Chemical information is
therefore accessible up to ¢ 3

Lastly, we compared our theoretical predictions for the distribution of B to experi-
ments performed in equimolar proportions. Both the reaction-controlled and the diffusion-
controlled regimes were monitored in a single experiment by an adapted choice of the initial
concentrations of the reagents. A good agreement between the experiments and the theory
was found for both the local distribution B(x,t) and the space-averaged concentration B(t).

The two conclusions of this chapter are the following:

e Keeping the reagents initially separated yields a large time regime in which product
formation is solely driven by diffusion. Reaction rates cannot be measured once the
diffusion-controlled regime is onset.

e The transition to the diffusion-controlled regime can be delayed by working with an
excess of one reagent.
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N.B. Dimensionless quantities wear a hat

Dimensional quantities

x, t

A B, C
Ao, Bo
Bep psim

B

B, B
Da, Dg, D¢
D

k, Kobs; Akons
l

t1/2

-

tg

Space and time coordinates

Concentrations of A, B and C

Initial concentrations of A and B

Experimental and simulated concentrations of B

Space-averaged concentration of B

Experimental and simulated space-averaged concentrations of B
Diffusion coefficients of A, B and C

Diffusion coefficient of A, B and C in the case of equally diffusing species
Reaction rate constant, observed rate and confidence interval on kg
Size of the domain i.e. Droplet diameter

Half-life of the reaction in a well-mixed reactor

Transition time from the reaction-controlled to the mixed regime

Transition time from the mixed to the diffusion-controlled regime

Dimensionless quantities

i, f
0
a, b, ¢

Space and time coordinates
Self-similar coordinate adapted to the diffusive layer
Self-similar coordinate adapted to the large times reaction zone

Dimensionless concentration of A, B and C
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4o, bo, €o Early times solutions of a, b and ¢ at O(£°)
ap, by, & Early times solutions of @, b and ¢ at O(th)

acut phout ¢out [arge times outer solutions of @, b and ¢

ain_ pin Large times inner solutions of @ and b

t* Transition time from the reaction-controlled to the mixed regime
t 3 Transition time from the mixed to the diffusion-controlled regime
W, Width of the depletion zone in the large times limit

7 Dimensionless reaction rate

Ly, Wy, hAf Position, width and height of the reaction rate 7

il Self-similar coordinate associated to Z¢

gg Concentration ratio

Da Damkohler number

i a—b

H Heaviside function



Chapter 4

Enzymatic reactions

In this last chapter, we turn our attention to the study of enzymatic reactions in our
merging chamber. Enzymes are the catalysts of the biological processes taking place in
cells. As a result, enzyme catalyzed reactions can generally be thought as the conversion
of a substrate S in a product P in the presence of an enzyme E:

s % p (4.1)

Like any other catalyst, enzymes bring the reaction catalyzed to its equilibrium posi-
tion more quickly than would occur otherwise. The rate enhancement is then given by the
turnover number k.,; which corresponds to the number of substrate molecules an enzyme
molecule can catalyze per unit time. Nonetheless, enzymes are not only remarkable for
the increase in reaction rate they achieve, but also for their high degree of specifity toward
certain substrates. As a result, enzymes can selectively convert a given substrate from a
heterogeneous population of substrates. This selective conversion plays a major role
in cell regulation, and hence takes place on a very large range of time scales depending on
the actual task to be performed, thereby setting different paces in the cell machinery. Con-
sequently, ke, varies on many orders of magnitude, from 107 s=! for molecular switches
up to 107 s~ for metabolic enzymes as shown on Fig.

The complete measurement and description of all time-dependent properties of enzymes
then requires instruments and techniques that have a variety of recording speeds and
sensitivities. Amongst these, classic examples include microtiter plates for slow kinetics
with time scales above 1 s, and stopped- or quenched-flow devices for fast kinetics with time
scales below 1 s down to a few ms. More recently, droplet microfluidics has emerged as a
powerful tool to measure both slow and fast kinetics using the same device while achieving
drastic savings of reagents. Ismagilov et al. have measured single turnover kinetics of
RNase by flowing droplets containing the reacting mixture down a winding channel [I33].
Turnover numbers between 1 and 1000 s~! were resolved by adjusting the flow rate of
the carrier fluid and the channel geometry, while different substrate concentrations could

107
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be tested by adjusting the flow rates ratio of the enzyme and substrate solutions. This
approach was further confirmed with the study of rapid binding kinetics of stepravin and
biotin [134], and the kinetics of alkaline phosphatase [I35] and luciferase [136]. On the
other hand, Wheeler et al. used a digital microfluidic platform that allows much more
conditions to be tested on chip in parallel [I37]. In Wheeler’s device, droplets are actuated
using dielectric forces which allows droplets from many different sources to be combined
on a single chip, but limited kinetics to be monitored as droplets have to be mixed before
the reaction can be monitored.

| Restriction enzymes |

| Molecular switches | | Metabolic enzymes |

} } } } } } } } } } } } } keat
10° 10% 107 107 10" 10° 100 100 100 100 100 10° 10

Figure 4.1: Turnover number of three classes of enzymes. Molecular switches are used in
the cell signaling system. Their slow rate allows the chemical signal to remain long enough
in the cell for it to be transmitted. Restriction enzymes are in charge of detecting foreign
DNA in cells that must be cut. Therefore they require a very high specificity which is
achieve by greater slowness. Metabolic enzymes ensure the cell survival by ensuring the
cell nutrient uptake and the cell fast response to changes in its environment. They have
to be rapid to overcome fast aggretions such as UV light. From Traut et al. [138].

The current challenge of droplet based platforms for enzyme kinetics is thus twofolds:
(i) Push the time resolution below the millisecond, and (ii) provide a simple microfluidic
tool to combine many reagents in parallel. Our approach has great promises in these re-
gards as the droplet handling technique on which it relies is highly parallelizable, while the
droplet fusion technique at play has no flow induced dead time.

In this chapter, we study both fast and slow enzyme kinetics using our merging device.
We start by presenting Michaelis-Menten theory in section [4.1} Slow reactions are then
performed in droplets using our parallelized chip, and analyzed using Michaelis-Menten
theory in section4.2] On the other hand, fast reactions must be analyzed with a RD model
when held in our merging chamber. In section [£.3) we study the different regimes arising
in a one dimensional RD problem with the reagents kept initially separated and following
a Michaelis-Menten like reaction scheme. This yields a model to study the steady state
kinetics of fast enzymatic reactions in RD. Finally, we compare our model to experiments
held in a coflow microchannel in section [4.4] and in droplets using our device in section 4.5
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4.1 Michaelis-Menten theory

Michaelis-Menten theory is the gold standard to analyze enzymatic assays routinely per-
formed in microtiter plates. It predicts the initial linear increase in product usually ob-
served and allows us to characterize both the enzyme activity and affinity toward a given
substrate. Hereafter we describe the different assumptions under which Michaelis-Menten
theory applies and use it in the case of competitive inhibition.

4.1.1 Evidence for the existence of an intermediate complex

As catalysts, enzymes are not altered through the chemical reaction at play, and hence
must somehow bind the substrate, and unbind the product in a subsequent step. As a
result, enzyme-catalyzed reactions cannot proceed in one single step as suggested by the
overall conversion (4.1]), but rather in two successive steps: (i) Tthe enzyme and the sub-
strate bind covalently to form an intermediate complex ES; which (ii) degrades into the
product P and the free enzyme E. The overall conversion of S into P can thus be written as:

E+S«<ES<E+P (4.2)

At the molecular level, the formation of an intermediate complex is key in the un-
derstanding of enzyme specificity toward certain substrates. Indeed, enzymes are large
protein, with molar weights of few hundreds of kDa, which process much smaller sub-
strate molecules, with molar weights of few hundreds of Da. As proteins, enzymes also
have a 3D structure which greatly defines their function [I39]. This was first postulated
by Fischer [140] who suggested a lock and key mechanism to explain enzyme specificity
as depicted on Fig. [£.2] Fisher’s idea is that enzymes possess small active regions that
are complementary in shape, size and chemical nature to certain molecules. As a result,
only these molecules can fit into the enzyme active pockets in order to react. An enzyme-
substrate intermediate complex has thus to form for the reaction to take place as shown

on Fig. [4.2]

Products

S\% —

E z %9
LD - & - &

Figure 4.2: Fischer’s lock and key mechanism. The enzyme has a 3D geometry with
localized active sites which allows it to bind to complementary substrate molecules only.
From Dawson [141].
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On the kinetic side, experiments show that the rate of enzyme-catalyzed reactions de-
parts from a standard second order rate law, generally valid for bimolecular reactions,
and saturates at large substrate concentrations. In the one step conversion scenario (4.1)),
the enzyme is always in its unbound active state E. As a result, the corresponding rate
keeps on increasing with the substrate concentration as the likelihood of enzyme/substrate
collisions is increased with a larger substrate concentration. In the two steps conversion
scenario , the enzyme divides up between an unbound active state E and a bound
inactive state ES. As the substrate concentration is increased, most enzyme molecules end
up in the bound inactive state as the speed of the enzyme/substrate binding step over-
comes the speed of the intermediate complex degradation. As a result, the initial enzyme
concentration becomes the limiting factor, and adding more substrate molecules does not
increase the reaction rate anymore. A two steps reaction scheme is therefore required to
take the reaction rate saturation at large substrate concentrations into account.

4.1.2 Model for product formation

Based on the reaction scheme (4.2)), Michaelis and Menten [142], followed by Briggs and
Haldane [143], derived a model for the product formation under several key assumptions:

1. The limiting step of an enzyme catalyzed reaction is the break down of the inter-
mediate complex. Focusing on the first instant of the chemical reaction, they thus
neglected the back reaction of the second step, so that the reaction scheme simplifies
into:

Fon kcat
E+S &= ES

kot

E+P (4.3)

with kon, kog and kent the rate constants of the each unit step.

2. The enzyme does not inactivate over time. The initial amount of enzyme [E], thus
divides up between the amount of free enzyme [E] and the amount of bound enzyme
[ES] at all times:

[El, = [E] + [ES] (4.4)

3. After a small induction time, the distribution of the enzyme between its free and
bound states is stationary: Both the amount of free enzyme [E] and bound enzyme
[ES] are constant over time. We say that intermediate is stationary, or has reached
a steady-state. As a result, the speed at which the intermediate forms ko, [E][S]
must balance the speed at which it breaks down (kog + kcat) [F'S] to yield an overall
constant concentration of intermediate. As a result:

kof‘f + kcat

E][S] = KulBS] with Ky = <= (4.5)
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4. Lastly, they considered the case of S being initially placed in excess compared to E:
[S], > [E],- Hence, the substrate concentration does not significantly change in the
first instants of the reaction:

[S1(t) =~ [S], (4.6)

Then, the reaction scheme (|4.3)) yields the initial increase in product P via the mass balance
d[P] /dt = keat [E'S] which integrates into:

. 5]
Pl=Vyt with Vo = keat [B]y ——%—— 4.7
[] 0 0 t[](] KM+[S]0 ( )
This model equation (4.7) for product formation is the gold standard of enzyme ki-
netics as it accurately catches the saturation of the reaction speed V[ at high substrate
concentrations. As shown on Fig. [4.3] it yields two parameters to characterize enzymes:
(i) The Michaelis constant Ky and (ii) the turnover number key.

Measuring Ky and kg, is the first step of the characterization of an enzyme. The
Michaelis-Menten constant is the substrate concentration (in M) at which Vj reaches half
its maximum value. The relation [E][S] = Ky [ES] also shows that Sy/Ky ~ [ES]/ [E].
As a result, the enzyme is mostly unbound when [S], < Ky, and mostly bound to the
substrate when [S], > Ky, which shows that Ky is also a measure of the enzyme affinity
toward a given substrate: The lower the Ky, the higher the affinity. On the other hand,
the turnover number is a rate (in s7'), corresponding to the number of substrate molecules
an enzyme molecule can process per unit time. A typical measurement of Ky and k., thus
consists of measuring Vj at fixed enzyme concentration [E], for varying initial substrate
concentrations [S], which yields a sigmoid curve as shown on Fig. from which Ky and
k... are extracted.

Figure 4.3: Theoretical sigmoid curve for V;/ [E], against [S], on which kg, and Ky can
be graphically extracted.

The strength of this model lies on its simplicity and the large time window over which
it applies. On the down side, this model does not yield each unit rate kqp, kog and keat, but
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only Ky and keag. As a result, the actual enzyme/substrate binding constant Kp = kog/kon
cannot be obtained via this model.

The key assumption underlying this model is the steady-state of the intermediate com-
plex: [E][S] = Ky [ES]. Hereafter, we solve numerically a more general model based on
the mass balance equations for each species E, S, I and P in order to test the limits of this
assumption and quantify the time window over which it applies.

4.1.3 The steady state assumption

A more general model can be derived using a mass balance for each species E, S, I and P:

@ = — kalB[S] + k|ES] + ket [ES]  with  [E](0) = [E], (48a)
T RalEIIS] + k) with (5] (0) =[S, (48b)
d[fts] — 4 kn[E][S] — keglES] — ket [ES]  with [ES](0) = 0 (48¢)
% _ ¢k |ES] with  [P](0) = 0 (48d)

This model (4.8a])-(4.8d)) is readily solved using Matlab for representative values of the
rate constants and the initial concentrations given by Ristenpart et al. [I44] in the case of
luciferase. These values are shown on Table [4.11

[Elo (#M)  [S]o (mM)  kon (M_ls_1> Ko (37')  hear (571)
1 10 10* 1 10

Table 4.1: Values of the different parameters used to solve the set of equations (4.8a))-(4.8d)).
From Ristenpart et al. [144].

The resulting concentrations are shown on Fig. a). When plotted on a log-log
scale, as shown on Fig. b), the time window over which the intermediate complex
concentration is constant appears to be bounded by two well defined time scales t); and
t*. These two time scales have been extensively studied by Segel et al. [145] [146] and yield
a necessary condition for the simplified model of Michaelis and Menten to hold true.
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Figure 4.4: Time courses of the different species obtained by solving numerically the equa-
tions - with the input values shown on Table . a) Lin-lin-scale. b) Log-log
scale, two time scales ty; and t* defining the time window over which the increase in product
is linear with time. Solid black line: Michaelis-Menten model [P] (t) = Vjt.

The first (or fast) time scale ty; corresponds to the time required by the intermediate
complex [ES] to reach its steady-state. In the case where [S], > [E],, the substrate is
roughly constant [S] ~ [S],, so that the mass balance of the intermediate (4.8b]) simplifies
into:

d[ES
for t <ty : [dt ] X kon [Ely[S]g— (Kon [S]g + Kot + kcat) [ES]
[E]O[S]O —kon ([S)o+Knm )t

= |ES|(t) =~ ——————(1—e "n\Wo™iM 4.9
BS)(0) ~ g (1-e ) (49)
with the enzyme concentration having been written as [E] = [E], — [ES]. Hence we have:
i = ! ! (4.10)

. kon([S]o + Ku) Kon [S]O .

The second (or slow) time scale t* corresponds to the time at which the substrate has been
significantly depleted. Once the steady state is reached ¢ > ¢y, the conservation of the
substrate (4.8b)) reads as:

d[S] [E], [5]
f <t: — = — 4.11
or tM_t dt kcatKM+[S] ( )
Hence the slow time scale is given by:

kcat [E]o kcat [E]O
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Our two estimates of ¢y and ¢* are marked with dashed lines on Fig. b) where one can
see that they bound accurately the time window in which the intermediate is constant.
These two time scales also yield a simple criterion for the Michaelis-Menten model to
apply: The fast time scale ty; has to be smaller than the slow time scale t*. This yields:

kcat [E]o
Kon (KM + [S]O) Ky + [S]o B
This criterion is met when [S], > [E],. When the ratio [E], /[S], gets closer to one, or

even much smaller than one, the intermediate does not reach the steady state and tends
to the limit case of single turnover kinetics [23] which we will not treat here. As a result:

ty <t = (4.13)

In a well-mized reactor with [S], > [E],, the intermediate complex ES is said to be
stationary, or in steady state, when it forms as fast as it degrades. This takes place
after an induction time tyr ~ 1/k,,[S)o. Then:

[E]()[S](t) = Ku[ES](t) for allt between t >ty

On the other hand, the assumption [S]~ [S]o fails after a time t* ~ [S]o/kcat| E]o-

Hence:
[E0[S]o

FIO = 258

t  for all t between ty; and t*

4.1.4 Competitive inhibition

Once an enzyme is characterized by having measured its Ky and k., using the Michaelis-
Menten model, a common interest lies in studying species that promote or inhibit its
catalytic activity. The inhibition of enzymes is indeed of prime importance for drug dis-
covery. Many drugs are in fact enzyme inhibitors, and thus heal patients by preventing
an enzymatic reaction from taking place. There are different ways for a drug to inhibit
an enzyme activity. Here we present a competitive mechanism where both the substrate
S and the drug I bind the same active site on the enzyme. Inhibition occurs when the
enzyme E mostly binds the drug which can be summarized by:

K; kon
El=E+S+I1= ES"3E+P (4.14)
koff
where K7 is the equilibrium constant between the enzyme and the enzyme-inhibitor com-
plex.

The total amount of enzyme [E], thus divides up between the amount of free enzyme
[E], the amount of enzyme-substrate complex [ES] and the amount of enzyme-inhibitor
complex [E1]:

ES], = |E]+|ES]+|EI (4.15)
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which yields under the assumptions of the Michaelis-Menten model:

_ [STo
% - kcat [E]O KM(l N %) N [S]O (416)

with [/], the initial amount of inhibitor. Thus, inhibition results in an increase in Ky,
which is a signature of a lowered affinity of the enzyme for the substrate. Measurements of
K7 are thus performed as dose response assays of Ky to increasing amounts of inhibitor.

In the next section we apply both steady state and enzyme inhibition kinetics to ex-
periments held in well-mixed droplets.

4.2 Experiments in droplets: On-chip Michaelis-Menten
and inhibition kinetics

In this section we aim at replicating on chip standard enzyme assays routinely performed
with microtiter plates. To this end, we used our parallelized chip to test six different
conditions in parallel on the same chip.

4.2.1 Well-mixed assays using our parallelized chip

We have chosen to study the hydrolysis of 4-nitrophenyl 8-D-glucopyranoside catalyzed by
[B-D-glucosidase from sweet almond as it has been recently studied in droplets by Gielen et
al. [75] which gives us a reference. We have thus performed two assays using our parallelized
chip: (i) Measurement of the steady state parameters Ky and ke, and (ii) Measurement
of the inhibition constant K7 of S-D-glucopyranoside in the presence of 1-deoxynojirimycin

hydrochloride (denoted I).

Each assay consists in measuring the dose response of the initial rate of the reaction
with increasing concentrations of either the substrate or the inhibitor. To measure Ky
and Kcat, six droplets of increasing [S], were first produced from six different inlets. Then,
droplet at a fixed enzyme concentration [E], were produced and pushed to the remaining
empty traps using an outer flow of oil. This outer flow was kept on to mix the droplets
once they have been merged within a few seconds. After a few minutes a clear difference
between the drops was observable as shown on Fig. a). Similar procedure was followed
to measure K. Instead of increasing the initial substrate concentration, [S], was kept
constant and [I], was increased. Here again, a clear difference between the drops was
observable after a few minutes as shown on Fig. b). The resulting gradients obtained
in each case are in opposite direction as shown on Fig. : While an increase in [S], yields
larger reaction rates, an increase in [/}, yields lower reaction rates.
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a) E —— increasing S —

Figure 4.5: Parallelized chip in two different well-mixed assays. The buffer is PBS at pH
= 7.4 and the initial enzyme concentration is [E], = 5 ¢M in both cases. a) Steady-state
kinetics. The substrate concentration increased from left to right [S], =1, 3, 7, 13, 23 and
31 mM. b) Inhibition kinetics. The substrate concentration is fixed [S], = 23 mM and the
inhibitor concentration is increased from left to right [/], = 0, 90, 250, 750 and 1500 nM.
These are the concentrations once the droplets are merged and mixed. Stock solution are
thus twice as concentrated. The black box inside the drops correspond to the windows in
which gray levels were read. Scale bars are 500 pum.

4.2.2 Determination of Ky and keat

Droplets of an enzyme solution at 10 uM were paired with droplets of different substrate
solutions at 2, 6, 14, 26, 46 and 62 mM. Once merged the initial concentrations in the
drops were therefore [E], = 5 pM and [S], = 1, 3, 7, 13, 23 and 31 mM. The increase
in absorbance was recorded for 10 min and this experiment was repeated three times in
a row. This increase is linear in time as shown on Fig. a). We can thus extract the
slope Vj of the traces we monitored which yields the sigmoid curve shown on Fig. b)
when the different slopes are plotted against the corresponding initial substrate concentra-
tions. Fitting the six experimental initial rates with then yields Ky = 9.3 £ 3.1 mM
and ke = 0.7 £ 0.09 s7!. These values are in good agreement with our reference mea-
surements Ky = 9.0 £ 1.0 mM and ke, = 0.504+ 0.02 s7! done in a plate reader (see
appendix for details), as well as with other measurements by Gielen et al. who ob-
tained Ky = 11.4 £2 mM and kee = 0.9 + 0.2 571
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Figure 4.6: a) Time courses [P] (t) for six different [S],. Solid lines: Best fits with [P] (t) =
Vot. b) Initial slope of [P](t) against the initial substrate concentration [S]. Solid line:
Best fit with Vy/ [E], = [S], /(Kw + [S],). The second point at [S]p = 3 mM has been
ignored to get a better fit.

4.2.3 Determination of Kj

In the second round of experiments, we aimed at measuring Kj. Here again, droplets of an
enzyme solution at 10 uM were produced and paired with droplets of different solutions, all
at [S], = 46 mM, and containing an increasing amount of inhibitor [/], = 0, 180, 500, 1500
and 3000 nM. The increase in absorbance was measured for 10 min and the experiment
repeated three times. The resulting time courses are linearly increasing with time as shown
on Fig. 4.7/ a) and we can measure their initial slope V4. Then, we can extract K by fitting
the normalized reaction rates V;/Vy"** against the initial inhibitor concentration [/], via
the Cheng-Prusoff relation [147]:

Vi 1 S
0 — - with  IC50 = <1 + @) K (4.17)
R =

Our fit is shown on Fig. b). It yields IC50 = 182+ 58 nM and K7 =51+ 16 nM while our
reference measurement in the plate reader yields IC50 = 238 + 13 nM and K7 =67 +4 nM
(see appendix for details). Besides, Gielen et al. have found IC50 = 108 4+ 40 M and
K1 =36+ 13 nM.
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Figure 4.7: a) Time courses [P] (t) for six different [/],. Solid lines: Best fits with [P] (t) =
Vot. b) Normalized initial velocity against the initial inhibitor concentration. Solid line:
Best fit with Vo/Vy** = 1/(1 + [1], /IC50).

4.2.4 Perspectives

The 2D format of our parallelized chip allows us to test many different conditions on a
single chip, and thereby to mimic the microtiter plate format. Our chip currently achieves
six different conditions only, which is not enough to yield very good estimates of Ky, keat

and K.

Indeed, precise measurements of these parameters requires more points on the rate
dose response curve. For instance, for steady state kinetics, the rule of thumb is that the
substrate concentration should vary from 0.2 Ky up to 5 Ky, with three measurement
points per Ky;. To be achieved soundly on chip, this requires dilution of the substrate to
be performed on chip.

4.3 Reaction-diffusion with initially separated reagents

We now turn our attention to the study of fast enzymatic reactions in our device. For such
reactions, the reaction starts just after the droplet fusion. Therefore, the diffusion of the
reagents toward each other must be taken into account in the product formation dynamics.
Hereafter we derive a one dimensional RD model with Michaelis-Menten kinetics:

an
E+S=2 1™ E+P (4.18)

kot
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where the concentration of the species E, S, I and P are denoted E, S, I and P respectively.
In addition, we focus on the practical case where the initial amount of substrate Sy is much
larger than the initial amount of enzyme FEjy:

So > FEy in all this section

IMPORTANT NOTE We make a change of notation for simplicity. Concentrations
are not between brackets anymore, but simply in italic. The intermediate complex is de-
noted I and not ES anymore.

We start by formulating a one dimensional RD problem with initially separated reagents.
Then we discuss the steady state approximation when the reagents are not well mixed.
This allows us to distinguish different asymptotic regimes in which we can simplify our
RD problem: (i) The pre-steady-state regime, (ii) the steady state regime and (iii) the
diffusion-controlled regime. We choose to focus on the steady state regime and derive an
analytical solution for the product concentration in this case. Finally, we validate our
analytical solution by comparing it to direct numerical simulations.

4.3.1 Problem formulation

We consider the experiment shown on Fig. A droplet containing an enzyme solution
at a concentration Fj is merged with another droplet containing a substrate solution at
a concentration Sy. These droplets are treated as two 1D reservoirs of fresh reagents.
At t = 0 s, a laser pulse merges the droplets and a reaction following the Michaelis-
Menten scheme takes place at the interface separating the fresh reagents as shown

on Fig. 4.8 b) to d).
a ..

t=0s t=0.1s

t=10s

Figure 4.8: Test experiment with the hydrolysis of 4-nitrophenyl phosphate catalyzed by
alkaline phosphatase from bovine intestinal mucosa. The product 4-nitrophenol is observed
by absorption at 405 nm. The enzyme concentration is 16 M, the substrate concentration
is 20 mM, the buffer is at pH = 8 with 100 mM Tris and 500 mM NaCl.

Conservation laws

As enzymes have molar weights in the kDa range while substrates have molar weights in
the Da range, E and S molecules have very different sizes. As a result, the substrate will
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not change the enzyme size when it binds to it, and we expect the intermediate complex
to have the same size as the free enzyme E. On the other hand, the product P is expected
to have a size close to that of the substrate S. Then, the Stokes-Einstein equation [119]
allows us to divide the species E, S, I and P in two groups of similar diffusion coefficients,
the small molecules S and P having a diffusion coefficient Dgp, and the large molecules E
and I having a diffusion coefficient Dg;.

Thus, the conservation equations for the species E, S, I and P take the form of diffusion
equations coupled by three chemical source terms:

%—f — DE,?;T]? konES + kol + kel (4.19a)
%—f = DSP% konES +  kogl (4.19b)
2 - Dm% © kwBS — kel — kel (4.19¢)
%_J; _ DSP%;’ b (4.19d)

Initial conditions

We note the Heaviside function H. We model the initial concentrations of E and S by two
touching Heaviside functions, while the intermediate I and the product P are not formed
initially. Thus, the initial conditions on E, S, I and P read as:

~

E=FE,H(z>0) S=S8Hxz<0 I=0 P=0 (4.20)

Boundary conditions

Our domain is bounded by the interface of the daughter droplet, which is non-permeable.
As a result, we apply no-flux boundary conditions at the edges of the domain z = + 1:
or 9S oI 0P

%_%_%_8_%:0 at x = + [ (4.21)

4.3.2 The steady state assumption in RD

In section we showed that in a well mixed reactor, the Michealis-Menten scheme
with Sy > Fj yields a regime where the intermediate complex I forms as fast as it degrades,
thereby reaching a steady state defined by the equilibrium ES = KyI. This regime was
also shown to apply after an induction time ¢y; defined as:

1
= 4.22
konSO ( )
In this regime, the model of Michaelis-Menten shows that the product formation depends
on Ky and k., only which are the two parameters usually measurable using microtiter

Im
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plates, the individual unit rates ko, and k.g being not measurable anymore when the equi-
librium ES = K/ is established.

A similar situation can take place locally at each x position when the reagents are not
well mixed. Then, the intermediate I forms as fast as it degrades at each = position leading
to a local relation between the concentrations of E, S and I. Consequently, the steady state
assumption in our reaction-diffusion problem reads as follows.

In RD, we say that the intermediate complex is stationary, or in steady state, when
it forms as fast as it degrades at each x position, leading to the local equilibrium
relation:

E(z,t)S(x,t) = Kyl(z,t) for allx andt

The local equilibrium ES = Kyl is effectively found to establish using DNS of the
general RD problem (|4.19a))-(4.19d)) with the representative values of the input parameters
suggested by Ristenpart et al. [I44]. These values are shown in Table

Bo (M) Sp (M) Fon M) kg (51 ke (51 Dpr (m2/s) Dgp (m2/s)
1 10 10* 1 10 10710 1079

Table 4.2: Values of the different parameters used to solve the set of equations (4.19al)-
(4.19d). From Ristenpart et al. [144].

As shown on Fig. [1.9] the distributions of both ES and Kyl have a bell shape with
non zero values where the distributions of E and S overlap. At early times (¢ from ty/4
up to 10ty), the intermediate formation ES overcomes the intermediate break down Ky /
at every x positions (Fig. a) to e)). At larger times (¢ from 50ty up to 500ty), the
intermediate complex I gets uniformly stationary as the distributions of .S and KyI co-

incide everywhere (Fig. e) to h)).
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Figure 4.9: Profiles of E, S, ES and Ky obtained numerically with the values of the
input parameters shown on Table . The characteristic time ty; is 1/konSo.

Two different phases are thus to be taken into account in the dynamics of the interme-
diate complex distribution I(z,t):

e At early times, the intermediate formation speed ko, F'S overcomes the intermediate
speed of break down (ko + kcat)!. Hence the main balance driving the evolution of
the amplitude of I(x,t) is 01 /0t = koo ES which yields the scaling I ~ ko, EgSot.
This is the pre-steady state regime.

e At larger times, the intermediate gets stationary and ES = Kyl everywhere. This
equilibrium yields the new scaling I ~ FEySy/Ky which shows that we expect the
amplitude of I(z,t) to not vary with time in this regime. This is the steady-state
regime.

These two scaling laws on the amplitude of I(x,t) are also verified numerically. The
amplitude of ES and Kj,I, denoted h* and h~ respectively, are defined on Fig. a)
and plotted over time on Fig. |4.10| b). The amplitude of Ky (in blue) first increases
linearly with time up to ¢ ~ 50 t\; where it saturates and coincides with the amplitude
of ES as expected by our scaling analysis. Conversely, the amplitude of ES is constant
in both the pre-steady and the steady state regimes, but changes value between the two
regimes. At very large times, the amplitude of both E.S and Ky I start decreasing. This is
the onset of the diffusion-controlled regime. Indeed, as the reagents are initially separated,
a diffusion-controlled regime must take place at very large time as discussed in the last
chapter and the product formation has to be eventually limited by the diffusive supplies
in fresh reagents. As the enzyme is not overall consumed by the chemical reaction, the
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Figure 4.10: a) Definition of the amplitudes of ES (denoted h*) and Ky (denoted h™).
b) Amplitudes h* and h~ over time. Dashed lines are the transition times ¢y and ¢*.

transition time t* from the reaction-controlled to the diffusion-controlled regime is set by
the time required to turnover the initial excess of substrate near the reaction front. This
takes place at most at the maximum reaction speed k¢.t Ey which yields the time required
to deplete significantly the initial amount Sy of substrate:

So
kcatEO

t* (4.23)
This estimate of t* corresponds effectively to the time at which the amplitudes of both Ky [
and ES start to decrease while keeping on coinciding as shown on Fig. b). Hence, the
steady-state assumption remains valid in the diffusion-controlled regime.

As a result, we obtain a sequence of three different regimes in the dynamics of I(z,t)
separated by two time scales ¢y and t*. As shown on Fig. [4.11] these different regimes
arise from the combination of the intermediate complex state, which can be stationary or
not, with the state of the reaction zone, which can be reaction- or diffusion controlled.
In addition, using the representative values proposed by Ristenpart et al. [144], we get
tv = 10 ms and t* = 1000 s. As a result, we expect to mostly observe the reaction-
controlled regime with the intermediate being stationary (labels Regime I on Fig. |4.11])
in our experimental 50 s long time window for observation. Hereafter, we thus focus on
Regime II and use the steady state approximation to derive a reduced RD model which
depends on Ky and k.., only. The steady state approximation also allows us to derive an
analytical solution of this problem. As shown on Fig. 4.11] while the pre-steady state has
been studied by Ristenpart et al. [144], the regimes II and III have not been studied which
also motivates our investigation of the regime II.
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Figure 4.11: Three different regimes in the time course of our RD system with Sy > Ej
depending on the state of both the intermediate complex I and the reaction zone. These
regimes are separated by two times scale ty; and t* that we have identified.

4.3.3 Steady state kinetics in RD

Here we reduce the general four species problem — on £, S, I and P to a
two species problem on .S and P which depends on Ky and k. only. To this end, we
revisit two assumptions of the Michaelis-Menten model in our RD framework: (i) The
global conservation of the enzyme and (ii) the steady state assumption.

Global enzyme conservation

The enzyme being globally not consumed by the chemical reaction, its total amount is
conserved over time. As a result, the initial amount of enzyme divides up between its free
state E and its bond state I. This distribution must hold true at every = positions which
yields:

E(z,t)+ I(x,t) = Ey(z,t) forall x and ¢ (4.24)

In addition, as we assume that E and I have the same diffusion coefficient Dg;, the
enzyme global conservation (4.19al)+(4.19¢)) yields:

OF ot O?Fiot
= Dp —2 4.2
ot P 002 (4.25)
which readily integrates into:
EO T
Ei(z,t) = —erfc| ——— 4.26
tot(2, 1) 2 erc( 4DEIt) (4.26)

As a result, we know exactly FEi, which allows us to simplify the general four species

problem (4.19a))-(4.19d)) to a three species problem on S, P and E.
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Reduced RD model

When the intermediate is stationary, we can combine the relations ES = Ky, [ and E, =

E + I to yield the intermediate complex concentration:

Etot<x7 t)S(:IZ‘, t)
K M+ S (.1' s t)

Then, the four species problem (4.19a))-(4.19d]) reduces to a two species problem on S and
P:

I(z,t) for all  and ¢ (4.27)

o5 S EiS

o = Psrgm T Re T (4.282)
opP 2P EiS

9T pep T8 Dot 42
ot SP o2 + kcat KM I g ( 8b)

This simplified version of our RD model is readily solved with Matlab which allows us to

compare our reduced RD model (4.28a))-(4.28b) to the full model (4.19a))-(4.19d)).

Comparison of the reduced and the full model

We first looked at the product profiles P(z,t) obtained by each model. As shown on
Fig. [4.12] the reduced model overestimates the actual product concentration at early time
up t =~ 50 ty; at which point the reduced and the full model yield similar product profiles.

‘ —— Full model = —— Steady state model‘
x107° x10~ x107 x107
g 10 [:%' 2 [:t%' 4 t=tu 2 t="51tu
g8 15 3
6
s 4 1 2 1
s 05 1
Q.
0 Vs 0 /N 0 0
20 -10 0 10 20 -20 -10 0 10 20 -50 0 50 -50 0 50
x10™* X107 x10~° x107
”z\ 4 t=10 tm 2 t =50 tn 4 t =100 tyr 2 t =500 ty
CRE 15 3 15
= 2 1 2 1
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Figure 4.12: Product profiles P(z,t) at different time points obtained with the reduced
(black) and the full (red) RD models.

We confirm this first observation by measuring at each time point the amplitude h,,
the width w, and the position z, of the product distribution as sketched on Fig. a).
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Here again, the different characteristics of the product profile coincide for t > ty;.

As shown on Fig. b), the product amplitude h, predicted by the full model passes
from a t? behaviour before ty; to a t! behaviour after #y;. This change of dynamics can be
explained by the change of dynamics that I(x,t) encounters over ty. Indeed, as I degrades
into P, changes in the dynamics of I(x,t) induces changes in the dynamics of P(x,t). The
relation OP/0t ~ keal then yields P ~ keu It which relates the scalings of the amplitude
of I(x,t) to the scaling of the amplitude of P(x,t). As a result:

e For t < ty, the intermediate is not stationary and we know that the amplitude of
I(z,t) scales like konEoSot. Hence we expect hy, ~ Eeatkon 2 St2.

e For ty <t < t*, we know that the amplitude of I(x,t) scales like EySy/Ky. Hence
we expect h, ~ EySot/ K.

On the other hand, the product amplitude obtained with the reduced model does not ex-
hibit any change of dynamics over t); and keeps on increasing linearly with time. This ¢!
behaviour of the product amplitude is therefore a signature of the steady state regime.

Besides, as shown on Fig. ¢) the width w, of the product distribution P(z,t) is
found to be the same using both models. It increases as t'/? and does not change behaviour
over ty and t* which suggests that w, is mostly driven by diffusion. Finally, the product
position, defined as the location where P(x,t) is maximum, is also found to increase as ¢'/2
as shown on Fig. d). A sharp change in the dynamics of x, is observed at ¢t*. This is
because x, changes direction. For ¢t < t*, the product position moves toward the enzyme
rich side with the excess of substrate diffusively entering the enzyme rich region. At larger
times ¢t > t*, the substrate is depleted around the reaction front so that the reaction front
starts to move toward the substrate rich region. As a result, the product position displaces
toward the substrate rich side of the domain in the large times limit.

a)

P(z,t)

Figure 4.13: a) Sketch of the product distribution with the different characteristic h,, w,
and z, begin graphically defined. b) Product amplitude h, over time. c¢) Product width
w,, over time. d) Product position z, over time.
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Amongst the three characteristics h,, w, and z,, the product amplitude seems the more
promissing when aiming at measuring Ky and ke, Hereafter, we focus on h, and derive
a model for it in the steady state regime.

4.3.4 Self-similar solution in the steady state regime

In order to derive an analytical solution for the product amplitude h,, we need to ap-
proximate the source term k¢,;/ in the product conservation law. To this end, we use the
steady state approximation and the initial condition Sy > Ey. Then, we look for P(z,t)
as a self-similar function of the variable 77 = x/y/4Dgpt which yields a model for h, which
depends on Ky and k., only.

Substrate profiles

The assumption Sy > Ej allows us to consider that the substrate is not much affected by
the chemical reaction for time ¢t < t* which transforms the substrate conservation equation

(4.19b)) into:

a8 9%s

The equation (4.29) again readily integrates into:

S(z,t) = %erfc (\/%SPJ (4.30)

As a result, we can use the substrate profile (4.30)) instead of solving numerically of for

S(x,t) which transforms the two species problem (4.28al)-(4.28b|) into a problem on P(z,t)
only.

Self-similar solution in the steady state regime

In the steady state regime, we can now combine the relations £S = Kyl and E+ [ = FEy
with our analytical estimate of S(z,t) to yield:

Het) = @erfc <_—T§Ezt> erfc (—/74551375) (4.31)
’ o 2 2K x '
Sé” + erfe <—%4D5Pt>

Consequently, we obtain the source term in the product conservation equation (4.19d)).
This source term is a function of the self-similar variable 7 = x/y/Dgpt which invites us
to look for P(z,t) as a function 7. In addition, we showed in the last subsection that the
product amplitude is linear for ¢ty < t < t*. Hence, in this period of time, we can look
for P(x,t) in the form:

P(z,t) = keat Eo t p(7) (4.32)
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Injecting (4.32)) into (4.19d)) then yields an equation for p(7):

erfc (—1/p'/?) erfe (1
P+ 2np —4p + 2 (/0 )A 0 _ (4.33)
2k + erfc (1)

where two new parameters k arise:

. Degr - Ky
= and k = — 4.34
’ = D S, (4.34)
The equation (4.33)) on p(77) can be solved numerically using Broyden’s method. This yields
a bell shape function with a maximum value denoted p,, which is a function of both p and
k. As a result, we obtain a model for the amplitude h,(t) of P(z,t) in the steady state
regime which is very similar to the well-mixed model of Micahelis and Menten:

~

hy(t) = V&Pt with VP = keEo Pm(p, k) (4.35)

The variations of p,, with 1/k = Sy/Ky are shown on Fig. m ). Similarly to the
well-mixed Michaelis-Menten model, the reaction speed increases linearly with S, when
So < Ky and saturates when Sy > K. Nonetheless, in practice, enzymatic assays are
usually performed for Sy around K, and as shown Fig. a), Pm does not have a simple
scaling when Sy ~ Ky which prevents us from further simplification of p,,. As a result,
when aiming at fitting experimental data with this model for h,, we will have to solve
numerically for different values of & (p being fixed) in order to find K. The variations of
Pm With p = Dg;/Dgp are shown on Fig. b) where we see that the magnitude of p,,
is much less affected by the variations of p than it is by the variations of k.

0
a) 10 b
) ) 0.20
10"
0.18
E 1072 E
‘R 1 <R, 0.16
103 1 0.14
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10° 107 107 10° 10" 10> 10° 10* 10° 10 10" 10° 10" 10
So/ K Dgr/Dsp

Figure 4.14: a) Variations of p,, with 1/ k, p being fixed at 0.1 according to the values
suggested by Ristenpart et al. [144]. b) Variations of p,, with p, k being fixed at 1.

Comparison to DNS

In order to validate our model for h,(t), we compare our predictions for the amplitude
h,(t) and the normalized shape p(7)/p, of the product distribution P(x,t) using both
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the self-similar solution and the full RD model. The corresponding amplitude and shape
functions are shown on Fig. £.15, The amplitude h, obtained with our self-similar model
corresponds to the solution of the full RD model for ty; < t < t* as shown on Fig. m a).
On the other hand, there is a discrepancy in the product shape functions between the
DNS and the self-similar solution. There are two reasons for this discrepancy. First, we
overestimate the substrate concentration on the enzyme rich side by using the expression
(4.30). Second, we neglect the displacement of the front z, in our self-similar function.
Looking for P(x,t) as a function of (x — z,(t))/v/4Dgpt should yield a better agreement
between the product shape functions, but it requires a model for x, () to which we did not
have any attempt.
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Figure 4.15: a) Product amplitude h,, versus time. Red dots is the DNS obtained with the
input parameters of Table The solid line is the corresponding solution of h, = Vi#Pt.
b) Product shape function in the steady state regime. Red dots: Superposition of product
shapes obtained with the full RD model for 1 s < ¢ < 500 s and plotted against z/v/4Dgpt.
Black line: p(n) for the corresponding values of p and k.
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We can draw three conclusions from the work presented in this section:

(i) In RD, when Sy > Ey, the product formation present a long reaction-controlled
regime with the intermediate being stationary. This regime last for times between

tM = 1/]{?0”50 and t* = SO/kcatEO-

(i1) In this regime, the RD model reduces to:

8_5 - D 82_5 — L —E 1015

ot — SP 81'2 cat KM + g

oP 0*P Ei.S
= Dgsp

o 0z T R s

for all x and t)y < t K t*. This allows us to measure Ky and k.

(111) We can also measure the amplitude h,(t) of P(x,t) in order to measure Ky
and ke and use the following model for h,:

~

ho(t) = VEP t with VP = kewEo pm(p, k)

4.4 Comparison with experiments in a T-channel

In this section, we study experimentally the steady state kinetics of an enzyme following
the Michaelis-Menten scheme in reaction-diffusion. Before going into droplets, we
benchmark our RD model for steady state kinetics using a well described microfluidic tech-
nique: The T or Y shaped microchannel. This technique has indeed been already used in
RD to study forward one step reactions [101], 130], immunoassays [148], equilibrated one
step reactions [I31), 149], enzymatic reactions in pre-steady state [144], and interdiffusion
dynamics [150], [I51].

Here we start by presenting the experimental setup and then we use two fitting protocols
to extract the steady state parameters Ky and k... First we compare the concentration
maps of product obtained experimentally and numerically to yield measurements of Ky
and Ke,t. Second, we fit directly on the amplitude of P(xz,t) and use our model for h, to
extract Ky and kgqt.

4.4.1 Experiments in a coflow geometry

The experiment consists in flowing two streams of reagents next to each other in a Y shaped
channel as shown on Fig. [4.16] Our channel is 2 cm long, 1.5 mm wide, and 185 pm high.
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Hence there is a good separation of length scales h < w < [ which ensures that the
Hele-Shaw approximation holds true. As a result, we expect the velocity field to be along
the channel (y direction on Fig. , Poiseuille like along the height of the channel (z
direction on Fig. , and constant along the width of the channel a distance h apart
from the side walls (z direction on Fig. 4.16)). Besides, we choose to inject each species at
a rate = 0.5 pL/min which induces a mean velocity U = 60 um/s in the test section
and which was found to yield well resolved concentration maps.

Figure 4.16: Channel geometry and flow field. In our geometry [ = 2 cm, w = 1.5 mm and
h = 185 pm. This is a Hele-Shaw cell where the flow is Poiseuille like along the z direction
and nearly constant along the x and y directions.

We also choose to study the same reaction since in section as it is well calibrated.
The reaction is the hydrolysis of 4-nitrophenyl [-D-glucopyranoside catalyzed by [-D-
glucosidase from sweet almond, which yields 4-nitrophenol that we observe by absorption
at 405 nm. A typical concentration map of 4-nitrophenol is shown on Fig. [4.17]

In section we measured Ky = 9.3 £+ 3.1 mM and kgt = 0.7 £ 0.09 s~ for this
reaction which allows us to choose the working concentrations of both the enzyme E and
the substrate S. Two rounds of experiments were done to vary both the substrate and the
enzyme concentrations. In the first round, the substrate concentration is kept constant at
So = 30 mM and the enzyme initial concentration is varied from 10 to 100 gM. In the
second round of experiments, the enzyme concentration is fixed at Ey = 82 uM and the
substrate concentration is varied from 2 to 50 mM.

In addition, the relatively large channel height h = 185 pum and a bandpass filter
centered at 405 £+ 2 nm allows us to detect as low as 0.1 mM of 4-nitrophenol (see ap-
pendix for calibration curves), which is far below the reaction Ky, already measured
around 10 mM in section 4.1 On the other hand, the limit of solubility of the substrate
was found to be around 70 mM. As a result, this reaction is ideal to test our RD model as
it allows us to perform experiments on a wide range of substrate concentrations around K.

The next step of our approach consists in fitting our experimental maps of 4-nitrophenol
(Fig.4.17) with concentration maps from our RD model for steady state kinetics. Hereafter
we discuss the equivalence of our RD model and the advection-diffusion-reaction model
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Figure 4.17: Experimental maps of 4-nitrophenol obtained by flowing a solution of §-D-
glucosidase at 82 uM next to a solution of 4-nitrophenyl -D-glucopyranoside at 50 mM.
The buffer is PBS at pH = 7.4. The calibration curve to transform optical densities into
product concentrations in shown in appendix

conventionally used in coflow microchannels.

4.4.2 From an advection-diffusion-reaction model to a RD model

As the reagents are flowed next to each other in our channel geometry, they meet through
diffusion across the interface separating the two streams of reagents while being advected
down the channel by the mean flow. As a result, when an enzyme E is flowed next to its
substrate S, the product P forms a triangular layer along the channel as shown on Fig. [4.17]
This stationary pattern can be modeled by a 2D reaction-advection-diffusion model of the
form:

UVP = Dgp V?P + R (4.37)

where R is the source term for product formation.

This equation (4.37)) is analogous to our RD model under several key assumptions:

e First, the flow must be along the y direction U=U €, which reduces the advection

term U.VP to U OP/0y. This a fair assumption owing to the good separation of
length scale of our channel geometry h < w < [.

e Second, we assume that the flow velocity U is constant and equal to the height
averaged velocity. Then, with the space-time relation y = Ut induced by the flow,
the advection term can also be written as U.VP = OP/0t. This assumption consists
in neglecting near wall effects such as hydrodynamic dispersion [99], and entrance
effects [131] for which the 3D velocity profile must be taken into account. This
assumption holds true near the central line of the channel on which we focus.

e Third, we consider depth averaged concentration maps of species. As a result, diffu-
sion has not to be taken into account along the z direction.
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e Fourth, advection dominates diffusion along the y direction. This is verified when
Pe > 1 with Pe the Péclet number based on h defined as Pe = Uh/Dgp. In our
experiment, we measured Dgp = 0.7x 107 m?/s and we have h = 185 ym and U =
60 pum/s. This yields Pe = 93 which validates this assumption.

While the first three assumptions rely mostly on the channel high aspect ratio, the last
assumption relies on the flow velocity we impose. Special care must thus be taken in the
choice of the flow rate at which experiments are performed. Under these four assumptions,

the model ({4.37)) reduces to:

opr opr

— = Dgp — R 4.38

ot P gaz T (4.38)
with ¢ = U/y and R the source term from the Michealis-Menten scheme (4.18)). In addition,
no flux boundary conditions can be applied at the walls of the channel and the reagent
are initially separated as we choose the origin of axes to be at the Y junction as shown on
Fig. [4.17] This allows us to use all the results from the last section.

4.4.3 Direct fit using DNS

With the values of Ky and k., from section 4.1| and the initial concentrations, we can
estimate the transition times t;; and ¢* in order to identify the asymptotic regime that we
observe in our experiment. The first transition time ty; = 1/konSo can be estimated by
tM ~ KM//{antSQ with ]{Zon = (koﬂ‘ + kcat)/KM ~ kcat/KM' This yields tM ~ 0.4 s. The
second transition time t* = Sy/kcat Fo is calculated to be t* = 265 s. In addition, our 2 cm
long channel translates into a 300 s long time window for observation with a mean velocity
U = 60 um/s. As a result, we mostly observe the reaction-controlled asymptotic regime
with the intermediate being stationary.

We can thus look for Ky; and k., by fitting our experimental concentration maps with
the following model:

oS 0?8 Eio S -

5 SP 5 Kcat TV with  S(x,0) So H(x <0) (4.39a)
0P 0*P EitS .

E = DSP W + kcatm Wlth P(I,O) = 0 (439b)

which is derived from the general model — by assuming the global conser-
vation of the enzyme , and that the intermediate is stationary. Best fit profiles are
shown on Fig. for tyy < t < t*. There is a very good agreement between our sim-
ulations and our experiments as both the amplitude, the width and the position of the
numerical and experimental product distributions match. This fit was obtained with our
choice of Dgr to match the width of the distributions.
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Figure 4.18: Experimental product profiles and best fit profiles in the case Ey = 82 uM,
So =30 mM, Dsp = 0.7 x 1072 m?/s, Dg; = 1.2x 107 m?/s, keay = 1571, K3y = 6 mM.
With these values we have ¢ty &~ 0.4 s and t* =~ 300 s. Here we focus on the time window
tm € t < t*. The value of Dgr has been chosen so as to fit the width of the distributions.

Best fit profiles are found by solving the problem (4.39al)-(4.39b)) for different values of

Ky and ke, and minimizing the error:

[P, t) — PP (a, )]
error = . (4.40)
|| Pz, 1)

where P5™ and P®P® are the simulated and the experimental product space-time diagrams
respectively. This yields the error map shown on Fig. m a), and the measurements Ky
= 6.1 + 0.2 mM and ke = 1.0 £ 0.1 s7! which compare well with our other measure-
ments done in the well-mixed case in the section 4.1l The margin of error on Ky; and k.
are calculated by taking the value of either Ky or k..; at which the residue, shown on
Fig. b) for Ky and Fig. [4.19|c) for kea, increases by 1% from the miminum value.

This first fitting protocol yields Ky and k., in a single experiment which transposes
standard multiple dose response experiments in a much more simpler format. However, it
requires to resolve the full space-time diagrams P(z,t). Hereafter we use another fitting
protocol which consists in fitting on the product amplitude only.
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Figure 4.19: a) Error map against Ky and keye. b) Error against Ky with ke, fixed at its
best fit value k.., = 1.0. ¢) Error against ke, with Ky fixed at its best fit value Ky = 6.1.

4.4.4 Fit on the product amplitude

We can also use our benchmark experiment to validate experimentally our self-similar
model for P(x,t):

P(z,t) = keatFot p(n) (4.41)
where p is the solution of:

fc (—n/p) erf
B+ 2 — 4p 4 oS /P erie(m) (4.42a)
2k + erfc (0)

x

with p(0) = 0 and 1 = —— 4.42b
To this end, we compare both the amplitude (denoted h,) and the shape function (denoted
P/Dm with p,, the maximum value of p) that we obtain experimentally with the solution
of our model. Denoting h, the product amplitude, we have shown in section that:

hy(t) = V3Pt (4.43a)
with Vi° = keatBobm (4.43b)

where p,, was shown to depend on Sy/Ky and Dg;/Dgp in section . As a result, the
product amplitude depends on both Ky and k..t while the product shape function depends
on Ky only.

We use the values of Ky and k., obtained in the last subsection by fitting the full
product profile, namely Ky = 6.1 & 0.2 mM and ke, = 1.0 &= 0.1 57, in order to compute
the product amplitude and shape functions. The comparison between our predictions and
our measurements of h, is shown on Fig. m a) for different values of Sy. The product
amplitude increases effectively linearly with time in the first instants after the reaction
start and our model proves successful to represent this initial linear increase at the dif-
ferent substrate concentrations. We also compare the product shape functions obtained
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Figure 4.20: Self-similar solution for product formation. a) Product amplitude. Coloured
dots are experiments at varying Sy and fixed Ey = 82 uM. Solid lines are corresponding
product amplitude h, = keat Eo P t calculated with Dgp = 0.7 x 107° m?/s, Dg; = 1.2x
1072 m?/s, Ky = 6.1 mM and ke = 0.8 s71. b) Product shape function. Coloured dots:
Superposition of 40 product shape functions between t = 0.2 s and t = 40 s in the case Sy
= 30 mM. Solid line: Corresponding shape function from the model.

experimentally and via our model. As shown on Fig. b), the experimental product
distribution is indeed self-similar as the product shapes obtained at different time points
collapse on a single curve when plotted against = x/y/4Dgpt. In addition, this curve
is found to compare well with our prediction for p/p,,. This confirms the validity of our
model in the first instants after the reaction start.

Our self-similar model for the product amplitude h,(t) = V*P ¢ is further confirmed by
comparing the dependency of V*P with varying Sy and Fy. The corresponding curves with
the values of Ky and k¢, obtained in the last subsection are shown on Fig. a) and
Fig. b) with dashed lines. The sigmoid shape of VP with S, (Fig. as well
as the linear increase of V*P with E, (Fig. b)) are well captured. However, the slope
of VP with Ej (dashed line) is badly represented and setting Ky = 5.1 and key = 1.30
yields the best fit (solid black line on Fig. b)). As the results presented on Fig. b)
correspond to a second round of experiments, this difference in Ky and k., is presumably
due to varying degrees of enzyme viability from one batch to another.

This shows that our self-similar model for product formation allows us to extract Ky
and ke, by fitting on V*P only. By doing so, we follow a very similar approach to standard
protocols used for well-mixed assays and much simpler than studying the full space time
diagram P(z,t).

Another concern is the time window over which our model applies. Indeed, the product
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Figure 4.21: a) Initial slope V*P against Sp. b) Initial slope V*P against Ey. In both
graphs, red dots correspond to experiments, dashed lines to predicitions from the model
with Ky = 6.1 mM and ke, = 0.8 s71, and solid lines to best fits with the model which
yield Ky = 5.7 + 0.1 mM and kg = 0.79 £ 0.01 s7! in a), and Ky = 5.1+ 0.3 mM and
ket = 1.3 £ 0.02 571 in b).

amplitude becomes sublinear at large times as shown on Fig. ). The initial linear
increase of h,, is also measured to last shorter as the reaction speed is increased by working
with higher substrate concentrations: h, is linear for the first 80 s when Sy = 3 mM and
only up to 30 s when Sy = 50 mM. This observation is in contradiction with our theoretical
estimate for the ending time of the linear phase t* = Sy/kcat Eo in two respects. First we
observe that the actual ending time of the linear phase decreases with increasing substrate
concentrations which should be the other way around according to t* = Sy /kcas Eo. Second,
the experimental and predicted order of magnitudes of ¢* do not match. For Sy = 50 mM,
we observe an actual ending time of the linear phase around 30 s while it should be around
600 s according to t* = Sy/keat Fo with Ey = 82 uM and ke around 1 s

This discrepancy between the observed and predicted time scale ¢* highlights the lim-
its of our model at large times. Amongst the good candidates to explain the premature
leveling off of h,, we can think of the onset of the back reaction £+ P — I which implies
a departure of the reaction from a pure Michaelis-Menten scheme [144], or a significant
adsorption of the enzyme to the PDMS channel walls so that the actual enzyme concentra-
tion available in solution gradually decreases along the downstream direction y [152] [153].

As a result, we expect our model to apply in the very first instants after the reaction
start only. This is a strong constraint that we have faced when aiming at fast reactions in
droplets since the time window over which our model applies gets shorter and shorter as
the reaction speed is increased. This is discussed in the next section.
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4.5 Comparison with experiments in droplets

In this section, we use our merging chamber to study fast enzymatic reactions in droplets.
To this end, we use our RD model for steady state kinetics which allows us to extract Ky
and k., from the reaction front that takes place once the droplets are merged.

We start by presenting our experiments and the raw data we extract. Then, we use our
RD model as well as our model for the linear increase of the product amplitude in order
to analyze the first instants of the reactions. This allows us to extract measurements for
Ky and k.,; that we compare to reference measurements performed with a plate reader.

4.5.1 Experiments

With our merging device, the time window for observation in the RD regime is 50 s,
time during which the detection limit has to be passed for some signal to be detected. Two
reactions were tested, both being hydrolyses catalyzed by alkaline phosphatase (AP) which
is known to be a fast enzyme [I54] [155] with Ky in the uM range and ke, in the 100 s
The first reaction is the hydrolysis of 4-nitrophenyl phosphate to yield 4-nitrophenol. It
is followed by absorption at 405 nm and we achieved a detection limit of 0.1 mM in our
device (see the appendix for the calibration curve) which is well above the expected
Kyp. The second reaction is the hydrolysis of 4-methylumbelliferyl phosphate (denoted
MUP) to yield the fluorescent product 4-methylumbelliferone. The detection limit is then
around 1 pM which is below the expected Ky;. We did not have solubility issues at large
substrate concentrations So > K); in both cases. To be able to work with initial substrate
concentrations around Kjp; we have thus chosen to work with the fluorescent substrate
MUP.

A basic experiment consists in merging two droplets using our reaction chamber, one
droplet containing the substrate MUP, the other droplet containing the enzyme AP. The
buffer is TBS with a pH fixed at 8.0. The formation of the fluorescent product 4-
methylumbelliferone is then monitored along the daughter droplet for 50 s. To this end,
the fluorophores were continuously excited at 360 nm and their fluorescent signal read at
450 nm using a standard UV lamp and DAPI filters. No shutter was used to limit the expo-
sition of the fluorophores to UV. Three frames were taken per second with an exposure time
of 200 ms. This yields experimental pictures as shown on Fig. a) with the fluorescent
product forming at the interface between the two reservoirs of fresh reagents. Once the
intensity is read along the x axis and transposed into a concentration of 4-nitrophenol (see
appendix for the calibration curve), we obtain a space-time diagram of the product
concentration as on Fig. b).
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Figure 4.22: a) A droplet containing a solution of MUP at 100 uM (left hand side) has
been merged with a droplet containing a solution of AP at 25 nM (right hand side). The
photograph is taken at ¢ = 16 s. Scale bar is 500 pm. b) The fluorescent signal is read
along the z axis to yield a space time diagram. The corresponding calibration curve is

shown in the appendix

4.5.2 Direct fit using DNS

Fitting on Ky and k., using DNS of — was achieved for fairly low reaction
speeds, i.e. at a low enzyme concentration, and by focusing on the initial instant where
the product amplitude is fairly linear. An example of best fit is shown on Fig. for
which we fixed Ey = 25 nM, Sy = 100 uM, Dgp = 0.6x 1072 m?/s, Dg; = 0.5x 107 m?/s
and a time window for fitting of 6.4 s. This fit yields Ky = 4 uM and ke = 85 s71.
The values of the diffusion coefficients have been chosen so that the simulated and the
experimental widths of the product profiles fit. Here again, there is a good agreement
between experiment and theory for both the product height, width and position, although
the model under estimates the width of the product distribution during the first seconds
after fusion.

At large times, the experiment and the model stop coinciding mostly because the mea-
sured product amplitude becomes sublinear. For instance, in the case with Ey = 25 nM
and Sy = 100 uM, we measure that the product amplitude starts leveling off after 7 s
(Fig. . On the other hand, with Ky = 4 uM and ke, = 85 s7%, we can estimate t;
= 0.5 ms and t* = 48 s. This observation confirms our observations of the last section of
this premature saturation of the product amplitude. Amongst the good candidates that
could explain this effect, we can think of:

e A departure of the reaction from the pure Michaelis-Menten scheme. Alkaline phos-
phatase is indeed inhibited by the free phosphate released as a coproduct of the
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Figure 4.23: Comparison of product profiles measured in droplets with product profiles
obtained via DNS of our RD model with Ey = 25 nM, Sy = 100 uM, Dgp = 0.6x 1072 m?/s,
Dgr = 0.5x 107 m?/s, Ky = 4 pM and ko = 85 571

reaction [I56]. As a result, the larger the amount of free phosphates, the lower the
amount of free active enzymes, and hence the reaction slows down.

e The decrease in the amount of enzyme molecules available in solution could also be
induced by the adsorption of the enzyme onto the droplet interface. Ismagilov et al.
have ruled out this option by showing that AP does not adsorb onto a water/FC40
interface covered with a perfluorinated OEG based surfactant (using a pendant drop
experiment and a steady state kinetics assay). In my opinion, this option could still
apply in our experiments as we did not use the exact same surfactant (we used a
perfluorinated PEG based surfactant) at a very low concentration of 0.1 % (w:w) so
that the coverage of the interface by the surfactant molecules might be imperfect.

e Photobleaching of the fluorophores could also be invoked. Indeed, the fluorescent
product 4-methylumbelliferone is prone to photobleaching. We measured its time
constant to be around 300 s (see appendix for the curves). This issue is also
readily addressed by developing a time sharing unit to limit the time exposition of
the fluorophores to UV.

Anyhow, we decided to focus on the very first instants after reaction start during which
our model applies, and to avoid the complications arising at large times. However, as
the reaction speed is increased, by increasing the enzyme or the substrate concentration,
the linear phase gets shorter and shorter so that fitting the whole space-time diagram of
P(z,t) is not amenable anymore. Instead, we can extract the initial slope of the product
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amplitude and use our model for h, to measure Ky and ko at varying Fy and Sp.

Hereafter, we start by confirming our self-similar model for P(z,t) and use to extract
Ky and k., from initial slope measurements.

4.5.3 Fit on the product amplitude

In the first place, we use the values of Ky; and k., obtained from our fit on the full product
profile shown on Fig. 4.23|in order to confirm our self-similar model for P(x,t) in the case
of enzymatic reactions held in droplets. We thus fix Ky = 4 uM, keyy = 85 s7% and S
= 100 uM as well as Dgp = 0.6x 107 m?/s and Dg; = 0.5x 107 m?/s. As shown
on Fig. a), our predictions for the amplitude of the product compare well with the
actual initial slopes of the amplitudes we measured at varying enzyme concentration Ey. In
addition, the product shape functions are also in good agreement as shown on Fig. b)
in the case Ey = 25 nM and Sy = 100 pM. This confirms the validity of our model during
the first seconds after the reaction starts in droplets.
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Figure 4.24: Reduced model. Ey = 25 nM, Sy = 100 uM, Dgp = 0.6x 107° m?/s, Dg; =
0.5x 1072 m?/s, Kyy = 4 uM, keoy = 85 571

Nonetheless, best fits of the product amplitude are achieved for different values of the
steady state parameters Ky and k., which highlights the dispersion of our measurement
of K and kc.,; when using our merging device.

To extract a good measurement of these two parameters i.e. representative of our
complete set of experiments, we choose to first extract the initial slope for each experiment,
and fit this set of slopes against Sy and Ey using our model for V¥ in a second time:

Vo = kcat Eopm (4.44)
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with p the solution of (4.42a) and p,, the maximum value of p. Two sets of experiments
were performed, one with Fy fixed at 100 nM and Sy varied from 1 M up to 100 uM, the
other with Sy fixed at 100 uM and Ej varied from 10 nM up to 100 nM.
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Figure 4.25: Evolution of the initial slope of the product amplitude against a) the initial
enzyme concentration and b) the initial substrate concentration.

Resulting measurements of the initial slope of the product amplitude V{*P are shown
on Fig. with red dots. On this figure, the dashed lines correspond to the prediction
of VORD using our model with the values Ky = 4 puM, ke = 85 s7! obtained in
the last subsection. On the other hand, the solid lines correspond to best fits of VP
against Sy (Fig. a)) or Fy (Fig. b)) with our self-similar model. These fits yield
Ky = 34 £+ 0.28 mM and ke, = 150 + 1 s7! in the case of V¥ against Sy, and Ky
= 4.14 + 0.28 mM and ke = 70 £ 1 s~ ! in the case of VORD against Fjy. Here again,
margin of error on our measurements are obtained by taking the value of either Ky; or
keat at which the residue increases by 1% from its miminum value. We also performed a
reference measurement in the plate reader which yields Ky = 3.84 £+ 0.02 mM and k¢, =
10.8 + 0.1 s7* (see appendix |A.3)).

All these measurements of Ky; and ke, are not in full agreement. They correspond to
different rounds of experiments performed with different solutions of reagents, at different
working concentrations (this is especially true for the plate reader experiment for which
Ey is in the pM range) and on different days. The difference between the values of Ky
and k.,; we obtained is presumably due to varying degrees of enzyme viability from one
batch to another, as well as the lack of precise temperature control for both the on chip
and the plate reader experiments. To confirm this assumption, a control experiment at
a fixed temperature that uses the exact same solutions in both the reference method and
droplets should be designed.
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4.6 Discussion of Chapter

In this last chapter we used our device that pairs droplets on demand to study enzyme
kinetics on different time scales. Slow enzymatic reactions are studied using standard
steady state kinetics. To this end, we used our parallelized chip which allows us to test
six different conditions on a single chip. Once merged, the drops are mixed either using
an outer flow of oil, or passively by diffusion. The product formation is then monitored
and we have demonstrated that standard Michaelis-Menten theory allows us to measure
accurately kinetics parameters such as Ky, ket or Ki. In its present form, our chip is
nonetheless complex as it is connected to eight different inputs. Increasing the number
of conditions to be tested therefore requires to generate the different formulations on chip
which is a current topic of research in our group.

On the fast reactions side, we have derived a RD model for steady state kinetics.
The steady state assumption for the intermediate complex was shown numerically to ap-
ply at every positions along the daughter droplet for times between ¢ty = 1/k,nSy and
t* = So/keat Eo. This allows us to reduce our general four species problem on E, S, I and
P, to a two species problem on S and P only. In the limit of Sy > Ej we also found a self-
similar solution for P(z,t) which allows us to derive a model for the amplitude of P(z,t).
Then, we have performed two sets of experiments to which we compared our theoretical
predictions. As a benchmark, we started with the study of a slow reaction in a T-shaped
channel for which we showed that our RD model yields accurate measurements of Kj; and
keat- In addition, we have demonstrated that monitoring the product amplitude over time
is sufficient to extract both Ky and k... This has proven very useful when we turned our
attention to the study of a fast enzymatic reaction in droplets using our merging device.
Working within droplets has indeed proved more challenging. Fitting on the full space-
time diagram P(z,t) was demonstrated for relatively slow reactions. In order to take into
account the dispersion of our measurements in droplets, we have chosen to fit on the initial
slope of the product amplitude against either Fy or Sy. This protocol yields values of Ky
and k., in partial agreement.

Overall, we have validated experimentally our RD model for steady state kinetics using
a T shaped channel. Within droplets we have faced further complications as the reaction
speed was increased. These complications can be addressed by changing our detection
technique. Indeed, a lower detection limit would allow us to decrease the working concen-
trations of both the substrate and the enzyme which has two great advantages. First, as
the reaction speed is decreased the linear increase of the product amplitude should last
longer. Second, we could use the exact same solutions in droplets and in the plate reader
in order to test a reaction in the same conditions using both our merging chamber and the
plate reader. However, the trade off between space-time resolution and the sensitivity of
the detection technique would certainly have to be reconsidered. Indeed, sub-uM detection
limit are usually achieved by a long time integration and by increasing the light density at
the measurement site using a tight focused laser or a high magnification objective [157].
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While the time resolution can be preserved, the space resolution is lost as most of this
technique rely on point measurements. An integrated model based on a space-averaging
of our local model should thus be derived when aiming at a sub-uM detection.



Conclusion

The purpose of my PhD project was the study of biochemical reactions using droplet mi-
crofluidics with a close focus on enzyme kinetics. In my opinion, the main achievements
of this work are threefolds.

First, we have developed different strategies to build addressable arrays of droplets.
This has been achieved through the combination of two techniques to manipulate droplets,
namely the rails and anchors to passively guide and trap droplets [42] and a mobile laser
spot to actively select a drop within an array [34]. We have demonstrated the strength of
this approach on three examples by selectively extracting drops from an array, selectively
placing droplets in an array and selectively triggering a chemical reaction in an array of
paired droplets.

Second, we designed an innovative platform to pair droplets without the need to contin-
uously flow the outer phase. Instead, we used gradients of confinements only to produce,
propel and trap droplets. Thus, different inner phases can be connected in parallel to the
same 2D microchannel and injected sequentially to build well organized arrays of distinct
pairs of droplets where each droplet has been addressed to a trap. As a result, many
different reactions under varying conditions can be tested on a single chip. In addition,
holding droplets stationary allows us to monitor them precisely, thereby extracting high
quality data from the evolution over time of the drops content. Experimentally, we used
our parallelized chip to reproduce standard enzymatic assays on chip by measuring steady
state parameters Ky and k.,; as well as an inhibition constant Kj.

Third, we developed a reaction-diffusion framework to analyze the reaction front that
takes place when two droplets are merged in our device. This work is built on the pioneer
work of Gélfi and Récz [2I] which focused on the case of a one step bimolecular reaction.
After having investigated, both theoretically and experimentally, the different regimes of
product formation that arise in the later case, we turned our attention to the case of
enzyme catalyzed reactions following a Michaelis-Menten scheme. Here again, different
regimes of product formation arise. We chose to focus our analyses on the case where the
intermediate complex is stationary and confirmed our theoretical findings experimentally.
This allowed us to measure steady state kinetics parameters Ky and k., of fast enzymatic
reactions using minute amounts of reagents.
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This work has been achieved through a close interplay between experimental, numerical
and experimental investigations. Further developments can be done for each of these three
investigations.

On the theoretical side, the case of enzymatic reactions has great promises. To my
knowledge, the diffusion limited regime, when the reaction follows a Michaelis-Menten
scheme, has indeed not been studied yet, while more complex reaction schemes, involving
product inhibition or burst kinetics for instance, should be investigated in order to cope
with more realistic enzymatic reactions.

On the numerical side, improvements of our finite differences code can be done by im-
plementing an adaptive mesh [I58] and a more efficient time stepping method [159]. The
former improvement would allow us to refine the mesh at the front location at all times as
it displaces, while the later would allow us to decrease the computation time.

On the experimental side, our parallelized chip has a great potential to perform many
different reactions on a single chip. To this end, I believe that dilution should be embeded
on chip in order to limit the number of connecting points to the chip. A very nice approach
was suggested by Miller et al. to this end which makes use of Taylor-Aris dispersion to
create a gradient of concentration and ”freezes” this gradient into droplets using a flow
focuser. When using gradients of confinement to generate drops as sketched on Fig. we
could make a pulse of substrate in a long thread of a buffer solution, create a gradient using
Taylor-Aris dispersion, and atomize the gradient into droplets using many side channels
ending in a large reservoir. Thereby, a few hundreds of different substrate concentrations
could be tested on chip in parallel.

- —— Make a pulse of substrate in a thread of buffer

Taylor-Aris dispersion to generate a
[ | concentration gradient

. ‘ . . . Gradients of confinement to atomize
the concentration gradient into droplets

Figure 4.26: Gradients of confinements to store a concentration gradient within droplets

Finally, gradients of confinement could also be used to formulate highly precisely the
content of a drop which is of prime interest to test the dose response of the activity of an
enzyme in a complex environment with different substrates and inhibitors. As sketched on
Fig. [£.27] this could be achieved by routing small droplets from different inlets toward an
anchoring site, merge the bunch of small droplets once the desired formulation is obtained,
and pair the resulting larger droplet with a drop containing the enzyme.
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Inject different substrates/inhibitors Bring a drop of enzyme

- -

Merge

Figure 4.27: Gradients of confinement to precisely formulate the content of a drop with
many species.

In conclusion, we are confident that the different tools to handle droplets and moni-
tor chemical reactions presented in this manuscript can lead to numerous applications in
biochemistry in the near future.
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Appendix A

Calibration curves and plate
experiments

In this appendix we present the different reference measurements we performed, either in
the plate reader to get values of kinetic parameters, or in microchannels to calibrate the
gray levels or the fluorescent intensities we were recording.

A.1 Reduction of DCPIP by L-ascorbic acid

This reaction is studied in Chapter [3] We verified that Beer’s law applies for this reaction
in order to convert the gray levels into concentrations of DCPIP. We thus measured the
absorbance (OD stands for optical density) across a 185 pm thick microchannel (i.e with
the same height as our test section) using our detection setup at varying concentrations of
DCPIP.

DCPIP (mM)

Figure A.1: Absorbance as a function of the concentration of DCPIP which is varied from
1 uM up to 6 mM. The solid line is y = 0.16x + 0.03.
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As shown on Fig. the absorbance is effectively linear with the concentration of
DCPIP in agreement with Beer’s law. From the slope we can also extract the molar
extinction coefficient € = 8378 M~tcm™! of DCPIP in our conditions.

A.2 Hydrolysis of 4-nitrophenyl S-D-glucopyranoside

This reaction is studied in Chapter df The measurements below have been done with
Christopher Bayer. We performed reference measurements of Ky;, k.. and the 1C50 of
the inhibitor DNM (1-deoxynojirimycin hydrochloride) using a plate reader. As shown
on Fig. a), the measured OD is linear with the concentration of 4-nitrophenol for
concentrations in the hundreds of uM range. This calibration curve yields an extinction
coefficient of 4-nitrophenol ¢ = 16400 M~tcm™! with a path length of 0.5 cm. With this
calibration, we measured the initial slope of the product formation traces with £y = 0.1 uM
and Sy varying between 1 and 30 mM in the plate reader. This yields the Michaelis-Menten
curve shown on Fig. b) where the dashed line corresponds to the best fit obtained for
Ky = 8.26 + 0.06 uM and ke = 0.241 4 0.002 s~1. Then, we turned our attention to the
inhibition of #-D-glucosidase by DNM. We fixed £y = 0.1 pM and Sy = 23 mM and varied
the initial concentration of inhibitor from 0 up to 1500 nM. This yields the inhibition curve
shown on Fig. c¢) from which we measured 1C50 = 238 + 1 nM.

. 7 ). .

4= 02

0 50 100 150 200 0 5 10 15 20 25 30 35 0 200 400 600 800 1000 1200 1400 1600

4-nitrophenol (uM) 4-Nitrophenyl B-D-glucopyranoside (mM) DNM (nM)

Figure A.2: a) Calibration curve. Dashed line: y = 0.0082x 4 0.0483. b) Michaelis-Menten
curve. The dashed line is y = keapx/(Ky + ) which yields Ky = 8.26+£0.06 pM and ke, =
0.24140.002 s7. ¢) Inhibtion curve. The dashed line is y = 1/(1 + x/IC50) which yields
IC50 = 238+1 nM

We also calibrated the gray levels of our camera in a 185 pum thick microchannel. As
shown on Fig. [A.3] Beer’s law does not applies at relatively large substrate concentration.
Instead, we have fitted our experimental points with y = a(1 — e7%%).
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5 10 15 20 25 30 35 40
4-nitrophenol (mM)

Figure A.3: Calibration curve in a 185 pm thick microchannel. OD versus concentration
of 4-nitrophenol. The dashed line is y = 1.5 (1 — e 0-157),

A.3 Hydrolysis of 4-Methylumbelliferyl phosphate

This reaction is studied in Chapter Al We first performed reference measurements of
Ky and keyy using a plate reader. Our calibration curve shown on Fig. yields the
extinction coefficient of 4-methylumbelliferone € = 4800 M~tcm~!. Next, we measured the
steady state kinetic parameter of our reaction as shown on Fig b). We obtain Ky =
3.84 £ 0.02 uM and ko = 10.78 £ 0.05 s~ 1.

a) b)
1.4 : : : : ‘
10 - { E
12 = I,I -
-¥
10 8r = ®
i'=
08 =z 5
8 = e
23] .
0.6 >o I/
4t
0.4F . i
o ZI
0.2—f 7 :
% 100 200 300 200 500 % 10 20 30 20 50
4-MUP (M) 4-MUP (uM)

Figure A.4: a) Calibration curve of 4-methylumbelliferone in the plate reader. The
dashed line is y = 0.0024x + 0.1241. b) Michaelis-Menten curve. The dashed line is
Y = kearx/(Ky + x) which yields Ky = 3.84 & 0.02 uM and ke, = 10.78 & 0.05 s7*

Next, we have calibrated the fluorescent levels using our detection setup in microchannel

as shown on Fig. [A.6]
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Figure A.5: Calibration curve in a 185 pm thick microchannel. Fluorescent intensity versus
concentration of 4-methylumbelliferone. The solid line is y = 2z

Finally, we estimated the photobleaching constant of 4-methylumbelliferone by record-
ing over time the decrease in fluorescence of a drop containing 4-methylumbelliferyl phos-
phate at 100 uM. Once fitted with y = e~*/7, the photobleaching constant is found to be
7 = 300 s which is well above our 50 s long time window for observation in RD.
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Figure A.6: Normalized fluorescent levels over time of a drop of 4-methylumbelliferyl
phosphate at 100 uM. The colored dots correspond to two repeats of the same experiment.
The solid line is y = e~%/?™.
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Numerical methods

Here we describe the two numerical methods we used to analyze RD fronts. The finite
differences code has been written with Xavier Garnaud. The code for Broyden’s method
has been written with Sébastien Michelin.

B.1 Finite differences code

We want to solve numerically our RD problem with the reagent initially separated. We
consider here the case of a one step reaction. For enzymatic reactions, the source term
only changes. In dimensionless form, the problem to be solved is:

da 9%a -

o = 5 ab (B.1a)
ob 0%b R

— = — B.1
ot 922 ab (B.1b)
de o2¢ .

a_f = —a£2 + CLb (B 1C)

with a, I;, ¢ subjected to the following initial and boundary conditions:

a=HE<0) b=¢H@>0) =0 (B.2)
and
da b  d¢ A
8£:8£:8£:0 at £ =+ vDa (B.3)

Matrix formulation and non-uniform mesh

We start by writing the set of equations (B.1aj using matrices and we distinguish
the linear part coming from the diffusion operator L and the non linear part G (q) coming
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from the chemical source and sink terms:

9q

- = Lj + G(§ B.4
5 q (9) (B.4)
with:
a 20 0 —ab
g=|b L=|0 Z o G@G) = | —ab |, (B.5)
¢ 0 0 2 ib

The equation (B.4) is parabolic and can thus be solved iteratively. We now need to dis-
cretize it, define a numerical scheme yielding a recurrence relation, and a time stepping
procedure. As we impose that the reagents are initially separated, sharp gradients of con-
centrations form near the front, especially at early times. As a result, resolving these
gradients requires a high mesh density near the reaction front, while the mesh density can
be lowered away from the front, where profiles are flat. Fortunately, we know that the
front is at £ = 0 at early times. Hence we just need to increase the mesh density in this
region.

Mesh refinement consists in mapping a physical space (2,1) where mesh points are
oddly distributed, with a computing space (£, 7) where mesh points are evenly distributed.
Mathematically, this is a change of variable:

= f(§) (B.6a)
- (B.6b)

~ =

where f can be chosen so that it concentrates mesh points in the physical space around
the reaction front. The equation is a formulation of the problem — in the
physical space (£, t). We need to rewrite this equation in the computing space (£,7) by
expressing D; = 8/8% in terms of D = 9/8¢. This is done by the chain rules:

95 %@ _ 1 8§ S 1 )
62:; _ 9 ( 1 85) - f”(f) Dg i 1A D, (B.7h)
o 7€) 9 FEPTE T ey

In practice, we worked with:

f@) = @((—;+g+a)ﬁ5+<g—g—2a)ﬁ3+aﬁ); (B.8a)

which allows us to choose the values of f and its first derivatives at the edge of the domain

and at & = 0 (see Fig. [B.1)).
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Figure B.1: Refined mesh used to resolve the reaction zone at early time. Here a = 1074,
b =5 and Da = 10°

IMEX scheme

Next, we need to choose a numerical scheme to discretize the equation —. Sharp
gradients of concentrations, present especially at early times, make the linear term i(j stiff.
When treated explicitly, stiff terms require the use of small time steps, limited by the space
increment size through the CFL condition. This invites us to treat this term implicitly
as linear terms can be inverted efficiently. On the other hand, we do not want to treat
the non linear part é(cj) implicitly as its non linearity makes it inefficient to invert. We
thus treat G (q) explicitly which yields an overall IMEX scheme (IMplicit-EXplicit scheme).

We want to estimate (B.4) at the time n + 1/2 with a second order accuracy in both
space and time. The linear part L§ of the right hand side of 1 is estimated using a
Crank-Nicolson approximation:

I:qm+1 + Eqn

ZA'/An+1/2 ~
[Lq] 5

+ o(Af?) (B.9)

computing space. The non linear part G(d) of the right hand side of (B.4) is computed
explicitly by interpolation of G' at n — 1, n and n + 1/2. This is the Adams-Brashford
method:

where centered finite differences are used for the discretization of the operator L in the
i

@I~ G — S6E) + o(aP) (B.10)

1 n

— = == 4

qn—i—l _ én j‘jqn/l 4 j‘/(jn §
At 2 2

@) — G (B.11)
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which yields the recurrence relation:

= ATBE + SATGEY - SATGE (B.12)
with:
. 1 1. ~ 1 1.
A=(——-=L B=(—=+<L B.13
(-gh)  B=(g+3D (B.13)

Thanks to this recurrence relation, we can start from the initial conditions we impose and
walk in time to deduce later times.

Adaptive time stepping

By treating the stiff term Lg implicitly, we can adapt the time step Af to the actual
stiffness of the problem at a given time point, and thus increase At once the initial sharp
gradients have been smoothed out by diffusion. The time stepping procedure consists in
comparing the value of ¢"*! given by the recurrence relation to an estimation ¢* of
"' based on an interpolation of ¢" and ¢" . When these two estimations of ¢**! are
not too far from each other, the time step is increased, while if their distance § exceeds a
given threshold the time step is decreased. Fig. shows a cartoon of the time stepping
procedure.
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+
LT +q"
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n - 2At n- At n n+ At

Figure B.2: Time stepping procedure

B.2 Broyden’s method for non linear ODEs

Here after we explain Broyden’s method on an example extract from the paper by Gélfi
and Récz [21]. The problem to be solved is:

G"(2) - G*2) - KzG(z) = 0 (B.14)

G(z = —o0) »>—K=z (B.15)

G(z— —c0)— 0 (B.16)
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Once discretized, this problem becomes a set of N algebraic equations, N being the number
of points of the mesh. Formally, this can be written as:

F(G) = 0 (B.17)

where F'is a discretized version of the ODE (B.14]) with the boundary conditions being
included in the conditions on ¢; and gy:

) g2 — 01
2 LK
. +
+qg, —2

W — KZQ{]Z - gg

F(G) = o
+ N0 — 20N

gN + gn h22 INTL Kooy igno1 — IN-1

\ ”

The next step consists in finding the value G* of G = (gu, ..., gn) which minimizes F(G).

1D case
When G = gy, the problem is simple. We look for G* so that:
F(G*) =0 (B.19)
Starting from an initial guess for GG, denoted Gy, we can develop F' around Gy:
F(Go+dG) = F(Gy)+dG - F'(Gy) (B.20)
This gives a second value of G, denoted G; = Go + dG, closer to G*:

_ F(Gy)
G = G- s (B.21)

Then, successive iterations yield a better estimation of G*.
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F(Go)

G* Gy

—

Figure B.3: Descent method in 1D.

ND case

When G = (g1,...,9n), the approach remains the same but Jacobian matrices must be
used instead of standard derivatives. This reads as:

As the number of mesh points N increases, the rank of the Jacobian matrix J increases
and inverting J becomes time consuming.

Broyden’s method

Instead of inverting J at each iteration, Broyden’s method suggests to invert it once at
the first iteration, and then deduce the later values of J~! by interpolation through the
Broyden’s formula:

(G — Go) — J5 ' (F(G1) — F(Gy))
(G — Go) Jg " (F(G1) — F(Gy))

I o= Jgt (F(Gy) — F(Go))  (B.23)

Again, successive iterations then yield G*.



Appendix C

Early times reaction front position
for one step reactions

In this appendix, we detail the derivation for the expression of the reaction front position
in the early times limit described in section [3.4] The reaction front position is defined as
the first moment of the reaction rate # = ab with a and b the dimensionless concentrations

of A and B:
—+oco
/ Trdzx

'rf “+oo (Cl)
/ rdz
In the early times limit, a and b are also expanded in powers of t:
a(z,t) = ag(n) + ta(n) + t*an) + .. (C.2a)
b(a,8) = bo(i) + tbi(n) + *ba(h) + (C.2b)
Hence # has also an expansion in powers of ¢:
P = b £ + <50151+éll50> oy (C.3)
where we showed in section [3.3 that:
AR S -0 i
a = §erfc (n) and by = §erfc(—77) (C4)
Then, injecting (C.3)) into (C.1]) yields:
+oo R +o0 R .
[ aby iai | (b -+ acby) i
i = 242 A T 832 1+ oWF?) (C.5)

+o0o
/ aybodn / aybodi



160 Appendixz C. Farly times reaction front position for one step reactions

The first term of the right hand side of . is always 0 since agbg 7 is an odd function
of . This is consistent with the symmetric case gb = 1 but not with the case gzﬁ #1. As a
result, we need to estimate the second term of the right hand side of - To this end,
we inject the expansion of a and b into the conservation laws:

oa 0%a A

- = — ab )
5 957 a (C.6a)
b 9%b .

and look for 4; and 51. This yields:

&Y +27a) — 44, —4a)by = 0 with &,(+7) =0 (C.7a)
by + 20} — 4b; — 4agby = 0 with by () =0 (C.7h)

The equations (C.7a))-(C.7b) can be solved using Broyden’s method. Finally, when ¢ < 1,
we obtain to leading order:

iy = 05182 (C.8)
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We demonstrate the combination of a rails and anchors microfluidic system with laser forcing to enable
the creation of highly controllable 2D droplet arrays. Water droplets residing in an oil phase can be

pinned to anchor holes made in the base of a microfluidic channel, enabling the creation of arrays by the

appropriate patterning of such holes. The introduction of laser forcing, via laser induced

thermocapillary forces to anchored droplets, enables the selective extraction of particular droplets from

an array. We also demonstrate that such anchor arrays can be filled with multiple, in our case two,

droplets each and that if such droplets have different chemical contents, the application of a laser at
their interface triggers their merging and a chemical reaction to take place. Finally by adding guiding

rails within the microfluidic structure we can selectively fill large scale arrays with monodisperse

droplets with significant control over their contents. In this way we make a droplet array filled with 96

droplets containing different concentrations of fluorescent microparticles.

1 Introduction

Performing a set of independent reactions in a two-dimensional
(2D) array formatis a standard approach for implementing a large
number of parallel assays. This is the case for instance in multi-
well plates, DNA or protein chips, and many other genomic
technologies. Droplet microfluidic techniques have aimed to
replicate such a 2D format in recent years, since the ability to keep
adrop stationary allows the long term observation of its contents,
in addition to providing combinatorial measurements on a single
image. Patterning a 2D area with different droplets is straight-
forward when using surface microfluidic manipulations, e.g.
through electro-wetting' or surface acoustic waves.? More clas-
sical drop deposition techniques have also been used to produce
arrays of distinct droplets for combinatorial enzymatic studies® or
for polymerase chain reaction (PCR).*

Producing arrays of droplets in microchannels has proved
more challenging, in part due to the standard methods for
forming drops: both T-junctions and flow-focusing devices rely
on the presence of a strong flow of the carrier fluid,® so that
holding the drops in an array requires a method to stop their
motion against the outer flow. This has been achieved through
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innovative designs of the microfluidic geometries and operating
protocols, leading to different methods to array drops: quasi-2D
arrays were formed by winding a linear path in the plane of the
microchannel. Drops flowed in series in this microchannel and
were blocked at particular locations, for example by having side
pockets in the channel,*” by flowing the drops into parallel dead-
end microchannels,? or into parallel corrugated channels.® These
devices however suffer from strong droplet interactions since the
drops are tightly confined into linear motion by the channel
walls, which can make their operation difficult. Some authors
reduced these interactions by increasing locally the channel width
and depth.'® Real 2D arrays, in which droplet interactions are
weak, were formed by placing obstacles in a wide microchannel!
and the obstacles could be designed to hold one, two or more
drops.'»1?

More recently, Abbyad e al.** demonstrated the manipulation
of drops in 2D by using rails and anchors, which correspond to
grooves that are etched on the surface of the microchannel. In
this approach, drops are squeezed by the top and bottom
boundaries of the microchannel, which increases their surface
energy. By partially entering into the grooves, the drop reduces
its surface energy. This creates a gradient of surface energy at the
edge of the grooves, which leads to an attractive force pulling it
into the region with larger depth. This was used to guide drops
along linear paths (a rail) or to hold them stationary in an
anchor.™*

The current challenge is therefore to pattern a 2D area with
a heterogeneous droplet population, either by selectively placing
a drop at the desired location, selectively extracting a drop, or
selectively initiating a chemical reaction. To date, none of the
methods for arraying drops allow for such controlled operations.

This journal is © The Royal Society of Chemistry 2011
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Instead, random filling is used in most cases and there exists no
mechanism for selectively extracting a particular drop. While
random distribution of drops can yield useful information in the
case of two droplet species,'® it quickly becomes limiting when
there are many species to be studied simultaneously. Here we
demonstrate how the controlled filling, extraction, or reactions
can be performed by combining the rails and anchors approach
with the selective manipulation through laser-induced local
heating:*>'” The rails and anchors provide a passive, robust and
simple 2D guidance and trapping of drops, while the mobile laser
spot adds an intelligent and versatile selectivity.

After the materials and methods section (Section 2), we turn to
the physical ingredients that determine the different forces in
Section 3. This is followed by demonstrations of drop extraction
in Section 4. Filling an array with a controlled drop population is
then demonstrated by showing how to build an array of drops
which displays a gradient of concentration (Section 5). Finally,
we demonstrate how to trigger local reactions on demand
(Section 6).

2 Materials and methods
Microfluidic device fabrication

All experiments were conducted in PDMS microchannels (Dow
Corning Sylgard 184) sealed onto glass slides by plasma bonding.
The fabrication procedure relies on dry film photoresist soft
lithography techniques'® which enable rapid prototyping of
multi-level structures. The multilayer masters were etched in
stacks of Eternal Laminar E8013 and Eternal Laminar E8020
negative films (of thickness 35 &+ 2 pm and 50 4+ 2 pum respec-
tively) depending on the desired thickness of the main channel
and patterns.

The successive steps were the following: (i) photoresist layers
were successively laminated onto a clean glass slide using
a PEAK Photo Laminator (PS320) at a temperature 7= 100 °C
until the desired height / of the main channel was reached; (ii)
The photoresist stack was exposed to UV (Hamamatsu Light-
ningcure LC8) through a photomask of the base channel
(comprising a test section, droplet generation devices and
entrance and exit channels); (iii) Additional photoresist layers
were laminated on top of the exposed stack until the desired
depth p of the patterns (anchor holes and/or rails) was reached;
(iv) The stack of photoresist films was exposed again to UV,
through the second photomask featuring only the patterns to be
added onto the base channel. Finally, the full structure was
developed by immersion in an aqueous bath of carbonate
potassium at 1% mass concentration.

Furthermore, in order to render the internal channel surface
hydrophobic, a surface treatment was applied: A dilute solution
of 1H,1H,2H,2 H-perfluorodecyltrichlorosilane (Sigma-Aldrich)
in FC40 oil (3M Fluorinert) (20 uL in 1 mL of FC40) was flowed
through the microchannel for approximately 5 min. The channel
was then rinsed with pure FC40 to remove the residue chemicals
remaining in the bulk.

Chip design and operation

The common architecture of the microfluidic chip was a base
channel with a blank ‘test section” onto which rail and anchor

patterns were etched. The base channel consisted of one (Sections
4-5) or two (Section 6) droplet generation devices discharging
into a wide main test section. The system then emptied into
a single outlet channel. The height of the base channel 4 was 100
um everywhere. Channels upstream of the test section had widths
ranging from 100 to 200 um. The test section was a rectangle of
dimensions 10 x 3 mm (Sections 4 and 6) or 20 x 4.5 mm
(Section 5).

Various patterns of rails and anchors could then be added onto
the base test section depending on the desired applications.
Section 4 relied on a regular square array of small circular holes
of diameter d = 50 um and depth p = 35 um. For Section 6, only
two rows of holes with a diameter d = 200 pm were used. The
pattern designed for Section 5 was a complex combination of
rails, ranging in width from 50 um to 200 pm, combined with
square anchors of 120 um a side.

Throughout the study, the continuous phase was FC40 oil (3M
Fluorinert) of viscosity u© = 4.1 cP containing fluorinated
surfactants for both emulsion stabilization and improvement of
the wetting conditions. Experiments described in Sections 4 and 5
used a Krytox (Dupont) ammonium salt,’” at 0.5% mass
concentration, while those in Section 6 used a PEG-based
surfactant at 0.01% mass concentration.' Two inlets of oil were
required: one at a flow rate Q, for the droplet generation and one
at a flow rate Q. to adjust droplet entrainment in the test section
independently of the droplet generation.

Different aqueous solutions were used as the dispersed phase
and were injected at a flow rate Qy: Section 4 uses pure water
droplets; in Section 5 a solution of water containing fluorescent
beads (Invitrogen green fluorescent beads, 1 um) at a volume
fraction of 0.4%. In Section 6, the two aqueous solutions con-
sisted of a solution of FeCl; at 0.27 M and a solution of KSCN at
0.8 M. The interfacial tension y between a pure water drop and
the FC40 solution was measured to be ~20 mN m~'. We
observed however that the contents of the drops, such as the
chemicals of Section 6 or the fluorescent beads, could have an
impact and reduce this value in some cases.

A system of computer controlled syringe pumps (Cetoni
neMESYS) was used to control the different flow rates (Qyw, Q,
and Q) in real time.

Optical setup and laser operation

The optical arrangement employed for droplet manipulation
makes use of a 1480 nm continuous wave infrared laser source
(Fitel Furukawa FOL1424) and a commercial inverted micro-
scope system (Nikon TE2000) equipped with epifluorescent
illumination (Exfo X-cite 6210C). A pair of galvanometric
mirrors (Cambridge Technologies 6210H) permitted beam
positioning in the microchannels to be controlled by a mouse
click using in-house Labview programs. Following the galva-
nometric mirror, the laser beam was both expanded appropri-
ately (to overfill the back aperture of the microscope objective)
and relayed to the back aperture of the objective by a 4f conju-
gate lens system and an appropriate dichroic mirror (OCTAX).
The laser power was measured to be 200 mW in the focal plane of
the microscope objective. The described system provided an
approximately diffraction limited spot at the focal plane whose
position was readily computer controlled by the user. A camera
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was used to image the field of view via a sideport and record
monochrome video at typical frame rates of 60 frames per second
(Photron Fastcam 1024 PCI). Alternatively, a digital SLR
camera (Nikon D70) was used to capture color images via the
front camera port of the microscope. Whilst the laser spot
wavelength was outside the range of both cameras, the spot
location was visible as a dark shadow on the computer screen.

3 Physical ingredients

Guiding and trapping drops in our devices are based on
manipulating three forces of different physical origins, as
sketched in Fig. 1: The force due to the surface patterning F.,, the
entrainment force due to the flow of the outer fluid Fy, and the
force due to the laser heating F. Below we discuss the main
attributes of each of these forces.

Force due to surface patterning

The surface energy of a droplet can be written as £, = yA, where
v is the interfacial energy and A the surface area of the droplet.
While vy can be considered as nearly constant over the course of
an experiment, 4 can vary significantly as the droplet changes its
shape. An unconfined drop will take a spherical shape in order to
minimize its surface area while the confinement can be used to
force the drop to take a flattened “pancake” shape of height
nearly equal to the microchannel height 4. In the plane of the
microchannel, one can describe the drop by its radius R; in the
case when R >> h, the main contribution to the surface area is
given by the top and bottom boundaries of the droplet and we
can write 4 = 2wR? with a small correction due to the area
around the drop in the vertical direction.

When the channel height is locally modified, for instance by
etching a groove into one of the surfaces, the drop enters into the
groove. This always leads to a reduction of the total surface area
of the drop,? thus reducing its surface energy. Removing the
drop from the region of low surface energy therefore requires
a force F,, whose magnitude is given by the gradient of the
energy and always pointing towards the energy minimum.
Dangla et al.*® estimate this anchoring force as yAA/d, where AA
is the difference in surface area between the drop over the groove
and away from it, and d is a characteristic length scale over which

Outer flOW  —

Fig.1 Forces acting on a drop in the presence of surface patterning: The
anchoring force due to the surface patterning F.,, the drag force due to the
flow of the outer fluid Fy, and the force due to the laser heating ). (a) The
case of an anchor. (b) In the case of a rail, the unbalanced force due to the
drag parallel to the rail F leads to motion along this direction.

the energy changes. They measure forces in the range of 100-600
nN for similar geometries to the ones presented here.

For a circular groove, a geometric calculation shows that F,
does not depend on the drop size in the case when R > h. This is
not the case however in the case of a rail, where F, scales linearly
with the drop radius R.

Force due to the outer flow

The flow of the outer fluid applies a drag force Fy on the
droplet through hydrodynamic drag. This force is always
directed in the direction of motion of the outer fluid. Its
magnitude scales as Fy ~ u,UR*h, where u, is the outer fluid
viscosity and U is the velocity of the outer fluid. Fy therefore
increases with the flow velocity and depends strongly on the
size of the droplet.

For given drop and channel geometries, we can measure
a critical velocity beyond which Fyq > F., at which point the drop
cannot be held anymore. For velocities below this critical
velocity, a drop in an anchor is deformed from its circular shape
(Fig. 1(a)). Conversely, a drop that is in a rail is pushed along the
rail due to the existence of a component in the tangent direction
F/| of the drag force (Fig. 1(b)). Once the critical velocity is
reached, drops cannot be held anymore and they are de-pinned
by the outer flow."* An important regime concerns velocities that
are slightly below the critical velocity. In this regime, the anchor
strength is sufficient to hold one droplet stationary but not two,
since the net drag force experienced by the touching pair
increases while the anchoring force remains constant. Abbyad
et al.** identified a range of velocities where drops enter into
a ‘buffering’ mode, in which an incoming drop replaces the drop
that was previously anchored. This buffering regime will be used
below to determine the occupation of anchor sites in the
experiments.

Force due to the laser heating

The final force F; that we must consider is due to the localized
heating by a focused laser.® When the water—oil interface is
heated locally, variations in surface tension lead to the creation
of a flow along the interface, which in turn leads to flow inside
and outside the droplet.’® The net effect on the droplet is
a “pushing” force, by which the laser heating forces the droplet
away from the laser position. This has been used in one-dimen-
sional (1D) microchannels to sort or buffer drops, or change the
order in which they flow.'” The magnitude of F; was measured*
in confined microchannels to be in the range of 100-300 nN.
Verneuil et al. also observed that the contributions to the force
are dominated by the flows along the thin films between the drop
and the lateral channel walls, which implied that the force
depended on the drop size in that case.?! Finally, the direction of
the force due to the laser heating is determined by the direction of
the thermo-capillary flows. In the case studied by Verneuil
et al.,** the presence of surfactants in the continuous phase
implied that laser produced a repulsive force, by inducing
anomalous thermo-capillarity. There are however no measure-
ments of the magnitude or size dependence of F in the absence of
lateral walls.
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4 Extracting a drop from an array of holes

The force balance described above can now be used to selectively
remove a drop from an anchor site, by adding the laser-induced
force to the drag force from the fluid flow. An example imple-
mentation is shown in Fig. 2 and in ESI movie S1.f In this
experiment, drops are initially formed in a flow-focusing geom-
etry and flowed into the test section, which is patterned with
a square lattice of holes. Some drops become anchored at the
hole positions, filling the lattice in a random fashion. The water
flow is then stopped and the oil flow rate is held constant at Q, =
2 pL min~'.

Once the lattice is filled (Fig. 2(a)), the laser focus is selectively
positioned within the test section. If the laser is focused inside the
droplet, it can remove it from the anchor. This allows the user to
select a position on the computer screen and to remove the
corresponding drop at that particular position. The oil flow rate
then transports the drop away from the array and out of the
microchannel (Fig. 2(b)). Fig. 2(c) shows an ‘X’ pattern formed
using this method.

This device can be operated in two different regimes. In the
current regime, small anchors and a weak oil flow rate are used,
therefore requiring a high laser power (Pjaser = 200 mW) to
remove the drops. Alternatively, lower laser powers can be used
by increasing the flow rate to work closer to the critical anchoring
velocity. In that case however, extracted drops interact with their
neighbours and can lead to a buffering mode, in which drops
downstream of the extracted drop also get unpinned.

5 Selectively filling an array

Here, the ability to sort and subsequently fill a two-dimensional
array with droplets of a uniform size is presented. The method-
ology is again based upon the combination of creative chip
design, which combines rails and anchors of different strengths,
and highly localised laser induced forcing for derailing the drops.
By superimposing anchors onto rails, droplets may be guided
directly to the anchor sites where they become trapped on these
‘storage rails’. The presented method involves first selectively
filling these storage rails and then allowing the droplets to
assemble into the desired array by entering into a buffering mode
through an increase of the carrier oil flow rate.

To construct an array of droplets, we use a chip test section
composed of 6 rails, each of which is periodically superimposed
with 16 anchor sites, producing a 96 drop array. The rail sorting
portion of this test section is shown in Fig. 3(a) which demon-
strates active switching of droplets between rails, achieved by
employing laser-induced forces as described above. In the
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Fig. 3 (a) Test region (20 x 4.5 mm, 4 = 100 pm) for building an array
of droplets. All rails are 50 pm deep. The central default rail is 50 pm
wide. The side gutter rails used to filter out large droplets are 200 um
wide. The 6 storage rails are 75 um wide and the anchor sites super-
imposed on these rails are 120 pm squares. The image shows the fifth rail
being filled (see movie S2 for full sequencet). The scale bar is 600 pm. (b)
Superposition of three images showing a drop leaving the default rail into
a storage rail. (c) Once the storage rails are filled the entrainment flow rate
Q. is increased to initiate a buffering mode whereby the droplets self
arrange into an array of one droplet trapped at each anchor site. (d) A
schematic of the complete chip design illustrates the droplet formation

portions of the chip relative to the test region.

Gutter

absence of the laser, droplets are guided along the central rail to
the exit of the chip by default. The selective derailing operation is
demonstrated in Fig. 3(b) and ESI movie S2.7 To fill the array,
rails are filled in sequence, row by row, beginning with the right-
most junction to the left-most junction. Any order can be used
however, even working on a drop-by-drop basis.

Selective filling of the array, in addition to anchoring the drops
in place, depends upon several key design features which are
highly sensitive to droplet size. Consequently, the device geom-
etry is constructed specifically for a given droplet size. For this
experiment the chips (shown in Fig. 3(d)) are designed for
droplets of a 150 um radius.

The first of these features is designed to ensure that all droplets
placed on the array are of the same size. Such steps are necessary,
as droplet monodispersity is not guaranteed for transient stages
of droplet production, nor for all flow rates. Droplets are only
placed in the array when the laser is used to direct them there.
Furthermore, droplets below the size of interest cannot be
derailed from the central rail, due to the limit on the maximum
deflection achievable with the employed laser power. Small

@ ® b® : . ® ¢

Fig. 2 Selectively extracting drops. (a) The array of holes (d = 50 pm and p = 35 pm) is initially filled with water drops. (b) The laser is focused on the
water—oil interface, pushing the drops out of the anchor. (¢) An X is patterned with the remaining droplets. Scale bar is 400 um.
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droplets are therefore guided out of the chip and never reach the
storage rails. To ensure droplets of a size larger than those under
study are also eliminated, two side gutters are placed upstream
and redirect large droplets along the side of the test section.
Therefore, large droplets are prevented from entering the array
portion of the chip as the gutter rails provide an energetically
favorable alternative route. These features ensure that only
droplets of the desired size are available for active laser forcing
onto the array rails.

The remaining features are concerned with filling the storage
rails. Once a droplet passes the two side gutters, it enters the rail
switching area and is available for sorting into the storage rails
containing square anchor sites. As can be seen in Fig. 3(b), the
storage rails have been designed to be wider than the central
guide rail and there is a gap between the storage rails and the
central default rail. This intentional gap is to avoid junction sites,
where the local width reaches a maximum value. This leads to
junctions behaving as anchor sites from which drops cannot be
removed. Upon deflection by the laser, the droplet sees the wider
side rail as an energetically favorable route and leaves the default
rail as illustrated in both Fig. 3(b) and ESI movie S2.7

Once sorted onto the storage rails, the droplet encounters
anchor sites and becomes trapped. The dimensions of the
anchors have been chosen for the given droplet radii so that they
may hold one droplet parked stationary against the mean flow.
However, the anchor site is intentionally too weak to hold
multiple droplets stationary. Consequently, under the correct
external flow conditions the droplets will enter into a buffering
regime. It is noteworthy that whilst the storage rails are being
filled with droplets, the apparent channel cross section available
for the oil to flow through decreases due to the stationary
droplets. Such a reduction causes an increase in the velocity that
must be taken into account when filling the anchor sites, to
prevent all the droplets from being swept out of the array.
Therefore, the entrainment oil flow rate Q. is reduced from 40 to
20 pL min~' during the filling period as the storage rails become
populated, while the small oil (Q,) and water (Q,,) flow rates are
maintained at a steady 0.5 and 0.18 pL min~' respectively. This
ensures that all rails are completely filled with monodisperse
droplets during the filling procedure. Once this procedure is
completed, the entrainment flow rate Q. is increased slowly to 70
pL min~' to initiate the desired droplet buffering regime (Fig. 3
(c)). Under these conditions arrays of 96 droplets may be con-
structed in a controlled manner at a rate of approximately 1 min
per rail for droplet sorting and a further minute for droplet
buffering into a complete array.

Whilst maintaining the droplet size for a given chip design, this
methodology may be extended to droplets of varying composi-
tion. An example of such a controlled filling appears in Fig. 4,
where an array of 96 anchored droplets with an increasing
concentration of fluorescent beads is shown. In the chip used
here, a mixer was positioned before the T-junction used for
droplet formation, allowing the composition of the droplets to be
altered in time. To modify the composition of the droplets,
a stream of pure water is mixed with a concentrated bead solu-
tion in pure water (0.4% by volume). For the various rails of the
array, the ratio of pure water to bead solution is altered by
varying the relative flow rates whilst maintaining an overall flow
rate of 0.18 pL min~' for the mixture. This ensures that the
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Fig. 4 A superposition of bright-field and fluorescent images of a 96
anchor array. The droplet composition has been altered from pure water
to a solution of water and green fluorescent beads to create a gradient.
The droplet volume is 7 nL each. The scale bar is 300 pm.

droplets are of uniform size. For the top rail, droplets are
composed entirely of pure water and the flow rate of the bead
solution is set to zero. For each row, moving down the array, the
flow rate of the bead solution is increased in 0.005 pL min™!
increments whilst the water rate is decreased by the same
amount.

The filling protocol begins with the top rail, which is filled with
droplets containing pure water. The laser is then removed,
causing all droplets to follow the default central path to the
drain. The droplet composition is then altered to the concen-
tration required for the next rail and allowed to reach a steady
state before filling of that rail commences. To do so we translate
the laser to the correct position for the new rail and direct
droplets into the storage rail. Once the rail is filled with droplets,
the laser is again removed and the droplet composition altered.
The remaining storage rails are filled in this stepwise manner,
changing the droplet formation specifically for each rail and
using the laser to position the droplets onto the rails.

6 Controlled initiation of chemical reactions at
anchor sites

Our final demonstration of the power of the technique is to carry
out the loading of two droplets into the anchor sites and then use
laser induced merging of droplets to enable controlled chemical
reactions within selected droplet pairs. This can be done at
a location predefined by the anchor position and it indicates the
potential of this method as an analysis and assaying tool.

We make use of an array of anchors in the chip test section. A
key point here is that the anchor holes are designed to be twice as
wide as the droplet diameters, so that each can accommodate two
droplets. In this situation, where the holes are larger than the
droplet, an outer flow rate of 80 pL min~' removes one drop per
trap while in the experiment presented in Section 4, an outer flow
rate of 10 pL min~' detaches all the drops.

To initiate a chemical reaction we must load droplets with
different contents into each hole site. We choose droplets with
FeCl; and KSCN, which react to form a colored liquid from two
colorless ones. We begin by generating one species of droplets
from the top flow focusing junction and fill the anchor sites (Q:P
=7 pL min~', QP = 0.1 pL min"). Initially this leads to two
droplets occupying each anchor site, since the holes are twice as
big as the droplets (Fig. 5(a + b) and supplementary movie S37).
We then increase the oil flow rate (O = 80 pL min~!, QP =
0 uL min~') to wash out one of each pair, thus leaving one
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Fig. 5 (a + b) Filling first species into anchor holes. (¢ + d) Emptying
one droplet from each trap to leave one drop per anchor site. (¢) Bringing
in the second species droplets to anchor holes. The scale bar is 400 pm. (f)
Schematic of channel used, illustrating dual inlets for the two different
chemical species. The test section (containing the anchors) is 100 pm high,
1 cm long and 3 mm wide. The anchor holes have a height of 50 um and
a diameter of 200 pm. The scale bar is 3 mm.

droplet per site (Fig. 5(c + d)). We then introduce droplets
containing the second species from the bottom flow focusing
device (Fig. 5(e)). Here lower flow rates than for the first droplets
are used to prevent accidentally knocking any further droplet out
of the holes: Q%°"°™ = 5 uL min~', Q%°"°™ = 0.05 pL min~'. A
loaded array, with two droplets per trap site, each with different
contents, is shown in Fig. 6(a).

Having established the ability to fill the holes with droplets we
can then use laser induced droplet merging!s to start the chemical
reaction. With the control we have over the positioning of the
laser this means that we can target a specified droplet pair in the
array. The power used is 200 mW, and a dwell time at the droplet
interface of 100 ms is required before any fusion takes place when
laser position is well placed.

The process of laser initiated droplet merging is shown in
Fig. 6(b) and ESI movie S4,7 where we choose to react the
droplets such that they form a ‘W’ pattern. The track of the laser
is shown by the solid and dashed lines in Fig. 6(b), which
correspond to a time = 117 ms after the merging of the drops at
the top-center location. Fig. 6(c) shows the final state where only
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Fig. 6 Laser induced merging of droplets in anchor sites. (a) Filled
droplet array. Laser spot is shown as a red dot. (b) The laser is scanned in
the pattern shown. As it stops on the droplet-droplet interface it initiates
fusion and a chemical reaction takes place. The solid line shows where the
beam has been, the dashed line its future path. (c) The laser completes its
path leaving 5 anchor points with a reaction product and all other
droplets undisturbed. Scale bar is 400 um.
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the droplets illuminated by the laser have undergone the
reaction.

7 Summary and discussions

In summary, we have demonstrated the first device that allows
a selective patterning of a 2D array with microfluidic droplets.
This is performed either through selectively filling or emptying
the array, or by triggering a chemical reaction on demand. The
approach relies on combining the rails and anchors approach,
which provides robust passive manipulation, and the localized
heating from the laser which adds selectivity and local actuation.

Both of these approaches are highly scalable, independent of
the microchannel material and rely on very simple micro-fabri-
cation: the rails and anchors are produced using lithographic
techniques and can easily be densified over wide areas. The
design of the test section is nearly common to all of the devices,
which only differ in the pattern of rails and anchors that are
designed for a specific application. This further simplifies the
fabrication in large quantities for commercial applications. As
for the optical heating, any number of operations can be per-
formed with single beam by simply scanning the laser focus or by
using holographic techniques to split one beam into a complex
pattern.?* The tight focus of the laser allows manipulation of
individual droplets, even in very dense arrays, providing a clear
advantage over electrical or acoustic methods.

The throughput of the devices presented here is appropriate
for many applications that require a high level of control, since
all of the experiments presented here lasted less than a few
minutes using purely manual control of the flow rate and the
laser position. This duration can be further reduced through use
of an automated time-sharing of the laser heating, which can
produce many operations simultaneously, or through optimiza-
tion of the device designs. In the case of the droplet extraction for
instance, a different pattern of anchors or the addition of gutter
rails would allow the device to function at higher oil velocity,
therefore allowing much faster sorting of the drops.
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Increasing the throughput in the case of the array filling
depends on the ability to derail rapidly moving drops. This will
be realizable by improving the tolerance on the micro-fabrication
process, which would allow the distance between the side-rails
and the central rail to be better calibrated for the drop sizes. By
optimizing this distance, drops can be derailed with a minimal
deflection, which would allow us to work at higher flow rates.

Finally, future work will have to investigate the effect of the
laser heating on the contents of the droplets, as well as ways to
minimize these effects such as pulsing the laser source. While we
expect that the heating can damage some proteins or sensitive
biological material, it should still allow DNA or chemical
manipulation without any significant artifacts.

8 Acknowledgments

Special thanks to Estelle Mayot for providing the perfluorinated
surfactants used in our studies. The authors also thank Caroline
Frot for microfabrication assistance. This project was partially
supported by a ‘Royal Society International Joint Project’. D. M.
is a Royal Society University Research Fellow. The authors
finally acknowledge the financial support from CNRS and Ecole
Polytechnique.

References

1 S. K. Cho, H. Moon and C. J. Kim, J. Microelectromech. Syst., 2003,
12, 70-80.

2 A. Wixforth, Superlattices Microstruct., 2003, 33, 389-396.

3 L. Mugherli, O. N. Burchak, L. A. Balakireva, A. Thomas,
F. Chatelain and M. Y. Balakirev, Angew. Chem. Int. Ed., 2009,
1433-7851.

4 H. Kim, S. Vishniakou and G. W. Faris, Lab Chip, 2009, 9, 1230—
1235.

5 C. N. Baroud, F. Gallaire and R. Dangla, Lab Chip, 2010, 10, 2032—
2045.

6 H. Boukellal, S. Selimovic, Y. Jia, G. Cristobal and S. Fraden, Lab
Chip, 2009, 9, 331-338.

7 W. Shi, J. Qin, N. Ye and B. Lin, Lab Chip, 2008, 8, 1432-1435.

8 P. Laval, N. Lisai, J. B. Salmon and M. Joanicot, Lab Chip, 2007, 7,
829-834.

9 C. H.J. Schmitz, A. C. Rowat, S. Koester and D. A. Weitz, Lab Chip,
2009, 9, 44-49.

10 J. Shim, G. Cristobal, D. R. Link, T. Thorsen, Y. Jia, K. Piattelli and
S. Fraden, J. Am. Chem. Soc., 2007, 129, 8825-8835.

11 A. Huebner, D. Bratton, G. Whyte, M. Yang, A. J. deMello, C. Abell
and F. Hollfelder, Lab Chip, 2009, 9, 692-698.

12 Y. Bai, X. He, D. Liu, S. N. Patil, D. Bratton, A. Huebner,
F. Hollfelder, C. Abell and W. T. S. Huck, Lab Chip, 2010, 10,
1281-1285.

13 A. Huebner, C. Abell, W. T. S. Huck, C. N. Baroud and F. Hollfelder,
Anal. Chem., 2011, 83, 1462-1468.

14 P. Abbyad, R. Dangla, A. Alexandrou and C. N. Baroud, Lab Chip,
2011, 11, 813-821.

15 C. N. Baroud, M. R. de Saint Vincent and J. P. Delville, Lab Chip,
2007, 7, 1029-1033.

16 C. N. Baroud, J. P. Delville, F. Gallaire and R. Wunenburger, Phys.
Rev. E, 2007, 75, 046302.

17 M. L. Cordero, D. R. Burnham, C. N. Baroud and D. McGloin, Appl.
Phys. Lett., 2008, 93, 034107.

18 K. Stephan, P. Pittet, L. Renaud, P. Kleimann, P. Morin, N. Ouaini
and R. Ferrigno, J. Micromech. Microeng., 2007, 17, N69-N74.

19 J. Clausell-Tormos, D. Lieber, J. C. Baret, A. El-Harrak, O. J. Miller,
L. Frenz, J. Blouwolff, K. J. Humphry, S. Koster and H. Duan, et al.,
Chem. Biol., 2008, 15, 427-437.

20 R. Dangla, S. Lee and C. N. Baroud, Phys. Rev. Lett., 2011, 107,
124501.

21 E. Verneuil, M. L. Cordero, F. Gallaire and C. N. Baroud, Langmuir,
2009, 25, 5127-5134.

22 D. G. Grier, Nature, 2003, 424, 810-816.

This journal is © The Royal Society of Chemistry 2011

Lab Chip



TIOP PUBLISHING

JOURNAL OF PHYSICS D: APPLIED PHYSICS

3. Phys. D: Appl. Phys. 46 (2013) 114003 (Spp)

doi:10.1088/0022-3727/46/11/114003

The physical mechanisms of step

emulsification

Rémi Dangla!, Etienne Fradet', Yonatan Lopez and Charles N Baroud

Ladhyx and Department of Mechanics, Ecole Polytechnique, CNRS, 91128 Palaiseau, France

E-mail: baroud @ladhyx.polytechnique.fr

Received 2 August 2012, in final form 21 November 2012
Published 22 February 2013
Online at stacks.iop.org/JPhysD/46/114003

Abstract

We revisit the physical balance that takes place when an interface between two immiscible
fluids reaches a step change in the height of a microchannel. This situation leads to the
production of droplets in a process known as ‘step emulsification’. However, the mechanism
that is responsible for the drop breakup and that determines its size has not been explained in
simple terms. We propose a geometric model for drop breakup based on a quasi-static balance
between the curvature of the thread inside the inlet channel and the curvature of the “bulb”
downstream of the step. We find that the confinement limits the lowest values of curvature that
can be adopted by the thread. In contrast, the bulb curvature decreases as its size increases,
which leads to a critical bulb radius beyond which the two regions cannot be in static
equilibrium. This leads to a flow which breaks the bulb into a droplet. The critical bulb radius
predicted by the geometric analysis is in good agreement with experimental measurements for
different step and inlet channel geometries. The radius of the drop that detaches is therefore
bounded from below by this value and increases slowly with the dispersed phase flow rate.

(Some figures may appear in colour only in the online journal)

1. Introduction

The production of drops and bubbles in microfluidic devices
is a well studied and widely applied problem. In this
context, a few standards have emerged and gained widespread
acceptance, such as T-junctions or flow-focusing junctions
[1-3]. In parallel to these widespread techniques, a few other
methods have also appeared. Of these, step emulsification
stands out for its simplicity and robustness. In this method,
the microfluidic device is initially filled with the fluid that
will form the outer phase. The dispersed phase fluid is then
pushed into a microchannel that leads to a step change in
height. Monodisperse drops are produced at this location and
transported by the flow of the outer fluid.

Such devices were developed as microfabricated
equivalents of membrane emulsification systems in order
to take advantage of the advances in microfabrication
technologies [4]. Since then, a series of papers (e.g. [5])
have shown that this technique is widely applicable and robust
and that it can be used to produce monodisperse drops over
a wide range of sizes, dictated mainly by the microchannel

! These authors contributed equally to this work.
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depth. More recently, different groups have used steps in
their microchannel designs in order to produce drops of a well
calibrated size [6, 7], usually combining them with the classical
T-junction or flow focusing junction.

Although the step emulsification technique has attracted
widespread interest, there is no simple analytical expression to
predict the size of drops that are produced by this technique.
Instead, some phenomenological models have been suggested
based on experimental measurements [8,9]. In other cases,
the dynamics of the interface has been modelled but solving
these models generally requires heavy numerical solutions
[5, 10-12]. A simple description for the physical mechanism
that leads to the droplet detachment is still lacking.

Here we approach the problem of step emulsification from
a geometric point of view, by studying the equilibrium shapes
of the interface as it advances over the step in the microchannel.
In a quasi-static situation, the curvature must be equilibrated
everywhere in the system for the Laplace pressure jumps to
be balanced. In particular, the curvature upstream of the step
must adjust to the geometry of the interface downstream of
the step, which is less confined and whose curvature decreases
as its size grows. Yet, the strong confinement upstream of
the step fixes a minimum value of the mean curvature (k*) of

© 2013 IOP Publishing Ltd  Printed in the UK & the USA
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Figure 1. Problem geometry. (a) Top-down view: a bulb of oil
injected into a water-filled reservoir. The width of the injection is

w = 250 um and increases to W = 5 mm at the step, while the
height increases from h = 125 umto H = h+ Ah = 185 um in this
example. (b) Top view sketch of the model geometry. (c) Side view
of the same situation.

the interface below which equilibrium shapes no longer exist.
We show that the curvature downstream of the step can reach
values below «* and that the system comes out of equilibrium
at this stage, leading to a drop breaking off over the step.

This droplet formation mechanism 1is generic to
microchannel geometries with confinement asymmetries. It
is detailed in section 2, where we relate the curvature criterion
for the existence of equilibrium shapes to the volume of fluid
downstream of the step. This yields an expression for the
value of the drop radius R* which triggers the collapse of
the interface. This prediction is then tested experimentally,
as explained in sections 3 and 4. Finally, these results are
discussed in the context of microfluidics using confinement
asymmetries in section 5.

2. A quasi-static mechanism for droplet formation

In order to address the droplet formation mechanism
analytically, we consider the simplest microchannel geometry
for droplet production at a step change in the channel height.
It consists of a rectangular inlet channel of width w and height
h (w > h) that leads to a wide reservoir of increased height
H = h+Ahfilled with a quiescent fluid, as sketched in figure 1.
Hence, the step is located at the junction between the inlet and
the reservoir, in contrast with the original geometry where the
change in channel height occurs some distance downstream of
the inlet channel [4].

During its operation, the device is first filled with the
continuous phase prior to injecting the dispersed phase at a
constant flow rate. The dispersed phase forms a continuous
thread in the inlet channel. At the entrance of the reservoir, the
lateral confinement is suddenly released and the thread expands
into a bulb of in-plane radius R, which grows as more fluid is
injected.

We assume that the dispersed phase does not wet the
channel walls and that a thin film of the continuous phase is
always present. In this case, the interface geometry must be
tangent to the wall at the point of apparent contact. This also
implies that some of the continuous phase always remains in
the inlet channel, in the form of corner gutters [13].

Next, we assume in our model that gravitational effects are
negligible. These effects can be quantified by the Bond number

Bo = ApgH?/y, where Ap is the difference in density
between the two fluids, g is the acceleration due to gravity,
H is the largest height in the device and y is the interfacial
tension. For the channel geometries we consider below, the
Bond number remains in the range 1072-10~!, which implies
that gravitational effects may lead to corrections that are below
10% of our model predictions.

Last, provided that the injection flow rate is low, it is
reasonable to assume that the system evolves in a quasi-static
manner, i.e. that the interface around the thread and the bulb is
in an equilibrium state at each instant. In this case, the shape of
the interface must be such that its mean curvature « is constant
over the entire interface, apart from the regions where it is
pressed against a channel wall and forced to follow the wall
geometry.

The mean curvature « is a local quantity defined at every
point on the interface as the sum of the curvatures of the surface
along its two principal directions (see [14, 15] for a detailed
introduction). The Young—Laplace equation locally relates «
to the difference between the inner and outer pressures p; and
Do, respectively, via the interfacial tension y:

YK = Pi — Do- (D

Hence, the quasi-static assumption also implies constant
pressures in both phases, or equivalently that flow-induced
pressure variations are negligible compared with the Laplace
pressure jump yk. Finally, the quasi-static assumption is
equivalent to requiring a small capillary number Ca =
wQ/yH?* « 1, where u is a typical fluid viscosity and Q
is the injection flow rate of the dispersed phase. In practice,
our experiments always verify this condition.

Under these assumptions, it is pertinent to ask whether
there exists an equilibrium shape for a bulb of size R connected
to the thread in the inlet channel. Below, we begin by studying
the equilibrium shapes of the thread upstream of the step and
of the bulb in the reservoir separately. Then, we consider the
equilibrium of the entire system by searching for situations
when the curvature of the thread can match the curvature of
the bulb.

2.1. Shape and curvature of the thread

We model the dispersed phase in the inlet channel as a
semi-infinite fluid thread. A possible equilibrium shape of
the interface is shown in figure 2(a). It is obtained using
Surface Evolver [16] by imposing the Laplace pressure jump
Ap = 4y/h at the interface, or equivalently by imposing
the mean curvature of the thread «xyg, = 4/h. The thread is
a straight cylinder of cross-section flattened against all four
channel walls. The interface only bends in the corners along
circular arcs of radius r = fctgl, leaving out corner gutters of
the continuous phase.

Equilibrium shapes of higher curvature are obtained by
reducing the size of the gutters and thereby the radius of
curvature r of the curved interface. However, the curvature
of the straight cylinder geometry cannot decrease below the
critical value «* = 2/h. When ky, = «*, the top and
bottom gutters meet at mid-height in the channel as shown
on figure 2(b). The side interface is no longer pressed against
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Figure 2. Shape of a confined thread in a rectangular channel (a) For a high curvature «y, = 4/ h, the thread is a straight cylinder of
cross-section flattened against all four channel walls except near corners where the interface bends to form gutters. (b) When «y, = 2/ h, the
gutters meet at mid-height in the channel and the lateral interfaces no longer flatten against the side walls. (¢) Decreasing the imposed
curvature to 1.8/ h leads to the necking of the thread. This shape is not in equilibrium and the necking region grows in time. (d) When the
necking region becomes large enough, the thread becomes unstable locally by the Rayleigh—Plateau instability.

the lateral walls and has the shape of a semicircle of radius r =
h/2. Given that the mean curvature «y, of a straight cylinder
is equal to the curvature of its cross-section, decreasing k,
below 2/ h implies increasing r above i /2. This is impossible
without violating the non-wetting boundary condition at the
channel walls, which imposes that the interface intersects solid
boundaries tangentially with a contact angle of .

In fact, there are no equilibrium shapes of the interface if
the imposed curvature is smaller than «* = 2/ h. To illustrate
this statement, we artificially impose x4, = 1.8/ h to a section
of fixed length L of the thread while maintaining a curvature
ki = 2/ h over the rest of the interface using Surface Evolver.
To reach the imposed curvature of 1.8/, the interface of the
thread forms a neck as shown on figure 2(c). In this region,
the thread maintains a transverse curvature of 2/ & in order to
intersect the channel walls tangentially while bending inwards
in the plane to feature a negative in-plane curvature of —0.2/ h.
However, although the shape of the neck locally reaches a
stable geometry of constant mean curvature x = 1.8/h, the
thread is not at equilibrium globally since the curvature of the
neck differs from the curvature of the rest of the thread. As
we progressively extend the length L of the necking region,
its width w,, decreases until it eventually matches the height
of the channel 4. In this configuration shown in figure 2(d),
the centre of the neck detaches from all four channel walls
and resembles an unconfined fluid thread which is prone to the
Rayleigh—Plateau instability [17-19]. Increasing L any further
triggers the collapse of the thread.

Overall, we find that a thread of non-wetting fluid confined
in a rectangular channel is at equilibrium only when its
curvature is higher than «* = 2/h. Otherwise, the thread is
necessarily out of equilibrium, forms a neck, and then breaks
in two.

2.2. Shape and curvature of the bulb

We now consider the equilibrium shape of the bulb in the
reservoir which we model as a droplet of radius R, confined

between two solid plates separated by a distance H. Two
limiting cases can be solved analytically.

(1) When the radius R of the drop is smaller than H/2, it
takes a spherical shape since it is not confined. Its mean
curvature is then x, = 2/R.

(i1) The limit of a very large drop was studied by Laplace [20]
and more recently by Park and Homsy [21]. The drop then
has a pancake shape and a curvature

2 1+7rl
Kp = — -,
"TH 4 x

where x = 2R/H > 1 is the aspect ratio of the drop.

@)

In all cases, the equilibrium shape of the interface away
from the plates is an axisymmetric surface of constant mean
curvature whose axis of symmetry is perpendicular to the
plane of the reservoir. In the unbounded case, such surfaces
are called Delaunay surfaces and can be classified into three
subfamilies depending on the nature of their generatrix:
catenoids, unduloids and nodoids [22]. Confinement only adds
boundary conditions that dictate how the interface connects to
the solid plates but it does not modify the generic differential
equation ¥ = cst that generates the family of Delaunay
surfaces. Consequently, the shape of a droplet confined
between two parallel plates is a slice of a Delaunay surface.

In the case of a non-wetting droplet, the interface must
intersect the plates tangentially with a contact angle . This
implies that at the walls, the tangent of the generatrix of the
Delaunay surface is perpendicular to its axis of symmetry,
a condition which is only met by nodoids. In a cylindrical
coordinate system (p, 6, z) centred at the centre of mass of
the droplet, nodoids are described by the set of parametric
equations

Ve — 1\/e—coss

e+ Ccoss

p(s) = (3a)

Kbp
21 —cosu

d
Ko Jz +/er —cos?u(e+cosu)

z(s) = ¢ u. (3b)
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Here, e is a parameter that gives the nodoid shape and can
vary from 1 to oo, s is a curvilinear coordinate, and u is an
integration dummy variable.

The generatrix is 2m-periodic in s and its tangent is
perpendicular to the z-axis when dz/dp = 0, which occurs
fors = w/2+n-m, with n an arbitrary integer. Intuitively, the
interface of the squeezed drop must bend outwards and away
from its axis of symmetry. Thisisthecasefors = [7/2, 37 /2].
As a result, we obtain that the shape of a drop squeezed
between two parallel plates is described by the set of parametric
equations above with s varying between 7 /2 and 37 /2.

In equations (3a) and (3b), the curvature «, of the droplet
is just a scaling factor. Hence, all possible geometries are
scanned by varying e from 1 to co. For example, we recover
the spherical shape when e — 1 while e > 1 yields pancake
droplets. In practice, for a given drop geometry or value of e,
Ky is fixed by the height of the reservoir

—cosu

2 3r/2
es—1
/ WV d
Ko Jxp2 €2 — cos? u(e + cosu)

and the radius R for the drop is obtained by taking s = m in
equation (3a) for p(s):

H= u (4

e+1
R =

: (&)
Kb
Combining these expressions for R and H, we can express
the mean curvature «y as a function of e and x in a compact
equation
2e+1

= , 6
=T (6)
knowing that e is directly related to x via
1 1 (372 — cos
—=1 / - du.  (7)
X 2 Jrp A2 —cos2u(e +cosu)

When the drop is spherical (e = 1 and x = 1), we recover
H -k, = 4 as expected. In the asymptotic limit of large
pancake drops (¢ > 1), e = x + n/4 + O(1) such that
H -k, = 2[1 + w/4x + O(1/x)], in agreement with the
asymptotic limit (2) found by Laplace.

Overall, we can express H - k, from the unconfined
spherical case x < 1 to the pancake droplet limit x > 1
in the form H -k, = 2[1 + f(x)], with

2
f)=—-1 when (0 < x <1
X
=1 for y =1
w1l
N —— when y > 1 3
4 x

and find a lower bound 2/ H for the bulb curvature.
These results are shown in figure 3, where the different
shapes are displayed along with the value of f(x).

2.3. Matching curvatures: a scenario for droplet formation

The quasi-static equilibrium hypothesis implies that the mean
curvature of the thread upstream of the step «y, has to be equal

o0

0.5+

Figure 3. Plotof f = H - k,/2 — 1 versus the inverse aspect ratio of
the bulb yx. Insets (a)—(c) 3D plots of nodoid droplets obtained from
the parametric equations (3a) and (3b) for (a) e = 3, (b) e = 1.5 and
(c) e = 1.001. The dashed lines represent the two analytical limits.

to the mean curvature of the bulb in the reservoir ;. Yet, we
showed above that the mean curvature of the thread upstream
of the step has a lower bound «* = 2/ h below which it is out of
equilibrium. By matching curvatures, this threshold curvature
now also applies to the bulb. Consequently, the interface may
evolve out of equilibrium and collapse to release a droplet in
the reservoir when k}, decreases below «* = 2/ h.

The proposed scenario is the following: when the bulb
first enters the reservoir, it is spherical. Its mean curvature
is always higher than the critical value «* and the thread is
strongly confined, as shown in figure 2(a). However, as more
fluid is injected into the device, the size of the bulb increases
while its mean curvature k}, decreases. In the presence of a
step, the lower bound 2/H for the bulb curvature is lower
than the critical curvature k* = 2/h of the thread. Hence,
for any value of Ak > 0, the radius of the bulb eventually
reaches a critical value R* for which the curvature of the bulb
is equal to k™ = 2/ h. The shape of the thread is then tangent
to the channel side walls (figure 2()). Beyond this critical size
R*, the mean curvature of the thread can only match the bulb
curvature by taking a negative value in the plane of the channel,
as shown in figure 2(c). As discussed above, this situation is
out of equilibrium. The pressure in the gutters around the
thread is lower than the pressure in the reservoir. This drives
a backflow of the continuous fluid, which in turn increases the
size of the necking region. Eventually, the thread breaks when
w, = h and a drop of radius R* detaches into the reservoir.

The critical radius R* is defined by the equation x, = 2/ h,

which translates to
. Ah
f&xH = 7 9

for the critical aspect ratio x* of the bulb. Recalling
expression (8) and figure 3 for f(x), we can solve this
equation analytically for large step heights Akh/h > 1 and
numerically otherwise. When Ak/h > 1, we obtain that the
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dispersed phase is out of equilibrium before the bulb becomes
confined by the walls of the reservoir and the critical bulb size
R* = h is independent of the step height. As the step height
Ah/h decreases, R* increases, diverging along the asymptote
R* = nhH/8Ah when Ah/h — 0. The full results are
shown in section 4, figure 5.

3. Experimental methods

3.1. Microchannel fabrication

The experiments were performed in PDMS microchannels
(Dow Corning Sylgard 184). The microchannel fabrication
was performed using dry film soft-lithography techniques [23],
which allowed us to obtain different step heights by a
successive lamination of different film types (Etertec, Eternal
Laminar, thicknesses 15, 35, and 50 um)

The process began by (1) laminating the photoresist film
layers onto a glass slide using an office laminator (PEAK
PS320), at a constant temperature 7 = 100 °C, to get the base
shape with the desired height. (2) The film was then exposed to
UV light (Hamamatsu Lightningcure LC8) through a printed
photomask corresponding to the inlet channel and the wide
reservoir. (3) After exposing this channel, additional layers of
film were added to obtain the desired height of the step. (4) The
stack of photoresist films was exposed again to the UV light
through a mask corresponding only to the reservoir region. (5)
Finally the whole device was developed by immersing it in
a solution of water at 1% (w/w) of carbonate potassium, to
produce the master on which the PDMS could be moulded.

Once the moulds were fabricated, they were measured
using an optical profilometer (Zygo). The measured values
of the deconfinement parameter were in the range 0.064 <
Ah/h < 1.516, in addition to the condition of zero step height
as a control. The height and width of the inlet channel were
kept constant at & = 125 um and w = 250 um, except for
the condition Ah/h = 0.064 for which # = 250 um and
w = 500 um. Once the moulds were measured, they were
replicated into PDMS microchannels using the standard PDMS
moulding techniques.

3.2. Fluids and experimental protocol

The experiments were performed using a fluorinated oil (FC-
40, viscosity u = 4 cP) as the dispersed phase. The continuous
phase was a mixture of water and sodium dodecyl sulfate (SDS)
at 3% concentration by weight. The interfacial tension y was
18mNm~!. Good wetting of the water phase on the PDMS
was ensured by using the channels within a few minutes after
plasma bonding.

The channel was initially manually filled with the aqueous
solution through specifically fabricated side holes, while
ensuring that no gas bubbles were trapped. The oil was
then injected using a programmable high precision syringe
pump (Cetoni NeMESYS), at flow rates ranging from Q =
0.1 to 20 ulmin~! and each experiment was repeated three
times. Images of the fluid exit through the channels were
captured using a high-speed camera (Photron Fastcam 1024),
mounted on a Nikon TE2000-U inverted microscope, filming

at 250 frames s~ 1.

(@)
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Figure 4. (a) The location of the neck formation is found from the
late-time images of the drop detachment. (b) A space—time diagram
is then constructed to determine the initial moments of the neck
destabilization.

3.3. Image analysis

Two radii were of interest in the movies that we captured: the
final radius R*° was measured once the drop had detached.
More importantly, we identified the radius R* at which a neck
began to form upstream of the step as shown in figure 4. This
was done by first locating the position (x,) where the neck
formed (figure 4(a)) and building space—time diagram of the
grey values at this position (figure 4(b)). This allowed us to
determine the time t* at which the liquid interface began to
separate from the walls; the bulb radius at this time was taken
as the measure of R*.

Note that the values of R* that are reported here
correspond to the smallest value of Q. Therefore, even though
the criterion for stability depends on visually identifying the
fluid detachment from the wall, the error on R* is small since
the drop volume changes very slowly.

4. Results

4.1. Equilibrium loss

Using this experimental protocol, we first determined the value
of the bulb radius at which the drop began to detach. The values
of this critical radius R* as a function of the step height Ak are
shown in figure 5, where the physical values are normalized
by the height 4 of the inlet channel. The experimental data
(solid squares) were obtained for the minimum flow rate
Q = 0.10 ulmin~! and the black solid line corresponds to
the radius predicted by equation 9. This line is not a fit to the
data as it does not contain any free parameters.

Both the model and the experiments show that the critical
radius decreases with increasing deconfinement Ak / h. Infact,
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Figure 5. The evolution of R* as a function of the step height. The
points correspond to experimental measurements at a flow rate of
Q = 0.01 ulmin~'. The solid line indicates the prediction from
balancing the curvatures inside the inlet channel and in the deep
section. The dashed line corresponds to the prediction for infinitely
deep step.

the model predicts that the critical radius should diverge R* —
oo as Ah/h — 0, which is in agreement with the experimental
observations that yield R* = 5h for Ah = 0.064h. Moreover,
the control experiment with no step does not produce any
drops, with the bulb remaining attached to the inlet channel.
For Ah/h > 1, the model predicts that the critical radius
should reach a plateau R* = h. This plateau is observed in the
experiments, although the measured critical radius is slightly
superior to A.

The quantitative differences between the model and the
measurements can be attributed to three main sources: first,
gravitational effects can play a role, since FC-40 is about
85% denser than water. Second, the edge at which the inlet
channel meets the reservoir may impose some corrections
in order to account for the complex shape near the channel
exit. Finally, slight variations in the photo-resist thickness
can lead to a sloping top wall of the reservoir, which has been
shown to significantly influence confined two-phase flows [24].
Nevertheless, the model and the experiments are in semi-
quantitative agreement with no free adjustable parameters.

4.2. Drop radius

In practical situations, the quantity of interest is the size of the
final drop that detaches from the inlet channel. This drop radius
(R®°) corresponds to the critical value of the radius, augmented
by the fluid in the thread downstream of the necking, which
is small compared with the drop volume in our conditions.
This must also be corrected for the further inflation of the
drop by the fluid that has been injected during the necking
time. If the necking time is independent of the flow rate, we
would therefore expect the projected drop area to increase
linearly with the flow rate to leading order, which would
lead to the scaling (R® — R*) ~ Q'/2. We expect that the
necking time should decrease with increasing step height, since

1000 i
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Figure 6. Final drop size (R*) as a function of the input flow rate
(Q) ranging between 0.01 and 20 ul min~"', for three representative
step heights.
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Figure 7. Position of the neck formation distance from the step as a
function of the flow rate, for the same steps as figure 6.

the pressure imbalance that drives the necking of the thread
increases with Ah.

We measured the drop radii (R*) as a function of the
flow rate at which the dispersed phase is injected. As shown
in figure 6, we observe that the drop size indeed increases
with the flow rate, in agreement with the ‘inflationary’ theory.
Nonetheless, the change in drop radius is small, since at most a
three-fold difference in radius (9 times in volume) is observed
for a two-thousand fold increase in flow rate (Q from 0.01 to
20 ulmin~'). A fit of R® — R* yields a power law of exponent
larger than 0.5, between 0.6 and 0.7. This indicates that the
necking time depends on the flow rate. Moreover, we find that
the drop size decreases with increasing step height regardless
of the oil flow rate. This implies that the variations in the
necking time are not sufficient to modify the hierarchy of sizes
dictated by the dependence of R* on Ah.

4.3. Breakup distance

Finally, it is worth noting the location of the necking which
leads to the drop breakup x,. This position depends on the
flow rate of the inner phase, as shown in figure 7. In fact, the
geometric mechanism presented here provides a prediction for
the critical bulb radius but it cannot predict where the neck



J. Phys. D: Appl. Phys. 46 (2013) 114003

R Dangla et al

will form. Predicting x, would require a dynamic model
that accounts for the back flow into the inlet channel and its
interactions with the fluid thread. Such a model would need
to take into account the fluid properties, as well as geometric
details about the inlet channel.

5. Summary and discussions

In this paper, we present a theory for step emulsification based
on quasi-static geometric arguments. We argue that the growth
of the bulb in the reservoir leads to a thinning of the thread in
the inlet channel in order to maintain a curvature equilibrium
between the two regions. We also identify a minimum value
of curvature, imposed by the confinement of the thread in the
inlet channel, below which equilibrium shapes of the interface
cannot exist. A geometric calculation then shows that the
bulb curvature always decreases below this critical value if the
reservoir has a larger height than the inlet channel. This forces
the system out of equilibrium: a backflow of the continuous
phase is generated upstream of the step, which leads to the
drop breakup.

The curvature balance model does not depend on the fluid
properties. In particular, it is insensitive to the value of the
interfacial tension even though the physics that we describe is
dominated by surface effects. This is because the interfacial
tension is acting in both regions of the microchannels and its
value drops out of the balance.

However, our model does not directly predict the actual
size of the drops that are formed. Instead, we provide
a lower bound for the drop size, which must then be
corrected for dynamical effects. Those effects do depend
on the fluid properties: the back flow that is driven into
the inlet channel is accelerated by the capillary pressure
imbalance (which depends on y) and slowed down by viscous
effects (which depend on w) and by the overpressure due to
the driving (which depends on the flow rate Q). In order to
reduce the impact of the dynamics on the drop size, one may
imagine designing the inlet channel with local modulations in
width or depth in order to facilitate the breakup.

Finally, note that the curvature imbalance can also be
produced by a more gradual change in the channel height.
We have recently shown [24] that droplets with well calibrated
sizes can be produced by a sloping channel, through a similar
mechanism. In the case of a sloping roof, the drop size
depends on the inlet channel geometry, as in the present case,
but also on the slope angle. Moreover, the slope provides a
mechanism to move the droplet after its formation, since the
drops feel a force that drives them towards the regions of lowest
confinement [25]. When combined with local modulations of
the channel height [26, 27], such an approach can lead to a new
generation of droplet microfluidics that does not require any
flow of the continuous phase.
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Parallel measurements of reaction kinetics using
ultralow-volumest
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We present a new platform for the production and manipulation of microfluidic droplets in view of measuring the
evolution of a chemical reaction. Contrary to existing approaches, our device uses gradients of confinement to
produce a single drop on demand and guide it to a pre-determined location. In this way, two nanoliter drops
containing different reagents can be placed in contact and merged together, in order to trigger a chemical reaction.
The reaction rate is extracted from an analysis of the observed reaction-diffusion front. We show that the results
obtained using this platform are in excellent agreement with stopped-flow measurements, while decreasing the
sample consumption 5000 fold. We also show how the device operation can be parallelized in order to react an
initial sample with a range of compounds or concentrations, on a single integrated chip. This integrated chip
thus further reduces sample consumption while reducing the time required for the experimental runs from hours

www.rsc.org/loc to minutes.

Recent years have witnessed rapid progress of droplet
microfluidic methods for chemical and biological analysis,' ™
which has led to applications for DNA analysis,*® cell
manipulation,® or other biological or biochemical advances.>’
Most of this work has focused on high-throughput applica-
tions that require 10°-10° droplets, leading to the develop-
ment of many tools for the formation and transport of such
drops, in addition to methods for measuring their contents.
These developments have already led to a new way of thinking
about biological systems, through the emergence of “digital
biology” where an initial sample is separated into compart-
ments that provide a binary (yes or no) answer.”

An alternative approach is to extract more detailed infor-
mation from a single droplet by observing variations of its
contents in time, for instance to observe the evolution of a
chemical reaction®® or the response of a small number of cells
to a stimulus.'®"" Tools that address this low-throughput niche
have been developed in the surface-actuated microfluidics
approach, either through electrowetting'?> or through surface
acoustic waves," but they have remained very underdeveloped
in microchannels. So although the volumes required to perform
the measurement are small, a large part of the sample is wasted
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due to fluid handling limitations. This can be an important
drawback when expensive or rare samples are used or when
many different reactions are required.

Part of the difficulty of working with few drops comes from
the classical methods of droplet generation and transport,
which rely on stable flow rates at a flow-focusing or T-junction
to produce the drops.** This implies that the initial drop pro-
duction, before the fluid flows have reached a steady state, is
poorly controlled. Recently however, gradients of confine-
ment were introduced for the production and transport of
drops without the need for a flow of the outer fluid and with-
out any transient effects.'®> Two individual drops could there-
fore be produced on demand and brought together to merge
and react, by only relying on the channel geometry, using a
technique called “rails and anchors”."*

Here we demonstrate a robust and easy to fabricate
microfluidic platform that will allow such measurements to
become routine. In particular, we show how chemical kinetics
can be extracted from a single fusion of two nanoliter droplets
and how the device can be parallelized to perform multiple
independent reactions on an integrated chip. A simplified
analysis method is introduced to measure the chemical kinetics
and the results compare favorably with measurements obtained
from a commercial stopped-flow machine, while requiring only
a tiny fraction of the reagents.

The device consists of a square test section connected to
four inlet channels of smaller width and height, two for oil and
two for aqueous solutions, as shown on Fig. 1a. In addition, a
goggle-like pattern, of larger height, is etched on top of the test
section. This multilevel structure (Fig. 1b) is micro-fabricated
using simple multi-layer dry film soft lithography.'®"” In this
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Fig. 1 (a) Top-down view of the test section. It consists of three regions of different
heights h: four inlet channels, the test section in green, and the goggle pattern in
white. (b) Perspective view of half the reaction chamber.

method, successive layers of solid photoresist are deposited
and exposed to UV using a succession of masks that deter-
mine the features at each height. Once all layers are depos-
ited and exposed, the complete device is developed to reveal
the mold that is then used to produce PDMS devices. This
procedure is rapid (few minutes) and simple to implement; it
does not require a mask aligner since it relies on superposing
millimeter-scale structures. The geometry that is thus defined
provides the three operations that must be performed on the
drops: their production, propulsion and pairing.

During operation, the device is first filled with a fully
wetting oil used as the continuous phase and the oil is kept
stationary for the rest of the experiment. By pushing the
aqueous solutions past the step into the test section, a drop
detaches when it reaches a well-calibrated size, a technique
known as step emulsification.'® The drop size is determined
by the height of the step and, to a lesser extent, the injec-
tion rate of the dispersed phase.'® As a result, injecting the
aqueous solution past the step allows the production, on
demand, of a single droplet of desired volume.

In the experiments reported here, the drop that detaches
is large enough to remain squeezed between the top and
bottom walls and this vertical confinement makes droplets
sensitive to channel height modulations."" Indeed, confined
droplets have a larger surface energy than spherical unconstrained
drops of identical volume. Since droplets tend to minimize
their surface energy, they migrate towards regions of reduced
confinement. Consequently, the V-shaped grooves in our device,
corresponding to the arms of the goggle, passively propel
droplets toward the center of the test section by gradually
releasing their confinement. Finally, droplets coming from
the two inlet channels are held against each other in adjacent
anchors in the center of the test region. The shape of the
anchors ensures that the two drops are touching.

Typical device operation is shown in Fig. 2 and accompa-
nying movie S1, ESL{ The device is first filled with a mixture
of perfluorinated oil (FC40, 3M Fluorinated) and a PEG
based fluoro-surfactant®® at 0.1% (w:w). Next, a solution of
2,6-dichlorophenolindophenol (DCPIP) is injected from the
top injection channel and a drop detaches and comes to a
rest in the central trap, after which a drop of r-ascorbic acid
is generated in the same way from the bottom injection
channel (Fig. 2a-b).

Lab Chip
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Fig. 2 Channel operation showing the reduction of DCPIP to a colorless molecule by
L-ascorbic acid. (a) Injection of the DCPIP. (b) Injection of the t-ascorbic acid. (c) Static
pair of touching droplets. An infrared laser pulse (wavelength A = 1480 nm, power
P ~ 150 mW), lasting 200 ms, is focused near the droplet-droplet interface to
trigger coalescence. The laser is removed before coalescence starts. (d-e) Reactive
front propagating along the fused droplet. The arrow indicates the line over which
the time evolution is measured.

The two drops do not merge, due to the presence of the
surfactant (Fig. 2c). However, a laser pulse on the touching
interfaces triggers their fusion, which is initiated only after
the laser has been removed,'” and the fused drop quickly
relaxes to the final oblong shape imposed by the anchors.
The reaction starts immediately after fusion and a reactive
front propagates in the fused droplet, as shown in Fig. 2d-e,
until the limiting reagent has been exhausted. Finally, once the
reaction is completed, a transverse oil flux is used to remove
the drop and reset the test section for another experiment.

In contrast to moving droplets where internal flows mix
the reagents,”’* the reaction in the stationary drops takes
place through a reaction-diffusion process.’ In our devices,
we match the drop sizes and interfacial tensions so that the
contents remain well separated after the drop fusion. In the
case when a drop of DCPIP (dark blue) is fused with a drop
of buffer, the diffusion coefficient of the DCPIP can be mea-
sured (Dg = 0.77 x 10° m*> s™*) by following the spreading of
the dye (see ESI} section 1 and movie S2). When the second
drop contains the r-ascorbic acid, the reaction evolution can
be modeled by a reaction-diffusion (R-D) set of equations
with initially separated reagents.

We use the shorthand notation A for r-ascorbic acid, B for
DCPIP and C for the reaction product. Since A and B are ini-
tially separated in two different droplets, they have to diffuse
toward each other in order to react once the droplets merge.
As a result, the local concentrations of A, B and C, noted [A],
[B] and [C], are functions of both space and time. In addition,
the reaction is known to follow second order kinetics* so the
reaction rate is R = k[A][B], which is also a function of space

This journal is © The Royal Society of Chemistry 2013
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and time. As a result, conservation laws for the three species
yield:

Oc[A] = Da0x[A]-k[A][B] 1)
0c[B] = Dy0x[B]-k[A][B] (2)
0:[C] = D0y [C] + K[A][B] (3)

where D,, Dg and D are the diffusion coefficients of A, B and C,
respectively (the model details are given in the ESIt section 2).

A and C being colorless, we are not able to measure their
diffusion coefficients using brightfield images. Instead, we
estimate them by comparing the molar weights of the mole-
cules with B (see ESIf section 1). Then, the rate constant k is
the only unknown parameter left in our model, which we
therefore treat as a fitting parameter.

Eqn (1)-(3) are solved numerically for different reaction
rate constants k and the numerical solution is compared
with the measured profiles of B along the central axis of
the daughter droplet (sketched by the x axis on Fig. 2d).
The comparison is then used to obtain the value of k which
makes the experimental and simulated profiles of B fit best
for different times. A typical example is shown in Fig. 3a,
where experimental profiles of DCPIP are superposed with
their numerical best fits at four time points. Repeating the
experiment for five initial concentrations A, yields k = 83 +
aM s

While this method yields a value of the reaction rate, it
relies on image fitting techniques. A simpler approach is to
monitor the total amount of B in the fused droplet over time
(B). This reduces the problem to fitting a time series of a
single variable whose evolution integrates the effects of both
diffusion and reaction. Three representative fits are shown in
Fig. 3b, where the solid line is a fit to the experimental data
based on the integrated R-D model. Again, the model captures
well the evolution of the experimental measurements over the
whole course of the experiment.

016} = A= 30mM

* A,= 50mM
014} v A,=100mM
0.12
0.10
-150 =100 -50 0 50 100 0 1 2 3 4 5 6
X (um) t(s)

Fig. 3 (a) Spatial distribution of B and corresponding simulated best fits at
different time points. t = 0 s is the time of droplet fusion; x = 0 um is the initial
position of the fused interface. The initial concentrations are Ao = 100 mM and Bg =
0.6 mM. The solutions are at pH = 6. (b) Evolution of the total amount of B (B) over
time, for three different values of Aq. The solid lines are the best fits obtained from
the R-D model.
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The values of the kinetic constant from the two R-D
fitting methods are compared, in Fig. 4, with measurements
done in a commercial stopped-flow spectrometer (Biologic
Science Instruments) using the same solutions. Since we
keep Ay > B, in our experiments, the process in the well-
mixed case behaves as a pseudo-first order reaction® and the
DCPIP decreases exponentially with time. The characteristic
rate of the decay ks = kA, is provided directly by the stopped
flow apparatus. In the droplet experiments however, the
pseudo-first order approximation does not hold since the
concentrations of A and B vary in space and time. Instead,
the fits with the R-D model yield the value of k. Nonetheless,
the measurements in droplets and using the stopped-flow are
in very good agreement, as shown in Fig. 4. Indeed, the three
methods yield values of k between 80 and 87 M™' s, in
agreement with previously reported values.>®

In both the local and integral fitting protocols, k is obtained
by finding the minimum of the residual error between the
simulations and the experiments (see ESIT sections 3 and 4).
The selectivity of these measurements can then be evaluated
by observing the behavior of the residual as k departs from
the optimal value, particularly while varying the time window
in which the fits are performed. We find that a reliable mea-
sure of k can be obtained for time windows larger than
around 1 s, independently of k.,s, and that the selectivity
improves for longer windows (ESIT Fig. S3 & S4). This result
implies that chemical information can be extracted from the
R-D front even at times ¢ > k},.. This contrasts strongly with
most approaches in which fast kinetics require a very high
time resolution of the measurement method. So while tech-
niques that rely on mixing the species cannot resolve reac-
tions whose typical time is shorter than the mixing time, the
droplet-based measurement relies on long observations even
for fast kinetics.

9 )
8 v Local RD i
= Integrated RD el
7 o Stopped—flow & 1
- i
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0 ’
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Fig. 4 Comparison between on-chip measurements of k, obtained from spatial
and integrated fits, with measurements of kops = kA performed in a stopped-flow
spectrometer. B, = 0.6 mM for all experiments. The error bars on the stopped flow
measurement correspond to variations between different runs. The error bars on
the reaction-diffusion measurements correspond to the selectivity of the fitting
procedure by taking the value of ks at which the residue increases by 1% from
the minimum value.
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In practical terms, the results shown here demonstrate
that the microfluidic approach can yield equivalent results to
the stopped flow apparatus, while using 20 nL of reagents per
measurement, compared with typically 100 pL of each reagent
per run in the stopped flow. The effective sample consumption
is therefore decreased more than 5000 fold. The time required
to run these reactions is similar in an automated stopped flow
and in the microfluidic system described above. This time
can however be greatly reduced by working in a parallelized
chip that allows all five conditions of Fig. 4 to be tested on an
integrated device. Such a design is shown in Fig. 5 (and ESI}
movie S3), where the rail and anchor pattern has been
reproduced in order to allow six independent conditions to be
tested on a single chip (see ESIt section 5 for chip dimensions).

In this parallel chip, the top row of traps is filled with a
single drop of each of the six independent reagents, which
originate from different syringes outside the chip (Fig. 5a).
Once those positions are occupied (Fig. 5b), six drops of the
common reagent are produced on the left hand side, before a
gentle flux of oil is used to direct them to the empty trapping
sites. It is also possible to use the laser to guide individual
droplets into the desired anchors.'” This leads to all six

Fig. 5 A parallel chip that serves to test a solution via six independent reactions.
(a) A sketch of the chip that shows the different inlets. (b) The chip is initially filled
with a single droplet of the six test conditions, before the test solution (light blue) is

injected from the left-most inlet. (c) After filling, each trap contains a different pair
of droplets that can be fused at will by using the focused laser.

Lab Chip
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positions being occupied by six different pairs of drops (Fig. 5¢)
and the independent reactions can again be triggered, when
desired, by the laser.

In conclusion, the method presented here relies on integrating
different capabilities on a single chip (drop production and
transport, active merging, analysis of the R-D front) to provide
a system for measuring fast chemical kinetics while using
ultra-low volumes. The fluids are mostly stationary but the
geometry and the external flows can be combined to implement
temporary movements. Combinatorial assays can thus be obtained
by pairing droplets that originate from many different inlets
through a pre-programmed sequence of operations. In practice,
a few puL of sample are sufficient to run a series of reactions
with different substrates in a few minutes. This performance
yields significant gains in cost and time, motivating the use of
such a device in the screening of molecular interactions or for
measuring the kinetics of precious enzymes.
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Résumé

La microfluidique de gouttes - i.e. ’emploi de gouttelettes comme microréacteurs - offre de nombreux
avantages pour 1’étude des systemes biologiques. Dans ce travail de these, nous présentons une nouvelle
approche pour la production et la manipulation de gouttelettes au sein de microcanaux afin de suivre
l'avancement de réactions biochimiques au cours du temps. Contrairement aux approches existantes,
notre dispositif utilise des gradients de confinement afin de produire et guider une unique goutte vers son
lieu de stockage. Ce faisant, deux gouttes de contenus différents peuvent étre appariées et fusionnées afin
de déclencher une réaction chimique. Les réactifs n’étant pas activement mélangés, un front de réaction
se propage alors le long de la goutte fille duquel on peut extraire la cinétique de la réaction. Nous
commencons par I’étude de réactions simples ayant lieu en une étape. Un modele 1D de réaction-diffusion
permet de représenter la dynamique du front de réaction ce qui est vérifié en confrontant les solutions
de ce modele, obtenues numériquement ou analytiquement, & des mesures effectuées en gouttes. Puis,
nous nous intéressons au cas des réactions enzymatiques. Nous démontrons d’abord la parallélisation de
notre technique d’appariement de gouttes afin de reproduire en microcanal différents tests enzymatiques
usuellement effectués en plaque multipuits. Finalement, nous étudions le cas des réactions enzymatiques
rapides & ’aide de notre modele de réaction-diffusion. La encore, la comparaison d’expériences tenues
en gouttes et de prédiction issues de notre modele nous permet d’extraire une mesure des parametres

cinétiques de la réaction mise en jeu.

Mots clefs: Goutte, microfluidique, gradient de confinement, laser, réaction-diffusion,

raccordement asymptotique, enzyme

Abstract

Droplet microfluidics - i.e. the use of droplets as microreactors - offers significant advantages for the
study of biological systems. In this work, we present a new platform for the production and manipulation
of microfluidic droplets in view of measuring the evolution of biochemical reactions. Contrary to existing
approaches, our device uses gradients of confinement to produce a single drop on demand and guide
it to a pre-determined location. In this way, two nanoliter drops containing different reagents can be
placed in contact and merged together in order to trigger a chemical reaction. Then, an analysis of the
observed reaction front yields the reaction rate. We start with the case of one step reactions. We derive
a one dimensional reaction-diffusion model for the reaction front and compare numerical and analytical
solutions of our model to experiments held in our microsystem. Then, we turn our attention to the case
of enzymatic reactions. First, we show how the device operation can be parallelized in order to react an
initial sample with a range of compounds or concentrations and we perform standard well-mixed enzyme
assays with our parallelized chip, thereby mimicking titer plate assays in droplets. Second, we build onto
our reaction-diffusion model to predict the rate of fast enzymatic reactions held in our device. Again,
numerical and analytical solutions of our model are compared to experiments done in droplets which

yields measurements of the kinetic parameters of the reaction at play.

Key words: Droplet, microfluidics, gradient of confinement, laser, reaction-diffusion, asymp-

totics, enzyme
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