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To see a world in a grain of sand
And a heaven in a wild flower

Hold infinity in the palm of your hand
And eternity in an hour

——William Blake

OK ! GO !
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RÉSUMÉ

Résumé

Cette thèse se consacre aux études des comportements de longtemps des solu-
tions pour les EDPs nonlinéaires qui sont proches d’une EDP linéaire ou intégrable
hamiltonienne. Une théorie de la moyenne pour les EDPs nonlinéaires est presenté.
Les modèles d’équations sont les équations Korteweg-de Vries (KdV) perturbées et
quelques équations aux dérivées partielles nonlinéaires faiblement.

Considère une équation KdV perturbée sur le cercle :

ut + uxxx − 6uux = ǫf(u)(x), x ∈ T = R/Z,
∫

T

u(x, t)dx = 0, (∗)

où la perturbation nonlinéaire définit les opérateurs analytiques u(·) 7→ f(u(·)) dans
les espaces de Sobolev suffisamment lisses. Soit I(u) = (I1(u), I2(u), · · · ) ∈ R∞

+ le
vecteur formé par les intégrales de KdV, calculé pour le potentiel u(x). Supposons
que l’équation (∗) satisfait des hypothèses modérées supplémentaires et possède une
mesure µ qui est ǫ-quasi-invariante. Soit uǫ(t) est une solution. Il est ici obtenue que
sur des intervalles de temps de l’ordre ǫ−1, ses actions I(uǫ(t, ·)) peuvent être estimés
par des solutions d’une certaine équation en moyenne bien posée, à condition que la
donnée initiale uǫ(0) est µ-typique et que le ǫ est assez petit.

Considère une EDP nonlinéaire faiblement sur le tore :

d

dt
u+ i(−△u+ V (x)u) = ǫP(△u,∇u, u, x), x ∈ T

d. (∗∗)

Soient {ζ1(x), ζ2(x), . . .} les L2-bases formées par les fonctions propres de l’opérateur
−△+V (x). Pour une fonction complexe u(x), on l’écrit comme u(x) =

∑

k>1 vkζk(x)
et définit I(u) = (Ik(u), k > 1), où Ik(u) = 1

2
|vk|2. Alors, pour toutes les solutions

u(t, x) de l’équation linéaire (∗∗)ǫ=0, on a I(u(t, ·)) = const. Dans cette thèse, il est
prouvé que si (∗∗) est bien posée sur des intervalles de temps t . ǫ−1 et satisfait-il
des hypothèses a-priori bénins, alors pour tout ses solutions uǫ(t, x), le comporte-
ment limité de la courbe I(uǫ(t, ·)) sur des intervalles de temps de l’ordre ǫ−1, comme
ǫ → 0, peut être caractérisée uniquement par des solutions d’une certaine équation
efficace bien posée.

Mots-clefs

KdV, NLS, EDPs nonlinéaires faiblement, L’équation en moyenne, L’équation
efficace.
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An averaging theory for nonlinear PDEs

Abstract

This Ph.D thesis focuses on studying the long-time behavior of solutions for
non-linear PDEs that are close to a linear or an integrable Hamiltonian PDE. An
averaging theory for nonlinear PDEs is presented. The model equations are the
perturbed Korteweg-de Vries (KdV) equations and some weakly nonlinear partial
differential equations.

Consider a perturbed KdV equation on the circle:

ut + uxxx − 6uux = ǫf(u)(x), x ∈ T = R/Z,
∫

T

u(x, t)dx = 0, (∗)

where the nonlinear perturbation defines analytic operators u(·) 7→ f(u)(·) in suf-
ficiently smooth Sobolev spaces. Let I(u) = (I1(u), I2(u), · · · ) ∈ R∞

+ be the vector,
formed by the KdV integrals of motion, calculated for the potential u(x). Assume
that the equation (∗) has an ǫ-quasi-invariant measure µ and satisfies some addi-
tional mild assumptions. Let uǫ(t) be a solution. Then it is obtained here that on
time intervals of order ǫ−1, its actions I(uǫ(t, ·)) can be approximated by solutions of
a certain well-posed averaged equation, provided that the initial datum is µ-typical
and that the ǫ is small enough.

Consider a weakly nonlinear PDE on the torus:

d

dt
u+ i(−△u+ V (x)u) = ǫP(△u,∇u, u, x), x ∈ T

d. (∗∗)

Let {ζ1(x), ζ2(x), . . .} be the L2-basis formed by eigenfunctions of the operator
−△ + V (x). For any complex function u(x), write it as u(x) =

∑

k>1 vkζk(x) and
set Ik(u) = 1

2
|vk|2. Then for any solution u(t, x) of the linear equation (∗∗)ǫ=0 we

have I(u(t, ·)) = const. In this thesis it is proved that if (∗∗) is well posed on time-
intervals t . ǫ−1 and satisfies there some mild a-priori assumptions, then for any its
solution uǫ(t, x), the limiting behavior of the curve I(uǫ(t, ·)) on time intervals of or-
der ǫ−1, as ǫ → 0, can be uniquely characterized by solutions of a certain well-posed
effective equation.

Keywords

KdV, NLS, Weakly nonlinear PDEs, Averaged equation, Effective equation.
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Introduction

In mathematics and physics, the linear or integrable partial differential equa-
tions are usually deduced from idealization of certain physical processes. Normally,
their solutions possess very clear and nice structures. However it is a fact of life
that most of the processes that we encounter in physical realities are neither linear
nor integrable but nonlinear and non-integrable. Fortunately, many important pro-
cesses are described by suitable (nonlinear) perturbations of an integrable or linear
equation. To study up to what extends the nice structures of the unperturbed equa-
tion can help us understand the behaviours of the perturbed systems has been an
important and popular topic in the mathematics community. In this thesis, I will
present several averaging-type theorems that describe the long-time behaviours of
solutions for some perturbed Korteweg-de Vries (KdV) equations (which are per-
turbations of an integrable PDE) and nonlinear Schrödinger equations (NLS) with
small nonlinearities (which are perturbations of a linear system).

On perturbed KdV. Consider a perturbed KdV equation with zero mean-value
periodic boundary condition :

ut + uxxx − 6uux = ǫf(u)(x), x ∈ T = R/Z,
∫

T

u(x, t)dx = 0, (0.0.1)

where ǫf is a nonlinear perturbation to be specified below. For any p > 0, denote
by Hp the Sobolev space of real valued functions on T with zero mean-value and
by || · ||p the Sobolev norm or some related norms. It is well known that KdV is
integrable. It means that the space Hp admits analytic coordinates

v = (v1,v2, . . . ) = ΨK(u(·)),

where vj = (vj, v−j)t ∈ R2, such that the quantities Ij = 1
2
|vj|2 and ϕj = Arg vj,

j > 1, are action-angle variables for KdV. In the (I, ϕ)-varibles, KdV takes the
integrable form

İ = 0, ϕ̇ = W (I),

where W (I) ∈ R∞ is the KdV frequency vector (see [38]).
One of the fundamental problems related to the solutions u(t) of the perturbed

equation (0.0.1) is the behaviours of the action variables I(u(t)) for t ≫ 1. The
KAM theory for PDEs (see [47, 38]) affirms that if (0.0.1) is a Hamiltonian system,
then for typical finite dimensional initial data u0 such that #{j : Ij(u0) 6= 0} < +∞,
we have supt∈R |I(u(t)) − I(u0)| 6 ǫσ for some σ ∈ (0, 1). However these initial data
form a null-set with respect to any reasonable measure in the Sobolev space Hp.



12 Introduction

What happens if the initial datum is outside this null-set or if the perturbation is
not hamiltonian ? The work here mainly concerns the dynamics of I(u(t)) in the
time interval of order ǫ−1 for general initial data and general perturbations. Let us
fix some ζ0 > 0, p > 3, T > 0, and assume :
Assumption A : (i) For any u0 ∈ Hp and the equation (0.0.1), there exists a
unique solution u(·) ∈ C([0, ǫ−1T ], Hp) with u(0) = u0. It satisfies

||u||p 6 C(T, p, ||u0||p), 0 6 t 6 Tǫ−1.

(ii) There exists a p′ = p′(p) < p such that for q ∈ [p′, p], the perturbation term
defines an analytic mapping

Hq → Hq+ζ0 , u(·) 7→ f(u)(·).

Passing to slow time τ = ǫt, write the equation in action-angle variables (I, ϕ),

dI

dτ
= F (I, ϕ),

dϕ

dτ
= ǫ−1W (I) +G(I, ϕ). (0.0.2)

Here I ∈ R∞ and ϕ ∈ T∞, where T∞ := {θ = (θj)j>1, θj ∈ T} is the infinite-
dimensional torus, endowed with the Tikhonov topology. The two functions F (I, ϕ)
and G(I, ϕ) represent the perturbation term f , written in the action-angle variables.
Inspired by finite dimensional averaging theory, we consider an averaged equation
for the actions I(·) :

dJ

dτ
= 〈F 〉(J), 〈F 〉(J) =

∫

T∞
F (J, ϕ)dϕ, (0.0.3)

where dϕ is the Haar measure on T∞. It turns out that under the Assumption A, the
equation (0.0.3) is well-posed, at least locally. The main task is to study the relation
between the actions I(τ) of the solutions for equation (0.0.2) and solutions J(τ) of
equation (0.0.3), for τ ∈ [0, T ]. One of the main obstacles here is that the frequency
vector W (I) of KdV is resonant in a dense subset of the space Hp. How to insure that
the solutions of the perturbed KdV do not stay "too long" in this dense subset ? Our
strategy to handle this is introducing a "new" tool : the ǫ-quasi-invariant measures 1

(see Definition 2.1.1).
The following theorem is proved in Chapter 2. Let uǫ(t) stand for solutions of

equation (0.0.1) and vǫ(τ) = ΨK(uǫ(ǫ−1t)). By Assumption A, for τ ∈ [0, T ] we have
||I(vǫ(τ))||p 6 C1

(

T, ||I(vǫ(0))||p
)

. Denote

T̃ (I0) := min{τ ∈ R+ : J(0) = I0 & ||J(τ)||p > C1(T, ||I0||p) + 1}.

Theorem 0.0.1. Let µp be an ǫ-quasi-invariant measure for equation (0.0.1) on
Hp. Suppose that Assumption A holds and B ⊂ Hp is a bounded Borel set. Then

1. Let St
ǫ be the flow map of the perturbed KdV (0.0.1) on Hp. Then the ǫ-quasi-invariant µ for

equation (0.0.1) on Hp satisfies e−ǫtCµ(A) 6 µ(St
ǫA) 6 eǫtCµ(A), for every bounded Borel subset

A ⊂ Hp and t ∈ [0, ǫ−1T ], where the constant C depends only on the bound of A and T .
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(i) For any ρ > 0 and q < p + min{1, ζ0/2}, there exists ǫρ,q > 0 and a Borel
subset Γǫ

ρ,q ⊂ B such that
lim
ǫ→0

µp(B \ Γǫ
ρ,q) = 0,

and for ǫ 6 ǫρ, we have that if uǫ(0) ∈ Γǫ
ρ,q, then

||I(vǫ(τ)) − J(τ)||q 6 ρ, for 0 6 τ 6 min{T, T̃ (Iǫ
0)}.

Here Iǫ
0 = I(vǫ(0)) and J(·) is a unique solution of the averaged equation (0.0.3)

with initial data Iǫ
0.

(ii) (ii) Let λv0

ǫ be the probability measure on T∞ defined by the relation

∫

T∞
f(ϕ) dλv0

ǫ (dϕ) =
1
T

∫ T

0
f(ϕ(vǫ(τ))dτ, ∀f ∈ C(T∞),

where v0 = v0(u0) := ΨK(uǫ(0)). Then the averaged measure

λǫ :=
1

µ(B)

∫

B
λv0(u0)

ǫ dµ(u0)

converges weakly, as ǫ → 0, to the Haar measure dϕ on T∞

On the existence of the ǫ-quasi-invariant measures. We will provide two suf-
ficient (not necessary) conditions for the existence of the ǫ-quasi-invariant measures
for the perturbed KdV (0.0.1) in Section 2.5 of Chapter 2. Let

PK(v) = dΨK(u)
(

f(u)
)

, v = ΨK(u)

Theorem 0.0.2. If Assumption A holds and the map v 7→ PK(v) is ζ ′
0-smoothing

with ζ ′
0 > 1, then there exist ǫ-quasi-invariant measures for the perturbed KdV (0.0.1).

However, due to the complexity of the nonlinear Fourier transform ΨK , the
additional smoothing condition in this theorem is not easy to verify. So it would
be convient to have sufficient conditions directly on the map f(u) in the Sobolev
space Hp.

As is known, for solutions of KdV, there are countably many conservation laws
Jn(u), n > 0, where J0(u) = 1

2
||u||20 and

Jn(u) =
∫

T

{1
2

(∂n
xu)2 + cnu(∂n−1

x u)2 + Qn(u, . . . , ∂n−2
x u)

}

dx, (0.0.4)

for n > 1, where cn are real constants, and Qn are polynomial in their arguments
(see e.g. [38]). Let µn be the Gibbs measures on the space Hn, generated by the
conservation law Jn(u), which formally may be written as

dµn = e−Jn+1+ 1

2
||u||2p+1dηn,

where ηn is the Gaussian measure on the space Hn with correlation operator ∂−2
x .

They are invariant for KdV ([75]). We have the following :
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Theorem 0.0.3. Let p ∈ N. Then if Assumption A holds with ζ0 > 2, then the
Gibbs measure µp is ǫ-quasi-invariant for the perturbed KdV (0.0.1).

Particularly, this theorem and Theorem 0.0.1 apply to the equation :

ut + uxxx − 6uux = ǫf(x),

where f(x) is a smooth function on the circle with zero mean value.

On weakly nonlinear equations. Consider a weakly nonlinear equation

d

dt
u+ i(−△u+ V (x)u) = ǫP(△u,∇u, u, x), x ∈ T

d, (0.0.5)

where P : Cd+2 × Td → C is a smooth function, 1 6 V (x) ∈ Cn(Td) is a potential
(we will assume that n is sufficiently large). We fix some p > d/2 + 4 and suppose
that the item (i) of the Assumption A holds for equation (0.0.5).

Denote by AV the Schrödinger operator

AV u := −△u+ V (x)u.

Let {ζk}k>1 and {λk}k>1 be its real eigenfunctions and eigenvalues, ordered in such
a way that

1 6 λ1 6 λ2 6 · · · .
The potential V (x) is called non-resonant if

∑∞
k=1 λksk 6= 0, for every finite non-zero

integer vector (s1, s2, · · · ). For any complex-valued function u(x) ∈ Hp, we denote
by

ΨS(u) := v = (v1, v2, · · · ), vj ∈ C,

the vector of its Fourier coefficients with respect to the basis {ζk}, i.e. u(x) =
∑∞

k=1 vkζk.
Denote Ik = 1

2
|vk|2, k > 1. We are mainly concerned of the behaviour of the quantity

I(t) = (I1(t), . . . ) in the time interval of order ǫ−1. Using the mapping ΨS, we can
rewrite equation (0.0.5) in the v-variables and in slow time τ = ǫt as,

dv

dτ
= ǫ−1dΨS(u)(−iAV (u)) + P (v). (0.0.6)

Here P (v) is the perturbation term P , written in v-variables. This equation is sin-
gular when ǫ → 0. Following the work of S. Kuksin in [49], we introduce the effective
equation for (0.0.6) as

dv

dτ
=
∫

T∞
Φ−θP (Φθv)dθ, (0.0.7)

where Φθ is the linear operator in the space of complex sequences (v1, v2, · · · ), which
multiplies each component vj with eiθj . We assume that the effective equation (0.0.7)
is locally well posed in the space Hp.

The following result is presented in Chapter 3. Let vǫ(τ) be the Fourier transform
of a solution uǫ(t, x) for the problem (0.0.5) with initial data in Hp, written in the
slow time τ = ǫt :

vǫ(τ) = ΨS

(

uǫ(ǫ−1τ)
)

, τ ∈ [0, T ].

Assume also that the potential V (x) is non-resonant.
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Theorem 0.0.4. The curves I(vǫ(τ)), τ ∈ [0, T ], converge to a curve I0(τ), τ ∈ [0, T ],
as ǫ → 0, uniformly in τ ∈ [0, T ]. Moreover I0(τ) = I(v(τ)), where v(·) is the unique
solution of the effective equation (0.0.7), equal to ΨS(u0) at τ = 0.

Particularly, the theorem applies to a complex Ginzburg-Landau equation :

du

dτ
+ ǫ−1i(−△u+ V (x)u) = △u− γRfp(|u|2)u− iγIfq(|u|2)u, x ∈ T

d,

where the constants γR, γI > 0, the functions fp(r) and fq(r) are the monomials
|r|p and |r|q, smoothed out near zero, and

0 6 p, q < ∞ if d = 1, 2 and 0 6 p, q < min{d
2
,

2
d− 2

} if d > 3.

In the completely resonant case where in the equation (0.0.5) the potential V (x) ≡ 0,
the assertion of Theorem 0.0.4 also holds true if the nonlinearity P is a polynomial
of the unknown functions u and ū. In this situation, the corresponding effective
equation is constructed through a certain resonant averaging process. See Chapter 4.

Organization of the thesis. In Chapter 1, we would cover some background know-
ledge on the finite dimensional integrable systems, classic averaging principle in finite
dimensional space, Gaussian measures in Hilbert space and the integrability of the
KdV equation. The averaging theory for perturbed KdV equations (Theorems 0.0.1-
0.0.3) would be showed in Chapter 2. The Chapters 3 and 4 would discuss averaging
theorems for weakly nonlinear equations. Except Chapter 1, each chapter here is self
contained. Every chapter can be read independently.





Chapitre 1

Background

This chapter contains some background knowledge on finite dimensional inte-
grable systems, classic averaging theory in finite dimensional space, Gaussian mea-
sure in Hilbert space and the integrality of the KdV equation. The Sections 1.1 and
1.4 are directly taken from the review [33].

1.1 Finite dimensional integrable systems

Classically, integrable systems are particular hamiltonian systems that can be in-
tegrated in quadratures. It was observed by Liouville that for a hamiltonian system
with n degrees of freedom to be integrable, it has to possess n independent integrals
in involution. This assertion can be understood globally (in the vicinity of an inva-
riant torus or an invariant cylinder) and locally (in the vicinity of an equilibrium).
Now we recall corresponding finite-dimensional definitions and results.

1.1.1 Liouville-integrable systems

Let Q ⊂ R2n
(p,q) be a 2n-dimensional domain. We provide it with the standard

symplectic form ω0 = dp ∧ dq and the corresponding Poisson bracket

{f, g} = ∇pf · ∇qg − ∇qf · ∇pg,

where g, f ∈ C1(Q) and “ · ” stands for the Euclidean scalar product in Rn (see [1]).
If {f, g} = 0, the functions f and g are called commuting, or in involution. If h(p, q)
is a C1-function on Q, then the hamiltonian system with the Hamiltonian h is

ṗ = −∇qh, q̇ = ∇ph. (1.1.1)

Definition 1.1.1. (Liouville-integrability). The hamiltonian system (1.1.1) is cal-
led integrable in the sense of Liouville if its Hamiltonian h admits n independent
integrals in involution h1, . . . , hn. That is, {h, hi} = 0 for 1 6 i 6 n ; {hi, hj} = 0
for 1 6 i, j 6 n, and dh1 ∧ · · · ∧ dhn 6= 0.

A nice structure of an Liouville-integrable system is assured by the celebrated
Liouville-Arnold-Jost theorem (see [1, 63]) It claims that if an integrable systems
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is such that the level sets Tc = {(p, q) ∈ Q : h1(p, q) = c1, . . . , hn(p, q) = cn},
c = (c1, . . . , cn) ∈ Rn are compact, then each non-empty set Tc is an embedded n-
dimensional torus. Moreover for a suitable neighborhood OTc

of Tc in Q there exists
a symplectomorphism

Θ : OTc
→ O × T

n = {(I, ϕ)}, O ⊂ R
n,

where the symplectic structure in O × Tn is given by the 2-form dI ∧ dϕ. Finally,
there exists a function h̄(I) such that h(p, q) = h̄(Θ(p, q)). This result is true both
in the smooth and analytic categories.

The coordinates (I, ϕ) are called the action-angle variables for (1.1.1). Using
them the hamiltonian system may be written as

İ = 0, ϕ̇ = ∇I h̄(I). (1.1.2)

Accordingly, in the original coordinates (p, q) solutions of the system are

(p, q)(t) = Θ−1(I0, ϕ0 + ∇I h̄(I0)t).

On O × Tn, consider the 1-form Idϕ =
∑n

j=1 Ijdϕj, then d(Idϕ) = dI ∧ dϕ. For
any vector I ∈ O, and for j = 1, . . . , n, denote by Cj(I) the cycle

{(I, ϕ) ∈ O × T
n : ϕj ∈ [0, 2π] and ϕi = const, if i 6= j}.

Then
1

2π

∫

Cj

Idϕ =
1

2π

∫

Cj

Ijdϕj = Ij.

Consider a disc Dj ⊂ O × Tn such that ∂Dj = Cj. For any 1-form ω1, satisfying
dω1 = dI ∧ dϕ, we have

1

2π

∫

Cj

(Idϕ− ω1) =
1

2π

∫

Dj

d(Idϕ− ω1) = 0.

So

Ij =
1

2π

∫

Cj(I)
ω1, if dω1 = dI ∧ dϕ. (1.1.3)

This is the Arnold formula for actions.

1.1.2 Birkhoff Integrable systems

We denote by J the standard symplectic matrix J = diag
{

(

0 −1
1 0

)

}

, opera-

ting in any R2n (e.g. in R2). Assume that the origin is an elliptic critical point of a
smooth Hamiltonian h, i.e. ∇h(0) = 0 and that the matrix J∇2h(0) has only pure
imaginary eigenvalues. Then there exists a linear symplectic change of coordinates
which puts h to the form

h =
n
∑

i=1

λi(p
2
i + q2

i ) + h.o.t, λj ∈ R ∀j.

If the frequencies (λ1, . . . , λn) satisfy some non-resonance conditions, then this nor-
malization process can be carried out to higher order terms. The result of this
normalization is known as the Birkhoff normal form for the Hamiltonian h.
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Definition 1.1.2. The frequencies λ1, . . . , λn are non-resonant up to order m > 1
if
∑n

i=1 kiλi 6= 0 for each k ∈ Zn such that 1 6
∑n

i=1 |ki| 6 m. They are called
non-resonant if k1λ1 + · · · + knλn = 0 with integers k1, . . . , kn only when all kj’s
vanish.

Theorem 1.1.3. (Birkhoff normal form, see [62, 63]) Let H = N2 + · · · be a
real analytic Hamiltonian in the vicinity of the origin in (R2n

(p,q), dp ∧ dq) with the

quadratic part N2 =
∑n

i=1 λi(q
2
i + p2

i ). If the (real) frequencies λ1, . . . , λn are non-
resonant up to order m > 3, then there exists a real analytic symplectic trasformation
Ψm = Id+ · · · , such that

H ◦ Ψm = N2 +N4 + · · · +Nm + h.o.t.

Here Ni are homogeneous polynomials of order i, which are actually smooth functions
of variables p2

1 +q2
1, . . . , p

2
n +q2

n. If the frequencies are non-resonant, then there exists
a formal symplectic transformation Ψ = Id + · · · , represented by a formal power
series, such that H ◦ Ψ = N2 + N4 + · · · (this equality holds in the sense of formal
series).

If the transformation, converting H to the Birkhoff normal form, was convergent,
then the resulting Hamiltonian would be integrable in a neighborhood of the origin
with the integrals p2

1 + q2
1, . . . , p

2
n + q2

n. These functions are not independent when
pi = qi = 0 for some i. So the system is not integrable in the sense of Liouville. But
it is integrable in a weaker sense :

Definition 1.1.4. Functions f1, . . . , fk are functionally independent if their diffe-
rentials df1, . . . , dfk are linearly independent on a dense open set. A 2n-dimensional
Hamiltonian is called Birkhoff integrable near an equilibrium m ∈ R2n, if it admits
n functionally independent integrals in involution in the vicinity of m.

Birkhoff normal form provides a powerful tool to study the dynamics of hamil-
tonian PDEs, e.g. see [54, 8] and references in [8] .

1.1.3 Vey theorem

The results of this subsection hold both in the C∞-smooth and analytic catego-
ries.

Definition 1.1.5. Consider a Birkhoff integrable system, defined near an equili-
brium m ∈ R2n, with independent commuting integrals F = (F1, . . . , Fn). Its Poisson

algebra is the linear space A(F ) =
{

G : {G,Fi} = 0, i = 1, . . . , n
}

.

Note that although the integrals of an integrable system are not defined in a
unique way, the corresponding algebra A(F ) is.

Definition 1.1.6. A Poisson algebra A(F ) is said to be non-resonant at a point
m ∈ R2n, if it contains a Hamiltonian with a non-resonant elliptic critical point
at m (i.e., around m one can introduce symplectic coordinates (p, q) such that the
quadratic part of that Hamiltonian at m is

∑

λj(p
2
j + q2

j ), where the real numbers λj

are non-resonant).
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It is easy to verify that if some F1 ∈ A(F) is elliptic and non-resonant at the
equilibrium m, then all other functions in A(F) are elliptic at m as well.

Theorem 1.1.7. (Vey’s theorem). Let F = (F1, . . . , Fn) be n functionally inde-
pendent functions in involution in a neighbourhood of a point m ∈ R2n. If the Pois-
son algebra A(F ) is non-resonant at m, then one can introduce around m symplectic
coordinates (p, q) so that A(F ) consists of all functions, which are actually functions
of p2

1 + q2
1, . . . , p

2
n + q2

n.

Example. Let F = (f1, . . . , fn) be a system of smooth commuting Hamiltonians,
defined in the vicinity of their joint equilibrium m ∈ R2n, such that the hessians
∇2fi(m), 1 6 i 6 n, are linear independent. Then the theorem above applies to the
Poisson algebra A(F ).

In [72] Vey proved the theorem in the analytic case with an additional non-
degeneracy condition, which was later removed by Ito in [34]. The results in [72, 34]
also apply to non-elliptic cases. The smooth version of Theorem 1.1.7 is due to
Eliasson [23]. There exists an infinite dimensional extension of the theorem, see [52].

1.2 The averaging principle

If a small perturbation is imposed upon an integrable conservative system, then
the quantities that were integrals in the unperturbed system begins to slowly evolve.
We assume the perturbed system can be written as

İ = ǫf(I, ϕ, ǫ), ϕ̇ = W (I) + ǫG(I, ϕ, ǫ), (1.2.1)

where I ∈ D ⊂ Rn, ϕ ∈ Tm, f(I, ϕ, ǫ), W (I), G(I, ϕ, ǫ) are smooth functions of
their parameters and ǫ is small. In the system (1.2.1) the variables I are called the
slow variables and the phase ϕ are called the fast variables. Over times of order 1,
the slow variables change only a bit, but over times of order ǫ−1, their evolution may
be considerable (of order 1). In many applications one is usually mainly interested
in the behaviours of the slow variables. The averaging principle consists in using the
averaged system :

J̇ = ǫ〈f〉(J), 〈f〉(J) =
∫

Tm
f(J, ϕ, 0)dϕ, (1.2.2)

for the approximate description of the evolution of the slow variables on the time
interval of order ǫ−1. This method has a very long history which dates back to the
epoch of Lagrange and Laplace, who applied it to the problems of celestial mechanics,
without proper justifications. Only in the last fifty years rigorous mathematical
justification of the principle has been obtained, see in [66, 2, 57].

Let µ be the Lebesgue measure on D × Tm ⊂ Rn+m. Assume that I(t) ∈ D
for t ∈ [0, ǫ−1]. Suppose the function W (I) satisfies some non-degenerate conditions,
mainly, the vector W (I) is non-resonant for a.a I ∈ D. Then the following averaging
principle is well established.

Averaging principle : Let (I(t), ϕ(t)) and J(t) satisfy equations (1.2.1) and (1.2.2)
respectively. If I(0) = J(0) = I0, then for each ρ > 0, there exists ǫρ > 0 and a subset
Dǫ ⊂ D × Tm such that
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1) limǫ→0 µ(D × Tm \Dǫ) = 0.

2) For ǫ 6 ǫρ, (I0, ϕ0) ∈ Dǫ, we have supt∈[0,ǫ−1] |I(t) − J(t)| 6 ρ.

1.3 The Gaussian measure on Hilbert space

In this subsection we will recall the definition and some basis properties of the
Gaussian measure on Hilbert space. Proofs and details may be found in [11].

Let H be a separable real Hilbert space with an orthonormal basis {en}n∈N. We
denote the inner product on H by (·, ·)H and the corresponding norm by | · |H . Let Y
be a linear bounded self-adjoint operator acting on H and its eigen elements coincide
with the basis {en}n∈N. Assume

Yen = λnen, n = 1, 2, . . . ,

where λn > 0 for all n. We recall that Y is an operator of trace class if
∑∞

n=1 λn < ∞.
We also introduce the operator Y1/2 defined by

Y1/2en = λ1/2
n en, n = 1, 2, . . . .

Definition 1.3.1. We call a set M ⊂ H cylindrical if there exists an integer n > 0
and a Borel set F ⊂ Rn such that

M = {x ∈ H : [(x, e1)H , . . . , (x, en)H ] ∈ F}. (1.3.1)

We denote by A the collection of all cylindrical subsets of H. Clearly, it is an
algebra.

Proposition 1.3.2. The minimal σ-algebra containing the algebra A is the Borel
σ-algebra of the Hilbert space H.

Definition 1.3.3. We call the additive (may not countably additive) measure µ
defined on the algebra A by the rule : for M ∈ A be as in (1.3.1),

µ(M) = (2π)−n/2
n
∏

j=1

λ
−1/2
j

∫

F
e− 1

2

∑n

j=1
λ−1

j
x2

jdx1 . . . dxn.

the (centered) Gaussian measure in H with correlation operator Y.

Proposition 1.3.4. The Gaussian measure defined in Definition 1.3.3 is countably
additive if and only if the correlation operator Y is of trace class.

Therefore a Gaussian measure in the Hilbert space is a well defined probability
measure if and only if its correlation operator is of trace class.

Theorem 1.3.5. Let µ be a well defined Gaussian measure in the Hilbert space H,
then for any x ∈ H and r > 0, we have µ({x1 ∈ H : |x1 − x|H 6 r)}) > 0.



22 Chapitre 1. Background

For any x0 ∈ H, consider the map T : H 7→ H, Tx = x+x0. Let µT be the push
forward of the well defined Gaussian measure µ with correlation operator Y :

µT (M) = µ(T−1(M)), for every Borel set M ⊂ H.

We have the following famous result describing the relation between the measures
µ and µT :

Theorem 1.3.6. (Cameron-Martin formula) 1) The Gaussian measures µ and µT

are equivalent if and only if x0 ∈ Y1/2(H) and the Radon-Nikodym derivative is
given by

dµT

dµ
(x) = exp[−|Y−1/2x0|2H + (Y−1/2x0,Y

−1/2x)H ].

2) The measure µ and µT are singular if and only if x0 6∈ Y1/2(H).

1.4 Preliminary of KdV

The famous Korteweg-de Vries (KdV) equation

ut = −uxxx + 6uux, x ∈ R,

was first proposed by Joseph Boussinesq [16] as a model for shallow water wave pro-
pagation. It became famous later when two Dutch mathematicians, Diederik Korteweg
and Gustav De Vries [43], used it to explain the existence of a soliton water wave,
previously observed by John Russel in physical experiments. Their work was so suc-
cessful that this equation is now named after them. Since the mid-sixties of 20th
century the KdV equation received a lot of attention from mathematical and phy-
sical communities after the numerical results of Kruskal and Zabusky [45] led to
the discovery that its solitary wave solutions interact in an integrable way. It turns
out that in some suitable setting, the KdV equation can be viewed as an integrable
infinite dimensional hamiltonian system.

1.4.1 KdV under periodic boundary conditions as a hamil-
tonian system

Consider the KdV equation under zero mean value periodic boundary condition :

ut + uxxx − 6uux = 0, x ∈ T = R/Z,
∫

T

udx = 0. (1.4.1)

(Note that the mean-value
∫

T udx of a space-periodic solution u is a time-independent
quantity, to simplify presentation we choose it to be zero.) To fix the setup, for any
integer p > 0, we introduce the Sobolev space of real valued functions on T with
zero mean-value :

Hp =
{

u ∈ L2(T,R) : ||u||p < +∞,
∫

T

u = 0
}

, ||u||2p =
∑

k∈N

|2πk|2p(|ûk|2 + |û−k|2).
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Here ûk, û−k, k ∈ N, are the Fourier coefficients of u with respect to the trigonometric
base

ek =
√

2 cos 2πkx, k > 0 and ek =
√

2 sin 2πkx, k < 0, (1.4.2)

i.e.
u =

∑

k∈N

ûkek + û−ke−k. (1.4.3)

In particular, H0 is the space of L2-functions on T with zero mean-value. By 〈·, ·〉
we denote the scalar product in H0 (i.e. the L2-scalar product).

For a C1-smooth functional F on some space Hp, we denote by ∇F its gradient
with respect to 〈·, ·〉, i.e.

dF (u)(v) = 〈∇F (u), v〉,
if u and v are sufficiently smooth. So ∇F (u) = δF

δu(x)
+ const, where δF

δu
is the

variational derivative, and the constant is chosen in such a way that the mean-value
of the r.h.s vanishes. See [47, 38] for details. The initial value problem for KdV on
the circle T is well posed on every Sobolev space Hp with p > 1, see [70, 13]. The
regularity of KdV in function spaces of lower smoothness was studied intensively,
see [19, 41] and references in these works ; also see [19] for some qualitative results
concerning the KdV flow in these spaces. We avoid this topic.

It was observed by Gardner [26] that if we introduce the Poisson bracket which
assigns to any two functionals F (u) and G(u) the new functional {F,G},

{

F,G
}

(u) =
∫

T

d

dx
∇F (u(x))∇G(u(x))dx (1.4.4)

(we assume that the r.h.s is well defined, see [47, 48, 38] for details), then KdV
becomes a hamiltonian PDE. Indeed, this bracket corresponds to a differentiable
hamiltonian function F a vector filed VF , such that

〈VF (u),∇G(u)〉 = {F,G}(u)

for any differentiable functional G. From this relation we see that VF (u) = ∂
∂x

∇F (u).
So the KdV equation takes the hamiltonian form

ut =
∂

∂x
∇H(u), (1.4.5)

with the KdV Hamiltonian

H(u) =
∫

T

(
u2

x

2
+ u3)dx. (1.4.6)

The Gardner bracket (1.4.4) corresponds to the symplectic structure, defined in H0

(as well as in any space Hp, p > 0) by the 2-form

ωG
2 (ξ, η) =

〈

(− ∂

∂x
)−1ξ, η

〉

for ξ, η ∈ H0. (1.4.7)

Indeed, since ωG
2 (VF (u), ξ) ≡ −〈∇F (u), ξ〉, then the 2-form ωG

2 also assigns to a
Hamiltonian F the vector field VF (see [1, 38, 47, 48]).
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We note that the bracket (1.4.4) is well defined on the whole Sobolev spaces
Hp(T) = Hp ⊕ R, while the symplectic form ωG

2 is not, and the affine subspaces
{u ∈ Hp(T) :

∫

T udx = const} ≃ Hp are symplectic leaves for this Poisson system.
We study the equation only on the leaf

∫

T udx = 0, but on other leaves it may be
studied similarly.

Writing a function u(x) ∈ H0 as in (1.4.3) we see that ωG
2 =

∑∞
k=1 k

−1dûk ∧dû−k

and that H(u) = H(û) := Λ(û) +G(û) with

Λ(û) =
+∞
∑

k=1

(2πk)2
(1

2
û2

k +
1

2
û2

−k

)

, G(û) =
∑

k,l,m6=0,k+l+m=0

ûkûlûm.

Accordingly, the KdV equation may be written as the infinite chain of hamiltonian
equations

d

dt
ûj = −2πj

∂H(û)

∂û−j

, j = ±1, ±2, . . . .

1.4.2 Lax pair

The KdV equation (1.4.1) admits infinitely many integrals in involution, and
there are different ways to obtain them, see [26, 61, 64, 55, 74]. Below we present
an elegant way to construct a set of Poisson commuting integrals by considering the
spectrum of an associated Schrödinger operator, due to Peter Lax [55] (see [56] for
a nice presentation of the theory).

Let u(x) be a L2-function on T. Consider the differential operators Lu and Bu,
acting on 2-periodic functions 1

Lu = − d2

dx2
+ u(x), Bu = −4

d3

dx3
+ 3u(x)

d

dx
+ 3

d

dx
u(x),

where we view u(x) as a multiplication operator f 7→ u(x)f . The operators Bu and
Lu are called the Lax pair for KdV. Calculating the commutator [Bu, Lu] = BuLu −
LuBu, we see that most of the terms cancel and the only term left is −uxxx + 6uux.
Therefore if u(t, x) is a solution of (1.4.1), then the operators L(t) = Lu(t,·) and
B(t) = Bu(t,·) satisfy the operator equation

d

dt
L(t) = [B(t), L(t)]. (1.4.8)

Note that the operator B(t) are skew-symmetric, B(t)∗ = −B(t). Let U(t) be the
one-parameter family of unitary operators, defined by the differential equation

d

dt
U = B(t)U, U(0) = Id.

Then L(t) = U−1(t)L(0)U(t). Therefore, the operator L(t) is unitary conjugated to
L(0). Consequently, its spectrum is independent of t. That is, the spectral data of
the operator Lu provide a set of conserved quantities for the KdV equation (1.4.1).

1. note the doubling of the period.
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Since Lu is the strurm-Liouville operator with a potential u(x), then in the context
of this theory functions u(x) are called potentials.

It is well known that for any L2-potential u the spectrum of the Sturm-Liouville
operator Lu, regarded as an unbounded operator in L2(R/2Z), is a sequence of
simple or double eigenvalues {λj : j > 0}, tending to infinity :

spec(u) = {λ0 < λ1 6 λ2 < · · · ր ∞}.
Equality or inequality may occur in every place with a "6" sign (see [58, 38]). The
segment [λ2j−1, λ2j] is called the n-th spectral gap. The asymptotic behaviour of the
periodic eigenvalues is

λ2n−1(u), λ2n(u) = n2π2 + [u] + l2(n),

where [u] is the mean value of u, and l2(n) is the n-th number of an l2 sequence.
Let gn(u) = λ2n(u) − λ2n−1(u) > 0, n > 1. These quantities are conserved under
the flow of KdV. We call gn the n-th gap-length of the spectrum. The n-th gap
is called open if gn > 0, otherwise it is closed. However, from the analytic point
of view the periodic eigenvalues and the gap-lengths are not satisfactory integrals,
since λn is not a smooth function of the potential u when gn = 0. Fortunately, the
squared gap lengths g2

n(u), n > 1, are real analytic functions on L2, which Poisson
commute with each other (see [59, 56, 38]). Moreover, together with the mean value,
the gap lengths determine uniquely the periodic spectrum of a potential, and their
asymptotic behavior characterizes the regularity of a potential in exactly the same
way as its Fourier coefficients [58, 27].

This method applies to integrate other hamiltonian systems in finite or infinite
dimension. It is remarkably general and is referred to as the method of Lax pair.

1.4.3 Action-angle coordinates

We denote by Iso(u0) the isospectral set of a potential u0 ∈ H0 :

Iso(u0) =
{

u ∈ H0 : spec(u) = spec(u0)
}

.

It is invariant under the flow of KdV and may be characterized by the gap lengths

Iso(u0) =
{

u ∈ H0 : gn(u) = gn(u0), n > 1
}

.

Moreover, for any n > 1, u0 ∈ Hn if and only if Iso(u0) ⊂ Hn.
In [59], McKean and Trobwitz showed that the Iso(u0) is homemorphic to a

compact torus, whose dimension equals the number of open gaps. So the phase
space H0 is foliated by a collection of KdV-invariant tori of different dimensions,
finite or infinite. A potential u ∈ H0 is called finite-gap if only a finite number of its
spectral gaps are open. The finite-dimensional KdV-invariant torus Iso(u0) is called
a finite-gap torus. For any n ∈ N let us set

J n =
{

u ∈ H0 : gj(u) = 0 if j > n
}

. (1.4.9)

We call the sets J n, n ∈ N, the finite-gap manifolds.
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Theorem 1.4.1. For any n ∈ N, the finite gap manifold (J n, ωG
2 ) is a smooth

symplectic 2n-manifold, invariant under the flow of KdV (1.4.1), and

T0J n =
{

u ∈ H0 : ûk = 0 if |k| > n+ 1
}

,

(see (1.4.3)). Moreover, the square gap lengths g2
k(u), k = 1, . . . , n, form n commu-

ting analytic integrals of motions, non-degenerated everywhere on the dense domain
J n

0 = {u ∈ J n : g1(u), . . . , gn(u) > 0}.

Therefore, the Liouville-Arnold-Jost theorem applies everywhere on J n
0 , n ∈ N.

Furthermore, the union of the finite gap manifolds ∪n∈NJ n is dense in each space Hs

(see [58]). This hints that on the spaces Hs, s > 0, it may be possible to construct
global action-angle coordinates for KdV. In [25], Flaschka and McLaughlin used
the Arnold formula (1.1.3) to get an explicit formula for action variables of KdV
in terms of the 2-period spectral data of Lu. To explain their construction, denote
by y1(x, λ, u) and y2(x, λ, u) the standard fundamental solutions of the equation
−y′′ + uy = λy, defined by the initial conditions

y1(0, λ, u) = 1, y2(0, λ, u) = 0,

y′
1(0, λ, u) = 0, y′

2(0, λ, u) = 1.

The quantity △(λ, u) = y1(1, λ, u)+y′
2(1, λ, u) is called the discriminant, associated

with this pair of solutions. The periodic spectrum of u is precisely the zero set of
the entire function △2(λ, u) − 4, for which we have the explicit representation (see
e.g. [74, 59])

△2(λ, u) − 4 = 4(λ0 − λ)
∏

n>1

(λ2n − λ)(λ2n−1 − λ)

n4π4
.

This function is a spectral invariant. We also need the spectrum of the differential
operator Lu = − d2

dx2 + u under Dirichlet boundary conditions on the interval [0, 1].
It consists of an unbounded sequence of single Dirichlet eigenvalues

µ1(u) < µ2(u) < · · · ր ∞,

which satisfy λ2n−1(u) 6 µn(u) 6 λ2n(u), for all n ∈ N. Thus, the n-th Dirichlet
eigenvalue µn is always contained in the n-th spectral gap. The Dirichlet spectrum
provides coordinates on the isospectral sets (see [59, 58, 38]). For any z ∈ T, denote
by {µj(u, z), j > 1} the spectrum of the operator Lu under the shifted Dirichlet
boundary conditions y(z) = y(z + 1) = 0 (so µj(u, 0) = µj(u)) ; still λ2n−1 6

µn(u, z) 6 λ2n(u). Jointly with the spectrum {λj}, it defines the potential u(x) via
the remarkable trace formula (see [74, 21, 38, 59]) :

u(z) = λ0(u) +
∞
∑

j=1

(λ2j−1(u) + λ2j(u) − 2µj(u, z)).

Define
fn(u) = 2 log(−1)ny′

2(1, µn(u), u), ∀n ∈ N.
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Flashka and McLaughlin [25] observed that the quantities {µn, fn}n∈N form canoni-
cal coordinates of H0, i.e.

{µn, µm} = {fn, fm} = 0, {µn, fm} = δn,m, ∀n,m ∈ N.

Accordingly, the symplectic form ωG
2 (see (1.4.7)) equals dω1, where ω1 is the 1-form

∑

n∈N fndµn. Now the KdV action variables are given by the Arnold formula (1.1.3),
where Cn is a circle on the invariant torus Iso(u), corresponding to µn(u). It is shown
in [25] that

In =
2

π

∫ λ2n

λ2n−1

λ
△̇(λ)

√

△2(λ) − 4
dλ, ∀n ∈ N.

The analytic properties of the functions u 7→ In and of the mapping u 7→ I =
(I1, I2, . . . ) were studied later by Kappeler and Korotyaev (see references in [38, 42]
and below). In particular, it was shown that In(u), n ∈ N, are real analytic functions
on H0 of the form In = g2

n+ h.o.t, and In = 0 if and only if gn = 0, see in [38]. For
any vector I = (I1, I2, . . . ) with non-negative components we will denote

TI = {u(x) ∈ H0 : In(u) = In ∀n}. (1.4.10)

The angle-variables ϕn on the finite-gap manifolds J n were found in 1970’s by
Soviet mathematicians, who constructed them from the Dirichlet spectrum {µj(u)}
by means of the Abel transform, associated with the Riemann surface of the function√

△2 − 4, see [21, 58, 74], and see [35, 20, 44, 9] for the celebrated explicit formulas
for angle-variables ϕn and for finite-gap solutions of KdV in terms of the theta-
functions.

In [46] and [47], Section 7, the action-angle variables (In, ϕn) on a finite-gap
manifold J n and the explicit formulas for solutions of KdV on manifolds J N , N ≥ n,
from the works [20, 44, 9] were used to obtain an analytic symplectic coordinate
system (In, ϕn, y) in the vicinity of J n in Hp. The variable y belongs to a ball
in a subspace Y ⊂ Hp of co-dimention 2n, and in the new coordinates the KdV
Hamiltonian (1.4.6) reads

H = const + hn(In) + 〈A(In)y, y〉 +O(y3). (1.4.11)

The selfadjoint operator A(In) is diagonal in some fixed symplectic basis of Y .
The nonlinearity O(y3) defines a hamiltonian operator of order one. That is, the
KdV’s linear operator, which is an operator of order three, mostly transforms to
the linear part of the new hamiltonian operator and "does not spread much" to its
nonlinear part. This is the crucial property of (1.4.11). The normal form (1.4.11) is
instrumental for the purposes of the KAM-theory, see [47]

McKean and Trubowitz in [59, 60] extended the construction of angles on finite-
gap manifolds to the set of all potentials, thus obtaining angle variables ϕ =
(ϕ1, ϕ2, . . . ) on the whole space Hp, p > 0. The angles (ϕk(u), k ≥ 1) are well
defined Gateaux-analytic functions of u outside the locus

a = {u(x) : gj(u) = 0 for some j}, (1.4.12)
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which is dense in each space Hp. The action-map u 7→ I was not considered in
[59, 60], but it may be shown that outside a, in a certain weak sense, the variables
(I, ϕ) are KdV’s action-angles (see the next section for a stronger statement). This
result is nice and elegant, but it is insufficient to study perturbations of KdV since
the transformation to the variables (I, ϕ) is singular at the dense locus a.

1.4.4 Birkhoff coordinates and nonlinear Fourier transform

In a number of publications (see in [38]), Kappeler with collaborators proved
that the Birkhoff coordinates v = {vn, n = ±1,±2, . . .}, associated with the action-
angles variables (I, ϕ),

vn =
√

2In cos(ϕn), v−n =
√

2In sin(ϕn), ∀n ∈ N, (1.4.13)

are analytic on the whole of H0 and define there a global coordinate system, in which
the KdV Hamiltonian (1.4.6) is a function of the actions only. This remarkable result
significantly specifies the normal form (1.4.11). To state it exactly, for any p ∈ R,
we introduce the Hilbert space hp,

hp :=
{

v = (v1,v2, · · · ) : |v|2p =
+∞
∑

j=1

(2πj)2p+1|vj|2 < ∞, vj = (vj, v−j)
t ∈ R

2, j ∈ N

}

,

and the weighted l1-space hp
I ,

hp
I :=

{

I = (I1, . . . ) ∈ R
∞ : |I|∼p = 2

+∞
∑

j=1

(2πj)2p+1|Ij| < +∞
}

.

Define the mappings

πI : hp → hp
I , v 7→ I = (I1, I2, . . . ), where Ik =

1

2
|vk|2 ∀ k,

πϕ : hp → T
∞, v 7→ ϕ = (ϕ1, ϕ2, . . . ), where ϕk = arctan(

v−k

vk

)

if vk 6= 0, and ϕk = 0 if vk = 0.

Since |πI(v)|∼p = |v|2p, then πI is continuous. Its image hp
I+ = πI(hp) is the positive

octant in hp
I . When there is no ambiguity, we write I(v) = πI(v).

Consider the mapping

Ψ : u(x) 7→ v = (v1,v2, . . . ), vn = (vn, v−n)t ∈ R
2,

where v±n are defined by (1.4.13) and {In(u)}, {ϕn(u)} are the actions and angles
as in Subsection 1.3.2. Clearly πI ◦ Ψ(u) = I(u) and πϕ ◦ Ψ(u) = ϕ(u). Below we
refer to Ψ as to the nonlinear Fourier transform.

Theorem 1.4.2. (see [38, 37]) The mapping Ψ defines an analytical symplectomor-
phism Ψ : (H0, ωG

2 ) → (h0,
∑∞

k=1 dvk ∧ dv−k) with the following properties :

(i) For any p ∈ [−1,+∞), it defines an analytic diffeomorphism Ψ : Hp 7→ hp.
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(ii) (Percival’s identity) If v = Ψ(u), then |v|0 = ||u||0.
(iii) (Normalisation) The differential dΨ(0) is the operator

∑

uses 7→ v, where
vs = |2πs|−1/2us for each s.

(iv) The function Ĥ(v) = H(Ψ−1(v)) has the form Ĥ(v) = HK(I(v)), where
the function HK(I) is analytic in a suitable neighborhood of the octant h1

I+

in h1
I , such that a curve u ∈ C1(0, T ;H0) is a solution of KdV if and only if

v(t) = Ψ(u(t)) satisfies the equations

v̇j = J
∂HK

∂Ij

(I)vj, vj = (vj, v−j)
t ∈ R

2, j ∈ N. (1.4.14)

The assertion (iii) normalizes Ψ in the following sense. For any θ = (θ1, θ2, . . . ) ∈
T∞ denote by Φθ the operator

Φθv = v′, v′
j = Φ̄θj

vj, ∀j ∈ N, (1.4.15)

where Φ̄α is the rotation of the plane R2 by the angle α. Then Φθ ◦ Ψ satisfies all
assertions of the theorem except (iii). But the properties (i)-(iv) jointly determine
Ψ in a unique way.

The theorem above can be viewed as a global infinite dimensional version of the
Vey Theorem 1.1.7 for KdV, and eq. (1.4.14) – as a global Birkhoff normal form for
KdV. Note that in finite dimension a global Birkhoff normal form exists only for
very exceptional integrable equations, which were found during the boom of activity
in integrable systems, provoked by the discovery of the method of Lax pair.

Remark 1.4.3. The map Ψ simultaneously transforms all Hamiltonians of the KdV
hierarchy to the Birkhoff normal form. The KdV hierarchy is a collection of hamil-
tonian functions Jl, l > 0, commuting with the KdV Hamiltonian, and having the
form

Jl(u) =
∫
(

1

2
(u(l))2 + Jl−1(u)

)

dx.

Here J−1 = 0 and Jl−1(u), l ≥ 1, is a polynomial of u, . . . , u(l−1). The functions from
the KdV hierarchy form another complete set of KdV integrals. E.g. see [21, 38, 56].

One of the important properties of the nonlinear Fourier transform Ψ that we
will use in Chapter 2 is that It is quasi-linear. Precisely,

Theorem 1.4.4. If m > 0, then the map Ψ − dΨ(0) : Hm → hm+1 is analytic.

That is, the non-linear part of Ψ is 1-smoother than its linearisation at the origin.
See [52] for a local version of this theorem, applicable as well to other integrable
infinite-dimensional systems, and see [39, 40] for the global result. The fact that the
global transformation to the normal form (1.4.11) also is quasi-linear, is established
in see [46, 47].
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1.4.5 Properties of frequency map

Let us denote

W (I) = (W1(I), W2(I), . . . ), Wi(I) =
∂HK

∂Ii

, i ∈ N. (1.4.16)

This is the frequency map for KdV. By Theorem 1.4.2 each its component is an
analytic function, defined in the vicinity of h1

I+ in h1
I .

Lemma 1.4.5. a) For i, j ≥ 1 we have ∂2W (0)/∂Ii∂Ij = −6δi,j.
b) For any n ∈ N, if In+1 = In+2 = · · · = 0, then

det
(

(∂Wi

∂Ij

)

16i,j6n

)

6= 0.

For a) see [10, 38, 47]. For a proof of b) and references to the original works of
Krichever and Bikbaev-Kuksin see Section 3.3 of [47].

Let l∞i , i ∈ Z, be the Banach spaces of all real sequences l = (l1, l2, . . . ) with
norms

|l|∞i = sup
n>1

ni|ln| < ∞.

Denote κ = (κn)n∈N, where κn = (2πn)3. For the following result see [38], Theo-
rem 15.4.

Lemma 1.4.6. The normalized frequency map I 7→ W (I) − κ is real analytic as a
mapping from h1 to l∞−1.

From these two lemmata we known that the Hamiltonian HK(I) of KdV is non-
degenerated in the sense of Kolmogorov and its nonlinear part is more regular than
its linear part. These properties are very important to study perturbations of KdV.



Chapitre 2

An averaging theorem for
perturbed KdV equations

The results of this chapter is taken from my papers [31] and [32].
Abstract : Consider a perturbed KdV equation :

ut + uxxx − 6uux = ǫf(u)(x), x ∈ T = R/Z,

∫

T

u(x, t)dx = 0, (∗)

where the nonlinear perturbation defines analytic operators u(·) 7→ f(u(·)) in sufficiently

smooth Sobolev spaces. For a periodic function u(x), let I(u) = (I1(u), I2(u), · · · ) ∈ R∞
+

be the vector, formed by the KdV integrals of motion, calculated for the potential u(x).

Assume that the equation (∗) has an ǫ-quasi-invariant measure µ and satisfies some ad-

ditional mild assumptions. Let uǫ(t) be a solution. Then on time intervals of order ǫ−1,

as ǫ → 0, its actions I(uǫ(t, ·)) can be approximated by solutions of a certain well-posed

averaged equation, provided that the initial datum is µ-typical.

2.1 Introduction

We consider a perturbed Korteweg-de Vries (KdV) equation with zero mean-
value periodic boundary condition :

u̇+ uxxx − 6uux = ǫf(u)(x), x ∈ T = R/Z,
∫

T

u(x, t)dx = 0. (2.1.1)

Here ǫf(u(·)) is a nonlinear perturbation, specified below. For any p ∈ R we denote
by Hp the Sobolev space of order p, formed by real-valued periodic functions with
zero mean-value, provided with the homogeneous norm || · ||p. Particularly, if p ∈ N

we have

Hp =
{

u ∈ L2(T) : ||u||p < ∞,
∫

T

udx = 0
}

, ||u||2p =
∫

T

∣

∣

∣

∣

∂pu

∂xp

∣

∣

∣

∣

2

dx.

For any p, the operator ∂
∂x

defines a linear isomorphism : ∂
∂x

: Hp → Hp−1. Denoting
by ( ∂

∂x
)−1 its inverse, we provide the spaces Hp, p > 0, with a symplectic structure

by means of the 2-form Ω :

Ω(u1, u2) = −
〈

(
∂

∂x
)−1u1, u2

〉

, (2.1.2)
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where 〈·, ·〉 is the scalar product in L2(T). Then in any space Hp, p > 1, the KdV
equation (2.1.1)ǫ=0 may be written as a Hamiltonian system with the Hamiltonian H,

given by H(u) =
∫

T

(

1
2
u2

x + u3

)

dx. That is, KdV may be written as

u̇ =
∂

∂x
∇H(u).

It is well-known that KdV is integrable. It means that the function space Hp admits
analytic symplectic coordinates v = (v1,v2, · · · ) = Ψ(u(·)), where vj = (vj, v−j) ∈ R2,
such that the quantities Ij = 1

2
|vj|2, j > 1, are actions (integrals of motion), while

ϕj = Arg vj, j > 1, are angles. In the (I, ϕ)-variables, KdV takes the integrable
form

İ = 0, ϕ̇ = W (I), (2.1.3)

where W (I) ∈ R∞ is the frequency vector (see [38]). For any p > 0, the integra-
ting transformation Ψ, called the nonlinear Fourier transform, defines an analytic
isomorphism Ψ : Hp → hp, where

hp =
{

v = (v1,v2, · · · ) : |v|2p =
+∞
∑

j=1

(2πj)2p+1|vj|2 < ∞, vj ∈ R
2, j ∈ N

}

.

We introduce the weighted l1-space hp
I ,

hp
I =

{

I = (I1, I2, . . . ) ∈ R
∞ : |I|∼p = 2

+∞
∑

j=1

(2πj)2p+1|Ij| < ∞
}

,

and the mapping πI :

πI : hp → hp
I , (v1, . . . ) 7→ (I1, . . . ), Ij =

1

2
vt

jvj, j ∈ N. (2.1.4)

Obviously, πI is continuous, |πI(v)|∼p = |v|2p and its image hp
I+ = πI(hp) is the positive

octant of hp
I .

We wish to study the long-time behavior of solutions for equation (2.1.1). Ac-
cordingly, fix some

ζ0 > 0, p > 3, T > 0,

and assume

Assumption A : (i) For u0 ∈ Hp, there exists a unique solution u(·) ∈ C([0, T ], Hp)
of (2.1.1) with u(0) = u0. It satisfies

||u||p 6 C(T, p, ||u0||p), 0 6 t 6 Tǫ−1.

(ii) There exists a p′ = p′(p) < p such that for q ∈ [p′, p], the perturbation term
defines an analytic mapping

Hq → Hq+ζ0 , u(·) 7→ f(u)(·).
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We are mainly concerned with the behavior of the actions I(u(t)) ∈ R∞
+ on time

interval [0, T ǫ−1]. For this end, write the perturbed KdV (2.1.1), using slow time
τ = ǫt and the v-variables :

dv

dτ
= ǫ−1dΨ(u)V (u) + P (v). (2.1.5)

Here V (u) = −uxxx + 6uux is the vector field of KdV and P (v) is the perturbation
term, written in the v-variables. In the action-angle variables (I, ϕ) this equation
reads :

dI

dτ
= F (I, ϕ),

dϕ

dτ
= ǫ−1W (I) +G(I, ϕ). (2.1.6)

Here I ∈ R∞ and ϕ ∈ T∞, where T∞ := {θ = (θj)j>1, θj ∈ T} is the infinite-
dimensional torus, endowed with the Tikhonov topology. The two functions F (I, ϕ)
and G(I, ϕ) represent the perturbation term f , written in the action-angle variables,
see below (2.2.3) and (2.2.4).

It is well established that for a perturbed integrable finite-dimensional system,

İ = ǫf(I, ϕ), ϕ̇ = W (I) + ǫg(I, ϕ), ǫ << 1,

where I ∈ Rn, ϕ ∈ Tn, on time intervals of order ǫ−1 the actions I(t) may be well
approximated by solutions of the averaged equation :

J̇ = ǫ〈f〉(J), 〈f〉(J) =
∫

Tn
f(J, ϕ)dϕ,

provided that the initial data (I(0), ϕ(0)) are typical (see [57]). This assertion is
known as the averaging principle. But in the infinite dimensional case, there is
no similar general result. Several theorems are available for different situations,
mainly in the context of perturbations of linear equations, see [5] and references
therein. When the unperturbed system is nonlinear (like KdV), results are rare. In
[53, 49], S. Kuksin and A. Piatniski proved that the averaging principle holds for
the randomly perturbed KdV equation of the form :

u̇− ǫuxx + uxxx − 6uux =
√
ǫη(t, x), x ∈ S

1,
∫

udx =
∫

ηdx = 0, (2.1.7)

where the force η is a white noise in t, is smooth in x and is non-degenerate. Our
goal in this work is to justify the averaging principle for the KdV equation with
deterministic perturbations, using the Anosov scheme (see [57]), exploited earlier in
the finite dimensional situation. The main technical difficulty to achieve this goal
comes from the fact that to perform the scheme one has to use a measure in the
function space which is ‘quasi-invariant’ under the flow of the perturbed equation.
We now give the exact definition of it.

Let Sτ
ǫ , 0 6 τ 6 T , be the flow-maps of equation (2.1.5) on hp and denote

Bv
p(M) =

{

v ∈ hp : |v|p 6M
}

.

Definition 2.1.1. 1) A measure µ on hp is called regular if for any analytic function
g on hp such that g 6≡ 0, we have µ({v ∈ hp : g(v) = 0}) = 0.
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2) A measure µ on hp is said to be ǫ-quasi-invariant for equation (2.1.5) on the
ball Bv

p(M) if it is regular, 0 < µ(Bv
p(M)) < ∞ and there exists a constant C(T,M)

such that for any Borel set A ⊂ Bv
p(M), we have

e−τC(T,M)µ(A) 6 µ(Sτ
ǫ (A)) 6 eτC(T,M)µ(A). (2.1.8)

Similarly, these definitions can be carried to measures on the space Hp and the
flow-maps of equation (2.1.1) on Hp.

The ǫ-quasi-invariant measure is needed to guarantee that a small ’bad’ set which
we have to prohibit for a solution of the perturbed equation at a time t > 0 corres-
ponds to a small set of initial data.

Inspired by finite averaging theory, we consider an averaged equation for the
actions I(·) :

dJ

dτ
= 〈F 〉(J), 〈F 〉(J) =

∫

T∞
F (J, ϕ)dϕ, (2.1.9)

where dϕ is the Haar measure on T∞. It turns out that 〈F 〉(J) defines a Lipschitz
vector filed in hp

I (see (2.4.18) below). So equation (2.1.9) is well-posed, at least
locally. Our task is to study the relation between the actions I(τ) of solutions for
equation (2.1.6) and solutions J(τ) of equation (2.1.9), for τ ∈ [0, T ].

The main result of this chapter is the following theorem, in which uǫ(t) denotes

solutions for equation (2.1.1), vǫ(τ) = Ψ
(

uǫ(ǫ−1τ)
)

denotes solutions for (2.1.5) and

I(vǫ), ϕ(vǫ) are their action-angle variables. By Assumption A, for τ ∈ [0, T ],

|I(vǫ(τ))|∼p 6 C1(|I(vǫ(0))|∼p ).

Theorem 2.1.2. Fix any M > 0. Suppose that assumption A holds and equa-
tion (2.1.1) has an ǫ-quasi-invariant measure µ on Bv

p(M). Then
(i) For any ρ > 0 and any q < p+ 1

2
min{ζ0, 1}, there exists δρ > 0, ǫρ,q > 0 and

a Borel subset Γǫ
ρ,q ⊂ Bv

p(M) such that

lim
ǫ→0

µ(Bv
p(M) \ Γǫ

ρ,q) = 0, (2.1.10)

and for ǫ 6 ǫρ,q, we have that if vǫ(0) ∈ Γǫ
ρ,q, then

|I(vǫ(τ)) − J(τ)|∼q 6 ρ, for 0 6 τ 6 min{T, T (Iǫ
0)}. (2.1.11)

Here Iǫ
0 = I(vǫ(0)), J(·) is the unique solution of the averaged equation (2.1.9) with

any initial data J0 ∈ hp
I , satisfying |J0 − Iǫ

0|∼q 6 δρ, and

T (Iǫ
0) = min

{

τ : |J(τ)|∼p > C1(|Iǫ
0|∼p ) + 1

}

.

(ii) Let λv0

ǫ be the probability measure on T∞, defined by the relation
∫

T∞
f(ϕ) dλv0

ǫ (dϕ) =
1

T

∫ T

0
f(ϕ(vǫ(τ))dτ, ∀f ∈ C(T∞),

where v0 = vǫ(0) ∈ Bp(M). Then the averaged measure

λǫ :=
1

µ
(

Bp(M)
)

∫

Bp(M)
λv0

ǫ dµ(v0)

converges weakly, as ǫ → 0, to the Haar measure dϕ on T∞.
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Remark 2.1.3. 1) Assume that an ǫ-quasi-invariant measure µ depends on ǫ, i.e.
µ = µǫ. Then the same conclusion holds with µ replaced by µǫ, if µǫ satisfies some
consistency conditions. See subsection 2.4.3.

2) Item (ii) of Assumption A may be removed if the perturbation is hamiltonian.
See the end of subsection 2.4.1.

Toward the existence of ǫ-quasi-invariant measures, let us consider a class of
Gaussian measures µ0 on the Hilbert space hp :

µ0 :=
∞
∏

j=1

(2πj)1+2p

2πσj

exp{−(2πj)1+2p|vj|2
2σj

}dvj, (2.1.12)

where dvj, j > 1, is the Lebesgue measure on R2. We recall that (2.1.12) is a well-
defined probability measure on hp if and only if

∑

σj < ∞(see [11]). It is regular
in the sense of Definition 2.1.1 and is non-degenerated in the sense that its support
equals to hp (see [11, 12]). From (2.1.3), it is easy to see that this kind of measures
are invariant for KdV.

For any ζ ′
0 > 1, we say the measure µ0 is ζ ′

0-admissible if the σj in (2.1.12)
satisfies 0 < j−ζ′

0/σj < const for all j ∈ N.

Theorem 2.1.4. If Assumption A holds and
(ii)′ There exists ζ ′

0 > 1 such that the operator defined by

hp → hp+ζ′
0 : v 7→ P (v)

(see (2.1.5)) is analytic. Then every ζ ′
0-admissible measure µ0 is ǫ-quasi-invariant

for equation (2.1.1) on hp.

However, the conditions (ii)′ is not easy to verify due to the complexity of the
nonlinear Fourier transform. So we give here another sufficient condition for existence
of ǫ-quasi-invariant measure by restricting Assumption A.

As is known, for solutions of KdV, there are countably many conservation laws
Jn(u), n > 0, where J0(u) = 1

2
||u||20 and

Jn(u) =
∫

T

{1

2
(∂n

xu)2 + cnu(∂n−1
x u)2 + Qn(u, . . . , ∂n−2

x u)
}

dx,

for n > 1, where cn are real constants, and Qn are polynomial in their arguments
(see e.g. [38]). Let µn be the Gibbs measures on the space Hn, generated by the
conservation law Jn(u). They are invariant for KdV ([75]). We have the following :

Theorem 2.1.5. Let p ∈ N. Then if Assumption A holds with ζ0 > 2, then the
Gibbs measure µp is ǫ-quasi-invariant for the perturbed KdV (0.0.1).

We point out straightly that this condition is not optimal (see Remark 2.5.11).
Note that µ0 (2.1.12) also is a Gibbs measure for KdV, written in the Birkhoff

coordinates (1.4.14), since formally it may be written as µ0 = Z−1 exp{−〈Qv, v〉}dv,
where 〈Qv, v〉 =

∑

cj|vj|2 is an integrals of motion for KdV (the statistical sum Z =
∞, so indeed this is a formal expression). Some recent results (see, e.g. [75, 14, 18])
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show that the Gibbs measure is an efficient tool to study nonlinear partial differential
equations. There are mainly two kinds of applications : the recurrent properties
given by the Poincaré Recurrent Theorem and the almost sure (in the sense of
the Gibbs measure) global well-posedness for ‘rough’ initial data. Here we give a
new application of the Gibbs measure. We show that in the averaging theory for
perturbed KdV, the Gibbs measure plays a role which the Lebesgue measure plays
in the classic finite dimensional averaging theory. This indicates that the Gibbs
measure is important not only for the study of the original PDEs but also for the
study of its perturbations.

Concerning the validity of Assumption A, particularly, we have :

Proposition 2.1.6. The Assumption A holds for the perturbed KdV equation :

ut + uxxx − 6uux = ǫf(x), (2.1.13)

where f(x) is a smooth function on the circle with zero mean value.

The equation (2.1.13) can be viewed as a model for shallow water wave propa-
gation under small external force.

This chapter is organized as follows : Section 2.2 is about some important proper-
ties of the nonlinear Fourier transform and the action-angle form of the perturbed
KdV (2.1.1). We discuss the averaged equation in Section 2.3. The Theorem 2.1.2
is proved in Section 2.4. We will discuss the existence of ǫ-quasi-invariant measures
in Section 2.5. Finally in Section 2.6, we prove Proposition 2.1.6.
Agreements. Analyticity of maps B1 → B2 between Banach spaces B1 and B2,
which are the real parts of complex spaces Bc

1 and Bc
2, is understood in the sense

of Fréchet. All analytic maps that we consider possess the following additional pro-
perty : for any R, a map extends to a bounded analytical mapping in a complex
(δR > 0)-neighborhood of the ball {|u|B1

< R} in Bc
1. We call such analytic maps

uniformly analytic.

2.2 The perturbed KdV in action-angle variables

First we recall some results on the integrability of the KdV equation (0.1)ǫ=0

which have been discussed in Section 1.4.

2.2.1 Nonlinear Fourier transform for KdV

Theorem 2.2.1. (see [38]) There exists an analytic diffeomorphism Ψ : H0 7→ h0

and an analytic functional K on h1 of the form K(v) = K̃(I(v)), where the function
K̃(I) is analytic in a suitable neighborhood of the octant h1

I+ in h1
I , with the following

properties :
(i) For any p ∈ [−1,+∞), the mapping Ψ defines an analytic diffeomorphism

Ψ : Hp 7→ hp.
(ii) The differential dΨ(0) is the operator

∑

uses 7→ v, vs = |2πs|−1/2us.
(iii) A curve u ∈ C1(0, T ;H0) is a solution of the KdV equation (2.1.1)ǫ=0 if and

only if v(t) = Ψ(u(t)) satisfies the equation
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v̇j =

(

0 −1
1 0

)

∂K̃

∂Ij

(I)vj, vj = (vj, v−j)
t ∈ R

2, j ∈ N. (2.2.1)

The coordinates v = Ψ(u) are called the Birkhoff coordinates, and the form (1.1)
of KdV is its Birkhoff normal form

Since the maps Ψ and Ψ−1 are analytic, then for m = 0, 1, 2 . . . , we have

||djΨ(u)||m 6 Pm(||u||m), ||djΨ−1(v)||m 6 Qm(|v|m), j = 0, 1, 2,

where Pm and Qm are continuous functions.
A remarkable property of the nonlinear Fourier transform Ψ is its quasi-linearity.

It means :

Theorem 2.2.2. (see [52, 39]) If p > 0, then the map Ψ − dΨ(0) : Hp → hp+1 is
analytic.

We denote

W (I) = (W1,W2, . . . ), Wk(I) =
∂K̃

∂Ik

(I), k = 1, 2, . . . .

Lemma 2.2.3. (see [47], appendix 6) For any n ∈ N, if In+1 = In+2 = · · · = 0,
then

det
(

(
∂Wi

∂Ij

)16i,j6n

)

6= 0.

Let l∞−1 be the Banach space of all real sequences l = (l1, l2, . . . ) with the norm

|l|−1 = sup
n>1

n−1|ln| < ∞.

Denote κ = (κn)n>1, where κn = (2πn)3.

Lemma 2.2.4. (see [38], Thoerem 15.4) The normalized frequency map

I 7→ W (I) − κ

is real analytic as a map from h1
I+ to l∞−1.

2.2.2 Equation (2.1.1) in the Birkhoff coordinates.

For k = 1, 2 . . . we denote :

Ψk : Hm → R
2, Ψk(u) = vk,

where Ψ(u) = v = (v1,v2, . . . ). Let u(t) be a solution of equation (2.1.1). Passing
to the slow time τ = ǫt and denoting ˙ to be d

dτ
, we get

v̇k = dΨk(u)(ǫ−1V (u)) + Pk(v), k > 1, (2.2.2)
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where V (u) = −uxxx +6uux and Pk(v) = dΨk(Ψ−1(v))(f(Ψ−1(v))). Since the action
Ik(v) = 1

2
|Ψk|2 is an integral of motion for KdV equation (2.1.1)ǫ=0, we have

İk = (Pk(v),vk) := Fk(v). (2.2.3)

Here and below (·, ·) indicates the scalar product in R2.
For k > 1 defines the angle ϕk = arctan(v−k

vk
) if vk 6= 0 and ϕk = 0 if vk = 0.

Using equation (2.2.2), we get

ϕ̇k = ǫ−1Wk(I) + |vk|−2(dΨk(u)f(x, u),v⊥
k ), if vk 6= 0, (2.2.4)

where v⊥
k = (−v−k, vk). Denoting for brevity, the vector field in equation (1.4) by

ǫ−1Wk(I) +Gk(v), we rewrite the equation for the pair (Ik, ϕk)(k > 1) as

İk = Fk(v) = Fk(I, ϕ),

ϕ̇k = ǫ−1Wk(I) +Gk(v).
(2.2.5)

We set
F (I, ϕ) = (F1(I, ϕ), F2(I, ϕ), . . . ).

Denote
ζ̄0 = min{1, ζ0}.

For any q ∈ [p′, p], define a map P as

P : hq → hq+ζ̄0 , v 7→ (P1(v), . . . ).

Clearly, P(v) = dΨ
(

Ψ−1(v)
)(

f(Ψ−1v)
)

. Then Theorem 2.2.2 and Assumption A

imply that the map P is analytic. Using (2.2.3), for any k ∈ N, we have

(2πk)2q+1+ζ̄0|Fk(v)| 6 (2πk)2q+1|vk|2 + (2πk)2q+1+2ζ̄0|Pk(v)|2.
Therefore,

|F (I, ϕ)|∼q+ζ̄0/2 6 |v|2q + |P(v)|2q+ζ̄0
6 C(|v|q). (2.2.6)

In the following lemma Pk and P j
k are some fixed continuous functions.

Lemma 2.2.5. For k, j ∈ N and each q ∈ [p′, p], we have :
(i) The function Fk(v) is analytic in each space hq.
(ii) For any δ > 0, the function Gk(v)χ{Ik>δ} is bounded by δ−1/2Pk(|v|q).
(iii) For any δ > 0, the function ∂Fk

∂Ij
(I, ϕ)χ{Ij>δ} is bounded by δ−1/2P j

k (|v|q).
(iv) The function ∂Fk

∂ϕj
(I, ϕ) is bounded by P j

k (|v|q), and for any n ∈ N and

(I1, . . . , In) ∈ Rn
+, the function ϕ 7→ Fk(I1, ϕ1, . . . , In, ϕn, 0, . . . ) is smooth on Tn.

Démonstration. Items (i) and (ii) follow directly from Theorem 1.1. Items (iii) and
(iv) follow from item (i) and the chain-rule :

∂Fk

∂ϕj

=
√

2Ij

(

∂Fk

∂v−j

cos(ϕj) − ∂Fk

∂vj

sin(ϕj)
)

,

∂Fk

∂Ij

= (
√

2Ij)
−1
(

∂Fk

∂vj

cos(ϕj) +
∂Fk

∂v−j

sin(ϕj)
)

.



2.3. Averaged equation 39

We denote

ΠI : hp → hp
I , ΠI(v) = I(v),

ΠI,ϕ : hp → hp
I × T

∞, ΠI,ϕ(v) = (I(v), ϕ(v)).

Abusing notation, we will identify v with (I, ϕ) = ΠI,ϕ(v).

Definition 2.2.6. We say that a curve
(

I(τ), ϕ(τ)
)

, τ ∈ [0, τ1], is a regular solution

of equation (2.2.5), if there exists a solution u(·) ∈ Hp of equation (2.1.1) such that

ΠI,ϕ

(

Ψ(u(ǫ−1τ))
)

= (I(τ), ϕ(τ)), τ ∈ [0, τ1].

Note that if (I(τ), ϕ(τ)) is a regular solution, then each Ij(τ) is a C1-function,
while ϕj(τ) may be discontinuous at points τ , where Ij(τ) = 0.

2.3 Averaged equation

For a function f on a Hilbert space H, we write f ∈ Liploc(H) if

|f(u1) − f(u2)| 6 P (R)||u1 − u2||, if ||u1||, ||u2|| 6 R, (2.3.1)

for a suitable continuous function P which depends on f . By the Cauchy inequality,
any analytic function on H belongs to Liploc(H) (see Agreements). In particularly,
for any k > 1,

Wk(I) ∈ Liploc(h
q
I), q > 1, and Fk(v) ∈ Liploc(h

q), q ∈ [p′(p), p]. (2.3.2)

Let f ∈ Liploc(h
p0) for some p0 > 0 and v ∈ hp1 , p1 > p0. Denoting by ΠM ,

M > 1, the projection

ΠM : h0 → h0, (v1,v2, . . . ) 7→ (v1, . . . ,vM , 0, . . . ),

we have |v − ΠMv|p0
6 (2πM)−(p1−p0)|v|p1

. Accordingly,

|f(v) − f(ΠMv)| 6 P (|v|p1
)(2πM)−(p1−p0). (2.3.3)

The torus T∞ acts on the space h0 by the linear transformations Φθ, θ ∈ T∞,
where Φθ : (I, ϕ) 7→ (I, ϕ+θ). For a function f ∈ Liploc(h

p), we define the averaging
in all angles as

〈f〉(v) =
∫

T∞
f(Φθ(v))dθ,

where dθ is the Haar measure on T∞. Clearly, the average 〈f〉 is independent of ϕ.
Thus 〈f〉 can be written as 〈f〉(I).

Extend the mapping πI to a complex mapping hp⊗C → hp
I

⊗

C, using the same
formulas (2.1.4). Obviously, if O is a complex neighbourhood of hp, then πc

I(O) is a
complex neighbourhood of hp

I .
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Lemma 2.3.1. (See [53], Lemma 4.2) Let f ∈ Liploc(h
p), then

(i) The function 〈f〉(v) satisfy (2.3.1) with the same function P as f and take
the same value at the origin.

(ii) This function is smooth (analytic) if f is. If f(v) is analytic in a complex
neighbourhood O of hp, then 〈f〉(I) is analytic in the complex neighbourhood πc

I(O)
of hp

I .

For any q̄ ∈ [p′, p], we consider the mapping defined by

〈F 〉 : hq̄
I → h

q̄+ζ̄0/2
I , J 7→ 〈F 〉(J),

where 〈F 〉(J) = (〈F1〉(J), 〈F2〉(J), . . . ).

Corollary 2.3.2. For every q̄ ∈ [p′, p], the mapping 〈F 〉 is analytic as a map from

the space hq̄
I to h

q̄+ζ̄0/2
I .

Démonstration. The mapping P(v) extends analytically to a complex neighbou-
rhood O of hq̄ (see Agreements). Then by (2.2.3), the functions Fj(v), j ∈ N are
analytic in O. Hence it follows from Lemma 2.1 that for each j ∈ N, the function
〈Fj〉 is analytic in the complex neighbourhood πc

I(O) of hq̄
I . By (2.2.6), the mapping

〈F 〉 is locally bounded on πc
I(O). It is well known that the analyticity of each coor-

dinate function and the locally boundness of the maps imply the analyticity of the
maps (see, e.g. [3]). This finishes the proof of the corollary.

We recall that a vector ω ∈ Rn is called non-resonant if

ω · k 6= 0, ∀ k ∈ Z
n \ {0}.

Denote by C0+1(Tn) the set of all Lipschitz functions on Tn. The following lemma
is a version of the classical Weyl theorem.

Lemma 2.3.3. Let f ∈ C0+1(Tn) for some n ∈ N. For any δ > 0 and any non-
resonant vector ω ∈ Rn, there exists T0 > 0 such that if T > T0, then

∣

∣

∣

∣

1

T

∫ T

0
f(x0 + ωt)dt− 〈f〉

∣

∣

∣

∣

6 δ,

uniformly in x0 ∈ Tn.

Démonstration. Let us write f(x) as the Fourier series f(x) =
∑

fke
ik·x. Since the

Fourier series of a Lipschitz function converges uniformly (see [71]), for any ǫ > 0

we may find R = Rǫ such that
∣

∣

∣

∣

∑

|k|>R fke
ik·x

∣

∣

∣

∣

6 ǫ
2

for all x. Now it is enough to

show that
∣

∣

∣

∣

1

T

∫ T

0
fR(x0 + ωt)dt− f0

∣

∣

∣

∣

6
ǫ

2
, ∀T > Tǫ, (2.3.4)

for a suitable Tǫ, where fR(x) =
∑

|k|6R fke
ik·x. Observing that

∣

∣

∣

∣

1

T

∫ T

0
eik·(x0+ωt)dt

∣

∣

∣

∣

6
2

T |k · ω| ,

for each nonzero k. Therefore the l.h.s of (2.3) is smaller than

2

T

(

inf
|k|6R

|k · ω|
)−1

∑

|k|6R

|fk|.

The assertion of the lemma follows.
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2.4 Proof of the main theorem

In this section we prove Theorem 2.1.2 by developing a suitable infinite-dimensional
version of the Anosov scheme (see [57]), and by studying the behavior of the regular
solutions of equation (2.2.5) and the corresponding solutions of (2.1.1).

Assume u(0) = u0 ∈ Hp. So

ΠI,ϕ(Ψ(u0)) = (I0, ϕ0) ∈ hp
I+ × T

∞. (2.4.1)

We denote

BI
p(M) = {I ∈ hp

I+ : |I|∼p 6M}.
Without loss of generality, we assume that T = 1. Fix any M0 > 0. Let

(I0, ϕ0) ∈ BI
p(M0) × T

∞ := Γ0,

that is,

v0 = Ψ(u0) ∈ Bv
p(
√

M0).

We pass to the slow time τ = ǫt. Let (I(·), ϕ(·)) be a regular solution of the system
(2.2.5) with (I(0), ϕ(0)) = (I0, ϕ0). We will also write it as (Iǫ(·), ϕǫ(·)) when we
want to stress the dependence on ǫ. Then by assumption A, there exists M1 > M0

such that

I(τ) ∈ BI
p(M1), τ ∈ [0, 1]. (2.4.2)

By (2.2.6), we know that

|F (I, ϕ)|∼1 6 CM1
, ∀ (I, ϕ) ∈ BI

p(M1) × T
∞, (2.4.3)

where the constant CM1
depends only on M1.

We denote Im = (I1, . . . , Im, 0, 0, . . . ), ϕ
m = (ϕ1, . . . , ϕm, 0, 0, . . . ), and Wm(I) =

(W1(I), . . . ,Wm(I), 0, 0, . . . ), for any m ∈ N.

2.4.1 Proof of assertion (i)

Fix any

n0 ∈ N and ρ > 0.

By (2.2), there exists m0 ∈ N such that

|Fk(I, ϕ) − Fk(Im0 , ϕm0)| 6 ρ, ∀(I, ϕ) ∈ BI
p(M1) × T

∞, (2.4.4)

where k = 1, · · · , n0.
From now on, we always assume that

(I, ϕ) ∈ Γ1 := BI
p(M1) × T

∞, i.e. v ∈ Bv
p(
√

M1),

and identify v ∈ hp with (I, ϕ) = ΠI,ϕ(v).
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By Lemma 2.2.5, we have

|Gj(I, ϕ)| 6 C0(j,M1)
√

Ij

,

|∂Fk

∂Ij

(I, ϕ)| 6 C0(k, j,M1)
√

Ij

,

|∂Fk

∂ϕj

(I, ϕ)| 6 C0(k, j,M1).

(2.4.5)

From Lemma 2.2.4 and Lemma 2.3.1, we know that

|Wj(I) −Wj(Ī)| 6 C1(j,M1)|I − Ī|1,
|〈Fk〉(I) − 〈Fk〉(Ī)| 6 C1(k, j,M1)|I − Ī|1.

(2.4.6)

By (2.3.2) we get

|Fk(vm0) −Fk(v̄m0)| 6 C ′
2(k,M1)|vm0 − v̄m0|p 6 C2(k,m0,M1)|vm0 − v̄m0|∞, (2.4.7)

where |·|∞ is the l∞-norm (here we have used the fact that norms in finite dimensional
space are equivalent).

We denote

Cn0,m0

M1
= m0 · max{C0, C1, C2 : 1 6 j 6 m0, 1 6 k 6 n0}.

Below we define a number of sets, depending on various parameters. All of them
also depend on ρ and n0, but this dependence is not indicated. For any δ > 0 and
T0 > 0, we define a subset

E(δ, T0) ⊂ Γ1

as the collection of all (I, ϕ) ∈ Γ1 such that for every T > T0, we have,

∣

∣

∣

∣

1

T

∫ T

0
[Fk(Im0 , ϕm0 +Wm0(I)s) − 〈Fk〉(Im0)]ds

∣

∣

∣

∣

6 δ, for k = 1, . . . , n0. (2.4.8)

Let Sτ
ǫ be the flow generated by regular solutions of the system (1.5). We define

two more groups of sets.

∆(τ) = ∆(τ, ǫ, δ, T0, I, ϕ) := {τ1 ∈ [0, τ ] : Sτ1

ǫ (I, ϕ) /∈ E(δ, T0)}.

N(β) = N(β, ǫ, δ, T0) := {(I, ϕ) ∈ Γ0 : Mes[∆(1, ǫ, δ, T0, I, ϕ)] 6 β}.
Here and below Mes[·] stands for the Lebesgue measure in R. We will indicate the
dependence of the set N(β) on n0 and ρ as Nn0,ρ(β), when necessary.

By continuity, E(δ, T0) is a closed subset of Γ1 and ∆(τ) is an open subset of
[0, τ ].

Lemma 2.4.1. For k = 1, . . . , n0, the Ik-component of any regular solution of
(2.2.5) with initial data in N(β, ǫ, δ, T0) can be written as :

Ik(τ) = Ik(0) +
∫ τ

0
〈Fk〉(I(s))ds+ Ξ(τ),
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where for any γ ∈ (0, 1) the function |Ξ(τ)| is bounded on [0, 1] by

4Cn0,m0

M1

{[

2(γ + 2T0CM1
ǫ)1/2

]

(T0ǫ+ β + 1)

+
[

T0CM1
ǫ

γ1/2
+ T0CM1

ǫ+ (
T0ǫ

2γ1/2
+
ǫCM1

T 2
0

3
)
]

(T0ǫ+ β + 1)
}

+ 2CM1
β + 2ρ+ 2δ + 2CM1

(T0ǫ+ β).

Démonstration. For any (I, ϕ) ∈ N(β), we consider the corresponding set S(τ). It
is composed of open intervals of total length less than min{β, τ}. Thus at most
[β/(T0ǫ)] of them have length greater than or equal to T0ǫ. We denote these long
intervals by (ai, bi), 1 6 i 6 d, d 6 β/(T0ǫ) and denote by C(τ) the complement of
∪16i6d(ai, bi) in [0, τ ].

By (3.5.6), we have

∫ τ

0
Fk(I(s), ϕ(s))ds =

∫

C(τ)
Fk(Im0(s), ϕm0(s))ds+ ξ1(τ),

where |ξ1(τ)| 6 CM1
β + ρτ .

The set C(τ) is composed of segments [bi−1, ai] (if necessary, we set b0 = 0, and
ad+1 = τ). We proceed by dividing each segment [bi−1, ai] into shorter segments by
points τ i

j , where bi = τ i
1 < τ i

2 < · · · < τ i
ni

= ai. The points τ i
j lie outside the set

S(τ) and T0ǫ 6 tij+1 − tij 6 2T0ǫ except for the terminal segment containing the end
points ai, which may be shorter than T0ǫ.

This partition is constructed as follows :

—– If ai − bi−1 6 2T0ǫ, then we keep the whole segment with no subdivisions.
(τ i

1 = bi−1 ,τ i
2 = ai).

—– If ai − bi−1 > 2T0ǫ, we divide the segment in the following way :

a) If bi−1 + 2T0ǫ does not belong to S(τ), we chose ti2 = bi−1 + 2T0ǫ, and
continue by subdividing [τ i

2, ai] ;

b) if bi−1 + 2T0ǫ belongs to S(τ), then there are points in [bi−1 + T0ǫ, bi−1 +
2T0ǫ] which do not, by definition of bi−1. We set τ i

2 equal to one of these
points and continue by subdividing [τ i

2, ai].

We will adopt the notation : hi
j = τ i

j+1 − τ i
j and s(i, j) = [τ i

j , τ
i
j+1]. So

C(τ) =
d
⋃

i=1

ni−1
⋃

j=1

s(i, j), T0 6 hi
j = |s(i, j)| 6 2T0ǫ, j 6 ni − 2.

By its definition, C(τ) contains at most [β/(T0ǫ]+1 segments [bi−1, ai], thus C(τ)
contains at most [β/(T0ǫ)] + 1 terminal subsegments of length less than T0ǫ. Since
all other segments have length no less than T0ǫ and τ 6 1, the number of these
segments is not greater than [ǫT0]

−1. So the total number of subsegments s(i, j) is
bounded by 1 + [(ǫT0)

−1] + [β/(T0ǫ)].
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For each segment s(i, j) we define a subset Λ(i, j) of {1, 2, · · · ,m0} in the follo-
wing way :

l ∈ Λ(i, j) ⇐⇒ ∃τ ∈ s(i, j), Il(τ) < γ.

If l ∈ Λ, then by (3.5.4) we have

|Il(τ)| < 2T0CM1
ǫ+ γ, τ ∈ s(i, j). (2.4.9)

For I = (I1, I2, . . . ) and ϕ = (ϕ1, ϕ2, . . . ) we set

λi,j(I) = Î , λi,j(ϕ) = ϕ̂,

where ϕ̂ = (ϕ̂1, ϕ̂2, . . . ) and Î = (Î1, Î2, . . . ) are defined by the following relation :

If l ∈ Λ(i, j), then Îl = 0, ϕ̂l = 0, else Îl = Il, ϕ̂l = ϕl.

We also denote λi,j(I, ϕ) = (λi,j(I), λi,j(ϕ)) and when the segment s(i, j) is clearly

indicated, we write for short λi,j(I, ϕ) = (Î , ϕ̂).
Then on s(i, j), using (3.5.9) and (2.4.9) we obtain

∫

s(i,j)

∣

∣

∣

∣

Fk

(

Im0(s), ϕm0(s)
)

− Fk

(

λi,j

(

Im0(s), ϕm0(s)
)

)∣

∣

∣

∣

ds

6
∫

s(i,j)
Cn0,m0

M1

∣

∣

∣

∣

Im0(s) − λi,j

(

Im0(s)
)∣

∣

∣

∣

1/2

ds

6 2Cn0,m0

M1
(γ + 2T0CM1

ǫ)1/2T0ǫ.

(2.4.10)

In Proposition 1-5 below, k = 1, . . . , n0.

Proposition 1.
∫

C(τ)
Fk

(

Im0(s), ϕm0(s)
)

ds =
∑

i,j

∫

s(i,j)
Fk

(

Im0(τ i
j), ϕ

m0(s)
)

ds+ ξ2(τ),

where

|ξ2| 6 4Cn0,m0

M1

[

(γ + 2T0CM1
ǫ)1/2 + γ−1/2T0CM1

ǫ
]

(T0ǫ+ β + 1). (2.4.11)

Démonstration. We may write ξ2(τ) as

ξ2(t) =
∑

i,j

∫

s(i,j)

[

Fk

(

Im0(s), ϕm0(s)
)

− Fk

(

Im0(τ i
j), ϕ

m0(s)
)]

ds

:=
∑

i,j

I(i, j).

For each s(i, j), we have

∫

s(i,j)

∣

∣

∣

∣

Fk

(

Îm0(s), ϕ̂m0(s)
)

− Fk

(

Îm0(τ i
j), ϕ̂

m0(s)
)
∣

∣

∣

∣

ds

6
∫

s(i,j)
γ−1/2Cn0,m0

M1

∣

∣

∣

∣

Îm0(s) − Îm0(τ i
j)
∣

∣

∣

∣

ds

6 2γ−1/2Cn0,m0

M1
CM1

T 2
0 ǫ

2.

(2.4.12)
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We replace the integrand Fk(Im0 , ϕm0) by Fk(Îm0 , ϕ̂m0). Using (3.5.11) and (3.5.14)
we obtain that

I(i, j) 6 4Cn0,m0

M1

[

(γ + 2T0CM1
ǫ)1/2 + γ−1/2T0CM1

ǫ
]

T0ǫ.

The inequality (3.5.13) follows.

On each subsegment s(i, j), we now consider the unperturbed linear dynamics
ϕi

j(τ) of the angles ϕm0 ∈ Tm0 :

ϕi
j(τ) = ϕm0(τ i

j) + ǫ−1Wm0(I(tij))(τ − τ i
j) ∈ T

m0 , τ ∈ s(i, j).

Proposition 2.

∑

i,j

∫

s(i,j)
Fk

(

Im0(τ i
j), ϕ

m0(s)
)

ds =
∑

i,j

∫

s(i,j)
Fk

(

Im0(τ i
j), ϕ

i
j(s)

)

ds+ ξ3(τ),

where

|ξ3(τ)| 6 4Cn0,m0

M1
(γ + 2T0CM1

ǫ)1/2(T0ǫ+ β + 1)

+ (Cn0,m0

M1
)2
(

2T0ǫ

γ
+

4ǫCM1
T 2

0

3

)

(T0ǫ+ β + 1).
(2.4.13)

Démonstration. For each s(i, j) we have
∫

s(i,j)

∣

∣

∣

∣

λi,j

(

ϕm0(s) − ϕi
j(s)

)
∣

∣

∣

∣

ds

6
∫

s(i,j)

∫ s

τ i
j

∣

∣

∣

∣

λi,j

(

Gm0(I(s′), ϕ(s′)) + ǫ−1Wm0(I(s′)) − ǫ−1Wm0(I(τ i
j))
)∣

∣

∣

∣

ds′ds

6
∫

s(i,j)

∫ s

τ i
j

Cn0,m0

M1

[

γ−1/2 + ǫ−1|I(s′) − I(τ i
j))|1

]

ds′ds

6
∫

s(i,j)
Cn0,m0

M1

[

γ−1/2(s− τ i
j) +

1

2
CM1

ǫ−1(s− τ i
j)

2
]

ds

6 Cn0,m0

M1

(

2T 2
0 ǫ

2

√
γ

+
4CM1

T 3
0 ǫ

2

3

)

.

Here the first inequality comes from equation (2.2.4), and using (3.5.7) and (3.5.8)
we can get the second inequality. The third one follows from (3.5.4).

Using again (3.5.7), we get
∫

s(i,j)

[

Fk

(

λi,j

(

Im0(τ i
j), ϕ

m0(s)
)

)

− F
(

λi,j

(

Im0(τ i
j), ϕ

i
j(s)

)

)]

ds

6
∫

s(i,j)
Cn0,m0

M1

∣

∣

∣

∣

λi,j

(

ϕm0(s) − ϕi
j(s)

)∣

∣

∣

∣

ds

6 (Cn0,m0

M1
)2
(

2T 2
0 ǫ

2

√
γ

+
4CM1

T 3
0 ǫ

2

3

)

.

Therefore (3.5.15) holds for the same reason as (3.5.13).
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We will now compare the integral
∫

s(i,j) Fk(Im0(τ i
j), ϕ

i
j(s))ds with the average

value 〈Fk(Im0(τ i
j))〉hi

j.

Proposition 3.
∑

i,j

∫

s(i,j)
Fk

(

Im0(τ i
j), ϕ

i
j(s)

)

ds =
∑

i,j

hi
j〈Fk〉

(

Im0(τ i
j)
)

+ ξ4(τ),

where
|ξ4(τ)| 6 2δ + 2CM1

(T0ǫ+ β). (2.4.14)

Démonstration. We divide the set of segments s(i, j) into two subsets ∆1 and ∆2.
Namely, s(i, j) ∈ ∆1 if hi

j > T0ǫ and s(i, j) ∈ ∆2 otherwise.
(i) s(i, j) ∈ ∆1. In this case, by (2.4.8), we have

∣

∣

∣

∣

∫

s(i,j)

[

Fk

(

Im0(τ i
j), ϕ

i
j(s)

)

− 〈Fk〉
(

Im0(τ i
j)
)]

ds
∣

∣

∣

∣

6 δhi
j.

So
∑

s(i,j)∈∆1

∣

∣

∣

∣

∫

s(i,j)
Fk

(

Im0(τ i
j), ϕ

i
j(s)

)

ds− 〈Fk〉
(

Im0(τ i
j)
)

hi
j

∣

∣

∣

∣

6 δ
∑

s(i,j)∈∆1

hi
j 6 2δ.

(ii) s(i, j) ∈ ∆2. Now, using (3.5.4) we get
∣

∣

∣

∣

∫

s(i,j)
Fk

(

Im0(τ i
j), ϕ

i
j(s)

)

ds− 〈Fk〉
(

Im0(τ i
j)
)

hi
j

∣

∣

∣

∣

6 2CM1
hi

j 6 2CM1
T0ǫ.

Since Card(∆2) 6 (1 + β/(T0ǫ)), then

∑

s(i,j)∈∆2

∣

∣

∣

∣

∫

s(i,j)
F
(

Im0(τ i
j), ϕ

i
j(s)

)

ds− 〈Fk〉
(

Im0(τ i
j)
)

hi
j

∣

∣

∣

∣

6 2CM1
(β + T0ǫ).

This implies the inequality (3.5.16).

Proposition 4.
∑

i,j

hi
j〈Fk〉

(

Im0(τ i
j)
)

=
∫

C(τ)
〈Fk〉

(

Im0(s)
)

ds+ ξ5(τ),

where
|ξ5(τ)| 6 4ǫCM1

Cn0,m0

M1
T0(T0ǫ+ β + 1). (2.4.15)

Démonstration. Indeed, as

|ξ5(τ)| =
∣

∣

∣

∣

∑

i,j

∫

s(i,j)

[

〈Fk〉
(

Im0(s)
)

− 〈Fk〉
(

Im0(τ i
j)
)

]

ds

∣

∣

∣

∣

,

using (3.5.4) and (3.5.8) we get

|ξ5(τ)| 6
∑

i,j

∫

s(i,j)
Cn0,m0

M1
|Im0(s) − Im0(τ i

j)|ds

6 ǫ
∑

i,j

CM1
Cn0,m0

M1
(hi

j)
2 6 4ǫCM1

Cn0,m0

M1
T0(T0ǫ+ β + 1).
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Finally,
Proposition 5.

∫

C(τ)
〈Fk〉

(

Im0(s)
)

ds =
∫ τ

0
〈Fk〉

(

I(s)
)

ds+ ξ6(τ),

and |ξ6(τ)| is bounded by CM1
β + ρt. �

Gathering the estimates in Propositions 1-5, we obtain

Ik(τ) = Ik(0) +
∫ τ

0
Fk

(

I(s), ϕ(s)
)

ds

= Ik(0) + ǫ
∫ τ

0
〈Fk〉

(

I(s)
)

ds+ Ξ(τ),

where

|Ξ(τ)| 6
6
∑

i=1

|ξi(t)|

6 4Cn0,m0

M1

[

2(γ + 2T0CM1
ǫ)1/2 +

T0CM1
ǫ

γ1/2
+ T0CM1

ǫ

+
(

T0ǫ

2γ1/2
+
ǫCM1

T 2
0

3

)]

(T0ǫ+ β + 1) + 2CM1
β

+ 2ρ+ 2δ + 2CM1
(T0ǫ+ β), τ ∈ [0, 1].

Lemma 2.4.1 is proved.

Corollary 2.4.2. For any ρ̄ > 0, with a suitable choice of ρ, γ, δ, T0, β, the function
|Ξ(τ)| in Lemma 2.4.1 can be made smaller than ρ̄, if ǫ is small enough.

Démonstration. We choose

γ = ǫα, T0 = ǫ−σ, β =
ρ̄

9CM1

, δ = ρ =
ρ̄

9

with

1 − α

2
− σ > 0, 0 < σ <

1

2
.

Then for ǫ sufficiently small we have

|Ξ(τ)| < ρ̄.

Now let µ be a regular ǫ-quasi-invariant measure and {Sτ
ǫ , τ > 0} be the flow of

equation (2.1.5) on hp. Below we follow the arguments, invented by Anosov for the
finite dimensional averaging (e.g. see in [57]).

Consider the measure µ1 = dµdt on hp ×R. Define the following subset of hp ×R :

Bǫ := {(v, τ) : v ∈ Γ0, τ ∈ [0, 1] and Sτ
ǫ v ∈ Γ1 \ E(δ, T0)}.
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Then by (2.1.8), there exists C(M1) such that

µ1(Bǫ) =
∫ 1

0
µ
(

Γ0 ∩ S−τ
ǫ

(

Γ1 \ E(δ, T0)
)

)

dτ 6 eC(M1)µ(Γ1 \ E(δ, T0).

For any v ∈ Γ0, denote ∆̄(v) = ∆(1, ǫ, δ, T0, I, ϕ), where (I, ϕ) = ΠI,ϕ(v). Then by
the Fubini theorem, we have

µ1(Bǫ) =
∫

Γ0

Mes(∆̄(v))dµ(v).

Using Chebyshev’s inequality, we obtain

µ
(

Γ0 \N(β, ǫ, δ, T0)
)

6
eC(M1)

β
µ
(

Γ1 \ E(δ, T0)
)

. (2.4.16)

By the definition of E(δ, T0), we know that

E(δ, T0) ⊂ E(δ, T ′
0), if T ′

0 > T0. (2.4.17)

We set E∞(δ) := ∪T0>1E(δ, T0). Define

RES(m0) =
{

(I, ϕ) ∈ Γ1 : ∃k ∈ Z
m0 such that k1W1(I) + · · · + km0

Wm0
(I) = 0

}

.

Since the measure µ is regular, then by Lemma 2.2.3, we have that µ(RES(m0)) = 0.
If (I ′, ϕ′) ∈ Γ1 \ RES(m0), then the vector Wm0(I ′) ∈ Rm0 is non-resonant. Due to
Lemma 2.3.3, we know that there exists T ′

0 > 0 such that for T > T ′
0, the inequalities

(2.4.8) hold. Therefore (I ′, ϕ′) ∈ E(δ, T ′
0) ⊂ E∞(δ). Hence

Γ1 \ E∞(δ) ⊂ RES.

So we have µ(E∞(δ)) = µ(Γ1). Since µ(E∞(δ)) = limT0→∞ E(δ, T0) due to (2.4.17),
then for any ν > 0, there exists T ′

0 > 0 such that for each T0 > T ′
0, we have

µ(E∞ \ E(δ, T0)) 6 ν.

So the r.h.s of the inequality (2.4.16) can be made arbitrary small if T0 is large
enough.

Fix some 0 < σ < 1/2, we have proved the following lemma.

Lemma 2.4.3. Fix any δ > 0, ρ̄ > 0. Then for every ν > 0 we can find ǫ(ν) > 0
such that, if ǫ < ǫ(ν), then

µ
(

Γ0 \N(
ρ̄

9CM1

)
)

< ν,

where N( ρ̄
9CM1

) = N( ρ̄
9CM1

, ǫ, δ, ǫ−σ).



2.4. Proof of the main theorem 49

We now are in a position to prove assertion (i) of Theorem 2.1.2.
By Corollary 2.3.2, for each q ∈ [p′, p], there exists C3(q,M1) such that for any

J1, J2 ∈ BI
q̄ (M1 + 1) (see Agreements),

|〈F 〉(J1) − 〈F 〉(J2)|∼q 6 |〈F 〉(J1) − 〈F 〉(J2)|∼q+ζ̄0/2 6 C3(q̄,M1)|J1 − J2|∼q . (2.4.18)

Since the mapping 〈F 〉 : hp
I → hp

I is locally Lipschitz by (2.4.18), then using Picard’s
theorem, for any J0 ∈ BI

p(M1) there exists a unique solution J(·) of the averaged
equation (2.1.9) with J(0) = J0. We denote

T (J0) := inf{τ > 0 : |J(τ)|p > M1 + 1} 6 ∞.

For any ρ̄ > 0 and q < p+ ζ0, there exist n1 such that

|F (I, ϕ) − F n1(I, ϕ)|q <
ρ̄

8
e−C3(M1), (I, ϕ) ∈ BI

p(M1 + 1) × T
∞,

|〈F 〉(J) − 〈F 〉n1(J)|q <
ρ̄

8
e−C3(M1), J ∈ BI

p(M1 + 1).
(2.4.19)

Here

C3(M1) =







C3(p,M1) if q > p,

C3(q,M1) if q 6 p.

Find ρ0 from the relation

8
n1
∑

j=1

j1+2qρ0 = ρ̄e−C3(M1).

By Lemma 2.4.1 and Corollary 2.4.2, there exists ǫρ̄,q such that if ǫ 6 ǫρ̄,q, then
for initial data in the subset Γρ̄ = Nn1,ρ0

( ρ0

9CM1
ǫ
, ǫ, ρ0

9
, ǫ−σ) we have for k = 1, · · · , n1,

Iǫ
k(τ) = Iǫ

k(0) +
∫ τ

0
〈Fk〉(Iǫ(s))ds+ ξk(τ), |ξk(τ)| < ρ0, τ ∈ [0, 1], (2.4.20)

Therefore, by (2.4.19) and (2.4.20), for (Iǫ(0), ϕǫ(0)) ∈ Γρ̄, J(0) ∈ Bp(M1 + 1) and
|τ | 6 min{1, T (J(0))},

|Iǫ(τ) − J(τ)|∼q − |Iǫ(0) − J(0)|∼q
6
∫ τ

0
|F (Iǫ(s))ds−

∫ τ

0
〈F 〉(J(s))|∼q ds

6
∫ τ

0
|F n1(Iǫ(s)) − 〈F 〉n1(J(s))|∼q ds+

ρ

4
e−C3(M1).

6
∫ τ

0
|〈F 〉(Iǫ(s)) − 〈F 〉(J(s))|∼q ds+

ρ

2
e−C3(M1).

Using (2.4.18), we obtain

|Iǫ(τ) − J(τ)|∼q 6 |Iǫ(0) − J(0)|∼q +
∫ τ

0
C3(M1)|Iǫ(s) − J(s)|∼q ds+ ξ0(τ),

where |ξ0(τ)| 6 ρ̄
2
e−C3(M1). By Gronwall’s lemma, if

|Iǫ(0) − J(0)|∼q 6 δ = e−C3(M1)ρ̄,
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then
|I(τ) − J(τ)|q 6 2ρ̄, |τ | 6 min{1, T (J(0))}.

This establishes inequality (2.1.11). Assuming that ρ̄ << 1, we get from the defini-
tion of T (J(0)) that T (J(0)) is bigger than 1, if ζ0 > 0 and q > p. From Lemma 3.3
we know that for any ν > 0, if ǫ small enough, then µ(Γ0 \ Γρ̄) < ν. This completes
the proof of the assertion (i) of Theorem 2.1.2.

Proof of statement (2) of Remark 2.1.3. If the perturbation is hamiltonian with
Hamiltonian H, then F = −∇ϕH. Therefore the averaged vector filed 〈F 〉 = 0. For
any ρ > 0 and any q < p, there exists n2 such that

|I − In2 |∼q < ρ/4, ∀I ∈ Bp(M).

By similar argument, we can obtain that, there exists a subset Γǫ
ρ,n2

⊂ Γ0, satis-
fying (2.1.10), such that for initial data (Iǫ(0), ϕǫ(0)) ∈ Γǫ

ρ,n2
, and for τ ∈ [0, 1], we

have
|Iǫ,n2(τ) − Iǫ,n2(0)|∼q 6 ρ/4.

So
|Iǫ(τ) − Iǫ(0)|∼q 6 ρ for τ ∈ [0, 1].

In this argument we do not require ζ0 > 0. So item (ii) of Assumption A is not
needed if the perturbation is hamiltonian.

2.4.2 Proof of the assertion (ii)

We fix α < 1/4. For any (m,n) ∈ N2 denote

Bm(ǫ) :=
{

(I, ϕ) ∈ Γ1 : inf
k6m

|Ik| < ǫα
}

,

Rm,n(ǫ) :=
⋃

|L|6n,L∈Zm\{0}

{

(I, ϕ) ∈ Γ1 : |W (I) · L| < ǫα}
}

.

Then let

Υm,n(ǫ) =
(

⋃

m06m

Rm0,n(ǫ)
)

∪ Bm(ǫ), (2.4.21)

and for any (I0, ϕ0) ∈ Γ0, denote

S(ǫ,m, n, I0, ϕ0) = {τ ∈ [0, 1] : (Iǫ(τ), ϕǫ(τ)) ∈ Υm,n(ǫ)}.

Fix m ∈ N, take a bounded Lipschitz function g defined on the torus Tm such
that Lip(g) 6 1 and |g|L∞

6 1. Let
∑

s∈Zm gse
is·ϕ be its Fourier series. Then for any

ρ > 0, there exists n, such that if we denote ḡn =
∑

|s|6n gse
is·ϕ, then

∣

∣

∣

∣

g(ϕ) − ḡn(ϕ)
∣

∣

∣

∣

<
ρ

2
, ∀ϕ ∈ T

m.

As the measure µ is regular and Υm,n(ǫ1) ⊂ Υm,n(ǫ2) if ǫ1 6 ǫ2, then

µ(Υm,n(ǫ)) → 0, ǫ → 0.
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Since the measure µ is ǫ-quasi-invariant, then following the same argument that
proves Lemma 2.4.3, we have there exists subset Λǫ

ρ ⊂ Γ0 such that for initial data

(I0, ϕ0) ∈ Λǫ
ρ, we have Mes

(

S(ǫ,m, n, I0, ϕ0)
)

6 ρ/4, and if ǫ is small enough, then

µ(Γ0 \ Λǫ
ρ) < µ(Γ0)ρ/4. Due to Lemma 2.3.3, if (Iǫ(·), ϕǫ(·)) stays long enough

time outside the subset Υm,n(ǫ), then the time average of ḡ(ϕǫ,m(τ)) can be well
approximated by its space average. Following an similar argument of Lemma 2.4.1,
we could obtain that for ǫ small enough, for initial data (I0, ϕ0) ∈ Λǫ

ρ, we have

∣

∣

∣

∣

∫

Tm
ḡ(ϕ)dλI0,ϕ0

ǫ −
∫

Tm
ḡdϕ

∣

∣

∣

∣

=
∣

∣

∣

∣

∫ 1

0
ḡ
(

ϕǫ,m(τ)
)

dτ −
∫

Tm
ḡ(ϕ)dϕ

∣

∣

∣

∣

< ρ/2. (2.4.22)

So if ǫ is small enough, then

∣

∣

∣

∣

∫

Tm
g(ϕ)λǫ −

∫

Tm
g(ϕ)dϕ

∣

∣

∣

∣

6
1

µ(Γ0)

{
∣

∣

∣

∣

∫

(I0,ϕ0)∈Λǫ
ρ

[

∫

Tm
g(ϕ)dλI0,ϕ0

ǫ −
∫

Tm
g(ϕ)dϕ

]

dµ(I0, ϕ0)
∣

∣

∣

∣

+
∣

∣

∣

∣

∫

(I0,ϕ0)∈Γ0\Λǫ
ρ

[

∫

Tm
g(ϕ)dλI0,ϕ0

ǫ −
∫

Tm
g(ϕ)dϕ]dµ(I0, ϕ0)

∣

∣

∣

∣

}

6 2ρ.

That is ,
∣

∣

∣

∣

∫

g(ϕ)λǫ −
∫

g(ϕ)dϕ
∣

∣

∣

∣

−→ 0 as ǫ → 0, (2.4.23)

for any Lipschitz function as above. Hence, the probability measure λǫ converges
weakly to Haar measure dϕ (see [22]). This proves the assertion (ii).

2.4.3 Consistency conditions

Assume the ǫ-quasi-invariant measure µ is dependent on ǫ, i.e. µ = µǫ. Using
again the Anosov arguments, we have for the measure µǫ that

µǫ

(

N(β, ǫ, δ, T0)
)

6
eCǫ(M1)

β
µǫ

(

Γ1 \ E(δ, T0)
)

.

It is easy to see that assertion (i) of Theorem 2.1.2 holds, with µ replace by µǫ, if
following consistency conditions are satisfied :

1) For any δ > 0, µǫ(Γ1 \ E(δ, ǫ−σ)) go to zero with ǫ.
2) Cǫ(M1) is uniformly bounded with respect to ǫ
In subsection 2.4.2, we can see that for assertion (ii) of Theorem 2.1.2 to hold,

one more condition should be added to the family {µǫ}ǫ∈(0,1). That is,

3) For any m, n ∈ N, µǫ

(

Υm,n(ǫ)
)

(see (2.4.21)) goes to zero with ǫ.

2.5 On existence of ǫ-quasi-invariant measures

In this section we will provide two sufficient conditions to the existence of
ǫ-quasi-invariant measures for perturbed KdV equation (2.1.1).
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2.5.1 Quasi-invariant measures on the space Hp

We will first prove that if Assumption A holds with ζ0 > 2, then there exist
ǫ-quasi-invariant measures for the perturbed KdV (2.1.1) on the space Hp, where
p is an integer not less than 3. Through out this section, we suppose that ζ0 = 2,
3 6 p ∈ N and p′ = 0. Our presentation closely follows Chapter 4 of the book [75].

Let ηp be the centered Gaussian measure on Hp with correlation operator ∂−2
x .

Since ∂−2
x is an operator of trace type, then ηp is a well-defined probability measure

on Hp.
As is known, for solutions of KdV, there are countably many conservation laws

Jn(u), n > 0, where J0(u) = 1
2
||u||20 and

Jn(u) =
∫

T

{1

2
(∂n

xu)2 + cnu(∂n−1
x u)2 + Qn(u, . . . , ∂n−2

x u)
}

dx, (2.5.1)

for n > 1, where cn are real constants, and Qn are polynomial in their arguments
(see, p.209 in [38] for exact form of the conservation laws). By induction we get from
these relations that

||u||2n 6 2Jn + C(Jn−1, . . . ,J0), n > 1, (2.5.2)

where C vanishes with u(·).
Now set Jp = Jp+1(u) − 1

2
||u||2p+1. From the form (2.5.1), we know that the

functional Jp is bounded on bounded sets in Hp. We consider the measure µp defined
by

µp(Ω) =
∫

Ω
e−Jp(u)dηp(u), (2.5.3)

for every Borel set Ω ⊂ Hp. This measure is regular in the sense of Definition 2.1.1
and non-degenerated in the sense that its support contains the whole space Hp (see,
e.g. Chapter 9 in [11]). Moreover, it is invariant for KdV [75].

The main result of this section is the following theorem :

Theorem 2.5.1. The measure µp is ǫ-quasi-invariant for perturbed KdV equa-
tion (2.1.1) on the space Hp.

To prove this theorem, we follow a classical procedure based on finite dimensional
approximation (see, e.g. [75]).

Let us firstly write equation (2.1.1) using the slow time τ = ǫt,

u̇ = ǫ−1(−uxxx + 6uux) + f(u), (2.5.4)

where u̇ = du
dτ

. By Assumption A, for each u0 ∈ Bu
p (M), the equation (2.5.4) has a

unique solution u(·) ∈ C([0, T ], Hp) and ||u(τ)||p 6 C(||u0||p, T ) for all τ ∈ [0, T ].
Denote Lm the subspace ofHp, spanned by the basis vectors {e1, e−1, . . . , em, e−m}.

Let Pm be the orthogonal projection of Hp onto Lm and P⊥
m = Id − Pm. For any

u ∈ Hp, denote um = Pmu ∈ Lm. We will identify P∞ with Id and u∞ with u.
Consider the problem

u̇m = ǫ−1
[

− um
xxx + 6Pm(umum

x )
]

+ Pm(f(um)), um(x, 0) = Pmu0(x). (2.5.5)

Clearly, for each u0 ∈ Hp this problem has a unique solution um(·) ∈ C([0, T ′],Lm)
for some T ′ > 0.
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Proposition 2.5.2. Let u0 ∈ Hp and um
0 ∈ Lm such that um

0 strongly converge to u0

in Hp as m → +∞. Then as m → +∞,

um(·) → u(·) in C([0, T ], Hp),

where u(·) is the solution of equation (2.1.1) with initial datum u(0) = u0 and um(·)
is the solution of problem (2.5.5) with initial condition um(0) = um

0 .

In this result, as well as in the Lemmas 2.5.5-2.5.7 below, the rate of convergence
depends on the small parameter ǫ.

We shall prepare several lemmas to prove this proposition. For any n,m ∈ N, we
have for the solution um(τ) of problem(2.5.5)

d

dτ
Jn(um(τ)) =

〈

∇uJn(um), u̇m(τ)
〉

=
〈

∇uJn(um), ǫ−1[−um
xxx + Pm(umum

x )] + Pm[f(um)]
〉

Here ∇u stands for the L2-gradient with respect to u. Since Jn is a conservation law
of KdV, then 〈∇uJn(um),−um

xxx + umum
x 〉 = 0. So

d

dτ
Jn(um) = −ǫ−1

〈

∇uJn(um),P⊥
m(umum

x )
〉

+
〈

∇uJn(um),Pm[f(um)]
〉

. (2.5.6)

We denote the first term in the right hand side by ǫ−1En(um) and the second term
by Ef

n (um).

Lemma 2.5.3. There exist continuous functions γn(R, s) and γ′
n(R, s) on R2

+ = {(R, s)}
such that they are non-decreasing in the second variable s, vanish if s = 0, and

|Ef
n (um)| 6 γ′

n(||um||n−1, ||um||n−1), (2.5.7)

|En(um)| 6γn

(

||um||n−1,

max
0 6 i, j 6 n − 1,

i + j 6= 2n − 2

||P⊥
m[∂i

xu
m∂j

xu
m]||0 + ||P⊥

m(umum
x )||1

)

.
(2.5.8)

for all n = 3, 4, . . . . For n = 2 equality (2.5.7) still holds, and

|E2(u
m)| 6 C2(||um||1)||um||22 + C ′

2(||um||1). (2.5.9)

Démonstration. Since f(u) is 2-smoothing, from (2.5.1) and (2.5.6) we know that

|Ef
n (um)| 6 γ′

n(||um||n−1, ||um||n−1),

where γ′
n(·, ·) is a continuous function satisfying the requirement in the statement

of the lemma.
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For the quantity En(um), by (2.5.1) and (2.5.6) we have

En(um) =
∫

T

{

6(−1)n(∂2n
x um)P⊥

m(umum
x ) + 6cnP

⊥
m(umum

x )(∂n−1
x um)2

+ (−1)n−112cn∂
n−1
x (um∂n−1

x um)P⊥
m(umum

x )

+ 6
n−2
∑

i=0

∂Qn(um, . . . , ∂n−2
x um)

∂(∂i
xu

m)
∂i

xP
⊥
m(umum

x )
}

dx

= 0 +
∫

T

{

6cnP
⊥
m(umum

x )(∂n−1
x um)2

+ 12cnP
⊥
m(um∂n−1

x um)[∂x

n−3
∑

i=0

Ci
n−2∂

n−2−i
x um∂i+1

x um]

+ 6
n−2
∑

i=0

∂Qn(um, . . . , ∂n−2
x um)

∂(∂i
xu

m)
∂i

xP
⊥
m(umum

x )
}

dx.

Hence we prove the assertion of the lemma.

Lemma 2.5.4. For every u0 ∈ Hp, there exist τ1(||u0||0) > 0 and a continuous
non-decreasing ǫ-depending function βǫ

p(s) on [0,+∞) such that the value ||um(τ)||p
are bounded by the quantity βǫ

n(||u0||p), uniformly in m = 1, 2, . . . and τ ∈ [0, τ1].

Démonstration. Let M = max{||u0||0, 1}. It is easy to verify that

d

dτ
||um||20 = 2〈um,Pm(f(um))〉 6 2||um||20 + C(2M),

if ||um||0 6 2M . Therefore for a suitable τ1 = τ1(||u0||0) > 0 and all τ ∈ [0, τ1], we
have ||um(τ)||0 6 2M . For the quantity J1(u

m) and τ ∈ [0, τ1],

d

dτ
J1(u

m) = 〈∇uJ1(u
m),Pmf(um)〉 6 C1(2M).

Therefore J1(u
m(τ)) 6 C1τ + J1(u

m(0)). So ||um(τ)||1 6 β1(||u0||1). Similarly, by
Lemma 2.5.3 and inequality (2.5.2), we have for τ ∈ [0, τ1],

d

dτ
J2(u

m(τ)) 6 ǫ−1C2[β1(||u0||1)]J (um(τ)) + C ′′
2 [ǫ−1, β1(||u0||1)].

By Gronwall’s lemma and relation (2.5.2), we obtain ||um(τ)||2 6 βǫ
2(||u0||2). In the

view of Lemma 2.5.3, we have

Jn(um(τ)) 6 Jn(um(0)) + τCn[ǫ−1, βǫ
n−1(||u0||n−1)],

for n = 3, . . . , p. Hence maxτ∈[0,τ1] ||um(τ)||p 6 βǫ
p(||u0||p).

Below, we will denote by τ1 the quantity min{τ1(||u0||0), T}.

Lemma 2.5.5. As m → ∞,

||um(τ) − u(τ)||p−1 → 0,

uniformly in τ ∈ [0, τ1].
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Démonstration. Denote w = um − u. Using that 〈∂j
xu

m,P⊥
mu

′〉 = 0 for any j and
each u′ ∈ H0, we get :

1

2

d

dτ
||w||2p−1

=
〈

∂p−1
x w, ∂p−1

x

[

ǫ−1
(

− wxxx + 6Pm(umum
x ) − 6uux

)

+ Pm(f(um)) − f(u)
]

〉

= 3ǫ−1
〈

∂p−1
x w, ∂p

x

[

(um)2 − u2
]

〉

+ 3ǫ−1
〈

P
⊥
m(∂p−1

x u), ∂p
x[(um)2]

〉

+
〈

∂p−1
x w, ∂p−1

x

[

Pm(f(um)) − f(u)
]

〉

.

Using Sobolev embedding and integration by part, we have

〈

∂p−1
x w, ∂p

x

[

(um)2 − u2
]

〉

=
p
∑

i=0

Ci
p

∫

T

∂p−1
x w∂p−i

x w∂i
x(um + u)dx

6 −
∫

T

∂x(um + u)(∂p−1
x w)2dx+

p
∑

i=1

Ci
p||w||2p−1||um + u||p

6 C(||u||p, ||um||p)||w||2p−1

Therefore,

d

dτ
||w||2p−1 6 C1(ǫ

−1, ||um||n)||P⊥
mu||p + ||P⊥

mf(u)||p + C2(ǫ
−1, ||u||n, ||um||n)||w||2p−1.

Since ||P⊥
m(u)||p and ||P⊥

m(f(u))||p go to zero as m → ∞ for each τ ∈ [0, τ1] and as
they are uniformly bounded on [0, τ1] by Lemma 2.5.4, we have for τ ∈ [0, τ1],

||w||2p−1(τ) = ||w(0)||2p−1 +
∫ τ

0
C(ǫ−1, ||u0||p)||w||2ds+ am(ǫ−1, τ),

where am(ǫ−1, τ) → 0 as m → ∞. So the assertion of the lemma follows form
Gronwall’s lemma.

Lemma 2.5.6. Let τm ∈ [0, τ1] such that τm → τ 0 ∈ [0, τ1], then

||um(τm) − u(τ0)||p → 0 as m → ∞.

Démonstration. We firstly prove Jp(um(τm)) → Jp(u(τ0) as m → ∞. Indeed, for
m 6 +∞, by (2.5.6), we have

Jp(um(τm)) = Jp(um(0)) +
∫ τm

0
[ǫ−1Ep(um(s)) + Ef

p (um(s))]ds

Since f(u) is 2-smoothing, the second term in the integrand is continuous in Hp−1.
So, in the view of Lemma 2.5.5, we only need to prove that the first term goes to zero
as m → ∞. Due to Lemma 2.5.3, we only need to show that uniformly in τ ∈ [0, τ1],

lim
m→∞

||P⊥
m(∂i

xu
m(τ)∂j

xu
m(τ)||0 + lim

m→∞
||P⊥

mu
m(τ)um(τ)x||1 = 0,
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where 0 6 i, j 6 p − 1 and i + j 6= 2p − 2. For the first term in the left hand side,
we have

||P⊥
m(∂i

xu
m(τ)∂j

xu
m(τ))||0

6 ||P⊥
m(∂i

xu
m(τ)∂j

xu
m(τ) − ∂i

xu(τ)∂j
xu(τ))||0 + ||P⊥

m(∂i
xu(τ)∂j

xu(τ))||0.
(2.5.10)

By Lemma 2.5.5, the first term in the r.h.s of (2.5.10) goes to zero as m → ∞,
uniformly in τ ∈ [0, τ1]. Since u(·) ∈ C([0, τ1], H

p), then ∂i
xu(·)∂j

xu(·) ∈ C([0, τ1], H
0).

Therefore, the quantity ||P⊥
m(∂i

xu(τ)∂j
xu(τ)||0 → 0 as m → ∞, uniformly in τ ∈

[0, τ1].
In the same way limm→∞ ||P⊥

mu
mum

x ||1 = 0. Therefore, we have

lim
m→∞

Jp(um(τm)) = Jp(u(0)) +
∫ τ0

0
〈∇uJp(u(s)), f(u(s))〉ds = Jp(u(τ 0)).

Since the quantity Jp(u) − ||u||2p/2 is continuous in Hp−1, we have

lim
m→∞

||um(τm)||p = ||u(τ0)||p.

The assertion of the lemma follows from the fact that weak convergence plus norm
convergence imply strong convergence.

Lemma 2.5.7. As m → ∞, ||um(τ) − u(τ)||p → 0 uniformly for τ ∈ [0, τ1].

Démonstration. Assume the contrary holds. Then there exists δ > 0 such that for
each m ∈ N, there exists τm ∈ [0, τ1] satisfying

||um(τm) − u(τm)||p > δ. (2.5.11)

Take a subsequence {mk} such that τmk → τ 0 ∈ [0, τ1] as mk → ∞. By Lemma 4.6,
we have

lim
mk→∞

||umk(τmk) − u(τmk)||p
= lim

mk→∞
(||umk(τmk) − u(τ 0)||p + ||u(τmk) − u(τ 0)||p) = 0.

This contradicts with inequality (2.5.11). So the assertion of the Lemma holds.

If T = τ1, Proposition 2.5.2 is proved. Otherwise, we just need to iterate above
procedure by letting the initial datum be u(τ1). This finishes the proof of Proposi-
tion 2.5.2.

With Proposition 2.5.2, we will need two more results to prove Theorem 2.5.1.

Proposition 2.5.8. For each u0 ∈ Hp and any ν > 0, there exists δ > 0 such that

||um(τ) − um
1 (τ)||p < ν,

uniformly for all m = 1, 2, . . . , τ ∈ [0, T ] and every solution um
1 (·) of problem (2.5.5)

with initial data um
1 (0) satisfying

||um(0) − um
1 (0)||p < δ,

(here um(·) is the solution of (2.5.5) with initial data Pmu0).
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Démonstration. Assume the contrary. Then there exists ν > 0 such that for each
δ > 0, there exists m ∈ N, u1 ∈ Lm and τm ∈ [0, T ] satisfying

||um
1 (τm) − um(τm)||p > ν and ||um

1 (0) − um(0)||p < δ. (2.5.12)

Hence there exists subsequence mk such that ||umk
1 − Pmk

u0||p → 0 as mk → ∞.
Therefore limmk→∞ ||umk

1 − u0||p = 0. By Proposition 2.5.2, we known that

|umk
1 (τmk) − umk(τmk)||p 6 ||umk

1 (τmk) − u(τmk)||p + ||umk(τmk) − u(τmk)||p → 0,

as mk → ∞. This contradicts with the first inequality of (2.5.12). Proposition 2.5.8
is proved.

Lemma 2.5.9. Let u0 ∈ Hp. Then for any δ > 0, there exist r > 0 and m0 > 0
such that for each m > m0 and ū(0) ∈ Ḃu

p (u0, r), the quantity

ǫ−1|Ep+1(ū
m(τ))| 6 δ,

for all τ ∈ [0, T ].

Démonstration. In the view of Lemma 2.5.3, we only need to show for each δǫ > 0,
there exist r > 0 and m0 > 0 such that for every ū0 ∈ Ḃu

p (u0, r), and m > m0, we
have for τ ∈ [0, T ],

max
06i,j6p,i+j 6=2p

||P⊥
m[∂i

xū
m(τ)∂j

xū
m(τ)]||0 + ||P⊥

m(ūm(τ)ūm
x (τ))||1 < δǫ. (2.5.13)

Here ūm(τ) is the solution of problem (2.5.5) with initial datum ūm(0) = Pmū0.
For the first term, we have

||P⊥
m[∂i

xū
m(τ)∂j

xū
m(τ)]||0

6 ||∂i
xu

m(τ)∂j
xu

m(τ) − ∂i
xū

m(τ)∂j
xū

m(τ)||0
+ ||∂i

xu
m(τ)∂j

xu
m(τ) − ∂i

xu(τ)∂j
xu(τ)||0 + ||P⊥

m[∂i
xu(τ)∂j

xu(τ)]||0.

By Proposition 2.5.2 and the fact that ∂i
xu(·)∂j

xu(·) ∈ C([0, T ], H0), the second and
the third terms on the right hand side of this inequality converge to zero as m → ∞,
uniformly in τ ∈ [0, T ]. From Proposition 2.5.8, we know that there exists r > 0
such that the first term is smaller than δǫ/2 for all ū ∈ Ḃp

r (u0) and uniformly in all
m ∈ N and τ ∈ [0, T ]. Estimating in this way the term ||P⊥

m(ūmūm
x )||1, we obtain

inequality (2.5.13). Hence we prove the assertion of the lemma.

We now begin to prove Theorem 4.1.
Consider the following Gaussian measure ηm

p on the subspaces Lm ⊂ Hp :

dηm
p : =

m
∏

i=1

(2π)2pi2p+1 exp −(2πi)2p+2(û2
i + û2

−i)

2
dûidû−i

= c(m) exp
−||um||2p+1

2
dû1dû−1 . . . dûmdû−m,
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where um :=
∑m

i=1(ûiei + û−ie−i) ∈ Lm and dû±i, i ∈ N, is the Lebesgue measure on
R. Obviously, ηm

p is a Borel measure on Lm. Then we have obtained a sequence of
Borel measure {ηm

p } on Hp (see, e.g. [75]). We set

µm
p (Ω) =

∫

Ω
e−Jp(u)dηm

p ,

for every Borel set Ω ∈ Hp. Then µm
p are well defined Borel measure on Hp. Clearly

dµm
p = c(m)e−Jp+1(um)dû1dû−1 . . . dûmdû−m.

Lemma 2.5.10. ([75]) The sequence of Borel measures µm
p in Hp converges weakly

to the measure µp as m → ∞.

Rewrite the system (2.5.5) in the variables

ûm = (û1, û−1, . . . , ûm, û−m),

where um =
∑m

j (ûjej + û−je−j) :

d

dτ
ûj = −2πjǫ−1∂J1(û

m)

∂û−j

+ fj(û
m), j = ±1, . . . ,±m. (2.5.14)

where Pmf(ûm) =
∑m

j=1(fj(û
m)ej +f−j(û

m)e−j). Let Sτ
m, τ ∈ [0, T ], be the flow map

of equation (2.5.14). For any Borel set Ω ⊂ Hp, let Sτ
m(Ω) = Sτ

m(Pm(Ω)). By the
Liouville Theorem and (2.5.6), we have

d

dτ
µm(Sτ

m(Ω)) =
∫

Sτ
m(Ω)

[

ǫ−1Ep+1(u
m) + Ef

p+1(u
m) +

m
∑

i=−m,i6=0

∂fi

∂ûi

)
]

dµm. (2.5.15)

Denote Sτ
ǫ , τ ∈ [0, T ], to be the flow map of equation (2.5.4) on the space Hp.

Fix any M > 0, by Assumption A, there exists M1 such that

Sτ
ǫ (Bu

p (M)) ⊂ Bu
p (M1).

Since f(u) is 2-smoothing, then by Cauchy inequality, |∂fi/∂ûi| = O(i−2). So we
have

|Ef
p+1(u

m) +
m
∑

i=−m,i6=0

∂fi

∂ûi

(um)| 6 C(M1), ∀m ∈ N and ∀um ∈ Bu
p (M1). (2.5.16)

Now fix τ0 ∈ [0, T ]. Take an open set Ω ⊂ Bu
p (M). For any δ > 0, there exists

compact set K ⊂ Ω such that µp(Ω \ K) < δ. Let K1 = Sτ0

ǫ (K). Then the set K1

also is compact and K1 ⊂ Sτ0

ǫ (Ω) = Ω1. Define

α = min{dist(K, ∂Ω); dist(K1, ∂Ω1)},

where dist(A,B) = infu∈A,v∈B ||u− v||p and ∂A is the boundary of the set A ⊂ Hp.
Clearly α > 0. By Proposition 4.8 and Lemma 4.9, for each u0 ∈ K, there exists

a mu0
> 0 and an open ball Ḃu

p (u0, ru0
) of radius ru0

> 0 such that

||um(s) − ūm(s)||p 6 α/3 and |ǫ−1Ep+1(ū
m)| 6 C(M1)/2, (2.5.17)
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for all ū ∈ Bu
p (u0, ru0

), m > m0 and s ∈ [0, τ0]. Let B1, . . . , Bl be the finite covering
of the compact set K by such balls. Let

D = ∪l
i=1Bi and Ωα/3 := {u ∈ Ω1| dist(u, ∂Ω1) > α/3}.

By Proposition 4.2,
Sτ0

m (D) ⊂ Ωα/3,

for all large enough m ∈ N. From inequalities (2.5.15), (2.5.16) and (2.5.17), we
know that if m is sufficiently large, then

e−3C(M1)τ0/2µm
p (D) 6 µm

p (Sτ0(D)) 6 e3C(M1)τ0/2µm
p (D).

By Lemma 4.10, we have

µp(Ω) 6 µp(D) + δ 6 lim inf
m→∞

µm
p (D) + δ

6 lim inf
m→∞

e3C(M1)τ0/2µm
p (Sτ0

m (D)) + δ 6 lim sup
m→∞

e3C(M1)τ0/2µm
p (Ωα/3) + δ

6 e3C(M1)τ0/2µp(Ω1) + δ.

Here we have used the Portemanteau theorem. Since δ was chosen arbitrarily, it
follows that

µp(Ω) 6 e3C(M1)τ0/2µp(Sτ0

ǫ (Ω)).

Similarly, µp(Sτ0(Ω)) 6 e3C(M1)τ0/2µp(Ω). As τ0 ∈ [0, T ] is fixed arbitrarily, Theorem
4.1 is proved.

Remark 2.5.11. The measure µp is also ǫ-quasi-invariant for the following pertur-
bed KdV equations on Hp :

u̇+ ǫ−1(uxxx − 6uux) = ∂xu, (2.5.18)

u̇+ ǫ−1(uxxx − 6uux) = ∂−1
x u. (2.5.19)

Indeed, consider the following finite dimensional system corresponding to equa-
tion (2.5.18) as in problem (2.5.5) :

u̇m = ǫ−1
[

− um
xxx + 6Pm(umum

x )] + ∂xu
m, um(0) = Pmu0. (2.5.20)

Let us investigate the quantity d
dτ

Jn(um), n > 3, for equation (2.5.20) :

d

dτ
Jn(um) = ǫ−1En(um) + 〈∇uJn(um), ∂xu

m〉.

For the first term, see in Lemma 2.5.3. For the second term,

Dn := 〈∇uJn(um), ∂xu
m〉 =

∫

T

{

∂n
xu

m∂n+1
x um + cn∂xu

m(∂n−1
x um)2

+ 2cnu
m∂n−1um∂num

+
n−2
∑

i=0

∂Qn(um, . . . , ∂n−2
x um)

∂(∂i
xu

m)
∂i+1um

}

dx.
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Notice that the first term in right hand side vanishes. For the second and the third
terms,

∫

T

cn[∂xu
m(∂n−1

x um)2 + 2um∂n−1
x um∂n

xu
m]dx = cn

∫

T

d[um(∂n−1
x um)2] = 0.

So we have
|Dn| 6 C(||um||n−1). (2.5.21)

Note that equation (2.5.20) can be written as a Hamiltonian system in coordinates
ûm = (û1, û−1, . . . , ûm, û−m) :

d

dτ
ûj = −2πjǫ−1∂H1(û

m)

∂û−j

, j = ±1, . . . ,±m, (2.5.22)

where the Hamiltonian H1(u) = J1(u) − ǫ
2

∫

T u
2dx. Therefore the divergence for the

vector field of equation (2.5.22) is zero. This property and inequality (2.5.21) also
hold for equation (2.5.19). Hence the same proof in this section applies to equation
(2.5.18) and (2.5.19), which justifies the claim in the Remark 2.5.11.

2.5.2 The ǫ-quasi-invariant measure on the space hp

Fix ζ ′
0 > 1 and p > 3, and let µ be a ζ ′

0-admissible Gaussian measure on the
Hilbert space hp (see 2.1.12). In this subsection we will discuss how this measure
evolves under the flow of the perturbed KdV equation (2.1.1). We follow a classical
procedure based on finite dimensional approximations (see e.g. [75]).

We suppose the assumption A holds. Let us write the equation (2.1.1) in the
Birkhoff normal form, using the slow time τ = ǫt :

d

dτ
vj = ǫ−1JWj(I)vj + Xj(v), j ∈ N, (2.5.23)

where Xj = (Xj, X−j)
t ∈ R2 and J =

(

0 −1
1 0

)

. Let X(v) = (X1(v), . . . ), then

X(v) = dΨ
(

Ψ−1(v)
)(

f
(

Ψ−1(v)
)

)

.

We assume additionally that :

The mapping defined by hp → hp+ζ′
0 : v 7→ X(v) is analytic.

For any n ∈ N, we consider the 2n-dimensional subspace πn(hp) of hp with coordi-
nates vn = (v1, . . . ,vn, 0, . . . ). On πn(hp), we define the following finite-dimensional
systems :

d

dτ
~ωj = ǫ−1JWj(I(ωn))~ωj + Xj(ω

n), 1 6 j 6 n, (2.5.24)

where ~ωj = (ωj, ω−j)
t ∈ R2 and ωn = (~ω1, . . . , ~ωn, 0, . . . ) ∈ πn(hp). We have the

following theorem :

Theorem 2.5.12. The curve ωn(·) converges to v(·) as n → ∞ in C([−T, T ];hp),
where v(·) and ωn(·) are, respectively, solutions of (2.5.23) and (2.5.24) with initial
data v(0) ∈ hp and ωn(0) = vn(0) ∈ πn(hp).
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The proof of this theorem is long and standard, using finite dimensional approxi-
mation. We move the detail of it to Appendix B and directly go to the main theorem
of this subsection.

Let Sτ
v denote the flow determined by equations (2.5.23) in the space hp, and

Bv
p(M) := {v ∈ hp : |v|p 6M}.

Theorem 2.5.13. For any M0 > 0, there exists a constant C > 0 which depends
only on M0 and T , such that if A is a open subset of Bv

p(M0), then for τ ∈ [0, T ],
we have

e−Cτµ(A) 6 µ(Sτ
v (A)) 6 eCτµ(A).

Démonstration. From Assumption A, we know that there is constant M1 which only
depends on M0 and T , such that if v(0) ∈ Bv

p(M0), then

v(τ) ∈ Bv
p(M1), |τ | 6 T. (2.5.25)

For any n ∈ N, consider the measure µn = πn ◦ µ on the subspace πn(hp). Since µ
is a ζ ′

0-admissible Gaussian measure, by (2.1.12) the measure µn has the following
density with respect to the Lebesgue measure :

bn(vn) := (2π)−n
n
∏

j=1

(2πj)1+2pσ−1
j exp{−1

2

n
∑

j=1

j1+2p|vj|2
σj

}.

Let Sτ
n be the flow determined by equations (2.5.24) on subspace πn(hp). For any

open set An ⊂ πn(Bv
p(M0)), due to Theorem 2.A.1 in the Appendix 2.A, we have

d

dτ
µn(Sτ

n(An))

=
∫

Sτ
n(An)

n
∑

j=1

(

∂(bn(vn)Xj(v
n))

∂vj

+
∂(bn(vn)X−j(v

n))

∂v−j

)

dvn

=
∫

Sτ
n(An)

n
∑

j=1

j2p+1
(

vjXj + v−jX−j

σj

+
∂Xj

∂vj

+
∂X−j

∂v−j

)

bn(vn)dvn

:=
∫

Sτ
n(An)

cn(vn)bn(vn)dvn

Since j−ζ′
0/σj = O(1), using the Cauchy’s inequality and the assumption that X(v)

is ζ ′
0-smoothing, there exists a constant C which depends only on M1, such that

|cn(vn)| 6 C, vn ∈ πn(Bv
p(M1), ∀n ∈ N. (2.5.26)

We have

e−Cτµn(An) 6 µn(Sτ
n(An)) 6 eCτµn(An), (2.5.27)

as long as Sτ
n(An) ⊂ πn(Bv

p(M1)).
Since µn convergences weakly to µ, the theorem follows from (2.5.25), (2.5.27)

and Theorem 2.5.12.
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2.6 Application to a special case

In this section we prove Proposition 2.1.6.
Clearly, we only need to prove the statement (i) of Assumption A.
Let F : Hm → R be a smooth functional (for some m > 0). If u(t) is a solution

of (2.1.13), then
d

dt
F(u(t)) = 〈∇F(u(t)),−V (u) + ǫf(x)〉.

In particular, if F(u) is an integral of motion for the KdV equation, then we have
〈∇F(u(t), V (u)〉 = 0, so

d

dt
F(u(t)) = ǫ〈∇F(u(t)), f(x)〉.

Since ||u(0)||20 is an integral of motion, then

d

dt
||u(t)||20 = 2ǫ〈u, f(x)〉 6 ǫ(||u||20 + ||f(x)||20).

Thus we have

||u(t)||20 6 eǫt(||u(0)||20 + ǫt||f(x)||20). (2.6.1)

The KdV equation has infinitively many integral of motion Jm(u), m > 0. The
integral Jm can be writen as

Jm(u) = ||u||2m +
m
∑

r=3

∑

m

∫

Cr,mu
(m1) · · ·u(mr)dx,

where the inner sum is taken over all integer r-vectors m = (m1, . . . ,mr), such that
0 6 mj 6 m − 1, j = 1, . . . , r and m1 + · · · + mr = 4 + 2m − 2r. Particularly,
J0(u) = ||u||20.

Lets consider

I =
∫

u(m1) · · · f (mi) · · ·u(mr1
)dx, m1 + · · · +mr1

= M,

where r1 > 2, M > 1, and 0 6 mj 6 µ− 1. Then, by Hölder’s inequality,

|I| 6 ||u(m1)||Lp1
· · · ||f(x)||Lpi

· · · ||umr1 ||Lpf
, pj =

M

mj

6 ∞.

Applying next the Gagliardo-Nirenberg and the Young inequalities, we obtain that

|I| 6 δ||u||2µ + Cδ||u||C1

0 , ∀δ > 0, (2.6.2)

where Cδ and C1 do not depend on u. Below we denote C a positive constant
independent of u, not necessary the same in each inequality. Let

I1 := 〈∇Jm(u), f〉 = 〈u(m), f (m)〉 +
m
∑

r=3

∑

m

C
′

r,mu
(m1) · · · f (mi) · · ·umrdx,
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where m1 + · · · +mr = 6 + 2m− 2r. Using (2.6.2) with a suitable δ, we get

I1 6 ||u||2m + C||u||C1

0 6 ||u||2m + C(1 + ||u||4m
0 ) + ||f ||2m. (2.6.3)

If u(t) = u(t, x) is a solution of equation (2.1.13), then

d

dt
Jm(u) = 〈∇Jm(u), ǫf〉 6 ǫ||u||2m + ǫC(1 + ||u||4m

0 ) + ǫ||f ||2m,

and
1

2
||u||2m − C(1 + ||u||4m

0 ) 6 Jm(u) 6 2||u||2m + C(1 + ||u||4m
0 ).

Denote Cm = C(1 + ||u(0)||4m
0 ) + C||f ||2m, then from (2.6.1) and above, we deduce

d

dt
(Jm(u) − Cm) 6

1

2
ǫ(Jm(u) − Cm),

thus

Jm(u) − Cm 6 e
1

2
ǫt[Jm(u(0)) − Cm],

so

||u(t)||2m 6 4||u(0)||2me
1

2
ǫt + Cm.

This prove Proposition 2.1.6. �

2.A Liouville’s theorem

Consider the following system of ordinary differential equations :

ẋ = Y (x), x(0) = x0 ∈ R
n,

where Y (x) = (Y1(x), · · · , Yn(x)) : Rn → Rn is a continuously differentiable map.
Let F (t, x) be a (local) flow determined by this equation.

Theorem 2.A.1. (Liouville). Let B(x1, · · · , xn) be a continuous differentiable func-
tion on Rn. For the Borel measure dµ = B(x)dx in Rn and any bounded open set
A ⊂ Rn, we have

d

dt
µ(F (t, A)) =

∫

F (t,A)

[ n
∑

i=1

∂(B(x)Yi(x))

∂xi

]

dx, t ∈ (−T, T ),

where T > 0 is such that F (t, x) is well defined and bounded for any t ∈ (−T, T )
and x ∈ A.

For B = const this result is well known. For its proof for a non-constant density B
see e.g. [75].
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2.B Proof of Theorem 2.5.12

In this appendix, we give a detail proof of Theorem 2.5.12.
Fix any M0 > 0. From Assumption A, we know that there exists a constant M1

such that if |v(0)|p 6M0, then

|v(τ)|p 6M1, τ ∈ [0, T ]. (2.B.1)

The equation (2.5.24) yields that

d

dτ
|ωn|2p = 2

n
∑

j=1

j1+2p~ωj · Xj(ω
n) := χn(ωn). (2.B.2)

We define

χ(v) := 2
∞
∑

j=1

j1+2pvj · Xj(v).

By smoothing assumption of X(v), we know that there exists a constant C1 > 0
such that

|χn(ωn)| 6 C1, |ωn|p 6 2M1, ∀n ∈ N. (2.B.3)

Denote τ̄ = M1/C1, then if |ωn(0)|p 6M0, then

|ωn(τ)|p 6 2M1, τ ∈ [−τ̄ , τ̄ ], ∀n ∈ N. (2.B.4)

Lemma 2.B.1. In the space C([−τ̄ , τ̄ ], hp−1), we have the convergence

ωn(·) → v(·) as n → ∞.

Démonstration. Denote ~ξj = vj − ~ωj, Iv = I(v) and Iωn = I(ωn). Since J vj = v⊥
j ,

using equations (2.5.23) and (2.5.24), for 1 6 j 6 n, we get

d

dτ
|~ξj|2 = 2(~ξj)

t[ǫ−1J (Wj(Iv)vj −Wj(Iωn)~ωj) + Xj(v) − Xj(ω
n)]

= 2ǫ−1[Wj(Iv) −Wj(Iωn)]vj · (~ωj)
⊥ + 2(~ξj)

t · (Xj(v) − Xj(ω
n)).

By Lemma 2.2.4 and Cauchy’s inequality, we know that
∣

∣

∣

∣

Wj(I(v)) −Wj(I(ωn))
∣

∣

∣

∣

6 C2(M1)j|v − ωn|p−1.

Using the smoothing of the mapping X(v), we get that

d

dτ
|v − ωn|2p−1 6 C3(ǫ,M1)|v − ωn|2p−1 + an(v), τ ∈ [−τ̄ , τ̄ ],

where

an(v) =
∞
∑

j=n+1

j2p−1vj · Xj(v).

Obviously, an(v) → 0 as n → ∞ uniformly for |v|p 6M1.
The lemma now follows directly from Gronwall’s Lemma.
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Lemma 2.B.2. If ωn(0) → v(0) strongly in hp and τn → τ , τn ∈ [−τ̄ , τ̄ ], as n → ∞,
then

lim
n→∞

|v(τ) − ωn(τn)|p = 0.

Démonstration. From (2.B.2) we know that for any τn ∈ [−τ̄ , τ̄ ],

|ωn(τn)|2p − |ωn(0)|2p =
∫ τn

0
χn(ωn(s))ds.

Since ωn(0) → v(0) strongly in hp, then using Lemma 2.B.1 we get

|v(τ)|2p 6 lim inf
n→∞

|ωn(τn)|2p 6 lim sup
n→∞

|ωn(τn)|2p

= lim sup
n→∞

(

|ωn(0)|2p +
∫ τn

0
χn(ωn(s))ds

)

= |v(0)|2p +
∫ τ

0
χ(v(s))ds

= |v(τ)|2p.

Therefore, limn→∞ |ωn(τn)|p = |v(τ)|p. Since ωn(τn) → v(τ) in the space hp−1 as
n → ∞, then the required convergence follows.

Lemma 2.B.3. In the space C([−τ̄ , τ̄ ], hp), ωn(·) → v(·) as n → ∞.

Démonstration. Suppose this statement is invalid. Then there exists δ > 0 and a
sequence {τn}n∈N ⊂ [−τ̄ , τ̄ ] such that

|ωn(τn) − v(τn)|p > δ.

Let {τnk}k∈N be a subsequence of the sequence {τn}n∈N converging to some τ 0 ∈
[−τ̄ , τ̄ ]. But v(τnk) → v(τ 0) in hp as k → ∞, and using Lemma 2.B.2, we can get
ωnk(τnk) → v(τ 0) as k → ∞ in hp. So we get a contradiction, and Lemma 2.B.3 is
proved.

If T 6 τ̄ , the theorem is proved, otherwise we iterate the above procedure. This
finishes the proof of Theorem 2.5.12. �





Chapitre 3

An averaging theorem for weakly
nonlinear PDEs (non-resonant
case)

The results of this chapter are taken from my paper [30].
Abstract : Consider nonlinear partial differential equations with small nonlinearities

d

dt
u + i(−△u + V (x)u) = ǫP(△u, ∇u, u, x), x ∈ T

d. (∗)

Let {ζ1(x), ζ2(x), . . .} be the L2-basis formed by eigenfunctions of the operator −△ + V (x).

For any complex function u, write it as u(x) =
∑

k>1 vkζk(x) and set I(u) = (Ik(u), k > 1),

where Ik(u) = 1
2 |vk|2. Then for any solution u(t, x) of the linear equation (∗)ǫ=0 we have

I(u(t, ·)) = const. Suppose that the spectrum of the operator −△ + V (x) is non-resonant.

In this work it is proved that if (∗) is well posed on time-intervals t . ǫ−1 and satisfies there

some mild a-priori assumptions, then for any its solution uǫ(t, x), the limiting behavior of

the curve I(uǫ(t, ·)) on time intervals of order ǫ−1, as ǫ → 0, can be uniquely characterized

by solutions of a certain well-posed effective equation.

3.1 Introduction

We consider the Schrödinger equation

d

dt
u+ i(−△u+ V (x)u) = 0, x ∈ T

d, (3.1.1)

and its nonlinear perturbation :

d

dt
u+ i(−△u+ V (x)u) = ǫP(△u,∇u, u, x), x ∈ T

d, (3.1.2)

where P : Cd+2×Td → C is a smooth function, 1 6 V (x) ∈ Cn(Td) is a potential (we
will assume that n is sufficiently large) and ǫ ∈ (0, 1] is the perturbation parameter.
For any p ∈ R denote by Hp the Sobolev space of complex-valued periodic functions,
provided with the norm || · ||p,

||u||2p =
〈

(−△)pu, u
〉

+ 〈u, u〉, if p ∈ N,
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(non-resonant case)

where 〈·, ·〉 is the real scalar product in L2(Td),

〈u, v〉 = Re
∫

Td
uv̄dx, u, v ∈ L2(Td).

If p > d
2

+ 2 = pd, then the mapping Hp → Hp−2, u(x) 7→ P(△u,∇u, u, x) is
smooth (see below Lemma 3.3.1). For any T > 0, a curve u ∈ C([0, T ], Hp), p > pd,
is called a solution of (3.1.2) in Hp if it is a mild solution of this equation. That is, if
the relation obtained by integrating (3.1.2) in t from 0 to s holds for any 0 6 s 6 T .
We wish to study long-time behaviours of solutions for (3.1.2) and assume :

Assumption A (a-priori estimate). Fix some T > 0. For any p > pd + 2, there
exists n1(p) > 0 such that if n > n1(p), then for any 0 < ǫ 6 1, the perturbed
equation (3.1.2), provided with initial data

u(0) = u0 ∈ Hp, (3.1.3)

has a unique solution u(t, x) ∈ Hp such that

||u||p 6 C(T, p, ||u0||p), for t ∈ [0, T ǫ−1].

Here and below the constant C also depends on the potential V (x).
Denote the operator

AV u := −△u+ V (x)u.

Let {ζk}k>1 and {λk}k>1 be its real eigenfunctions and eigenvalues, ordered in such
a way that

1 6 λ1 6 λ2 6 · · · .
We say that a potential V (x) is non-resonant if

∞
∑

k=1

λksk 6= 0, (3.1.4)

for every finite non-zero integer vector (s1, s2, · · · ). For any complex-valued function
u(x) ∈ Hp, we denote by

Ψ(u) := v = (v1, v2, · · · ), vj ∈ C, (3.1.5)

the vector of its Fourier coefficients with respect to the basis {ζk}, i.e. u(x) =
∑∞

k=1 vkζk.
In the space of complex sequences v, we introduce the norms

|v|2p =
∑

k>1

|vk|2λp
k, p ∈ R,

and define hp := {v : |v|p < +∞}. Denote

Ik =
1

2
|vk|2, ϕk = Arg vk, k > 1. (3.1.6)

Then (I, ϕ) ∈ R∞ × T∞ are the action-angles for the linear equation (3.1.1). That
is, in these variables equation (3.1.1) takes the integrable form

d

dt
Ik = 0,

d

dt
ϕk = λk, k > 1. (3.1.7)
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Abusing notation we will write v = (I, ϕ). Define hp
I to be the weighted l1-space

hp
I :=

{

I = (I1, . . . ) ∈ R
∞ : |I|∼p < +∞

}

, |I|∼p = 2
∞
∑

i=1

λp
i |Ii|,

and consider the mapping

πI : hp → hp
I , v 7→ I, Ij(v) =

1

2
|vj|2, j > 1.

It is continuous and its image is the positive octant hp
I+ = {I ∈ hp

I : Ij > 0,∀j}.
We mainly concern with the long time behavior of the actions I(u(t)) ∈ R∞

+

of solutions for the perturbed equation (3.1.2) for t . ǫ−1. For this purpose, it is
convenient to pass to the slow time τ = ǫt and write equation (3.1.2) in the action-
angle coordinates (I, ϕ) :

İk = Fk(I, ϕ), ϕ̇k = ǫ−1λk +Gk(I, ϕ), k > 1, (3.1.8)

where I ∈ R∞, ϕ ∈ T∞ and T∞ := {(θi)i∈N : θi ∈ T} is the infinite-dimensional
torus endowed with the Tikhonov toppology. The functions Fk and Gk, k > 1
represent the perturbation term P , written in the action-angle coordinates. In the
finite dimensional situation, the averaging principle is well established for perturbed
integrable systems. The principle states that for equations

d

dt
I = ǫf(I, ϕ),

d

dt
ϕ = W (I) + ǫg(I, ϕ),

where I ∈ RM and ϕ ∈ Tm, on time intervals of order ǫ−1 the action components
I(t) can be well approximated by solutions of the following averaged equation :

d

dt
J = ǫ〈f〉(J), 〈f〉(J) =

∫

Tm
f(J, ϕ)dϕ. (3.1.9)

This assertion has been justified under various non-degeneracy assumptions on the
frequency vector W and the initial data (I(0), ϕ(0)) (see [57]). In this paper we want
to prove a version of the averaging principle for the perturbed Schrödinger equation
(3.1.2). We define a corresponding averaged equation for (3.1.8) as in (3.1.9) :

J̇k = 〈Fk〉(J), 〈Fk〉(J) =
∫

T∞
Fk(J, ϕ)dϕ, k > 1, (3.1.10)

where dϕ is the Haar measure on T∞. But now, in difference with the finite-
dimensional case, the well-posedness of equation (3.1.10) is not obvious, since the
map 〈F 〉(I) = (〈F1〉(I), . . . ) is unbounded and the functions 〈Fk〉(I), k > 1, may be
not Lipschitz with respect to I in hp

I+. In [49], S. Kuksin observed that the avera-
ged equation (3.1.10) may be lifted to a regular ‘effective equation’ on the variable
v ∈ hp, which transforms to (3.1.10) under the projection πI . To derive an effective
equation, corresponding to our problem, we first use mapping Ψ to write (3.1.2) as
a system of equation on the vector v(τ) :

v̇ = ǫ−1dΨ(u)(−iAV (u)) + P (v). (3.1.11)
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Here P (v) is the perturbation term P , written in v-variables. This equation is sin-
gular when ǫ → 0. The effective equation for (3.1.11) is a certain regular equation

v̇ = R(v). (3.1.12)

To define the effective vector filed R(v), for any θ = (θ1, θ2, · · · ) ∈ T∞ let us denote
by Φθ the linear operator in the space of complex sequences (v1, v2, · · · ) ∈ hp which
multiplies each component vj with eiθj . Rotation Φθ acts on vector fields on the
v-space, and R(v) is the result of action of Φθ on P (v), averaged in θ :

R(v) =
∫

T∞
Φ−θP (Φθv)dθ.

The map R(v) is smooth with respect to v in hp. Again, we understand solutions
for equation (3.1.12) in the mild sense.

We now make the second assumption :

Assumption B (local well-posedness of the effective equation). For any p > pd + 2,
there exists n2(p) > 0 such that if n > n2(p), then for any initial data v0 ∈ hp, there
exists T (|v0|p) > 0 such that the effective equations (3.1.12) has a unique solution
v ∈ C([0, T (|v0|p)], hp). Here T : R+ → R>0 is an upper semi-continuous function.

The main result of this paper is the following statement, where vǫ(τ) is the
Fourier transform of a solution uǫ(t, x) for the problem (3.1.2), (3.1.3) (existing by
Assumption A), written in the slow time τ = ǫt :

vǫ(τ) = Ψ
(

uǫ(ǫ−1τ)
)

, τ ∈ [0, T ].

We also assume Assumption B.

Theorem 3.1.1. For any p > pd + 2, if n > max{p, n1(p), n2(p)}, then there exists
I0(·) ∈ C([0, T ], hp

I) such that for every q < p,

I(vǫ(·)) −→
ǫ→0

I0(·) in C([0, T ], hq
I).

Moreover I0(τ), τ ∈ [0, T ], solves the averaged equation (3.1.10) with initial data
I0(0) = I(Ψ(u0)), and it may be written as I0(τ) = I(v(τ)), where v(·) is the unique
solution of the effective equation (3.1.12), equal to Ψ(u0) at τ = 0.

Proposition 3.1.2. The assumptions A and B hold if (3.1.2) is a complex Ginzburg-
Landau equation

u̇+ ǫ−1i(−△u+ V (x)u) = △u− γRfp(|u|2)u− iγIfq(|u|2)u, x ∈ T
d, (3.1.13)

where the constants γR, γI satisfy

γR, γI > 0, (3.1.14)

the functions fp(r) and fq(r) are the monomials |r|p and |r|q, smoothed out near
zero, and

0 6 p, q < ∞ if d = 1, 2 and 0 6 p, q < min{d
2
,

2

d− 2
} if d > 3. (3.1.15)
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This work is a continuation of the research started in [31], where the author
proved a similar averaging principle (not for all but for typical initial data) for a
perturbed KdV equation :

ut + uxxx − 6uux = ǫf(u)(x), x ∈ T,
∫

T

u(t, x)dx = 0, (3.1.16)

assuming the perturbation ǫf(u)(·) defines a smoothing mapping u(·) 7→ f(u)(·).
This additional assumption is necessary to guarantee the existence of an quasi-
invariant measure for the perturbed equation (3.1.16), which plays an essential role
in the proof due to the non-linear nature of the unperturbed equation. Since in the
present paper we deal with perturbations of a linear equation, this restriction is not
needed.

In [50], a result similar to Theorem 3.1.1 was proved for weakly nonlinear sto-
chastic CGL equation (3.1.13). There are many works on long-time behaviors of
solutions for nonlinear Schrödinger equations. E.g. the averaging principle was jus-
tified in [36] for solutions of Hamiltonian perturbations of (3.1.1), provided that the
potential V (x) is non-degenerated and that the initial data u0(x) is a sum of fini-
tely many Fourier modes. Several long-time stability theorems which are applicable
to small amplitude solutions of nonlinear Schrödinger equations were presented in
[4, 7, 68, 15]. The results in these works describe the dynamics over a time scale
much longer than the O(ǫ−1) that we consider, precisely, over a time interval of order
ǫ−m, with arbitrary m (even of order exp ǫ−δ with δ > 0 in [4, 68, 15]). These results
are obtained under the assumption that the frequencies are completely resonant or
highly non-resonant (Diophantine-type), by using the normal form techniques near
an equilibrium (this is the reason for which they only apply to small amplitude so-
lutions). See [6] and references therein for general theory of normal form for PDEs.
In difference with the mentioned works, the research in this paper is based on the
classical averaging method for finite dimensional systems, characterizing by the exis-
tence of slow-fast variables. It deals with arbitrary solution of equation (3.1.2) with
sufficiently smooth initial data. Also note that the non-resonance assumption (3.1.4)
is significantly weaker than those in the mentioned works.

Plan of the Chapter. In Section 3.2 we recall some spectral properties of the
operator AV . Section 3.3 is about the action-angle form of the perturbed linear
Schrödinger equation (3.1.2). In Section 3.4 we introduce the averaged equation and
the corresponding effective equation. Theorem 3.1.1 and Proposition 0.2 are proved
in Section 3.5 and Section 3.6.

3.2 Spectral properties of AV

As in the introduction, AV = −△+V (x), x ∈ Td, where 1 6 V (x) ∈ Cn(Td) and
{λk}k>1 are the eigenvalues of AV . According to Weyl’s law, the λk, k > 1, satisfy
the following asympototics

λk = Cdk
2/d + o(k2/d), k > 1,

Fix an L2-orthogonal basis of eigenfunctions {ζk}k>1 corresponding to the eigenva-
lues {λk}k>1, and define the linear mapping Ψ as (3.1.5). For any m ∈ N, we have
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〈Am
V u, u〉 = |v|2m, where v = Ψu. Noting that 〈Am

V u, u〉 is equivalent to ||u||2m for
m = 1, . . . , n, since V (x) is Cn-smooth, we have the following :

Lemma 3.2.1. For every integer p ∈ [0, n] the linear mapping Ψ : Hp → hp is an
isomorphism.

We denote
Cn

+1(T
d) := {V (x) > 1 : V (x) ∈ Cn(Td)}.

For any finite M ∈ N consider the mapping

ΛM : Cn
+1(T

d) → R
M , V (x) → (λ1, · · · , λM),

and define the open domain EM ⊂ Cn
+1(T

d),

EM := {V |λ1 < λ2 < · · · < λM}.

The complement of EM is a real analytic variety in Cn(Td) of codimension at least 2,
so EM is connected. The mapping ΛM is analytic in EM (see [36]).

Let µ be a Gaussian measure with a non-degenerate correlation operator, sup-
ported by the space Cn(Td) (see [11]). Then µ(Cn

+1(T
d)) > 0. Fix s ∈ ZM \ {0}. The

set
Qs := {V ∈ EM |ΛM(V ) · s = 0},

is closed in EM . Since the analytic function ΛM(V ) · s 6≡ 0 on EM (e.g. see [36]),
then µ(Qs) = 0 (see chapter 9 in [11] and the note [12]). Since this is true for any
M and s as above, then we have :

Proposition 3.2.2. The non-resonant potentials form a subset of Cn
+1(T

d) of full
µ-measure.

Note that this subset also is dense in Cn
+1(T

d) due to the fact that the Gaussian
measure µ assigns every open subset of Cn

+1(T
d) with positive measure.

3.3 Equation (3.1.2) in action-angle variables

For k = 1, 2, . . . , we denote :

Ψk : Hp → C, Ψk(u) = vk,

(see (3.1.5)). Let u(t) be a solution of equation (3.1.2). Passing to slow time τ = ǫt,
we get for vk = Ψk(u(τ)) equations

v̇k + iǫ−1λkvk = Ψk(P(△u,∇u, u, x)), k > 1. (3.3.1)

Since Ik(v) = 1
2
|Ψk|2 is an integral of motion for the Schrödinger equation (3.1.1),

we have
İk = (Ψk(P(△u,∇u, u, x)), vk) := Fk(v), k > 1 (3.3.2)

(Here and below (·, ·) indicates the real scalar product in C, i.e. (u, v) = Re uv̄.)
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Denote ϕk = Arg vk, if vk 6= 0, and ϕk = 0, if vk = 0, k > 1. Using equation
(3.3.1), we get

ϕ̇k = ǫ−1λk + |vk|−2(Ψk(P(△u,∇u, u, x)), ivk), if vk 6= 0, k > 1 (3.3.3)

Denoting for brevity, the vector field in equation (3.3.3) by ǫ−1λk +Gk(v), we rewrite
the equation for the pair (Ik, ϕk)(k > 1) as

İk = Fk(v) = Fk(I, ϕ), ϕ̇k = ǫ−1λk +Gk(v). (3.3.4)

(Note that the second equation has a singularity when Ik = 0.) We denote

F (I, ϕ) = (F1(I, ϕ), F2(I, ϕ), · · · ).

The following result is well known, see e.g. Section 5.5.3 in [69].

Lemma 3.3.1. If f(x) : Cm → CN is C∞, then the mapping

Mf : Hp(Td,Cm) → Hp(Td,CN), u 7→ f(u),

is C∞-smooth for p > d/2. Moreover, it is bounded and Lipschitz, uniformly on
bounded subsets of Hp(Td,Cm).

In the lemma below, Pk and P j
k are some fixed continuous functions.

Lemma 3.3.2. For any j, k ∈ N, we have for any p > pd

(i)The function Fk(v) is smooth in each space hp.
(ii) For any δ > 0, the function Gk(v)χ{Ik>δ} is bounded by δ−1/2Pk(|v|p).

(iii)For any δ > 0, the function ∂Fk

∂Ij
(I, ϕ)χ{Ij>δ} is bounded by δ−1/2P j

k (|v|p).

(iv) The function ∂Fk

∂ϕj
(I, ϕ) is bounded by P j

k (|v|p) and for any m ∈ N and any

(I1, · · · , Im) ∈ Rm
+ , the fucntion Fk(I1, ϕ1, · · · , Im, ϕm, 0, · · · ) is smooth on Tm.

Démonstration. Item (i) and (ii) follow directly from (3.3.2), (3.3.3), Lemmata
3.2.1 and 3.3.1. Item (iii) and (iv) follow directly from item (i) and the chain rule.

Denote
ΠI,ϕ : hp → hp

I × T
∞, ΠI,ϕ(v) = (I(v), ϕ(v)). (3.3.5)

Definition 3.3.3. Let assumption A holds. Then for any p > pd + 2 and T > 0, we
call a curve (I(τ), ϕ(τ)), τ ∈ [0, T ], a regular solution of equation (3.3.4), if there
is a solution u(t) ∈ Hp of equation (3.1.2) such that

ΠI,ϕ(Ψ(u(ǫ−1τ))) = (I(τ), ϕ(τ)) ∈ hp
I × T

∞, τ ∈ [0, T ].

Note that if (I(τ), ϕ(τ)) is a regular solution, then each Ij(τ) is a C1-function,
while ϕj(τ) may be discontinuous at points τ , where Ij(τ) = 0.

For any p > pd + 2, let (I(τ), ϕ(τ)) be a regular solution of (3.3.4) such that
|I(0)|p 6M0. Then by assumption A, for any ǫ > 0 and T > 0, we have

|I(τ)|∼p =
1

2
|v(p)|2p 6 C(p,M0, T ), t ∈ [0, T ]. (3.3.6)
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3.4 Averaged equation and Effective equation

For a function f on a Hilbert space H, we write f ∈ Liploc(H) if

|f(u1) − f(u2)| 6 P (R)||u1 − u2||, if ||u1||, ||u2|| 6 R, (3.4.1)

for a suitable continuous function P which depends on f . Clearly, the set of functions
Liploc(H) is an algebra. By Lemma 3.3.1,

Fk(v) ∈ Liploc(h
p), k ∈ N, p > pd. (3.4.2)

Let f ∈ Liploc(h
p) and v ∈ hp1 , where p1 > p. Denoting by ΠM ,M > 1 the projection

ΠM : h0 7→ h0, (v1, v2, · · · ) 7→ (v1, · · · , vM , 0, · · · ),

we have
|v − ΠMv|p 6 λ

−(p1−p)/2
M |v|p1

.

Accordingly,
|f(v) − f(ΠMv)| 6 P (|v|p)λ

−(p1−p)/2
M |v|p1

. (3.4.3)

We will denote vM = (v1, . . . , vM) and identify vM with (v1, . . . , vM , 0, . . . ) if nee-
ded. Similar notations will be used for vectors θ = (θ1, θ2, . . . ) ∈ T∞ and vectors
I = (I1, . . . ) ∈ hp

I .
The torus TM acts on the space ΠMh

0 by linear transformations ΦθM , θM ∈ TM ,
where ΦθM : (IM , ϕM) 7→ (IM , ϕM +θM). Similarly, the tous T∞ acts on h0 by linear
transformations Φθ : (I, ϕ) 7→ (I, ϕ+ θ) with θ ∈ T∞ .

For a function f ∈ Liploc(h
p) and any positive integer N , we define the average

of f in the first N angles as

〈f〉N(v) =
∫

TN
f
(

(ΦθN ⊕ id)(v)
)

dθN ,

and define the averaging in all angles as

〈f〉ϕ(v) =
∫

T∞
f(Φθ(v))dθ,

where dθ is the Haar measure on T∞. We will denote 〈·〉ϕ as 〈·〉 when there is no
confusion. The estimate (3.4.3) readily implies that

|〈f〉N(v) − 〈f〉(v)| 6 P (R)λ
−(p1−p)/2
N , if |v|p1

6 R.

Let v = (I, ϕ), then 〈f〉N is a function independent of ϕ1, · · · , ϕN , and 〈f〉 is inde-
pendent of ϕ. Thus 〈f〉 can be written as 〈f〉(I).

Lemma 3.4.1. Let f ∈ Liploc(h
p), then

(i) Functions 〈f〉N(v) and 〈f〉 satisfy (3.4.1) with the same function P as f and
take the same value at the origin.

(ii) They are smooth if f is. If f is C∞-smooth, then for any M , 〈f〉(I) is a smooth
function of the first M components I1, · · · , IM of the vector I.
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Démonstration. Item (i) and the first statement of item (ii) is obvious. Notice

that 〈f〉(v) = 〈f〉(
√
I1, . . . ) is even on each variable

√

Ij, j > 1, i.e.

〈f〉(. . . ,−
√

Ij, . . . ) = 〈f〉(. . . ,
√

Ij, . . . ), j > 1.

Now the second statement of item (ii) follows from Whitney’s theorem (see Lemma A
in the Appendix 3.A).

Denote C0+1(Tn) the set of all Lipschitz functions on Tn. The following result is
a version of the classical Weyl theorem.

Lemma 3.4.2. Let f ∈ C0+1(Tn) for some n ∈ N. For any non-resonant vector
ω ∈ Rn (see (3.1.4)) and any δ > 0, there exists T0 > 0 such that if T > T0,
g ∈ C(Tn) and |g − f | 6 δ/3, then we have

∣

∣

∣

∣

1

T

∫ T

0
g(x0 + ωt)dt− 〈g〉

∣

∣

∣

∣

6 δ,

uniformly in x0 ∈ Tn.

Démonstration. It is well known that for any δ > 0 and non-resonant vector ω ∈ Rn,
there exists T0 > 0 such that

∣

∣

∣

∣

1

T

∫ T

0
f(x0 + ωt)dt− 〈f〉

∣

∣

∣

∣

6 δ/3, ∀T > T0,

(see e.g. Lemma 2.3.3 in Chapter 2). Therefore if T > T0, g ∈ C(Tn) and |g − f | 6
δ/3, then

∣

∣

∣

∣

1

T

∫ T

0
g(x0 + ωt)dt− 〈g〉

∣

∣

∣

∣

6

∣

∣

∣

∣

1

T

∫ T

0
f(x0 + ωt)dt− 〈f〉

∣

∣

∣

∣

+
1

T

∫ T

0
|f(x0 + ωt) − g(x0 + ωt)|dt+ |〈f〉 − 〈g〉| 6 δ.

This finishes the proof of the lemma.

We denote Pk(v) = Ψk(P(△u,∇u, u, x))|u=Ψ−1v, then equations (3.3.4) becomes

İk = (vk, Pk(v)), ϕ̇k = ǫ−1λk +Gk(v), k > 1. (3.4.4)

The averaged equations have the form

J̇k = 〈(vk, Pk)〉ϕ(J), k > 1, (3.4.5)

i.e.

〈(vk, Pk)〉ϕ =
∫

T∞
(vke

iθk , Pk(Φθv))dθ = (vk, Rk(v)), (3.4.6)

with

Rk(v) =
∫

T

Φ−θk
Pk(Φθ)dθ. (3.4.7)
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Similar to equation (3.1.2), for any T > 0, we call a curve J ∈ C([0, T ], hp
I) a

solution of equation (3.4.5) if for every s ∈ [0, T ] it satisfies the relation, obtained
by integrating (3.4.5).

Consider the differential equations

v̇k = Rk(v), k > 1. (3.4.8)

Solutions of this system are defined similar to that of (3.1.2) and (3.4.5). Relation
(3.4.6) implies :

Lemma 3.4.3. If v(·) satisfies (3.4.8), then I(v) satisfies (3.4.5).

Following [49], we call equations (3.4.8) the effective equation for the perturbed
equation (3.1.2).

Proposition 3.4.4. The effective equation is invariant under the rotation Φθ. That
is, if v(τ) is a solution of (3.4.8), then for each θ ∈ T∞, Φθv(τ) also is a solution.

Démonstration. Applying Φθ to (3.4.8) we get that

d

dτ
Φθv = ΦθR(v).

Relation (3.4.7) implies that operations R and Φθ commute. Therefore

d

dτ
Φθv = R(Φθv).

The assertion follows.

3.5 Proof of the Averaging theorem

In this section we prove the Theorem 3.1.1 by studying the behavior of regular
solutions of equation (3.3.4). We fix p > pd + 2, assume n > max{p, n1(p), n2(p)}
and consider u0 ∈ Hp. So

ΠI,ϕ(Ψ(u0)) = (I0, ϕ0) ∈ hp
I+ × T

∞. (3.5.1)

We denote

Bp(M) = {I ∈ hp
I+ : |I|∼p 6M}. (3.5.2)

Without loss of generality, we assume T = 1. Fix any M0 > 0. Let

(I0, ϕ0) ∈ Bp(M0) × T
∞ := Γ0,

and let (I(τ), ϕ(τ)) be a regular solution of system (3.3.4) with (I(0), ϕ(0)) =
(I0, ϕ0). Then by (3.3.6), there exists M1 >M0 such that

I(τ) ∈ Bp(M1), τ ∈ [0, 1]. (3.5.3)



3.5. Proof of the Averaging theorem 77

All constants below depend on M1 (i.e. on M0), and usually this dependence is not
indicated. From the definition of the perturbation and Lemma 3.3.1 we know that

|F(I, ϕ)|∼p−2 6 CM1
, ∀(I, ϕ) ∈ Bp(M1) × T

∞. (3.5.4)

Recall that we identify Im = (I1, . . . , Im) with (I1, . . . , Im, 0, . . . ), etc.
Fix any n0 ∈ N. By (3.4.2), for every ρ > 0, there is m0 ∈ N , depending only

on n0, M1 and ρ, such that if m > m0, then

|Fk(I, ϕ) − Fk(Im, ϕm)| 6 ρ, ∀(I, ϕ) ∈ Bp(M1) × T
∞, (3.5.5)

where k = 1, · · · , n0.
From now on, we always assume that (I, ϕ) ∈ Bp(M1) × T∞.
Since V (x) is non-resonant, then by Lemma 3.3.2 and Lemma 3.4.2, for any

ρ > 0, there exists T0 = T0(ρ, n0) > 0, such that for all ϕ ∈ T∞ and T > T0,
∣

∣

∣

∣

1

T

∫ T

0
Fk(Im0 , ϕm0 + Λm0t)dt− 〈Fk〉(Im0)

∣

∣

∣

∣

< ρ, (3.5.6)

where k = 1, . . . , n0. Due to Lemma 3.3.2, we have

|Gj(I, ϕ)| 6 C0(j,M1)
√

Ij

, if Ij 6= 0,

|∂Fk

∂Ij

(I, ϕ)| 6 C0(k, j,M1)
√

Ij

, if Ij 6= 0,

|∂Fk

∂ϕj

(I, ϕ)| 6 C0(k, j,M1).

(3.5.7)

From Lemma 3.1, we know

|〈Fk〉(Im0) − 〈Fk〉(Īm0)| 6 C1(k,m0,M1)|Im0 − Īm0|, (3.5.8)

and by (3.4.2),

|Fk(Im0 , ϕm0) − Fk(Īm0 , ϕ̄m0)| 6 C2(k,m0,M1)|vm0 − v̄m0|, (3.5.9)

where ΠI,ϕ(vm0) = (Im0 , ϕm0) (see (3.3.5)) and | · | is the l∞-norm. Denote

Cn0,m0

M1
= m0 · max{C0, C1, C2 : 1 6 j 6 m0, 1 6 k 6 n0}.

From now on we shall use the slow time τ = ǫt.

Lemma 3.5.1. For k = 1, . . . , n0, the Ik-component of any regular solution of
(3.3.4) with initial data in Γ0 can be written as :

Ik(τ) = Ik(0) +
∫ τ

0
〈Fk〉(I(s))ds+ Ξ(τ),

where for any γ ∈ (0, 1) the function |Ξ(τ)| is bounded on [0, 1] by

|Ξ(τ)| 6 Cn0,m0

M1

[

T0ǫ

2γ1/2
+
T0CM1

ǫ

2γ1/2
+ T0CM1

ǫ

+ 4(γ + T0CM1
ǫ)1/2

]

(ǫT0 + 1) + 3ρ+ 3ǫCM1
T0 τ ∈ [0, 1],

(3.5.10)

where ρ > 0 is arbitary and T0 = T0(ρ, n0) is as (3.5.6).
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Démonstration. Let us divide the time interval [0, τ ], τ 6 1, into subinterval
[ai, ai+1], 0 6 i 6 d0, such that

a0 = 0, ad0
= τ, ad0

− ad0−1 6 ǫT0,

and ai+1 − ai = ǫT0, for 0 6 i 6 d0 − 2. Then d0 6 (T0ǫ)
−1 + 1. For each interval

[ai, ai+1] we define a subset Ω(i) ⊂ {1, 2, · · · ,m0} in the following way :

l ∈ Ω(i) ⇐⇒ ∃τ ∈ [ai, ai+1], Il(τ) < γ.

Then if l ∈ Ω(i), by (3.5.4) we have

|Il(τ)| < T0CM1
ǫ+ γ, τ ∈ [ai, ai+1].

For I = (I1, I2, · · · ) and ϕ = (ϕ1, ϕ2, · · · ) we set

κi(I) = Î , κi(ϕ) = ϕ̂,

where the vectors Î and ϕ̂ are defined as follows :

If l ∈ Ω(i), then Îl = 0, ϕ̂l = 0, else Îl = Il, ϕ̂l = ϕl.

We abbreviate κi(I, ϕ) = (κi(I), κi(ϕ)).
Below, k = 1, . . . , n0.
Then on [ai, ai+1], noting |vm0 −κi(v

m0 | =
√

2|Im0 −κi(I
m0)|1/2, and using (3.5.9)

we have

∫ ai+1

ai

∣

∣

∣

∣

Fk

(

Im0(s), ϕm0(s)
)

− Fk

(

κi

(

Im0(s), ϕm0(s)
)

)∣

∣

∣

∣

ds

6
∫ ai+1

ai

Cn0,m0

M1

√
2
∣

∣

∣

∣

Im0(s) − κi

(

Im0(s)
)∣

∣

∣

∣

1/2

ds

6 ǫ
√

2T0C
n0,m0

M1
(γ + T0CM1

ǫ)1/2.

(3.5.11)

By (3.5.5), we have

∫ τ

0
Fk(I(s), ϕ(s))ds =

∫ τ

0
Fk(Im0(s), ϕm0(s))ds+ ξ1(τ), (3.5.12)

where |ξ1(τ)| 6 ρτ .

Proposition 1.

∫ τ

0
Fk

(

Im0(s), ϕm0(s)
)

ds =
d0
∑

i=0

∫ ai+1

ai

Fk

(

Im0(ai), ϕ
m0(s)

)

ds+ ξ2(τ),

where

|ξ2| 6
1

2
Cn0,m0

M1

[

4
√

2(γ + T0CM1
ǫ)1/2 + γ−1/2T0CM1

ǫ
]

(ǫT0 + 1). (3.5.13)
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Démonstration. We may write ξ2(τ) as

ξ2(τ) =
d0−1
∑

i=0

∫ ai+1

ai

[

Fk

(

Im0(s), ϕm0(s)
)

− Fk

(

Im0(ai), ϕ
m0(s)

)]

ds :=
d0−1
∑

i=0

Ĩi.

For each i, by (3.5.4) and (3.5.7) we have
∫ ai+1

ai

|Fk(κi(I
m0(s)), ϕm0(s)) − Fk(κi(I

m0(ai), ϕ
m0(s))|ds

6
∫ ai+1

ai

γ−1/2Cn0,m0

M1
|κi(I

m0(s) − Im0(ai))|ds

6
1

2
Cn0,m0

M1
CM1

T 2
0 γ

−1/2ǫ2.

(3.5.14)

Replacing the integrand Fk(Im0 , ϕm0) by Fk(κi(I
m0 , ϕm0)), using (3.5.11) and (3.5.14),

we have

Ĩi 6
1

2
Cn0,m0

M1
[4

√
2ǫT0(γ + T0CM1

ǫ)1/2 + γ−1/2T 2
0CM1

ǫ2].

The inequality (3.5.13) follows.

On each subsegment [ai, ai+1], we now consider the unperturbed linear dynamics
ϕ̃i(τ) of the angles ϕm0 ∈ Tm0 :

ϕ̃i(τ) = ϕm0(ai) + ǫ−1Λm0(τ − ai) ∈ T
m0 , τ ∈ [ai, ai+1].

Proposition 2.
∫ τ

0
Fk

(

Im0(ai), ϕ
m0(s)

)

ds =
d0−1
∑

i=0

∫ ai+1

ai

Fk

(

Im0(ai), ϕ̃i(s)
)

ds+ ξ3(τ),

where

|ξ3(τ)| 6 [2
√

2Cn0,m0

M1
(γ + T0CM1

ǫ)1/2 +
T0ǫ

2γ
(Cn0,m0

M1
)2](1 + ǫT0). (3.5.15)

Démonstration. On each [ai, ai+1], notice that
∫ ai+1

ai

∣

∣

∣

∣

κi

(

ϕm0(s) − ϕ̃i(s)
)∣

∣

∣

∣

ds 6
∫ ai+1

ai

∫ s

ai

∣

∣

∣

∣

κi

(

ǫGm0(I(s′), ϕ(s′))
)∣

∣

∣

∣

ds′ds

6
∫ ai+1

ai

∫ s

ai

Cn0,m0

M1
ǫγ−1/2ds′ds 6

T 2
0 ǫ

2

2γ1/2
Cn0,m0

M1
.

Here the first inequality comes from equation (3.3.4), and using (3.5.7) we can get
the second inequality. Therefore, using again (3.5.7), we have

∫ ai+1

ai

[

Fk

(

κi

(

Im0(ai), ϕ
m0(s)

)

)

− F
(

κi

(

Im0(ai), ϕ̃i(s)
)

)]

ds

6
∫ ai+1

ai

Cn0,m0

M1

∣

∣

∣

∣

κi

(

ϕm0(s) − ϕ̃i(s)
)∣

∣

∣

∣

ds

6
T 2

0 ǫ
2

2γ1/2
(Cn0,m0

M1
)2

Therefore (3.5.15) holds for the same reason as (3.5.13).
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We will now compare the integrals
∫ ai+1

ai
Fk(Im0(ai), ϕ̃i(s))ds with the average

values 〈Fk(Im0(ai))〉ǫT0.

Propositon 3.

d0−1
∑

i=0

∫ ai+1

ai

Fk

(

Im0(ai), ϕ̃i(s)
)

ds =
d0−1
∑

i=1

T0〈Fk〉
(

Im0(ai)
)

+ ξ4(τ),

where

|ξ4(τ)| 6 ρ+ 2CM1
ǫT0. (3.5.16)

Démonstration. For 0 6 i 6 d0 − 2, by (3.5.6)

∣

∣

∣

∣

∫ ai+1

ai

[

Fk

(

Im0(ai), ϕ̃i(s)
)

− 〈Fk〉
(

Im0(ai)
)]

ds

∣

∣

∣

∣

6 ǫρT0.

So
d0−2
∑

i=0

∣

∣

∣

∣

∫ ai+1

ai

Fk

(

Im0(ai), ϕ̃i(s)
)

ds− 〈Fk〉
(

Im0(ai)
)

T0

∣

∣

∣

∣

6 (d0 − 1)ǫρT0.

Moreover,

∣

∣

∣

∣

∫ τ

ad0−1

[

Fk

(

Im0(ai), ϕ̃i(s)
)

− 〈Fk〉
(

Im0(ai)
)]

ds
∣

∣

∣

∣

6 2CM1
ǫT0.

This implies the inequality (3.5.16).

Proposition 4.

d0−1
∑

i=1

(ai+1 − ai)〈Fk〉
(

Im0(ai)
)

=
∫ τ

0
〈Fk〉

(

Im0(s)
)

ds+ ξ5(τ),

where

|ξ5(τ)| 6 ǫCM1
Cn0,m0

M1
T0(ǫT0 + 1). (3.5.17)

Démonstration. Indeed, as

|ξ5(τ)| =
∣

∣

∣

∣

∫ τ

0

[

〈Fk〉
(

Im0(s)
)

ds−
d0−1
∑

i=1

(ai+1 − ai)〈Fk〉
(

Im0(ai)
)∣

∣

∣

∣

,

then using (3.5.4) and (3.5.8) we get

|ξ5(τ)| 6
d0−1
∑

i=0

∫

s(i,j)
Cn0,m0

M1
|Im0(s) − Im0(ai)|ds

6 ǫ2
d0−1
∑

i=0

CM1
Cn0,m0

M1
(T0)

2 6 ǫCM1
Cn0,m0

M1
T0(ǫT0 + 1).
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Finally, we have obvious

Proposition 5.
∫ τ

0
〈Fk〉

(

Im0(s)
)

ds =
∫ τ

0
〈Fk〉

(

I(s)
)

ds+ ξ6(τ),

and |ξ6(τ)| is bounded by ρτ .
Gathering the estimates in Propositions 1-5, we obtain

Ik(τ) = Ik(0) +
∫ τ

0
Fk

(

I(s), ϕ(s)
)

ds = Ik(0) +
∫ τ

0
〈Fk〉

(

I(s)
)

ds+ Ξ(τ),

where |Ξ(τ)| 6 ∑6
i=1 |ξi(τ)| satisfies (3.5.10). Lemma 4.1 is proved.

Corollary 3.5.2. For any ρ̄ > 0, with a suitable choice of ρ, γ and T0, the function
|Ξ(τ)| in Lemma 3.5.1 can be made less than ρ̄, if ǫ is small enough.

Démonstration. We choose γ = ǫα, T0 = ǫ−σ, ρ = ρ̄
9

with

1 − α/2 − σ > 0, 0 < σ < 1.

Then for ǫ small enough, we have |Ξ(τ)| < ρ̄.

For any (I0, ϕ0) ∈ Γ0, let the curve (Iǫ(τ), ϕǫ(τ)) ∈ hp
I × T∞, τ ∈ [0, 1], be a

regular solution of the equation (3.4.4) such that (Iǫ(0), ϕǫ(0)) = (I0, ϕ0).

Lemma 3.5.3. The family of curves {Iǫ(τ), τ ∈ [0, 1]}0<ǫ<1 is pre-compact in
C([0, 1], hp−2

I ). Moreover every limiting (as ǫ → 0) curve I0(τ), τ ∈ [0, 1] is a solu-
tion of the averaged equation (3.4.5), satisfying

|I0(τ)|∼p 6M1, τ ∈ [0, 1].

Démonstration. Due to (3.3.6) and (3.5.4), we know that for any ǫ ∈ (0, 1),

|Iǫ(τ)|∼p 6M1, | d
dτ
I(τ)|∼p−2 6 CM1

, τ ∈ [0, 1].

Then by the Arzelà-Ascoli theorem, we have that the set I := {Iǫ(τ), τ ∈ [0, 1]}0<ǫ<1

is pre-compact in C([0, 1], hp−2
I ). Let {ρm}m∈N be a sequence such that ρm ց 0.

From Lemma 3.5.1 and Corollary 3.5.2, there is ǫm > 0 such that if ǫ 6 ǫm, then for
k = 1, . . . ,m, we have

Iǫ
k(τ) = Iǫ

k(0) +
∫ τ

0
〈Fk〉(Iǫ(s))ds+ Ξk(τ),

|Ξk(τ)| 6 ρm, τ ∈ [0, 1].
(3.5.18)

Let I0 = I0(τ), τ ∈ [0, 1] be a limiting curve of the set I as ǫ → 0. Then we have

I0 ∈ C([0, 1], hp−2
I ) and |I0(τ)|∼p 6M1, τ ∈ [0, 1].

By (3.5.18), the curve I0(·) solves the averaged equation (3.4.5).
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For any θ ∈ T∞ and any vector I ∈ hp
I+ we set

Vθ(I) = (Vθ1
(I1), Vθ2

(I2), . . . ),

where θ = (θ1, θ2, . . . ) and Vθj
(Ij) =

√

2Ij cos(θj) + i
√

2Ij sin(θj), for every j > 1.

Then ϕj(Vθj
) ≡ θj, and for each θ ∈ T∞ the map I → Vθ(I) is a right inverse of the

map v → I(v). For any vector I we denote

I>N = (IN+1, IN+2, . . . ), V >N
θ (I) = (VθN+1

(IN+1), VθN+2
(IN+2), . . . ).

Lemma 3.5.4. (Lifting) Let I0(τ) = (I0
k(τ), k > 1) ∈ hp

I+, τ ∈ [0, 1], be a solution
of the averaged equation (3.4.5), constructed in Lemma 3.5.3. Then, for any θ ∈ T∞,
there is a solution v(·) of the effective equation (3.4.8) such that

I(v(τ)) = I0(τ), τ ∈ [0, 1], and v(0) = Vθ(I
0(0)). (3.5.19)

Démonstration. 1 For any m ∈ N, consider the non-autonomous finite dimensional
systems

İk = 〈Fk〉
(

I1, · · · , Im,
(

I0(τ)
)>m)

, k = 1, · · · ,m, (3.5.20)

v̇k = Rk

(

v1, . . . , vm, V
>m

θ (I0(τ))
)

, k = 1, . . . ,m. (3.5.21)

Obviously, (I0
1 (τ), . . . , I0

m(τ)), τ ∈ [0, 1] solves system (3.5.20). It is its unique solu-
tion with initial data (I0

1 (0), . . . , I0
m(0)), since by Lemma 3.4.1 the function 〈Fk〉 is

smooth with respect to the variables (I1, . . . , Im).
For v̄0 = (Vθ1

(I0
1 (0)), . . . , Vθm

(I0
m(0))), system (3.5.21) has a unique solution

vm(τ), defined for τ ∈ [0, T ′), with vm(0) = v̄0, where T ′ 6 1 and vm(τ)
τ→T ′

−−−→ ∞
if T ′ < 1. Due to equality (3.4.6), I(vm)(τ) solves system (3.5.20) in time interval
[0, T ′). Since I(vm(0)) = (I0

1 (0), · · · , I0
m(0)), therefore T ′ = 1 and

I(vm(τ)) ≡ (I0
1 (τ), . . . , I0

m(τ)) for 0 6 τ 6 1.

Now denote

Vm(τ) = (vm(τ), V >m
θ (τ)), τ ∈ [0, 1].

For the same reason as in the proof of Lemma 3.5.3, the family {Vm(τ), τ ∈ [0, 1]}m∈N

is pre-compact in C([0, 1], hp−2) and

Vm(0) = Vθ(I
0(0)), I(Vm(τ)) = I0(τ), τ ∈ [0, 1], m ∈ N.

So any limiting (as m → ∞) curve v(·) of the family{Vm(τ), τ ∈ [0, 1]}m∈N is a
solution of the effective equation (3.4.8), satisfying equalities (3.5.19). The lemma
is proved.

1. This argument is a simplified version of the proof of Theorem 3.1 in [49]
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Lemma 3.5.5. (uniqueness) Under the same assumptions of Lemma 3.5.3, we have
I0(·) ∈ C([0, 1], hp

I) and for every q < p,

Iǫ(·) −→
ǫ→0

I0(·) in C([0, 1], hq
I). (3.5.22)

Démonstration. Let I0(·) and J0(·) be two limiting curves of the family {Iǫ(·)}0<ǫ<0,
as ǫ → 0, in C([0, 1], hp−2

I ). Then by Lemma 3.5.4, for any θ ∈ T∞, there are solutions
vI(·), vJ(·) of the effective equation (3.4.8) such that for 0 6 τ 6 1,

I(vI(τ)) = I0(τ), I(vJ(τ)) = J(τ), vI(0) = vJ(0) = v0 = Vθ(I0).

Due to assumption B, for initial data v0 the effective equation (3.4.8) has a unique

solution vE(·) ∈ C
([

0, T (|v0|p)
)

, hp
)

. Therefore

vI(τ) = vJ(τ) = vE(τ). (3.5.23)

This relation holds for τ 6 1 if T (|v0|p) > 1 and for τ < T (|v0|p) if T (|v0|p) < 1.
But if T (|v0|p) < 1, then |vE(τ)|p → ∞ as τ → T (|v0|p). By the construction in
Lemmata 3.5.3 and 3.5.4, we know |vI(τ)|2p 6 M1 for τ ∈ [0, 1]. Together with
(3.5.23) we have that T (|v0|p) > 1. Hence I0 = J0, I0 ∈ C([0, 1], hp

I) and

Iǫ(·) →
ǫ→0

I0(·) in C([0, 1], hp−2
I ). (3.5.24)

For any q < p, assume that the convergence (3.5.22) do not holds. Then there
exists δ > 0 and sequences ǫn, τn ∈ [0, 1] such that

ǫn → 0 as n → ∞ and |Iǫn(τn) − I0(τn)|∼q > δ. (3.5.25)

Takes subsequence {nk} such that τnk
→ τ0 as nk → ∞. Since the sequence

{Iǫnk (τnk
)} is pre-compact in hq

I , and by (3.5.24), its limiting point as nk → ∞
equals I0(τ0), so we have Iǫnk (τnk

) converges to I0(τ0) in hq
I as nk goes to ∞. This

contradicts with (3.5.25). So we completes the proof of Lemma 3.5.5 and also the
proof of Theorem 3.1.1.

3.6 Application to complex Ginzburg-Landau equa-
tions

In this section we prove that assumptions A and B hold for equation (3.1.13),
satisfying (3.1.14) and (3.1.15).

3.6.1 Verification of Assumption A

In this subsection, we denote by | · |s the Ls-norm. Let u(τ) be a solution of
equation (3.1.13) such that u(0, x) = u0. Then

d

dτ
||u(τ)||20 = 2〈u, u̇〉 = 2〈u,−ǫ−1iAV u+ △u− γR|u|2pu− iγI |u|2qu〉,

= −2||u||21 + 2||u||20 − 2γR|u|2p+2
2p+2.
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Since ||u||20 6 |u|22p+2, then relation ||u(τ1)||0 > γ
−1/2p
R = B2 implies that

d

dτ
||u(τ1)||20 < 0.

So for any T > 0 we have

||u(T )||0 6 min{B2, e
T ||u0||0}. (3.6.1)

Now we rewrite equation (3.1.13) as follows :

u̇+ ǫ−1i(△u+ V (x)u+ ǫγI |u|2qu) = △u− γR|u|2pu. (3.6.2)

For any k ∈ N, denote

||u||∽2
k = 〈Ak

V u, u〉, AV = −△ + V (x).

The l.h.s is a hamiltonian system with the hamiltonian function ǫ−1H(u),

H(u) =
1

2
〈AV u, u〉 +

ǫ

2q + 2
|u|2q+2

2q+2.

We have dH(u)(v) = 〈AV u, v〉 + ǫγI〈|u|2qu, v〉, and if v is the vector field in the l.h.s
of (3.6.2), then dH(u)(v) = 0. So we have

d

dτ
H(u(τ)) = −γR〈AV u, |u|2pu〉 + 〈AV u,△u〉

− ǫγIγR|u|2p+2q+2
2p+2q+2 + ǫγI〈|u|2qu,△u〉,

Denoting Uq(x) = 1
q+1

uq+1 and Up = 1
p+1

up+1, we get

〈|u|2qu,△u〉 6 −
∫

Tn
|∇u|2|u|2qdx = −||∇Uq||20,

and a similar relation holds for q replaced by p. Therefore

d

dτ
H(u(τ)) 6 −1

2
||u||22 − γR||∇Up||20 − ǫγI ||∇Uq||20 − ǫγIγR|u|2p+2q+2

2p+2q+2

−
∫

Td
V (x)|∇u|2dx+ C1||u||20,

where C1 depends only on |V |C2 . By this relation and (3.6.1), we have

H(u(T )) 6 H(u(0)) + C1TB
2
2 , for any T > 0. (3.6.3)

So
||u(T )||∽2

1 6 2H(u(0)) + 2C1TB
2
2 , for any T > 0. (3.6.4)

Simple calculation shows that

A2
V u = (−△)2u− 2V△u− ∇V · ∇u+ (V 2 − △V )u.
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We consider
d

dτ
〈A2

V u, u〉 = 2〈A2
V u,△u− γR|u|2pu− iγI |u|2qu.〉 (3.6.5)

By the interpolation and Young inequality, we have

〈A2
V u,△u〉 6 −||u||23 + C1(|V |)||u||22 + C2(|V |C1)||u||21 + C3(|V |C2)||u||20

6 −||u||23 + C1||u||
4

3

3 ||u||20 + C2||u||
2

3

3 ||u||20 + C3||u||20
6 −3

4
||u||23 + C(|V |C2 , ||u||0).

(3.6.6)

We deduce from integration by part and Hölder inequality that

− 〈(−△)2u, |u|2pu〉 6 ||u||3|(|u|2p∇u)|2 6 ||u||3|u|2q
2pq1

|∇u|p1
, (3.6.7)

where p1, q1 < ∞ satisfy 1/p1 + 1/q1 = 1/2. Let p1 and q1 have the form

p1 =
2d

d− 2s
, q1 =

d

s
.

We specify parameter s : For d > 3, choose s = p(d−2) < min{d/2, 2} ; for d = 1, 2,
choose s ∈ (0, 1

2
). Due to condition (3.1.15), we have the Sobolev embeddings

Hs(Td) → Lp1(Td) and H1(Td) → L2pq1(Td),

implying that
|∇u|p1

6 ||u||1+s, |u|2p
2pq1

6 ||u||2p
1 .

Applying again the interpolation and Young inequality we find that for any δ > 0,

−〈△2u, |u|2pu〉 6 ||u||3||u||1+s||u||2p
1

6 C||u||1+ 1+s
3

3 ||u||
2−s

3

0 ||u||2p
1

6 δ||u||23 + C(δ)(||u||
2−s

3

0 ||u||2p
1 )

2−s
6 ,

(3.6.8)

We can deal with other terms in (3.6.5) and (3.6.7) similarly. With suitable choice
of δ, from the inequality above together with (3.6.6), we can get that for any T > 0

||u(T )||∽2
2 +

∫ T

0
||u||23dτ 6 ||u(0)||∽2

2 + C(2, |V |C4 , T, B2), (3.6.9)

By similar argument, for any m > 3 and T > 0 we can obtain

||u(T )||∽2
m +

∫ T

0
||u||2m+1dτ 6 ||u(0)||∽2

m + C(m, |V |C4m , T, B2),

Then
||u(T )||m 6 C(||u(0)||m, |V |C4m ,m, T,B2), for any T > 0.

This finishes the verification of assumption A.
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3.6.2 Verification of Assumption B

We follow [50]. In equation (3.1.13) with u ∈ H2, we pass to the v-variable,
v = Ψ(u) ∈ h2 :

v̇k + iǫ−1λk = Pk(v), k > 1. (3.6.10)

Here
Pk = P 1

k + P 2
k + P 3

k ,

where P 1, P 2 and P 3 are, correspondingly, the linear, nonlinear dissipative and
nonlinear hamiltonian parts of the perturbation :

P 1(v) = Ψ(△u), P 2(v) = −γRΨ(|u|2pu), P 3(v) = −iγIΨ(|u|2qu),

with u = Ψ−1(v). Following the procedure in Section 3, the effective equations for
(3.1.13) has the form :

v̇ =
3
∑

i=1

Ri(v), (3.6.11)

where

Ri(v) =
∫

T∞
Φ−θP

i(Φθ)
)

dθ, i = 1, 2, 3.

Consider the operator

L := Ψ ◦ (−△) ◦ Ψ−1 = Ψ ◦ (AV − V ) ◦ Ψ−1 := Â− Ψ ◦ V ◦ Ψ−1 := Â− L0.

Clearly, Â is the diagonal operator Â = diag{λj

(

1 0
0 1

)

, j > 1}. By Lemma 1.1,

L0 = Ψ ◦ V ◦ Ψ−1 defines bounded maps

L0 : hm → hm, ∀m 6 n,

and in the space h0 the operator L0 is self-adjoint. Since Â commutes with the
rotation Φθ, then

R1 = −
∫

T∞
Φ−θÂΦθvdθ +

∫

T∞
Φ−θL0(Φθv)dθ

= −Âv +R0(v), R0(v) =
∫

T∞
Φ−θL0(Φθv)dθ.

(3.6.12)

Since for v = (v1, v2, . . . ), we have

L0(v)j =
+∞
∑

i=0

〈V (x)viϕi(x), ϕj(x)〉, j > 1,

then,

R0
k(v) =

+∞
∑

j=1

∫

T∞
〈V (x)vje

iθjϕj(x), eiθkϕk(x)〉dθ = vk〈V ϕk, ϕk〉.

That is,
R1 = diag {−λk +Mk, k > 1}, Mk = 〈V ϕk, ϕk〉. (3.6.13)
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The term R2(v) is defined as an integral with the integrand

Φ−θP
2Φθ(v) = −γRΦ−θΨ(fp(|u|2)u)|u=Ψ−1Φθv := Fθ(v).

Define H(u) =
∫ F(|u|2)dx, where F ′ = 1

2
fp. Then ∇H(u) = fp(|u|2)u. Denoting

Ψ−1Φθ = Lθ, we have

Fθ(v) = −γRL
∗
θ∇H(u)|u=Lθ(v) = −γR∇(H ◦ Lθ(v)).

So

R2(v) = −γR∇v

(
∫

T∞
(H ◦ Ψ−1)(Ψθv)dθ

)

= −γR∇v〈H ◦ Ψ−1〉.

Similarly, we have R3 = −iγI∇v〈G ◦Ψ−1〉 with ∇G(u) = fq(|u|2)u. Since 〈G ◦Ψ−1〉 is
a function only of the action (I1, . . . ), we have that ∇vk

〈G ◦ Ψ−1〉 is proportional to
vk. Then vk ·R3

k(v) = 0. That is, it contributes a zero term in the averaged equation.
Hence we could set the effective equation to be

v̇ = R1(v) +R2(v).

It is a quasi-linear heat equation, written in the Fourier coefficients, which is known
to be locally well posed. This verifies assumption B.

3.A Whitney’s theorem

Consider the l2-space of sequences x = (x1, x2, . . . ). The following lemma is a
slight modification of the well known theorem of Whitney [73].
Lemma A. For any n ∈ N, let f ∈ C∞(l2) be even in n variables, i.e.

f(x1, . . . , xi, . . . ) = f(x1, . . . ,−xi, . . . ), i = 1, 2, . . . , n.

Then there exists gn ∈ C∞(l2) such that

gn(x2
1, . . . , x

2
n, xn+1, . . . ) = f(x1, x2, . . . ).

Démonstration. For n = 1, we define g1(x1, x2, . . . ) = f(x
1

2

1 , x2, . . . ). Since f is
even with respect to x1, for any s ∈ N, we have

f(x1, x2, . . . ) = f(x̂) + f1(x̂)x2
1 + · · · + fs−1(x̂)x2s−2

1 + φ(x)x2s
1 ,

where x̂ = (0, x2, . . . ), fi = [(2i)!]−1∂2i
x1
f(x̂) and φ(x) is smooth when x1 6= 0, even

with respect to x1, and satisfies

lim
x1→0

xk
1∂

k
x1
φ(x) = 0, k = 1, . . . , 2s. (A.1)

Set ψ(x) = φ(x
1

2

1 , x2, . . . ), then

g1(x) = f(x̂) + f1(x̂)x1 + · · · + fs−1(x̂)xs−1
1 + ψ(x)xs

1.
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We wish to check that g1(x) is Cs-smooth with respect to x1. It is sufficient to prove
that the limits limx1→0 x

k
1∂

k
x1
ψ(x), k = 1, . . . , s, exist and are finite. Differentiating

ψ(x2
1, x2, . . . ) = φ(x) with respect to x1, we get that there are some constants aki

such that

∂k
x1
φ(x) = 2kxk

1∂
k
x1
ψ(x2

1, x2, . . . ) +
∑

16i6k/2

akix
k−2i
1 ∂k−i

x1
ψ(x2

1, x2, . . . ), k = 1, . . . , s.

Solving these equation successively for x2k
1 ∂

k
x1
ψ, k = 1, . . . , s, we obtain that there

are some constant βki such that

x2k
1 ∂

k
x1
ψ(x2

1, x2, . . . ) =
∑

06i6k

βkix
k−i
1 ∂k−i

x1
φ(x).

By (A.1), we know the limx1→0 x
k
1∂

k
x1
ψ(x), k = 1, . . . , s, exist and are finite. So

g1(x) is Cs -smooth. Since s is arbitrary and g1(x) defined in a unique way, we have
g1 ∈ C∞(l2) and g1(x

2
1, x2, . . . ) = f(x1, x2, . . . ). This prove the statement of the

lemma for n = 1.
For n > 2, the assertion of the lemma can be prove by induction. Assume we

have proved the lemma for m = n− 1. Then there exists gn−1 ∈ C∞(l2) such that

gn−1(x
2
1, . . . , x

2
n−1, xn) = f(x1, x2, . . . )

and gn−1 is even in variable xn. Applying what we have proved for m = 1 to gn−1

with respect to xn, we get the assertion for m = n.



Chapitre 4

An averaging theorem for
nonlinear Schrödinger equations
(resonant case)

Abstract : Consider a weakly nonlinear Schrödinger equation on the torus Td :

−iut + △u = ±ǫ|u|2qu. (∗)

Here u = u(t, x), x ∈ Td, 0 < ǫ << 1 and q ∈ N. Define I(u) = (Ik,k ∈ Zd), where
Ik = vkv̄k/2 and vk, k ∈ Zd, are the Fourier coefficients of the function u we give.
Assume that the equation (∗) is well posed on time intervals of order ǫ−1 and its
solutions have there a-priori bounds, independent of the small parameter. Let u(t, x)
solves the equation (∗). If ǫ is small enough, then for t . ǫ−1, the quantity I(u(t, x))
can be well described by solutions of a effective equation :

−iut = ǫF (u),

where the term F (u) is constructed through a resonant averaging of the nonlinearity
±|u|2qu.

4.1 Introduction

We consider a nonlinear Schrödinger equation on d-torus Td = Rd/2πZd :

− iut + △u = ±ǫ|u|2qu, u = u(t, x), x ∈ T
d, (4.1.1)

where q ∈ N ∪ {0} and ǫ is the small parameter. For any p ∈ R denote by Hp the
Sobolev space of complex-valued periodic functions, provided with the norm || · ||p,

||u||2p =
〈

(−△)pu, u
〉

+ 〈u, u〉 if p ∈ N

where 〈·, ·〉 is the real scalar product in L2(Td),

〈u, v〉 = Re
∫

Td
uv̄dx, u, v ∈ L2(Td).
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The equation (4.1.1) is hamiltonian and may be written as

−iut = ∂uH(u), H(u) =
∫

Td

[1

2
|∇u|2 ± ǫ

2q + 2
|u|2q+2

]

dx,

where ∂u stands for the L2-gradient with respect to u. The sign of the nonlinearity
(+ for the defocusing equation and - for the focusing equation) will not play an
important role in this work due to the fact that here we mainly study the long-time
dynamics of the equation (4.1.1) in the situation 0 < ǫ ≪ 1. We assume :

Assumption A : There exists some p > d/2 and T > 0 such that for every u0 ∈ Hp,
the equation (4.1.1) has a unique solution u(t, x) ∈ Hp with initial datum u0 and
||u(t, x)||p 6 C(||u0||p, T ) for t 6 ǫ−1T .

Concerning this assumption the following is true :

Proposition 4.1.1. (See [17, 13, 29]) The Assumption A holds for equation (4.1.1)
if

q ∈ N, q < +∞, when d = 1, 2 and q = 1, 2, when d = 3. (4.1.2)

For this result see below Section 4.5.
We are mainly interested in the behaviours of solutions for the equation (4.1.1)

in the time intervals of order ǫ−1. So it would be convenient to use the slow time
τ = ǫt. Passing to the slow time τ , we get the rescale equation

− iu̇+ ǫ−1△u = ±|u|2qu, (4.1.3)

where u = u(τ, x), x ∈ Td and the dot ˙ stands for d
dτ

.
For a complex function u(x) on Td we define

F(u) = (vk, k ∈ Z
d),

where the vector (vk,k ∈ Zd) is formed by the Fourier coefficients of u :

u(x) =
∑

k∈Zd

vke
ik·x, vk =

∫

Td
u(x)e−ik·xdx.

In the space of complex sequence v = (vk,k ∈ Zd), we introduce the norm :

|v|2p =
∑

k∈Zd

(|k|2p ∨ 1)|vk|2, p ∈ R,

and denote hp = {v : |v|p < ∞}. Obviously, for p > 0, hp = F(Hp).
The equation (4.1.3) has a rather transparent form in the space hp. Let u(τ, x)

be its solutions, then the Fourier coefficients vk(τ) of u(τ, x) solves the infinite di-
mensional ODE :

v̇k − ǫ−1iλkvk = ±i
∑

(k1,...,k2q+1)∈S(k)

vk1
v̄k2

· · · vk2q−1
v̄k2q

vk2q+1
:= Pk(v), (4.1.4)
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where k ∈ Zd, λk = |k|2 and

S(k) = {(k1, . . . ,k2q+1) ∈ (Zd)2q+1 :
2q+1
∑

j=1

(−1)j−1kj = k}.

Denote Λ = (λk,k ∈ Zd) and we call it the frequency vector of the equation (4.1.3).
For every k ∈ Zd, denote Ik = 1

2
vkv̄k and ϕk = Arg vk. Notice that the quan-

tities Ik are conservation laws of the linear equation (4.1.1)ǫ=0. We call them the
action variables (correspondingly, call the quantities ϕk the angle variables). We
introduce the weighted l1-space hp

I :

hp
I := {I = (Ik,k ∈ Z

d) ∈ R
∞ : |I|∼p =

∑

k∈Zd

2(|k|2p ∨ 1)|Ik| < ∞}.

Using the action-angle variables (I, ϕ), we can write equation (4.1.4) as a slow-
fast system :

İk = vk · Pk(v), ϕ̇k = ǫ−1λk + |vk|−2 · · · , k ∈ Z
d. (4.1.5)

Here the dots stand for a term of order 1 (as ǫ → 0). Our task is to study the
evolution of quantities Ik. Following the averaging theory for PDEs (see, e.g. [53,
49, 31, 32]), we consider the averaged system

İk = 〈vk · Pk(v)〉Λ, k ∈ Z
d. (4.1.6)

Here 〈·〉Λ signifies some kind of averaging (related to the frequency vector Λ) in
the angles ϕ ∈ T∞. The hope is that the averaged equation (4.1.6) may approxi-
mately describe the behaviour of the action variables Ik of equation (4.1.3). Ho-
wever due to the singular nature of the action-angle variables (I, ϕ) and the reso-
nance of the frequency Λ, the equations (4.1.6) may have singularities at the set
{I : Ik = 0 for some k} which is dense in the wighted l1-space hp

I . Moreover, the
vector field in the averaged equation (4.1.6) may not be Lipschitz in the variables I,
so its well-posedness is unclear. A way to overcome these difficulties was introduced
in [49] by S. Kuksin. Namely, there exists a regular system

v̇k = Rk(v), k ∈ Z
d, (4.1.7)

whereRk(v) is defined through a certain averaging of the term Pk(v), such that under
the mapping vk 7→ Ik = 1

2
vkv̄k, solutions of equation (4.1.7) transform to solutions

of the averaged equation (4.1.6). This method also was used by the author in [32] to
establish an averaging theorem for NLS under some non-resonance conditions (see
Chapter 3). The system (4.1.7) is called the effective equation.

For the equation (4.1.3), due to the polynomial form of the nonlinearity, there
exists another way to derive the effective equation. That is to use the so-called
interaction representation picture. Let us define

ak(τ) = e−iǫ−1λkτvk(τ).



92 Chapitre 4. An averaging theorem for NLS (resonant case)

Clearly, |ak|2 = |vk|2 = Ik/2. Therefore the limiting behaviour (as ǫ → 0) of the
quantity |ak| characterizes the limiting behaviour of the action variables Ik. Using
equation (4.1.4), we obtain the equation satisfied by ak(τ) :

−iȧk(τ) = ±
∑

(k1,...,k2q+1)∈S(k)

ak1
(τ)ak2

(τ) · · · ak2q−1
(τ)ak2q

(τ)ak2q+1
(τ)

× exp{iǫ−1τ [−λk +
2q+1
∑

j=1

(−1)j−1λkj
]},

where k ∈ Zd. The terms in the right hand side oscillate very fast if ǫ is very small,
except the terms that the sum in the exponential equals zero. This leads to the guess
that only these terms determine the limiting behavior of ak(τ) as ǫ → 0, and that
the effective equation is the following :

− iȧk(τ) = ±
∑

(k1,...,k2q+1)∈R(k)

ak1
(τ)ak2

(τ) · · · ak2q−1
(τ)ak2q

(τ)ak2q+1
(τ), (4.1.8)

where R(k) := {(k1, . . . ,k2q+1) ∈ S(k) : −λk +
∑2q+1

j=1 (−1)j−1λkj
= 0 }.

Let us denote

RES := {(k1, . . . ,k2q+2) ∈ (Zd)2q+2 :
2q+2
∑

j=1

(−1)j−1λkj
= 0}.

Then the equation (4.1.8) is hamiltonian with Hamiltonian function :

Hres(v) = ± 1

2q + 2

∑

(k1,...,k2q+2)∈RES

vk1
v̄k2

· · · vk2q+1
v̄k2q+2

,

We will see in Section 4.2 that the effective equation (4.1.7) for the equation (4.1.3)
defined through a resonant averaging process is exactly the equation (4.1.8). It is
well posed in the space hp, p > d/2. Besides its Hamiltonian Hres, possess two extra
integrals :

H1(v) =
∑

k∈Zd

|vk|2, H2(v) =
∑

k∈Zd

λk|vk|2.

The main result of this work is the following theorem where u(t, x) is a solution
of the equation (4.1.1), v(τ) = F(u(ǫ−1τ, x)) and a′(τ) is a solution of the effective
equation (4.1.8).

Theorem 4.1.2. If Assumption A holds and |v(0)−a′(0)|p 6 ǫ1/2, then the solution
a′(τ) of equation (4.1.8) exists for 0 6 τ 6 T and for sufficiently small parameter
ǫ, we have

|I(v(τ)) − I(a′(τ))|∼p 6 Cǫ1/2, τ ∈ [0, T ],

where the constant C depend only on T and the size of the initial datum |v(0)|p.

Remark 4.1.3. 1) In the case that the Hp-norm of the solution u(x, t) for equation
(4.1.1) grows as ||u(x, t)||p . eǫtC(||u0||p), the Theorem 4.1.2 can be extended to time
intervals of order ǫ−1 log ǫ−1 with the exponent 1/2 replaced by certain α > 0.

2) The method of this paper also applies to nonlinear Schrödinger equations with
other polynomial nonlinearities, e.g. with the nonlinearities with Hamiltonians of the
forms H′

3 =
∫

(u3 + ū3)dx and H3 =
∫ |u|2(u+ ū)dx.
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Equations that are similar to the effective equation (4.1.8) recently appear in a
number of works. E.g. a stochastic damp-driven version of it is constructed in [51],
using the same philosophy of the present paper. In [28], similar equation is used
to determine an effective integrable equation for a 1D wave equation. In [24], a 2D
version of equation (4.1.8) is evoked as an intermediate equation for understanding
the Large box limit of the cubic NLS on T2. The effective equation (4.1.8) also is
known in the theories of wave turbulence. There, it is called the equation of discrete
turbulence, see [65], Chapter 12. In this work, the equation (4.1.8) is deduced in
the spirit of the averaging theory for PDEs. We believe that our result provides an
useful insight on the relevant topics.

The Chapter is planed as follows : In Section 4.2, we introduce the concept of
resonant averaging in the Hilbert space. We deduce the effective equation through
the resonant averaging process in Section 4.3. The Section 4.4 is devoted to the proof
of Theorem 4.1.2. Finally, in Section 4.5, we discuss the validity of Proposition 4.1.1.

4.2 Resonant averaging in the Hilbert space

We first introduce the resonant averaging of smooth functions in finite dimen-
sional space. Let W ∈ Zn, n > 1 be a non-zero integer vector. We call the ensemble

A(W ) := {s ∈ Z
n : W · s = 0},

the set of resonance for W . Notice that if s ∈ Zn \ A(W ), then |W · s| > 1. For
a continuous function f on Tn, we define its resonant average with respect to the
integer vector W as the function

〈f〉W (ϕ) =
1

2π

∫ 2π

0
f(ϕ+ tW )dt. (4.2.1)

Lemma 4.2.1. Let f be a C∞-function on Tn and f =
∑

fse
is·ϕ. Then

〈f〉W (ϕ) =
∑

s∈A(W )

fse
is·ϕ. (4.2.2)

Now we pass to the corresponding definition in the Hilbert space hp.
For infinite integer vectors s = (sk,k ∈ Zd) ∈ Z∞ we will write the l1-norm of s

as |s|,
|s| =

∑

k∈Zd

|sk|.

Let Z∞
0 = {s ∈ Z∞ : |s| < ∞}. Obviously, for each s = (sk,k ∈ Zd) ∈ Z∞

0 , only
finite many sk are not zero. Fix some m ∈ N and define the set of resonant of
order m for an integer vector Ω = (ωk,k ∈ Zd) ∈ Z∞ as

A(Ω,m) = {s = (sk,k ∈ Z
d) ∈ Z

∞
0 :

∑

k∈Zd

ωksk = 0, |s| 6 m}.

For any s ∈ Z∞
0 and v = (vk,k ∈ Zd) ∈ hp, p > 0, we denote vs =

∏

k∈Zd ṽ
|sk|
j , where

ṽk = vk if sk > 0 and ṽk = v̄k if sk < 0. Consider a series F (v) on hp,

F (v) =
∑

s∈Z∞
0

Csv
s.
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We assume the series converges normally in hp in the sense that for each R > 0 we
have

sup
|v|p6R

∑

s∈Z∞
0

|Cs||vs| < ∞. (4.2.3)

To define the resonant averaging of F (v) we introduce for each θ = (θk,k ∈ Zd) ∈ T∞,
the rotation operator Φθ, which is a linear operator in hp :

Φθ(v) = v′, v′
k

= eiθkvk.

This is a unitary isomorphism of each space hp. Note that

(I, ϕ)(Φθv) = (I(v), ϕ(v) + θ).

For any integer vector Ω we define the resonant average of the function F (v) by
analogy to definition (4.2.1).

Definition 4.2.2. Let a function F (v) ∈ C(hp) be given by a normally converging
series. Then its resonant average with respect to Ω is the function

〈F 〉Ω(v) =
1

2π

∫ 2π

0
F (ΦtΩ)dt.

Defining a function F ′(I, ϕ) by the relation F (v) = F ′(I(v), ϕ(v)), we see that

〈F 〉Ω(v) =
1

2π

∫ 2π

0
F ′(I, ϕ+ tΩ)dt.

So this definition agree with its finite dimensional counter part. If the series F (v) is
of order m 6 ∞ in the sense that Cs = 0 unless |s| 6 m, then

〈F 〉Ω =
∑

s∈A(Ω,m)

Csv
s. (4.2.4)

If the series F (v) is normally converging, so does the series 〈F 〉Ω(v).

4.3 The Effective equation

In this section we will deduce the effective equation for equation (4.1.3) through
a resonant averaging process.

Consider the Fourier transform for complex functions on Td which we write as
the mapping

F : Hp ∋ u(x) 7→ v = (vk,k ∈ Z
d) ∈ C

∞,

defined by the relation u(x) =
∑

k∈Zd vke
ikx. Then |Fu|p = ||u||p, for every p > 0.

For each k ∈ Zd, denote

Ik = I(vk) =
1

2
vkv̄k and ϕk = ϕ(vk),
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where ϕ(vk) = Arg vk ∈ S1 if vk 6= 0 and ϕ(0) = 0 ∈ S1. Let us write equation
(4.1.3) in the v-variables :

v̇k − ǫ−1iλkvk = Pk(v), k ∈ Z
d. (4.3.1)

Here Pk is the coordinate component of the mapping P (v) defined by

P (v) = F(±i|u|2qu), u = F−1(v).

We have Pk(v) =
∑

s∈Z∞
0
Csv

s, where Cs = 0 if |s| 6= 2q + 1. It is of order 2q + 1.
The mapping is analytic of polynomial growth :

Lemma 4.3.1. The mapping P (v) is an analytic transform of the space hp with
p > d/2. Moreover the norm of P (v) and its derivative dP (v) have polynomial growth
with respect to |v|p.

Now we write equation for the quantities Ik, k ∈ Zd :

İk = vk · Pk(v), k ∈ Z
d. (4.3.2)

We consider the following resonant averaged system for equation (4.3.2) :

İk(τ) =
〈

vk(τ) · Pk(v(τ))
〉

Λ
, k ∈ Z

d. (4.3.3)

However, as have mentioned in the introduction, the vector field on the right hand
side of the equation (4.3.3) may have singularities on the dense subset

{I = (Ik,k ∈ Z
d) ∈ hp

I : Ik = 0 for some k ∈ Z
d}.

One efficient way to overcome this obstacle is to introduce a regular effective equa-
tion. Notice that

〈

vk · Pk(v)
〉

Λ
=

1

2π

∫ 2π

0
eiλktvk · Pk(ΦtΛv)dt

=
1

2π

∫ 2π

0
vk · e−iλktPk(ΦtΛv)dt = vk ·Rk(v),

(4.3.4)

where Rk(v) = 1
2π

∫ 2π
0 e−iλktPk(ΦtΛ(v))dt.

Let R(v) = (Rk(v), k ∈ Zd), then

R(v) =
1

2π

∫ 2π

0
Φ−tΛP (ΦtΛv)dt. (4.3.5)

Lemma 4.3.2. The vector field R(v) is locally Lipschitz in the Hilbert space hp,
p > d/2.

Démonstration. Let v1, v2 ∈ hp and |v1|p, |v2|p 6 M . Then using Lemma 4.3.1 and
the fact that the operators ΦtΛ, t ∈ R define isometries in hp, we have

|R(v1) −R(v2)|p 6
1

2π

∫ 2π

0
|Φ−tΛ[P (ΦtΛv1) − P (ΦtΛv2)]|pdt

6
1

2π

∫ 2π

0
C(M)|ΦtΛ(v1 − v2)|pdt 6 C(M)|v1 − v2|p.
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Consider the following equation

v̇ = R(v). (4.3.6)

By Lemma 4.3.2 we know that this equation is well posed, at least locally, in the space
hp, p > d/2. From the relation 4.3.4, we have that if v(τ) solves the equation (4.3.6),
then I(v(τ)) satisfies the relations (4.3.3). We call equation (4.3.6) the effective
equation for equation (4.1.3).

Proposition 4.3.3. 1) The effective equation (4.3.6) is a hamiltonian equation with
the Hamiltonian function Hres(v) = 〈H(F−1(v))〉Λ.

2) The Hamiltonian Hres is invariant under the operators ΦtΛ and Φt1, where
t ∈ R and 1 = (1, 1, 1, . . . ).

Démonstration. Since P (v) = i∇H(F−1(v)), then using Φ∗
tΛ = Φ−tΛ, we have

R(v) =
1

2π

∫ 2π

0
Φ−tΛ

(

i∇H(F−1(ΦtΛv))
)

dt = i
1

2π
∇
∫ 2π

0
H(F−1(ΦtΛv))dt

= i∇Hres(v).

This prove the assertion 1). The assertion 2) follows from the assertion 1) and the
Definition 4.2.2.

Let give an explicit formula for the quantity Rk(v), k ∈ Zd. Since

Pk(v) = ±i
∑

(k1,...,k2q+1)∈S(k)

vk1
v̄k2

· · · vk2q−1
v̄k2q

vk2q+1
,

then

Rk(v) =
1

2π

∫ 2π

0
e−iλktPk(ΦtΛ(v))dt

=
±i
2π

∫ 2π

0

∑

(k1,...,k2q+1)∈S(k)

[

vk1
v̄k2

· · · vk2q−1
v̄k2q

vk2q+1

× exp[−it(−λk +
2q+1
∑

j=1

(−1)j−1λkj
)
]

dt

= ±i
∑

(k1,...,k2q+1)∈R(k)

vk1
v̄k2

· · · vk2q−1
v̄k2q

vk2q+1
.

Therefore the effective equation (4.3.6) is exact by the same form as the equa-
tion (4.1.8).

4.4 The averaging theorem

In this section we will prove the Theorem 4.1.2 by using an averaging process.
We denote

B(M) = {v ∈ hp : |v|p 6M}, ∀M > 0.
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Fix a M0 > 0. Let u(τ, x) be a solution of equation (4.1.3) such that

||u(0, x)||p 6M0,

and v(τ) = F(u(τ, x)). Without loss of generality, suppose the Assumption A hold
with T = 1. Then we have that there exists M1 >M0 such that

v(τ) ∈ B(M1), τ ∈ [0, 1].

Let a(τ) = Φ−τǫ−1Λ(v(τ)). Then a(τ) is the interaction representation picture of
v(τ). We have

ȧ(τ) = Φ−τǫ−1Λ

(

P
(

Φτǫ−1Λ(a(τ))
)

)

:= Y
(

a(τ), τ
)

. (4.4.1)

Using Lemma 4.3.1 and the fact the the operators ΦtΛ, t ∈ R define isometries on
hp, we have for any v, v′ ∈ B(M1) and τ ∈ R,

|Y (v, τ)|p 6 C(M1), |Y (v, τ) − Y (v′, τ)|p 6 C(M1)|v − v′|p. (4.4.2)

Denote Y(v, τ) = Y (v, τ) − R(v). Then by Lemma 4.3.2, the relation (4.4.2) also
holds for the map Y(v, τ).

The following lemma is the main step of our proof.

Lemma 4.4.1. For τ ∈ [0, 1],

|a(τ) − a(0) −
∫ τ

0
R(a(s))ds|p 6 C(M1)ǫ

1/2.

Démonstration. Denote by Yk(v, τ), k ∈ Zd the coordinate components of the map
Y (v, τ), similarly, Yk of Y .

We first fix some T0 ∈ [0, 1] and divide the time interval [0, 1] into subinter-
vals [bl, bl−1], l = 1, · · · ,m such that :

b0 = 0, bl − bl−1 = T0, for l = 1, . . . ,m− 1, bm − bm−1 6 T0, am = 1,

where m 6 1/T0 + 1. For τ ∈ [bl, bl+1], we have

ak(τ) = ak(bl) +
∫ τ

bl

[Rk(a(s)) + Yk(a(s), s)]ds.

The first term of the integrand is the vector field of the effective equation. Our task
is to estimate the second term.

Let us denote Yk(τ) =
∫ τ

bl
Yk(a(s), s)ds. Then

Yk(τ) = Yk(τ) −
∫ τ

bl

Yk(a(bl), s)ds+
∫ τ

bl

Yk(a(bl), s)ds.

The last term equals

Ik(bl, τ) =
∑

(k1,...,k2q+1)∈S(k)\R(k)

ak1
(bl)ak2

(bl) . . . ak2q−1
(bl)ak2q

(bl)ak2q+1
(bl)

× ǫ

i[−λk +
∑2q+1

j=1 (−1)j−1λkj
]
exp{ǫ−1i[−λk +

2q+1
∑

j=1

(−1)j−1λkj
]s}
∣

∣

∣

∣

τ

bl

.
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Let I(bl, τ) =
(

Ik(bl, τ),k ∈ Zd
)

. Since the quantities | − λk +
∑2q+1

j=1 (−1)j−1λkj
|, if

do not equal to zero, are alway bigger than 1, hence we have

max
τ∈[bl,bl+1]

|I(bl, τ)|p 6 2ǫ max
v∈B(M1)

|P (v)|p 6 ǫ2C(M1).

Then choosing T0 = ǫ1/2, using (4.4.2), we obtain

|a(τ) − a(0) −
∫ τ

0
R(a(s))ds|p

6
m−1
∑

l=0

{
∫ bl+1

bl

|Y(a(s), s) − Y(a(bl), s)|pds+ |I(bl, bl+1)|p
}

6
m−1
∑

l=0

[
∫ bl+1

bl

C(M1)|a(s) − a(bl)|pds+ ǫ2C(M1)]

6 [
1

2
T 2

0C(M1) + ǫ2C(M1)](
1

T0

+ 1) 6 C ′(M1)ǫ
1/2.

This proof the assertion of the Lemma.

Let a′(τ) be a solution of the effective equation (4.1.8) with initial data a′(0) ∈ B(M1).
Denote

T ′ = min{τ : |a′(τ)|p >M1 + 1}.
By Lemmata 4.3.2 and 4.4.1, we have for τ ∈ [0,min{1, T ′}],

|a′(τ) − a(τ)|p 6 |a′(0) − a(0)|p +
∫ τ

0
C(M1 + 1)|a′(s) − a(s)|pds+ C(M1)ǫ

1/2.

By Gronwall’s lemma, we have that if |a′(0) − a(0)|p 6 ǫ1/2, then

|a′(τ) − a(τ)|p 6 Cǫ1/2, τ ∈ [0,min{1, T ′}].

Assuming ǫ small enough and using the bootstrap argument we get that T ′ > 1.
Since I(a(τ)) = I(v(τ)), we have

|I(v(τ)) − I(a′(τ))|∼p 6 Cǫ1/2, τ ∈ [0, 1].

This finishes the proof of Theorem 4.1.2.

4.5 Discussion of Proposition 4.1.1

Briefly speaking, the Proposition 4.1.1 directly follows from the global existence
theory of the nonlinear Schrödinger equation (4.1.1). The equation (4.1.1) has two
conservative quantities :

||u(t)||0 = ||u(0)||0, (4.5.1)

and

Eq(u(t)) =
∫

Td

1

2
|∇u(x, t)|2dx± ǫ

2q + 2

∫

Td
|u(x, t)|2q+2dx = E(u(0)).
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We claim the H1-norm ||u(t)||1 remains bounded if the parameter ǫ is small enough.
Indeed, the defocusing case is clear. In the focusing case, we have

∫

Td
|∇u(x, t)|2dx =

ǫ

q + 1

∫

Td
|u(x, t)|2q+2dx+ 2E(u(0)).

Using the L2-conservation law and the Sobolev embedding :

H1(Td) → Lr, r < ∞ and r 6
2d

d− 2
,

we obtain for d and q satisfying condition (4.1.2),

||u(t)||21 6 ||u(0)||21 + ǫC(q, d)||u(t)||2q+2
1 .

So

||u(t)||21 6
||u(0)||21

1 − ǫC(q, d)||u(t)||2q
1

.

If ǫ 6 C(q, d)−124q−1||u(0)||−2q
1 , we have

||u(t)||1 6 C(||u(0)||1). (4.5.2)

Now we give a direct proof of the Proposition 4.1.1 in the case d = 2 and q = 1,
following [17]. Similar proof works for the cases d = 1 and q ∈ N.

Lemma 4.5.1. For every u ∈ H2(T2) with ||u||1 6 1, we have

||u||L∞ 6 C(1 +
√

log(1 + ||u||2)).

For a proof of this lemma, see See Lemma 2 in [17].

Lemma 4.5.2. For u ∈ H2(T2), we have

|||u|2u||2 6 C||u||2L∞ ||u||2.

Démonstration. For u ∈ H2(T2) we have

|△(|u|2u)| 6 C(|u|2|△u| + |u||∇u|2),

and so
|||u|2u||2 6 C||u||2L∞ ||u||2 + C||u||L∞(

∫

T2

|∇u|4dx)1/2. (4.5.3)

Using the Gagliardo-Nirenberg inequality (see [67]), we have

(
∫

T2

|∇u|4dx)1/2 6 C||u||L∞ ||u||2. (4.5.4)

Combining (4.5.3) and (4.5.4) we obtain the statement of the lemma.
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Let us denote by S(t) the L2 isometry S(t) = e−it△. Then we have

u(t) = S(t)u(0) + iǫ
∫ t

0
S(t− s)|u(s)|2u(s)ds.

Using Lemmata 4.5.1 and 4.5.2 and the boundness of H1-norm we have

||u(t)||2 6 ||u(0)||2 + Cǫ
∫ t

0
||u(s)||2[1 + log(1 + ||u(s)||2)]ds.

So
||u(t)||2 6 ||u(0)||2eC1eC2ǫt

.

This verifies the statement of Proposition 4.1.1 in this case.

Remark 4.5.3. The same proof also applies to nonlinear Schrödinger equations
on T2 with other cubic nonlinearities, e.g. the nonlinearities with Hamiltonians of
the forms H3 =

∫ |u|2(u+ ū)dx and H′
3 =

∫

u3 + ū3dx.

For the other cases, more sophisticated theory is needed. we refer the readers
to the theories of the Cauchy problem for NLS equations in [13, 29]. From there
we know that for a solution u(t) of the equation (4.1.1) with u(0) ∈ H2, there
exist T1 > 0 and C1 > 0 that depend only on the bound of the H1-norm ||u(t)||1
(inequality (4.5.2)) such that for every t0 ∈ [0,∞), we have

||u(t)||22 6 ||u(t0)||22 + ǫT1C1||u(t0)||22, t ∈ [t0, t0 + T1].

Therefore
||u(t)||2 6 C(||u(0)||2)eǫtC′(||u(0)||2).

This confirms the assertion of Proposition 4.1.1.
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