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Spécialité:
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Introduction

The final frontier
“If we have learned one thing from the history of invention and discovery, it

is that, in the long run - and often in the short one - the most daring prophecies
seem laughably conservative.”

- Arthur C. Clarke (1917-2008), The Exploration of Space, 1951

THE history of artificial satellites began with the launch of Sputnik-1, by the Soviet Union
in 1957. Since then, satellites have found a wide range of applications in telecommuni-

cations and space exploration. Commercial satellites are used today for relaying communi-
cations to ships and planes, telephony and for television and radio broadcasting. Satellites
equipped with scientific instruments gather data on the solar system, providing measurements
on the Earth’s atmosphere, solar wind, cosmic rays, and atmospheric conditions on other
planets. Vital to our everyday life, satellites and probes have made it possible to explore
environments and worlds beyond our own.

The goals of any satellite mission must be balanced with considerations of mission
cost and feasibility. Perhaps the most critical area of the design is the propulsion system.
Various technologies exist and are under development, however, the basic limitation on the
performance of these techologies is imposed by Tsiolkovsky’s rocket equation,

m0 = m1 e
∆v

Isp×g (1)

in which m0 is the initial mass (with fuel) of the vehicle, m1 the final mass of the
vehicle, and ∆v a measure of the effort required to perform a manœuvre, such as orbital
transfer. Isp is the specific impulse and g the acceleration due to gravity; ve, the fuel exit
velocity, is Isp × g.

The exhaust velocities accessible during chemical propulsion are limited by the chem-
ical bond energy, whereas in electric propulsion, the acceleration of the propellant occurs
separately from its production. The mass savings in electric propulsion can be considerable
because of the higher exhaust velocities which are achievable. Table 1 presents a comparison
of Isp values of different thruster types which have been used in flight.

To illustrate the advantages of electric propulsion over chemical propulsion, we may
consider two propellant systems, one chemical and another electric (Hall or ion thruster),
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both of which require a ∆v of 10 km/s. We may assume that the final vehicle mass for both
cases will be the same. From Eq. 1, for an exhaust velocity of around 4 km/s in the case of
chemical propulsion, and an exhaust velocity of about 35 km/s in the case of ion propulsion,
the resulting initial vehicle mass of the electric propulsion system is only 11% of that of the
chemical propulsion system; this is without even having taken into account the mass savings
on other equipment. For missions requiring a high ∆v, chemical propulsion is not feasible
because of the large fuel requirements.

Thruster Specific impulse (s)
Chemical (monopropellant) 150-225

Chemical (bipropellant) 300-450
Resistojet 300

Arcjet 500-600
Ion thruster 2500-3600

Hall thrusters 1500-2000
Pulsed plasma thrusters 850-1200

Table 1: Summary of characteristic Isp values for main propulsion methods [27]

Various other propulsion technologies such as nuclear propulsion exist and are being
developed. Nuclear systems are massive and require precautions for materials storage. Other
concerns, such as the melting temperatures of materials used for reactor cores, must be ad-
dressed. However, such systems would deliver even larger exhaust velocities than electric
propulsion. Other intriguing options, such antimatter propulsion, could potentially offer ex-
haust velocities a few orders of magnitude larger than chemical propulsion, but are not yet
available.

Electric propulsion has attracted a great deal of industrial and academic interest over
the past few decades, as a propulsion technology well-suited to interplanetary missions.
Closed electron drift thrusters are a widely-used form of electric propulsion and will be the
subject of this introduction.

The development of closed electron drift thrusters

Closed electron drift or Hall effect thrusters (HETs) refer to a class of thrusters in
which the electron drift is confined to an azimuthally-circulating cloud at the thruster exit,
through which ions are accelerated to provide thrust.

The first ideas for electrostatically accelerating particles for a propulsion system were
described by Robert H. Goddard in 1906. From the late 1940s to the 1960s, experiments
were carried out to determine the feasibility of ion propulsion by von Braun and Stuhlinger.
In parallel, Cleaver, Shepherd and Spitzer performed studies demonstrating the feasibility of
using nuclear energy to provide electric power to ion thrusters.
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In 1964, the NASA SERT-I program demonstrated that space applications of ion
thrusters could match ground test performances, which constituted an important validation of
the thruster concept. Under the SERT-II program, the long-term operation of solar-powered
ion thrusters in space was successfully tested. The success of these initial tests proved critical
for sustaining interest and encouraging further developments in the field.

The fall of the Soviet Union allowed the access of Western scientists to the significant
developments made in the USSR on the closed electron drift thruster concept. Two models
had been developed: the SPT (Stationary Plasma thruster), by A. I. Morozov, and the TAL
(Thruster with Anode Layer), developed by A. V. Zharinov. The key difference between these
models is in the length of the acceleration zones and the wall material, however, they operate
according to the same basic principles [65]. The first stationary plasma thruster, the SPT-60,
was flown in 1972. In 1992, a team of experts evaluated the Russian SPT-100 Hall thruster,
whose basic design is still treated as a model for the construction of most Hall thrusters. Its
characteristics of high efficiency (exceeding 50%) and high exit velocities (in the range of 20
km/s) encouraged its adoption for use on commercial space vehicles in near-earth orbit, for
low-impulse applications such as station keeping and orbit transfer. A competing concept,
the more complex gridded ion thruster, has had relatively few applications in space but was
successfully flown on NASA’s Deep Space 1 (DS1) mission, launched in 1998. A solar-
powered Hall thruster, the 1.5 kW PPS R©1350-G (Fig. 1) developed by Snecma, was the first
to be used for primary propulsion, i.e. responsible for performing major orbital manœuvres.
It was flown on ESA’s SMART-1 mission to the moon launched in 2003, and established a
record for continuous thrust (over 260 hours) and operation in space (5000 hours).

Figure 1: Photo of the PPS R©1350-G thruster in operation

The Hall thruster concept has gained increasing attention in recent years because of its
suitability for interplanetary missions, due to its simplicity, efficiency, and reliability. New ef-
forts are being made to develop higher-thrust engines, with power in the range of several kW,
for use on satellites based on large communications platforms such as Alphabus (planned by
Thales Alenia Aerospace and EADS). Research efforts are focused on the understanding of
the complex physical phenomena inherent to such thrusters, such as erosion, anomalous elec-
tron transport and the origin of a range of oscillations arising spontaneously in the thruster,
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all of which have implications on thruster efficiency and lifetime. Such efforts take the form
of experimental measurements, theoretical analysis and numerical models.

The Hall thruster
The Hall thruster possesses a simple basic structure. Its annular plasma discharge

chamber is formed by the space between two coaxial cylinders (typically ceramic, BN or
BN-SiO2, in contrast to the TAL, whose discharge chamber walls are metallic). It possesses
a central magnetic coil and four externally placed coils, which are designed to create a radial
magnetic field in discharge chamber. A hollow cathode is situated externally. The anode is at
the other end of the discharge chamber, and serves as the gas distributor. A simple schematic
side view of the Hall thruster structure is shown in Fig. 2.

Figure 2: Side view of the Hall thruster structure

Hall thruster operation
Hall thruster operation is based on the interaction of charged particles with orthogonal

magnetic and electric fields. A potential difference is imposed between the cathode and
anode. The cathode is electrically heated and fed with a supply of Xenon gas, which is
subsequently converted to a cathode plasma, which becomes the source of the ejected cathode
electrons. Some electrons ejected by the cathode drift in the direction of the anode, while
others are directed into the thruster plume.
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The confinement of the electrons to a “closed drift” path near the thruster exit, where
they circulate azimuthally, is strongly dependent on the magnetic field characteristics. The
choice of magnetic field magnitude is designed to give the electrons a small Larmor radius
(on the order of 1 mm), constraining them to wrap around the magnetic field lines and remain
within the channel (which has a length of 2.5 cm and width of 1.5 cm in the case of the SPT-
100). In contrast, the large Larmor radius of the ions (exceeding 1 m) allows them to exit the
thruster channel with minimal deviation. The combination of the axial electric field ~E and
radial magnetic field ~B produces an azimuthal electron drift of velocity Vd,

Vd =
~E × ~B

B2
≈ Ex
Br

(2)

The magnetic field increases to a maximum near the thruster exit and this config-
uration helps stabilize the electric field distribution [54]. The field lines are also concave,
resulting in higher magnetic field strength near the walls than in the centre of the channel;
this configuration results in a “magnetic mirror effect”, first described in the thruster by Mo-
rozov in 1968, which reduces electron-wall losses. This effect influences the electric potential
and consequently, the ion acceleration characteristics [38].

Xenon atoms flow into the discharge chamber via the anode and are ionized by the
electrons (with ionization rates around 90%), and the ions are accelerated out of the chamber
by the electric field. Some electrons ejected by the cathode drift into the plume and neutralize
the ions. The majority of the ions are generated inside the thruster channel, in an ionization
zone, and accelerated near the exterior of the chamber in a region of high localized electric
field, where the electron mobility is small. One of the earliest experimental studies of the
effectiveness of the acceleration mechanism and the nature of thruster characteristics such as
the electron density distribution in the channel was provided by Bishaev and Kim [7].

The plasma potential is maximum at the anode (equal to the anode potential), where
the magnetic field is weak and electron mobility high. It decreases towards the exit, approach-
ing the cathode potential, while the magnetic field increases. This evolution in the magnitude
of the potential affects the energy distribution of the accelerated ions. The magnetic and
electric field distributions in a typical Hall thruster are shown qualitatively in Fig. 3.

Thrust is imparted to the vehicle via the magnetic field. The azimuthal electron drift
and the radial magnetic field produce a force on the electrons equal to the electric field force
exerted on the ions (assuming that the number of electrons is equal to the number of ions
in the thruster channel). As will be seen in the next section, despite the relatively straight-
forward mechanism of thrust generation, various phenomena with implications on efficiency
and lifetime occur in the Hall thruster.

An overview of Hall thruster phenomena
The physical processes which take place in the Hall thruster are complex, and a num-

ber of the most important processes are described below.
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Figure 3: Characteristic magnetic and electric field distributions in a Hall thruster

Thruster erosion

Erosion of the ceramic walls of a Hall thruster is the single most important factor
limiting its lifetime. The erosion occurs in two stages. In the first stage, “classical” erosion
of the ceramic occurs by ion bombardment, after the first few hundred hours of thruster
operation [54, 53]. This erosion causes sharp ridges spaced by about 0.1-0.2 mm to form,
and slows as the ceramic wears down to match the ion plume divergence with respect to the
thruster axis, which is about 45◦. “Anomalous” erosion then begins, in the form of sharp,
equally-spaced striations spaced by 1-2 mm and oriented parallel to the ion flux. Anomalous
erosion is believed to be due to electron bombardment, however, the mechanisms involved are
unclear. Baranov has proposed that the source of such erosion is the formation of a periodic
structure at the thruster exit, caused by plasma oscillations [4]. Oscillations of this type may
have been observed in the present work.

The thrust and efficiency of the thruster are not affected for several thousand hours
despite this wear. However, should the magnetic circuit become exposed, there is a risk of
metal deposition on the surfaces of spacecraft elements, such as solar panels. While this has
not affected recent Hall thruster missions, it could pose a problem for longer-duration flights.

Anomalous electron transport

Anomalous electron transport is the transport of electrons across the magnetic field,
and represents another poorly-understood aspect of Hall thruster operation. The phenomenon
manifests as an unusually high electron current towards the anode. Some consequences in-
clude reduced thruster efficiency and anomalous erosion. It is commonly attributed to a
number of causes:

• Electron-atom collisions in the channel could result in deviations of electrons from
their guiding centres. The cumulative effect of many such collisions resembles Brow-
nian motion and results in classical diffusion across the magnetic field. The diffusion
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coefficient D⊥c associated with such collisions is derived from an analogy with Fick’s
law and is written

D⊥c ∼ νcρce
2 =

η⊥cn0ΣkBTe
B2

(3)

where νc is the collision frequency, and ρce is the electron Larmor radius and the char-
acteristic displacement length per collision. η⊥c is the resistivity perpendicular to B,
n0 the plasma density, kB Boltzmann’s constant and Te the electron temperature [12].

However, Janes and Lowder [36] demonstrated using probe measurements that the ac-
tual electron current towards the anode in a device with Hall thruster geometry is much
larger (2 to 3 orders greater) than classical diffusion would predict. This important
result was an indication that another mechanism plays a role in enhanced transport.

• Electron-wall collisions as a transport mechanism were studied in great detail by Moro-
zov [51, 52], who described the mechanism as “near-wall conductivity”. The efficiency
of this transport depends on the potential of the plasma sheath at the walls; provided the
voltage jump is small enough, electrons can reach the walls and be reflected off them
in random directions, contributing to anomalous transport. Experiments performed by
Bugrova and colleagues [10] have demonstrated the presence of populations of elec-
trons with enough energy to cross the plasma sheath to cause transport, and secondary
effects such as oscillations arising in the plasma sheath are also believed to influence
transport [64].

• Plasma oscillations at the thruster exit have been proposed to account for the high elec-
tron mobility in this area. While wall collisions go some way to accounting for mobil-
ity inside the channel, they are relatively scarce at the thruster exit. Measured mobility
at the exit is two orders of magnitude larger than could be produced by collisional
diffusion, and the existence of oscillations provoking anomalous transport, or Bohm
diffusion, [31] was suggested. The underlying idea of Bohm diffusion is that plasma
oscillations cause “drain diffusion” by causing particles to move randomly back and
forth, allowing transport across the magnetic field to occur more readily.

The Bohm diffusion coefficient is written

D⊥B ∼
kBTe
16Be

(4)

where e is the electron charge. The idea that oscillations contribute to axial transport
of electrons has led to a large number of studies designed to demonstrate the presence
of oscillations and determine their possible contributions to the current.
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Secondary electron emission

Electron bombardment of the thruster channel can liberate secondary electrons (“sec-
ondary electron emission”, or SEE). Secondary electron emission from the wall material low-
ers the sheath potential, increasing the proportion of electrons with sufficient energy to reach
the walls and contribute to axial conductivity. The contribution of SEE to backscattering and
axial electron conduction has been demonstrated in a number of numerical and experimen-
tal studies ([19, 34, 23]), and the influence of the phenomenon on thruster discharge was
discussed in [25].

Spontaneous plasma oscillations

A wide range of oscillations, of different length scales and frequencies, arise in the
thruster [14]. Some are generated by thruster processes such as ionization and gas depletion,
while others arise because of the relative drift of the electron and ion species, or because
of field and density non-uniformities. Their presence has significant consequences on the
thruster discharge, stability of operation and lifetime, and is influenced by a wide variety
of parameters, including the magnetic field strength, discharge voltage and current, and gas
flow rate. The general features and origins of some of the oscillations present are summarized
below.

1. Contour and ionization oscillations (frequencies 1-100 kHz): these oscillations are usu-
ally related to the time required for an atom to travel the discharge channel and also
depend on the discharge circuit. Near the channel exhaust, in the region of high elec-
tric field and electron temperature, rapid ionization depletes the neutrals. The neutral
front retreats towards the anode, and consequently ionization and electron density at
the exit drop. The neutrals then flow back again towards the exit and the cycle is re-
peated. These oscillations are of very high amplitude and result in large variations in
the discharge current and voltage. They are also termed as “breathing modes” and have
been measured experimentally at frequencies of a few tens of kHz by several authors
([8, 15, 46, 22]) and have been demonstrated numerically [32, 2].

2. Azimuthally-propagating oscillations (low frequency, 10-100 kHz)): low frequency
oscillations linked to the ionization process are seen to propagate in the direction of
the azimuthal electron drift. The earliest identifications of the low frequency, rotating
“spokes”, or density concentrations, were made by Janes and Lowder [36]. Esipchuk
and colleagues [20] also observed an isolated ionization wave of low frequency ro-
tating azimuthally. The higher frequency oscillations in this category are due to non-
uniformities in the density and magnetic field.

3. Azimuthally-propagating oscillations (high frequency, 1-100 MHz): these oscillations
were first observed experimentally in the Hall thruster geometry by Esipchuk and
Tilinin [21]. They performed a numerical analysis which revealed the presence of
these oscillations in the plasma density, from frequencies of tens of kHz to several tens

8



of MHz, and measured what they termed “electron drift waves” at frequencies of 2-5
MHz. Various subsequent experiments ([57, 50, 47, 60]) and numerical simulations
([2, 39]) have confirmed the presence of azimuthal high frequency oscillations local-
ized in the vicinity of the thruster exit.

The exact source of the high frequency oscillations in the azimuthal direction is not
known. Theoretical analysis by Litvak and Fisch [49] showed that these oscillations
could be manifestations of a Rayleigh instability and ascribed to axial gradients in
magnetic field, electron density and drift velocity. Other works [2] show that the large
drift velocity could be the source of the instability.

4. Ultra high frequency oscillations (several GHz): these oscillations are associated with
electron layers and flows of highly energetic electrons parallel and perpendicular to the
magnetic field [65]. These oscillations have been identified in very few studies [6].

Background and context of this work
The present work is devoted to the identification and characterization of certain high

frequency modes at the thruster exit which are believed to play an important role in anomalous
electron transport.

As discussed earlier, there is an increasing need for the development of higher pow-
ered Hall thrusters. However, due to the complexity of processes occurring in the thruster, it
has been necessary to rely on incremental improvements which must be tested at every stage.
This development process is both costly and inefficient. For this reason, a vast research ef-
fort is underway to better understand aspects of thruster physics, with the goal of developing
predictive models for its operation at different scales and improving thruster efficiency.

The numerical approach to modelling takes a number of forms.

1. Hybrid-PIC (particle-in-cell) approaches model the electrons as a fluid, and the ions
and neutrals as particles. Assumptions of quasineutrality require the use of trans-
port equations to determine the electric field, otherwise the field may be deduced from
Poisson’s equation. Such models, whether one-dimensional (axial coordinate) or two-
dimensional (radial and axial coordinates), have proven extremely useful for describ-
ing physics of the ion and neutral time scales. Work by Fife [22] as well as Boeuf
and colleagues using hybrid-PIC models successfully demonstrated the presence of the
thruster breathing mode [8, 5], as well as other oscillations of higher frequency [32].
Various other features of the thruster, such as the relationship between the beam di-
vergence and the oscillations, and the profiles of electric potential, plasma density and
ionization rate in the channel have also been calculated. Koo and Boyd have determined
parameters such as thrust and specific impulse using this modelling approach [41]. It
has been applied not only to discharge characteristics, but to the study of features such
as thruster erosion after several thousand hours [40].

These methods require different electron mobilities inside and outside the thruster
channel in order to account for the experimentally-measured discharge current, con-
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firming the likely role of instabilities at the thruster exit in enhanced transport. Despite
the successes of these codes, they rely on mobilities obtained from experimental data
[42], and cannot therefore be fully predictive. In addition, as the electron time scales
are much shorter than those of ions, the codes fail to describe the high frequency oscil-
lations which may contribute to transport.

Recent efforts have adapted this approach by assuming from the start the presence
of an azimuthal electric field and following electron trajectories in three dimensions;
with this approach, it has been determined that turbulence can indeed make electron
trajectories chaotic, leading to transport [56].

2. The two-fluid approach models electrons and ions as fluids. This approach has been
successfully used in demonstrating wave coupling and the presence of axial and az-
imuthal high frequency modes [39]. It has also permitted the identification of the
Kelvin-Helmholtz shearing instability as a possible mechanism in the perturbation of
the potential and velocity.

3. Purely particle-in-cell approaches towards modelling both ions and electrons have also
produced important insights into the physics of the discharge. Hirakawa and Arakawa
[34] showed that the axial electron flux was best modelled using Bohm mobility, and
also that an azimuthal electric field was necessary to explain this flux. Adam, Héron
and Laval [2] produced a self-consistent, two-dimensional simulation which predicted
the length scales and frequencies for the azimuthal wave responsible for transport. Such
PIC simulations require considerable computing power and time in order to model the
entire discharge and would therefore not be feasible for industrial development.

4. Additional numerical approaches have been used, including three-dimensional simu-
lation of electron trajectories using experimentally-determined electric and magnetic
fields [3, 58].

In summary, a great effort to simulate thruster characteristics has been undertaken
using different numerical approaches. The difficulty rests in accurately modelling the differ-
ent species involved, while taking into account additional effects such as secondary electron
emission and sheath dynamics, for which little experimental data is available. A second chal-
lenge is to reduce the time and computational expense required for three-dimensional models.
Lastly, none of the numerical methods available today can model accurately all the thruster
operating regimes.

Theoretical approaches to studying the Hall thruster have proven very useful in ac-
counting for, as well as predicting, certain phenomena. The azimuthal drift wave has received
particular attention. Early work by Esipchuk and Tilinin [21] was the first to demonstrate the-
oretically the presence of such a wave, propagating at the drift velocity and at frequencies on
the order of a few MHz. More recently, linear theory has been used to identify dispersion
relations of an azimuthal wave and the criteria for which it becomes unstable [2].

Overall, theoretical analyses of the Hall thruster have provided useful interpretations
of thruster physics. However, these models require important simplifications (assumptions
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on gradients, reduced dimensions, neglect of effects for which little experimental data is
available) and can often only explain one particular aspect of thruster operation at a time.

The bulk of experimental measurements on the Hall thruster have focused on the use
of probes and antennae (invasive and non-invasive).

Probe measurements have been used since the inception of the Hall thruster concept,
first by Janes and Lowder to provide evidence of the role of the azimuthal density variations in
anomalous electron diffusion. They have also been used to provide evidence of the existence
of electron populations of different energies and their contributions to near wall conductivity
[10] and to study the acceleration and ionization zones [7]. Various other probe studies
have been able to measure ionization, transit time oscillations and azimuthal oscillations [22,
45, 50]. Uncalibrated antenna measurements have also been used successfully to measure
high frequency oscillations [60, 44, 57]. Certain other optical techniques such as optical
emission spectroscopy and laser induced fluorescence have been used to characterize ions in
the acceleration and ionisation zones, and are suited primarily for studying ion and neutral
characteristics such as spatial velocity distributions.

This work draws its inspiration from the work of Adam et. al. in 2004 [2]. This
numerical study was the first self-consistent 2D PIC simulation to demonstrate that thruster
turbulence could account for anomalous transport. The most significant results from this
work were the identification of:

• an azimuthal wave, of wavelength on the order of electron Larmor radius, near the
thruster exit and possibly responsible for electron heating and transport,

• a vector component of the wave parallel to ~E,

• a wave frequency on the order of a few MHz

• a large-amplitude electric field fluctuation associated with the wave

These predictions have lacked experimental support, because no conventional experi-
mental tools available at the time (or since) could measure fluctuations in the electric field at
millimetric length scales, inside the high temperature plasma. The smallest scales measurable
via antennae and probes are on the order of a centimetre [47]. A non-invasive collective light
scattering diagnostic has the potential of measuring the scales predicted to be significant in
transport. This work was therefore dedicated to the construction and exploitation of one such
diagnostic, in order to validate key theoretical and numerical predictions.

This work is organized in the following way.
The important principles underlying collective light scattering and heterodyne detec-

tion are summarized in Chapter 1. An early collective scattering trial which helped to define
the requirements of the new collective light scattering bench, PRAXIS-I, is briefly presented.

Design details and experimental procedures for PRAXIS-I are presented in Chapter
2. Chapter 3 deals with the range of experiments carried out using this bench and the gen-
eral properties of the observed modes are described. Physical interpretations of the early
results are presented and a comparison of the results to the predictions of simple linear theory
performed.
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The second part of this work deals with a new series of experiments made possible by
an upgrade of PRAXIS-I. The necessary improvements to PRAXIS-I and the newly-designed
collective scattering bench, PRAXIS-II, are presented in Chapter 4.

Experiments with the goal of localizing the modes and determining the significance
of the negative peak frequencies are described in Chapter 5. Chapter 6 focuses on the mea-
surements of the directionality of the observed modes, concluding with a re-calculation of
the true density fluctuation level.

Chapter 7 compares the experimental results to the solutions of the 3D theoretical
dispersion relation, describing key similarities and differences. A re-evaluation of a proposed
electron transport mechanism is performed, using the fluctuating field amplitude deduced
from the density fluctuation characteristics.

Chapter 8 deals with the influence of varying thruster parameters on the characteristics
of the observed modes, with a focus on the effects of varying flow rate, magnetic field strength
and discharge voltage. Observations of low frequency oscillations are also described in this
chapter.

Chapter 9 presents a new stability analysis of longitudinal plasma waves, such as are
observed experimentally, which takes into account the ion velocity and temperature.

The main text is concluded with a summary of the most important results and a de-
scription of future work.
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Chapter 1

Main concepts and preliminaries

Contents
1.1 Collective light scattering as an experimental tool . . . . . . . . . . . . 15

1.1.1 Basic principles . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16

1.2 Heterodyne detection . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

1.2.1 Necessity for heterodyne detection . . . . . . . . . . . . . . . . . . 18

1.2.2 Basic elements . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

1.2.3 Measured signal . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

1.3 Collective scattering on the Hall thruster: first trial . . . . . . . . . . . 22

1.3.1 Results from experiment . . . . . . . . . . . . . . . . . . . . . . . 23

1.1 Collective light scattering as an experimental tool

COLLECTIVE light scattering (CLS) refers to an optical measurement technique whereby
the “collective” movements of a medium, due for example to the propagation of waves,

are studied using the elastic scattering of incident radiation by a non-uniform spatial distri-
bution of particles. These particles are either atoms (in the case of Rayleigh scattering in a
neutral gas), or electrons and ions (in the case of Thomson scattering in a plasma).

Light scattering is a technique which has been used to study the properties of dif-
ferent media for several decades. It has been used for studying large molecules in solution
in chemistry, however, studies of characteristics such as thermal fluctuations at the level of
constituent particles [55, 30] only became possible with the advent of lasers in the 1960’s.
Light scattering techniques have been used to study turbulent liquids, via the seeding of the
flow with particles [63, 28].
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Figure 1.1: Scattering of an incident plane wave by particles

CLS is based on measurements of inhomogeneities inherent to the flow itself, rather
than passive scalars which have been introduced into the flow. CLS has been applied to the
study of gas flows [29, 9] and in magnetized plasmas to study features such as edge and core
turbulence and to determine scaling laws of density fluctuations [62, 16, 33]. The breadth of
applications of this technique are proof of its versatility.

Collective light scattering possesses certain advantages over traditional techniques.
Unlike many methods (such as probes and hot-wires), it does not induce a perturbation of the
medium under investigation and the measurement volume may be situated virtually anywhere
in the flow, provided there are no optical obstructions to this. In the majority of thruster
studies, probes are inserted into the ceramic wall, but cannot be used directly in the plume
without damage due to the high temperature of the plasma. Using particles as passive scalars
in a flow is not always possible, and CLS circumvents this default. Exactly how this is done
will be explained in the next section.

1.1.1 Basic principles
An electromagnetic wave incident on a charged particle will accelerate it, causing it

to re-emit another wave whose properties (frequency, wavenumber) depend on the incident
wave, and whose amplitude depends on the particle’s distance to the observer. Figure 1.1
illustrates the scattering of an incident plane wave ~Ei(~r, t) by a group of particles situated at
~rj . The incident wave at the position ~rj is of the form

~Ei(~r, t) = ~Ei0e
i(~ki·~rj−ωit) (1.1)

The scattered e.m. wave is ~Es(~r, t). It is observed at an angle θ to the incident wave.
In Fig. 1.1, the observation wave vector is constructed from the vector sum of the

scattering and incident wave vectors (~k = ~ks − ~ki). This is known as the Bragg relation.
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Each electron may be considered as a dipole oscillating in the direction of the electric
field of the incident wave, acting as a point source for a spherical wave. With this approxi-
mation, the total scattered field may be written as the summation of all the scattered waves,

~Es(~r′, t) = r0

∑
j

eiki|~r′−~rj|
~r′ − ~rj

e−i(
~ki·~rj−ωit)~n′ ∧ (~n′ ∧ ~Ei0) (1.2)

where r0 is the Thomson scattering radius for free electrons,

r0 =
1

4πε0

qe
2

mec2
(1.3)

Using a far-field approximation (i.e. where |~r′| � |~rj| and |~r′| � λi), the scattered
field may be simplified to a superposition of plane wave fronts. With the aid of the reasonable
assumption that the analysing wavelength 2π

k
is much larger than the particle spacing, the total

scattered field from a volume Vs may be written as

~Es(~r′, t) = r0
ei
~ks·~r′

r′
e−iωit ~Ei0

∫ ∫ ∫
Vs

e−i
~k·~rn(~r, t)d3~r (1.4)

Hence, the magnitude of the scattered field is proportional to the spatial Fourier trans-
form of the density along ~k,

∫ ∫ ∫
Vs
e−i

~k·~rn(~r, t)d3~r.

If the electrons are distributed randomly in space, the sum of their phases, Σe−i
~k·~r,

and therefore the scattered signal magnitude, is small. If, instead, the electrons are distributed
in regular manner, on planes perpendicular to ~k as in Fig. 1.2, such that

~k · (~rj+1 − ~rj) = 2π, (1.5)

the sum of phases is additive and the scattered signal is large. This is equivalent
to saying that the projections of the positions ~rj in the direction ~nk are spaced a distance
λ0 = 2π

k
, such that

~nk · (~rj+1 − ~rj) = λ0 (1.6)

In this way, a longitudinal wave propagating in a plasma may be identified via its
periodic density concentrations. In a compressible, turbulent fluid medium, the scattered
signal is obtained due to the presence of coherent structures in the flow.

The wave number k is a property of the medium under consideration, which may
be related to the incident wave number ki. ~ki and ~ks have the same magnitude, and k may
therefore be written

k = 2ki sin

(
θ

2

)
(1.7)

and λ0 as
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λ0 =
1

2 sin
(
θ
2

)λi (1.8)

Hence the length scales of periodic density concentrations which may be measured
by collective scattering, for angles θ of typically few mrad, are several times the incident
wavelength.

Figure 1.2: Distribution of electrons for a large scattered signal

1.2 Heterodyne detection

1.2.1 Necessity for heterodyne detection
The scattered field may be detected directly by a photodiode. The current produced is

proportional to the scattered field intensity on the surface, i.e. the Poynting vector flux across
the detector surface D. The detector is placed perpendicular to the direction of propagation
of the wave, and the resulting power received on the detector, Ps, is written

Ps(t) =
N

µ0c

∫ ∫
D

∣∣∣ ~Es(~r′, t)∣∣∣2 d2~r′ (1.9)

using Eq. 1.4, this becomes

Ps(t) ∝
∣∣∣∣∫ ∫ ∫

Vs

ei
~k·~rn(~r′, t)d3~r

∣∣∣∣2 (1.10)

This form of Ps is inadequate, for two reasons:

• the scattered power is small and very difficult to detect,

• a complete description of the scattered field requires both the temporal phase infor-
mation due to convection and the magnitude of the density fluctuation; the former is
missing from Eq. 1.10.

Heterodyne detection is therefore used to overcome these disadvantages by providing
a signal of sufficient amplitude containing the phase information.
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1.2.2 Basic elements
The local oscillator

Heterodyne detection uses the combination of the scattered signal and a reference
signal, shifted in frequency but propagating in the same direction, to produce an interference
term measurable by the detector.

The reference signal is known as the local oscillator and has frequency ωLO, and the
frequency shift is ωm: ωLO = ωi + ωm.

ωm is much smaller than ωi, allowing the scattered radiation and the local oscillator
to remain in phase. ωm is chosen to be smaller than the passband of the detector (which
is around 1 GHz) and larger than the frequency range of the expected signal. The local
oscillator amplitude used is as large as is permissible by the detector, in order to maximize
the amplitude of the interference term and thus the ease with which it may be detected.

The primary beam

The primary beam is another necessary reference beam, not measured at the detector.
It is used to define the direction of the incident wave vector ki and thus the scattering angle
θ, as well as the dimensions of the scattering volume Vs. It is also a high intensity beam -
depending on the application, it may typically have an intensity a few orders of magnitude
larger than the local oscillator - which enables the emission of a scattered signal of a large
amplitude.

Fig. 1.3 shows the arrangement of primary and local oscillator beams.

Figure 1.3: Local oscillator and primary beams as used in heterodyne detection. The beams
intersect and create a common volume (light blue) centred in the region of interest.

Observation region characteristics

The observation volume obtained from the intersection of two Gaussian beams of
waist w is

Vs =
π3/4w3

4θ
(1.11)

The longitudinal integral length, ll, of Vs (along x in Fig. 1.3) is
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ll =

√
πw

θ
(1.12)

while the transverse integral length, lt, is

lt =

√
πw

2
(1.13)

The longitudinal wave number resolution is given by

δkl =
θ

w
√

2
(1.14)

while the transverse wave number resolution is

δkt =
2
√

2

w
(1.15)

1.2.3 Measured signal
Interference term

The field arriving at the detector is due to a combination of the scattered wave,
~Es(~r′, t) and the local oscillator, ~ELO(~r′, t). The squared modulus of this total field is

∣∣∣ ~Es(~r′, t) + ~ELO(~r′, t)
∣∣∣2 =

∣∣∣ ~ELO(~r′, t)
∣∣∣2 + 2 ~Es(~r′, t) · ~ELO(~r′, t) +

∣∣∣ ~Es(~r′, t)∣∣∣2 (1.16)

The resulting total power on the detector is comprised of three contributions,

Ptot(t) = PLO + Pb(t) + Ps(t) (1.17)

PLO is the constant local oscillator power, Pb(t) the interference term, and Ps the
power due to scattered wave alone. The interference term is written

Pb(t) =
N

µ0c

∫ ∫
D

2 ~ELO(~r′, t) · ~Es(~r′, t)d2~r′ (1.18)

The current on the detector resulting from this interference term is

ib(t) ∝ <eiωmts(~k, t) (1.19)

where ωm is the frequency modulations of the scattered signal after interference.

20



Reconstitution of the scattered signal

The scattered signal is recovered in the following way:

• the current received by the photodiode is split into two parts: a continuous component
(due to the constant local oscillator current), and a time-varying component (due to the
interference of the fields).

• the time-varying signal is amplified in a low noise amplifier

• the time-varying signal is then split into two parts for demodulation: the first part is
multiplied by a signal at frequency ωm, the second multiplied by another signal of
frequency ωm but in quadrature with the first

• low-pass filters are applied to both parts of the signal to remove the term of frequency
2ωm arising from the previous step

• both parts of the signal are amplified

The individual contributions of the signal (real and imaginary) are then combined as

s(~k, t) ∝ [xf (t) + iyf (t)] (1.20)

Eq. 1.20 contains all the time-varying characteristics of the scattered signal; the con-
tinuous current value is retained for signal normalization.

Absolute measurement of density fluctuation

The measurable component of the scattered signal defined by the scattering volume
Vs. Hence the signal received at the detector is not only a function of the density, but also the
beam profile U(r) [35], i.e.

s(~k, t) =

∫
n(r′, t) U(~r)ei

~k·~rdr3 (1.21)

A Fourier transform is performed on this signal to give the spectral density.
The mean square density fluctuation rate, assuming a Gaussian volume profile, is

〈ñ2〉
n2

0

=
1

4π3 |r2
0|λ2ls

2n0
2

~w
ηPP

∫ +∞

−∞

Ik(ω)

In

dω

2π
(1.22)

where In is the photonic noise spectral density, defined as

In = e2ηPLO
~w

(1.23)

n0 is the mean density of the measurement region. λ is the incident wavelength, ls the
scattering length (much smaller than the dimension ll of the scattering volume), η the detector
efficiency, PP the power of the primary beam, and w the beam waist in the measurement
region. The term Ik(ω) is the spectral density of the scattered signal at a particular wave
number k. A full development of this expression can be found in [29].
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1.3 Collective scattering on the Hall thruster: first trial
As mentioned in the introduction, density fluctuations at short length scales, which

cannot be measured by other means, can potentially be determined using CLS . It was there-
fore suggested by G. Laval (CPHT, Ecole Polytechnique) and A. Bouchoule (GREMI, Uni-
versité d’Orléans) in 2004 that a CLS diagnostic be installed for tests on an SPT-100 thruster.
The first attempt with such a diagnostic was undertaken by N. Lemoine and D. Grésillon in
2006. A summary of the main results and conclusions of this first trial will be presented.

Thruster characteristics

The thruster used for this preliminary trial was the SPT-100, an upgraded version of
that originally designed by the Russian manufacturer Fakel. Its general characteristics are
presented in Table 1.1.

Dimensions

Discharge channel length (cm) 2.5
External diameter (cm) 10
Internal diameter (cm) 7
Cathode distance below axis (cm) 8

Nominal operating parameters
Discharge voltage (V) 300
Discharge current (A) 4.2
Flow rate (mg/s) 5

Performances
Thrust (mN) 80
Specific impulse (s) 1700
Efficiency (%) 50

Table 1.1: Summary of main SPT-100 thruster characteristics

Plasma parameters

The SPT-100 thruster magnetic field (B0) and electric field (E0) strengths used were
0.02 T and 4×104 V/m respectively. The plasma density assumed was 5×1017 particles
per m3. These parameters are used to determine plasma characteristics, such as an electron
cyclotron frequency, ωce,

ωce =
eB0

me

The value of ωce is 3.5×109 rad/s. The drift velocity, Vd, is E0/B0, a value of 2×106

m/s. The ion plasma frequency, ωpi, is

ωpi =

√
n0e2

ε0mi
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ωpi is 8.2×107 rad/s.

Expectations from theory and simulation

Linear theory predicts that the azimuthal drift instability arises only for certain dis-
crete wave numbers (this will be discussed in more detail in Chapter 3). Simulations show
that the excited azimuthally-propagating instability is present within a wave number range of
2600 - 13300 rad/m. The range of wavenumbers accessible during this trial is 3200 - 19200
rad/m.

The predicted intensity of the fluctuations has been determined to be on the order of
8×106, while the expected frequency dispersion is 107 Hz.

Expectations from existing optical bench

The collective scattering bench used was initially built for turbulent aerodynamics
experiments performed twenty years ago [11]. It used a CO2, 10.6 µm-wavelength, 3 W
laser. The beam waist in the convergence zone in front of the thruster was 5 mm.

The bench was installed on the SPT-100 Hall thruster with the local oscillator and
primary beams crossing in front of the thruster face at a distance of 10 mm. The thruster was
operated at a flow rate of 6 mg/s. The beams, on leaving the bench, entered and exited the
thruster vacuum vessel through ZnSe windows. The plasma-scattered radiation and the local
oscillator beam were recovered by mirrors and sent to a detector on the bench.

The estimated signal-to-noise ratio was 2.4, which suggested that this optical bench
was already sufficiently sensitive for the measurement of the electron density fluctuations.
Only minor modifications to the bench optics were made to adapt it to the experiment.

1.3.1 Results from experiment
Low frequency signal

An intense signal at 30 kHz, up to 30 dB above the noise, was observed (Fig. 1.4).
The frequency of this signal was independent of the wavenumber, however, its magnitude
was largest at small wavenumbers and at higher Xe flow rates and magnetic field values.

Surprisingly, this signal was present even with the detector closed, an indication that
the signal measured was not a collective scattering signal, but represented instead a plasma
oscillation picked up by the electronics circuit.

Broadband high frequency signal

The expected broadband, high frequency signal was not immediately apparent on the
spectra (with frequencies analyzed up to 10 MHz). Repeated aquisitions were made of the
plasma signal to increase the number of points (which was limited by the oscilloscope at each
acquisition to 200,000) and averaged, and the noise signal treated in the same way. Averaging
was performed over 4×107 samples. The net signal obtained after subtraction of the photonic
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Figure 1.4: 30 kHz frequency peaks. In red - plasma signal, in black - photonic noise. The
y-axis is in arbitrary units

noise was very small (5×10−16 arbitrary units) but positive, and twice the sensitivity level of
the measurement (2×10−16). The photonic noise r.m.s. level was 1.6×10−13 in the same
units.

The final signal-to-noise ratio corresponding to this experiment was only 3×10−3.

The trial experiment provided some initial evidence as to the presence of a very small
collective scattering signal from the plasma at the length scales of interest. It indicated the
need to increase the signal-noise ratio by about a factor of about 300 in order for the scattered
signals to become readily detectable. This initial evaluation provided the motivation for the
creation of a specially-adapted, high-performance optical bench. A number of initial ideas
for improving the detection of the signal were proposed at the end of the trial:

• increasing the laser power

• reducing the beam waist in the measurement zone

• implementation of a trigger to eliminate noise records - the signal is believed to be
intermittent and a typical sequence contains several periods during which only noise is
present. The signal-noise ratio could be increased by recording only the time segments
during which the signal is present

• electronics shielding to reduce pickups of stray signals

Chapter 2 will describe measures taken to improve the signal-noise ratio.
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Chapter 2

PRAXIS-I

Contents
2.1 Main approaches for increasing signal-noise ratio . . . . . . . . . . . . 25

2.2 PRAXIS-I design . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

2.2.1 On-bench assembly . . . . . . . . . . . . . . . . . . . . . . . . . . 26

2.2.2 Bench configuration . . . . . . . . . . . . . . . . . . . . . . . . . 28

2.2.3 Off-bench configuration . . . . . . . . . . . . . . . . . . . . . . . 30

2.2.4 Electronics and signal acquisition . . . . . . . . . . . . . . . . . . 32

2.2.5 Experimental facility and thruster . . . . . . . . . . . . . . . . . . 34

2.3 Experimental procedures . . . . . . . . . . . . . . . . . . . . . . . . . . 36

2.3.1 Beam alignment . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

2.3.2 Calibration of wave vector . . . . . . . . . . . . . . . . . . . . . . 37

THE first trial revealed the necessity for dramatically increasing the signal-noise ratio. A
number of basic design and construction decisions were made specifically to attain this

goal. A new optical bench, known as PRAXIS-I (PRopulsion Analysis eXperiments via
Infrared Scattering), was constructed. The design decisions for increasing the signal level are
described below.

2.1 Main approaches for increasing signal-noise ratio
1. Beam power: The simplest method of increasing the signal-to-noise ratio involved

increasing the laser power. A GEM Select 50 W CoherentTM laser (42 W effective
power) CO2 laser, wavelength 10.6 µm, replaced the 3 W laser used in the first trial.
The expected gain in the scattered signal was a factor 14.
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2. Optics: Losses at the mirror surfaces were reduced. The original bench used highly-
polished steel mirrors, with a reflectivity of 95%, however, given the large number of
mirrors necessary to direct the beams, the final power losses of both primary and local
oscillator beams were significant. Gold-coated copper mirrors (reflectivity 99%) and
a large number of treated copper mirrors (reflectivity 99.8%) were therefore used on
PRAXIS-I. The expected gain in signal over the previous bench was a factor larger than
2.

3. Beam characteristics: The beam waist in the observation zone was reduced from the
original value of 5 mm to 2.5 mm, resulting in a factor 4 increase in the signal.

4. Acquisition: The 8-bit oscilloscope (acquisition rate 25MHz, 200,000 samples per
channel) used in the previous trial was replaced with a numerical acquisition module
from National Instruments, providing 14-bit resolution and an acquisition rate of up to
100 MS/s (with 6.5 MS per channel being acquired). The advantages of this acquisition
module were three-fold:

• the high resolution allowed the weak signal to be more easily extracted from the
background noise

• the larger number of samples allowed for more sophisticated post-acquisition pro-
cessing

• the higher acquisition rate made it possible to record higher frequency signals

The final gain in signal was expected to exceed a factor of 5.

5. Detection: The detector from the previous bench (quantum efficiency of 0.3) was re-
placed with another of quantum efficiency of 0.7, providing a gain in the signal level
of a factor 2.3

The final resulting gain in signal using PRAXIS-I, over the 2006 trial, was projected
to be at least a factor of 1250.

2.2 PRAXIS-I design
The design of PRAXIS-I is presented in this section.

2.2.1 On-bench assembly
The bench design is shown in Fig. 2.1 and a description of certain critical components

of the optical bench are briefly presented below. In Fig. 2.1 the optical path of the primary
beam is shown in red, the local oscillator path in blue.

In the figure, M and MT are used to denote mirrors, with MT referring only to the
large mirrors which are common to both primary and local oscillator beams. L represents the
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lenses, BS the beam-splitter, DET the detector and AOD the acousto-optical deflector. TR
denotes the translator-rotator and A1 an absorber. A2 is a diaphragm used in the off-bench
assembly.

Figure 2.1: Configuration of optical bench elements on PRAXIS-I

• First periscope: the first periscope consists of two mirrors (M1, M2 in Fig. 2.1) angled
at 45◦, intended to raise the beam from its initial laser height of 6 cm to the chosen
optical height of 15 cm with respect to the table.

• Beamsplitter: a ZnSe beamsplitter is used to divide the initial laser beam into two
secondary beams: 0.7% of the laser power to be used to construct the local oscillator,
and 99.3% for the primary beam.

• Acousto-optical deflector: the acousto-optical deflector (AOD) is a 1207B-6 model
from Isomet. It uses single-crystal Germanium, which is excited at 40 MHz. The crys-
tal is controlled by a piezoelectric element and produces a sound wave which interferes
with the (horizontally polarized) incident beam. A fraction of the incident beam is de-
flected through a Bragg angle of 17.5 mrad and shifted in frequency by 40 MHz. This
deflected beam constitutes the local oscillator.

• Translator-rotator: this arrangement of mirrors (M15, M16 and M17) allows the vari-
ation of the magnitude of the observation wave vector, as well as its direction. A
micrometer positioning system is used to alter the separation of the primary and local
oscillator beams (and hence the resulting angle between them in the observation zone),
and a rotation stage is used to vary the orientation of the incident wave vector.

27



• Second periscope: The beams are directed perpendicularly off the bench via MT4 in
Fig. 2.1, after which they are recovered by a second mirror and directed through the
vacuum vessel window and across the thruster face.

According to the configuration shown, the initial laser beam encounters the first
periscope, where its optical height is raised. It is then divided into two beams using a beam-
splitter. The weaker beam (power 290 mW) is sent to the acousto-optical deflector, where a
local oscillator beam is created. The local oscillator beam is conducted using a series of mir-
rors to M10, where together with the primary beam, it defines the orientation and magnitude
of the wave vector.

The primary beam travels undeviated across the beamsplitter and is directed to the
translator-rotator. Together with the local oscillator it is conducted by a series of large mirrors
to the lens L3 and encounters the first periscope mirror MT4.

2.2.2 Bench configuration
Due to the demanding nature of the experiment, care was taken to ensure beforehand

that each component performed as expected. Tests were performed to determine the limita-
tions of different components.

The most critical of the characteristics is the M2 value of the laser beam. This value,
described by the manufacturer as typically inferior to 1.1, was independently determined to
be 1.2 (the procedure is described in Appendix A). The bench was originally conceived for a
perfect Gaussian beam with an M2 value of 1, and the elements were situated on the bench
such as to respect restrictions on the beam size, e.g. the AOD has a window whose smaller
dimension, hw, measures 6 mm. To avoid diffraction, a beam entering the window must have
a waist w restricted to

w ≤ hw/4

The larger-than-expected divergence meant that this and other such conditions were
no longer respected. The bench was therefore redesigned to account for the divergence.

The position of the laser embedded waist was also independently determined and
factored into the calculation of the spacing of the bench elements.

The standard relations for Gaussian beam optics were used in determining the propa-
gation of the beam and separation of the elements, with a modification due to the M2 value.
As a function of the propagation distance z from the minimum beam waistw0, the beam waist
is written

w(z) = w0

√
1 +

(
z

eR

)2

(2.1)

where the Rayleigh length, eR, is given by

eR =
πw0

2

M2λ
(2.2)
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where λ is the laser wavelength. The Rayleigh length (the distance from the minimum
beam waist over which the electric field amplitude at the minimum waist is divided by 1/e)
provides a measure of the beam expansion. The minimum beam waists and their correspond-
ing distances on either side of a converging lens of focal length f are determined using the
relations

di =
f [do(do − f) + e2]

(do − f)2 + eR2
(2.3)

wi =

√
wo2f 2

(do − f)2 + eR2
(2.4)

where di is the image distance from the lens, do the object distance from the lens, wi
the image waist and wo the object waist.

The beam waists are chosen according to two main criteria: (i) to prevent the beam
from diffracting at critical locations such as the AOD, translator-rotator, and (ii) to fabricate
the desired 2.5 mm beam waist in the observation zone in front of the thruster. The most
important beam waists are listed in Table 2.1, in which Lw represents the embedded minimum
laser waist.

Elements Beam waist (mm) Rayleigh length (mm)
Lw 1.09 291
AOD 1.25 387
TR 3.24 2587
thruster axis 2.50 1544
detector 0.069 1.176

Table 2.1: Summary of key beam waists on PRAXIS-I bench

The lens focal lengths and positions were chosen to produce the key beam waists.
Wherever possible, the lenses and positions were chosen to be confocal for the sake of sim-
plicity; the object distance do to the lens was set equal to the lens focal length. In this case,
as is evident from Eq. 2.3, the image position di is also equivalent to the focal length and the
ratio wi to wo is the ratio of f to the Rayleigh length based on w0. The lens focal lengths are
provided in Table 2.2.

The resulting separations between the most important elements on the bench are sum-
marized in Table 2.3.

The bench components are set up in a compact fashion on an aluminium-honeycomb
optical table of dimensions 1.5 m by 0.75 m, equipped with rubber anti-vibration elements
between the table and its supporting legs.
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Lens Focal length (mm)
L1 381
L2 1000
L3 2000
L4 190

Table 2.2: Summary of lens focal lengths used on PRAXIS-I

Elements Separation (mm)
Lw - L1 535
L1 - BS 50
L1 - AOD 590
AOD - L2 1000
L2 - TR 1000
TR - L3 2000

Table 2.3: Summary of key distances on PRAXIS-I

2.2.3 Off-bench configuration
A system of mirrors and aluminium support structures allow the beams to be con-

ducted off the bench, across the plasma, and back to the bench. Fig. 2.2 shows the configu-
ration of the bench and the external chassis on which the off-bench components (mirrors and
diaphragm) are mounted.

Fig. 2.3 is shows the beam trajectories after the beams leave the bench.
The local oscillator and primary beams leave the bench together from MT4, after

which they are reflected by MT5 to intersect in front of the thruster exit plane at O. The
beams are recovered on MT6 on the opposite side of the vacuum vessel and directed towards
an anodized aluminium diaphragm, A2. The local oscillator passes through a hole 2 cm in
diameter in the centre of the diaphragm, while the primary is absorbed on the main plate,
which has a diameter of 30 cm. The local oscillator (and the plasma-scattered radiation in
the same direction) is then directed by the mirrors M18, M19, M20 and M21 towards the
bench. The lens L4 focuses the beam on the detector.

In the off-bench assembly, one beam waist is critical: the waist at O. The value of 2.5
mm for this waist was chosen based on the resolution and minimum angle.

In the observation zone, a waist of 2.5 mm translates to a resolution δkt of 1130 rad/m.
As will be discussed in more detail later, theoretical results indicate a possible saturation in
the mode amplitude in the range of 3000 - 4000 rad/m. One of the goals of this experiment
was to achieve minimum wave numbers on the same order. The smallest wave number which
can be achieved experimentally must be a few times larger than δkt, and with the chosen

30



Figure 2.2: Configuration of bench and external chassis around thruster vacuum vessel

Figure 2.3: Configuration of off-bench optical components on PRAXIS-I
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waist, this condition is satisfied.
Larger beam waists, while ensuring better resolution, would result in a signal more

difficult to detect, as its measured amplitude scales as 1/w2. One design decision for this
bench was in fact to reduce the original beam waist from the first trial to 2.5 mm in order to
increase the signal amplitude by a factor of four.

The chosen beam waist in the observation zone affects the magnitude of the smallest
wave number. The beam waist in the convergence zone fixes the beam waist at the translator-
rotator, and consequently, the minimum separation required for the primary and local oscil-
lator beams and therefore the minimum wave number (subsection 2.3.1).

The important distances in the off-bench assembly are shown in Table 2.4. The
thruster centre, O, is located 2 m from L3 to respect confocality, and the remaining dis-
tances (from O to M21) are less critical. The distance MT6 to A2 has been fixed at a value
such that the primary and local oscillator beams are sufficiently far from each other at the
diaphragm for the primary beam alone to be blocked, while the local oscillator traverses the
diaphragm aperture.

Elements Separation (mm)
MT4 - MT5 410
MT5 - O 1450
O - MT6 1450
MT6 - A2 1000
A2 - M18 200
M18 - M19 500
M19 - M20 2800
M20 - M21 790
M21 - L4 150

Table 2.4: Summary of key distances on off-bench assembly.

The remaining distance, from A2 to M21, is required to conduct the beam across the
space at the bottom of the vacuum vessel and return it to the bench. The focal length of L4
has been chosen to provide a minimum waist at the detector at a reasonable distance on the
bench. The detector has a surface area of 200 µm2 and the final beam waist on its surface is
69 µm.

2.2.4 Electronics and signal acquisition
Nearly all the electronics used were taken from a previous collective scattering bench

(used in works [61, 48]), with the main changes being modifications to the filters and am-
plifiers. Fig. 2.4 shows the electronic elements, the key elements of which are described
below.

32



Figure 2.4: Setup of PRAXIS-I electronics

• Detector and polariser: the detector is a photovoltaic diode sensitive to infrared. It re-
quires liquid nitrogen cooling to reduce its own radiation and is installed in a dewar.
The detector requires a degree of polarisation (by a few hundred mV) in order to func-
tion. The time-varying and constant components of the detector signal are separated
using a polarisation T, with the constant part of the signal sent to the polariser as well
as to a multimeter for monitoring. The polariser provides a conversion from voltage to
current, with 1 V corresponding to 1 mA detector current.

• Pre-amplifier: the time-varying component of the signal is sent to a low-noise pre-
amplifier of 30 dB gain. The noise due to the pre-amplifier is necessarily smaller than
the photonic noise of the detector. The signal output by the pre-amplifier is sent to
mixers and also to a spectrum analyser for monitoring of the frequencies.

• Dividers: a divider is used to split the signal from the quartz oscillator into two com-
ponents: one which is sent to the acousto-optical deflector to create the local oscillator,
and another which is sent to another divider which generates two identical signals at
the frequency fm but in quadrature. Another divider is used to split the time-varying
pre-amplifier output into two components which are supplied to separate mixers.

• Mixers: the signals from the phase-shifting divider and the pre-amplifier are multiplied
in the mixers.
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• High-pass filters: two low-pass 20.5 MHz filters are used on both cos and sin output
channels to eliminate frequencies outside the expected range of the signal, such as
high-frequency laser peaks which could result in a saturation of the amplifiers.

• Amplifiers: two amplifiers (gain of 37.5 dB) are used on both output channels

• Filters: two 1 kHz, high-pass filters are used to remove the original modulation fre-
quency (appearing after demodulation at 0 Hz on the spectra).

The sin, cos and continuous detector current outputs are sent to a special acquisition
device. As before noted, it was necessary to replace the simple numerical oscilloscope used
in the first trial because of its insufficient sample depth and resolution.

The new acquisition device is from National Instruments. Acquisition is performed
using NI PXI-5122 modules, with three channels active. These modules allow for a high
sample depth (up to 100 MS/s) and high resolution (14 bits). The signal input range is from
± 2 mV to ± 5 V and the bandwidth 100 MHz. The modules are connected to a laptop using
an NI PXI-8360 ExpressCard.

An acquisition program in LabView is used to set the acquisition parameters (50 MHz
sample acquisition rate, 6.5 MS/s) and record samples.

2.2.5 Experimental facility and thruster
The experiments are performed in a vacuum chamber at a ground test thruster fa-

cility in Orléans, known as PIVOINE-2G (Propulsion Ionique pour les Vols Orbitaux: In-
terprétations et Nouvelles Expériences - 2ème Génération). Fig. 2.5 is a photo of the vacuum
vessel.

The vacuum chamber is a cylinder of radius 1.1 m and length 4 m. It is equipped with
two-stage primary pumping and cryogenic pumping systems and can evacuate 150,000 litres
of Xenon per second, and provide a residual pressure of 3x10−5 mbar for a 6 kW thruster
operating at a flowrate of 20 mg/s. The thruster is situated at one end of the chamber and
typically positioned on the axis of the vessel. Its axial position inside the chamber may be
varied.

The chamber is normally fitted with a number of tools for monitoring the thruster
performance [43]. These include a thrust balance, gaussmeter, antenna frequency analyser
and electrostatic probes. Windows located at various points on the vessel allow the plasma to
be accessed by a number of optical diagnostics, such as high-speed cameras and devices for
emission spectroscopy, laser-induced fluorescence and IR thermography.

For the collective light scattering experiment, diametrically-opposed ZnSe windows
on either side of the vessel, of diameter 100 mm and thickness 5 mm, are used to access the
plasma. The windows are treated with an anti-reflective coating.

The thruster used in this study is the PPS R©X000-ML model designed by Snecma,
a high-powered, 5 kW-class experimental thruster. This thruster was chosen rather than the
SPT-100 model used in the first trial partly to test a newer thruster model and partly because
the signal amplitude was expected to be larger. The PPS R©X000-ML, while possessing a
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Figure 2.5: Vacuum vessel at PIVOINE ground test facility with optical bench PRAXIS-I

nominal flow rate of 6 mg/s, allows for much larger flow rates to be used (up to 20 mg/s).
The thruster dimensions and operating characteristics are summarized in Table 2.5.

Dimensions

Discharge channel length (cm) 3.17
External diameter (cm) 15
Internal diameter (cm) 10
Cathode distance below axis (cm) 11

Nominal operating parameters
Discharge voltage (V) 500
Discharge current (A) 5.3
Flow rate (mg/s) 6

Performances
Thrust (mN) 135
Specific impulse (s) 2300
Efficiency (%) 58

Table 2.5: Summary of main PPSX000-ML thruster characteristics

Fig. 2.6(a) shows the thruster extracted from the vacuum chamber. The annular gap
through which the plasma is discharged is clearly visible, as is the cathode, situated at the
bottom of the thruster. Fig. 2.6(b) shows the thruster in operation.
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(a) The PPS R©X000-ML thruster outside the
vacuum chamber

(b) The PPS R©X000-ML thruster firing in
the vacuum chamber

Figure 2.6: The PPS R©X000-ML thruster

2.3 Experimental procedures
Some of the procedures followed for calibration and positioning of the beams are

presented briefly in this section.

2.3.1 Beam alignment
The alignment of the beams is complicated by two factors: (i) the beams travel a very

long distance - from the locations where the primary and local oscillator are created, each
travels a total distance of 6 m to the convergence zone in front of the thruster, and (ii) the
volume occupied by the vacuum vessel is inaccessible, and the positioning of the beams in
the front of the thruster cannot be directly viewed.

Care is taken to first assure alignment on the bench. In order to define the wave
number, on rotation the primary must describe a circle of constant radius r about the local
oscillator in the wv plane as shown in Fig. 2.7.

In Fig. 2.7, M17 rotates in the wv plane to change the scattering plane in which the
observation wave vector is situated; this is done using the rotator element (a goniometer).
The distance between M16 and M17 is changed to alter the magnitude of the observation
wave vector; this is done using the translator element (a micrometer vernier).

The radius must not change with the distance to the convergence zone. This is checked
by an iterative alignment procedure where the near-field and far-field beam positions are
corrected in small steps.

To ensure convergence, a “virtual” focus is created by redirecting the beams to a point
away from the vacuum vessel, and checking the convergence there (Fig. 2.8). The redirection
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Figure 2.7: Translator-rotator: rotation of primary about local oscillator beam

of the beams is done using a mirror installed temporarily afterMT4, identified asMR in Fig.
2.8. The distance between L3 and the virtual focus plane is 2000 mm. If necessary, additional
slight adjustments are made to the orientations of the lenses M16, M17 and M10 such that
the primary and local oscillator converge at the same point on the virtual focus plane. Once
this is assured, MR is removed and the beams allowed to follow the usual trajectory towards
MT5.

Figure 2.8: Virtual focus for establishing convergence in front of thruster exit

Once the convergence has been checked, the beams are redirected across the vacuum
vessel.

2.3.2 Calibration of wave vector
The beam waists at the translator-rotator are imposed by the required beam waist in

front of the thruster. This in turn fixes a certain minimum separation distance, r0, between
the beams at the translator-rotator, which is four times the beam waist to avoid diffraction.

The separation distance fixes the angle between the beams in the convergence zone,
which in mrad is
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θ [mrad] = r [mm] /2 (2.5)

since the focal length of L3 is 2000 mm.
The wave number k in rad/m is given by

k =
2πθ

λ
(2.6)

In the present bench configuration, the beam waists at the translator-rotator are 3.24
mm; this translates to an expected minimum angle of 6.48 mrad between the beams in the
convergence zone, or a minimum wave number of 3841 rad/m.

The maximum wave number is fixed by the maximum separation allowed at L3 be-
tween the beams, where the local oscillator is placed in the centre of the lens. Because of
restrictions such as the dimensions of the lens holder, the maximum separation of the beams
without diffraction is about 48 mm, corresponding to a maximum possible wave number of
14226 rad/m.

The most important bench characteristics have been presented in this chapter. The
initial ideas for improving the signal-noise ratio have been taken into account during the
conception of PRAXIS-I. The beam trajectories on and off the bench have been carefully
chosen and the desired beam waists imposed at the different locations. Unexpected problems,
such as the large beam divergence, have been compensated for in the design.

The set of experiments carried out using PRAXIS-I are described in Chapter 3.
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Phase I experiments
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3.10.2 Characteristic velocities, frequencies and length scales for the ex-
periment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
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THE experiments carried out using PRAXIS-I will be identified henceforth as Phase I ex-
periments. A range of parameters are varied: the orientation of the scattering plane, the

observation wave vector magnitude, the measurement volume position and external parame-
ters such as the thruster discharge voltage.

Fig. 3.1 shows the coordinate system and the positioning of the measurement volume
in front of the thruster. The measurement volume, in dark grey, is formed from the inter-
section of the Gaussian local oscillator and primary beams, and is aligned along the z axis.
The observation wave vector ~k forms an angle α with Ox. α is zero when ~k is aligned in the
direction of positive Ox and increases in the anti-clockwise direction. Its components ky and
ky correspond to the projections on Oy and Ox respectively.

The plasma volume contained in the annular volume between the inner and outer
ceramic walls is shown in light grey.

Figure 3.1: Coordinate system and placement of beams in front of thruster

The observation volume centre, O is aligned with the thruster axis O′x. The magnetic
field, ~B0, is directed radially outwards (anti-parallel to Oz), while the electric field, ~E0, is
parallel to Ox. This gives rises to a drift velocity VD parallel to Oy.

The coordinate system shown in Fig. 3.1 will serve as the reference for experiments
described in this chapter.
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3.1 Signal acquisition and spectra details
For each acquisition, signals are recorded on three channels: cos, sin, and detector

current. The number of samples, N , was set at 6.5×106. A high acquisition rate (50 MHz) is
chosen to allow the resolution of high frequency oscillations in the signal. The total acquisi-
tion duration is 0.13 s.

The spectral density of each signal acquisition requires a Fourier transform of the
complex signal, written as

f(t) = XA+ iXB (3.1)

where XA represents the cos channel output, and XB the sin channel output, in mV.
The discrete Fourier transform, F(ω), is determined in Matlab for the series f(t), of

length N , using the algorithm

F (ω) =
N∑
j=1

f(j)qN
(j−1)(ω−1) (3.2)

where

qN = e(−2πi)/N (3.3)

As will be shown soon, four types of acquisitions are necessary for determining the
absolute scattered signal level. These are:

(a) Plasma + primary + local oscillator (to be referred to as PL+PB+LO): made with the
plasma on, and the local oscillator and primary beams present. The corresponding signal
is one which is expected to show evidence of a plasma fluctuation.

(b) Plasma + local oscillator (PL+LO): made with the plasma on and only the local oscillator
beam present (the primary beam being blocked by an absorber on the bench). No plasma-
scattered signal is expected to be present, unless stray radiation from the thruster current
pollutes the acquisition channels.

(c) Primary + local oscillator (PB+LO): made with the plasma off, but both primary and
local oscillator beams present. This acquisition is used to determine the spectral density
of the photonic noise.

(d) Detector closed (D): made with the detector closed and the thruster running. This acqui-
sition is used to determine the base electronic noise spectral density, due to thermal and
amplifier noise.

The spectral density for each acquisition type is determined from the Fourier trans-
form. The spectral density is calculated over a reduced time series of length n (such as 2001

1Use of a comparable 2n length for the slice, such as 256, had a negligible effect on the time required for
the calculation
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points). This procedure was repeated over all the remaining time series of length n from the
total N points. A mean spectral density was then obtained from an average of all the spectral
densities obtained from N/n segments. The segment length of 200 will be used for subse-
quent discussions of high frequency signals in this chapter. The corresponding frequency step
in a spectrum is 250 kHz.

The use of the average has the advantage of reducing the variance of the signal by a
factor of

√
N/n - for the values used here, a factor of 180.

Fig. 3.1 shows the effect of the averaging procedure. Fig. 3.2(a) shows the spectral
densities obtained for three acquisition types, using only one time segment of 200 points. No
scattering signal is evident from the noisy PL + PB + LO record. In contrast, when N/n
spectral densities are averaged, as is the case in Fig. 3.2(b), a large scattering signal can be
observed in the PL+ PB + LO record at 5.5 MHz.

3.2 Evidence of high frequency modes
The first important result is the identification of two kinds of high frequency modes.

Fig. 3.3 shows the averaged spectral densities for the four acquisition types. The y-axis units
are not yet normalized. These signals correspond to an observation wave number of 9630
rad/m (observation wavelength of 0.65 mm), oriented parallel to the ~E × ~B direction, i.e.
in the direction of positive y. The Xe flow rate is 20 mg/s and the observation volume is
positioned a distance 7.5 mm from the thruster exit plane.

Fig. 3.3 shows the four acquisition types. A large scattered signal is located near 5
MHz, with a smaller peak near -5 MHz. The sharp, narrow peak at zero is thought to be
largely due to stray diffraction, eg. from scratches on the mirror surface or off dust particles
crossing the measurement volume. However, it will be shown later that intermittent low
frequency oscillations can be also be identified. The narrow signal at -20 MHz, present in
all spectra, is due to the RF laser power supply and does not constitute plasma activity. The
variation in the level of the signals is due to variations of amplifier gain with frequency.

This first observation of a scattering signal is a sign of wave propagation, of char-
acteristic length scale 0.65 mm and frequency near 5 MHz, perpendicular to the magnetic
field.

A different type of high frequency signal is observed when ~k is oriented parallel to
Ox. This case is shown in Fig. 3.4, where the wave number is 6520 rad/m. The Xe flow rate
is 20 mg/s and the distance OO′ is 27.5 mm. This spectrum shows a higher frequency signal
located near 20 MHz. Apart from the large peak near 20 MHz, the difference in levels of
the spectra is due purely to variations in the detector current between the records (and hence,
the corresponding level of the photonic noise). These variations are accounted for during the
signal normalization procedure, which will be described shortly.

These observations of two high frequency modes validate the design choices made
for PRAXIS-I and represent the first unambiguous identification of plasma oscillations in the
thruster using collective light scattering. The characteristics of these modes will be examined
in some detail via techniques explained in the next section.
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(a) Raw spectra without averaging

-3 -2 -1 0 1 2 3

x 10
7

0

1

2

3

x 10
-11

Frequency (Hz)

S
ig
n
a
l 
a
m
p
li
tu
d
e
 (
a
rb
it
ra
ry
 u
n
it
s
)

 

 

PL + PB + LO

PL + LO

PB + LO

(b) Raw spectra to which averaging procedure has been applied

Figure 3.2: Spectral averaging for the extraction of the plasma-scattered signal from noisy
data
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Figure 3.3: Spectral densities obtained for different records for ~k oriented parallel to the
~E × ~B direction. A scattered signal near 5 MHz (blue line) is clearly visible. A lower-
intensity peak, symmetric in frequency, is also visible. The photonic noise spectrum (in red)
and the PL+LO spectra (in green) superpose. The background noise is in black. The peaks
apparent around 0 MHz and -20 MHz constitute stray signals. The observation wave number
is 9630 rad/m.
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Figure 3.4: Spectral densities obtained for different records for ~k oriented parallel to ~E. The
presence of a broad, high frequency scattered signal around 20 MHz (blue line) is clear. The
peaks apparent around 0 MHz and -20 MHz constitute stray signals. The observation wave
number is 6520 rad/m.

3.3 Signal analysis techniques
A number of procedures were adopted to convert the raw signals into physical quan-

tities and determine absolute properties of the fluctuations.

3.3.1 Signal normalization
The goal of the signal normalization is to isolate the collective scattering signal from

the noise, while removing artefacts such as variations in the amplifier gain over the frequency
range and compensating for variations in the detector current between records.

The signal normalization procedure uses all four acquisition types in the following
way.

(a) The spectral density is calculated (arbitrary units) in the same manner for all four types:
PL + PB + LO, PB + LO, PL + LO and D. First, the mean level of the cos and sin
channels over the full record is adjusted to zero (to eliminate any offsets which might be
present), i.e.

Xn = Xn−Xn

where Xn represents the raw voltage reading versus time from either channel.
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The level on both channels is divided by a mean value of the detector current, because
the signal magnitude is proportional to the magnitude of this current. For the record with
the detector closed, the current value is arbitrarily set to 1 mA. Finally, the levels of the
sin (“XB”) and cos (“XA”) channels relative to one another are adjusted,

XB = XB × σXA

σXB

where σXn is the standard deviation of the signal level.

The levels of the two channels are expected to be very similar. This adjustment of the
signal levels with respect to each other is intended to correct, if they exist, any minor
differences in the signal levels caused by differences in the mixers, amplifiers and filters
for each channel. After these procedures, the spectral density is calculated as the mean
spectral density of N/n segments (6.5×106 / 200).

(b) The signal spectral density due only to the plasma scattering, Ψ(~k, ω)plasma is determined
as

Ψ(~k, ω)plasma = (Ψ(~k, ω)b × I2
b )− (Ψ(~k, ω)c × Ic2)

where Ψ(~k, ω) represents the spectral density and I the mean value of the detector current
over the full record. The subscripts b and c denote PL+PB+LO and PB+LO records
respectively.

Similarly, the photonic noise signal Ψ(~k, ω)photonic is determined as

Ψ(~k, ω)photonic = (Ψ(~k, ω)a × Ia2)− (Ψ(~k, ω)d × Id2)

where the subscripts a and d represent PL+ LO and D records respectively.

The normalized signal spectral density Ψ(~k, ω)norm is then obtained from

Ψ(~k, ω)norm =
Ψ(~k, ω)plasma

Ψ(~k, ω)photonic

(c) The normalized signal may now be converted to a physical quantity, the dynamic form
factor S(~k, ω), using the plasma and laser beam characteristics

S(~k, ω) =

(
hν

ηPp

πw2

λ2r0
2

1

n0ls

)
Ψ(~k, ω)norm (3.4)

where h, ν and r0 represent Planck’s constant, the incident wave frequency (2.83×1013

Hz), and the Thomson radius (2.8×10−15 m), respectively. η, the detector efficiency, is
0.7. The primary beam power, Pp, is 42 W. The beam waist in the measurement zone, w,
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is 2.5 mm, and the scattering length ls is 50 mm (twice the thruster channel width). The
electron density n0 is not precisely known in the measurement zone, but it is on the order
of 1017 - 1018 m−3. The value of 1018 m−3 will be used.

S(~k, ω) has units of seconds. The dynamic form factor is a measure of the intensity of
the density fluctuations over a range of frequencies. Fig. 3.5 shows the calculated dynamic
form factor corresponding to the signal considered in Fig. 3.3. Signal artefacts have been
removed and the symmetric scattering signal peaks are clearly distinguishable from the noise.
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Figure 3.5: The dynamic form factor of the ~E× ~B mode, corresponding to the data shown in
Fig. 3.3, obtained after signal normalization

3.3.2 Static form factor
Once the signal due to plasma scattering has been identified, a more useful form for

quantifying the mean square amplitude of the mode, at a particular wave number, is the static
form factor S(~k). This is the dynamic form factor integrated over an appropriate frequency
range,

S(~k) =

∫
S(~k, ω)

dω

2π
(3.5)

The value of this integral is approximated by limiting it to the frequency limits for
which the scattering signal is present. These frequency limits are easy to identify with a large
enough signal, after the normalization procedure. For the positive frequency peak in Fig. 3.5,
the integration limits are 1 and 10 MHz. The static form factor for the modes identified is
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large (for the positive frequency peak in Fig. 3.5, this value is 3.6×103; in comparison, the
value of S(~k) for a plasma at thermal equilibrium is around 1.

3.3.3 Characteristic frequency of a mode
Each signal peak is associated with a characteristic frequency. With a few rare ex-

ceptions, the signal peaks are nearly Gaussian. A Gaussian fit G(~k, ω) to the peak, of the
form

G(~k, ω) = Ae−
(ω−µ)2

2σ2 (3.6)

is made to the dynamic form factor, where A represents the amplitude, ω the fre-
quency, µ the mean frequency value, and σ the standard deviation. The parameters A, µ and
σ are the output parameters of a fit optimization procedure which seeks to minimize the vari-
ance between the experimental points of the dynamic form factor and the Gaussian fit values.
This variance χg is defined as

χg
2 =

 ∑
ω∈[ω1,ω2]

[
G(~k, ω)− S(~k, ω)

]2

 / ∑
ω∈[ω1,ω2]

[
S(~k, ω)

]2

(3.7)

where [ω1, ω2] is the frequency range for the fit. The characteristic frequency of the
peak is identified as µ and the peak width as σ. For the positive peak in Fig. 3.5, µ is 4.72
MHz and σ is 1.34 MHz.

3.3.4 Error bars on wave number and frequency
The main source of error in the determination of the wave number is from the calibra-

tion procedure described in Chapter 2. The separation r between the two beams is generally
measured just in front of L3, using a burn pattern generated on a piece of paper by the laser,
at a particular vernier and angle. The burn spot diameter at this point is between 2 and 5 mm.
The beam separation is determined by measuring from the centre of the local oscillator spot
(visible only with a liquid crystal sheet) up to the centre of the burn spot of the primary beam.
The error in wave number, ∆k, is estimated as

∆k =
2πrs
λf

(3.8)

where rs is the burn spot radius and f the focal length of L3.
The position of the local oscillator spot is determined using a liquid crystal sheet in

front of L3 and this also introduces a small error in the determination of the wave vector.
The error in the frequency determination is due to the noisiness of the frequency peak.

For large signals, the 250 kHz frequency resolution in the dynamic form factor is sufficient,
and the mean value of the frequency is easily identified by a Gaussian fit. For signals which
are close to the level of the noise, such as the negative frequency peak in Fig. 3.5, the
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noisiness of the peak makes identification of the mean frequency less precise. This fact is
used to define a frequency error (Fig.3.6), ∆f .

Figure 3.6: Definition of frequency error ∆f . The Gaussian fit to the experimental dynamic
form factor is in blue.

In Fig. 3.6, the value of χg is applied to the frequency axis to estimate to what degree
the characteristic peak frequency may be shifted by the noisiness of the peak.

3.4 Dispersion relations

For a fixed value of α (90◦ for the ~E × ~B mode, and 0◦ for the mode propagating
along Ox), the characteristic peak frequency is seen to change when the value of the wave
number is varied. The variation of frequency with wave number is studied for the ~E × ~B and
axial modes in this section.

3.4.1 Dispersion relations for ~E × ~B mode

A number of dispersion relations for the ~E × ~B mode are shown in Fig. 3.7. The
experimental conditions for each are identical (20 mg/s flow rate, 300 V discharge voltage,
and beams crossing the thruster axis at a distance 7.5 mm from the thruster exit plane). Dis-
persion relations for the positive frequency peak for slightly different alignments are shown
in blue; an example of a negative frequency peak dispersion relation is shown in red (absolute
values). A number of observations can be made:

(a) Distinct frequencies of the positive frequency peak are obtained for the same wave num-
ber in the three a priori identical cases. The frequency difference between the cases is
about the same or larger than the error bar. This indicates partial reproductibility of the
experiments.

(b) Within the margin of error, the slopes for the positive frequency cases are the same. The
slope may be considered as the group velocity of the mode. The mean slope is 3.41×103

m/s, with a standard deviation of 778 m/s. Although an ion acoustic mode is not expected
to propagate across the magnetic field, it is interesting to note that this group velocity is
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Figure 3.7: Dispersion relations for the ~E × ~B mode. Dispersion relations for the positive
frequency peak, for identical experimental conditions but different alignments, are in blue.
The dispersion relation for a negative frequency peak is shown in red (absolute values).

on the same order of magnitude as that of an ion acoustic mode propagating in a plasma
with an electron temperature of a few tens of eV.

(c) The near-identical linear slopes of the positive and negative frequency peaks suggest that
these symmetric frequency peaks concern the same mode. The large difference in the
peak amplitudes, evident in Fig. 3.5, must therefore be accounted for.

(d) Most experiments were conducted at a high Xe flow rate (20 mg/s) because this was seen
to provide a large signal amplitude. The effect of different flow rates on the dispersion
relation is shown in Fig. 3.8, where flow rates are 6 and 20 mg/s. The larger flow rate
corresponds to the larger group velocity.

3.4.2 Dispersion relations for the axial mode
The axial mode has frequencies an order of magnitude larger than the those of the

~E × ~B mode. A dispersion relation for ~k oriented parallel to the jet axis is shown in Fig. 3.9.
The Xe flow rate is 20 mg/s and the discharge voltage 300 V.

The upper range in k for this experiment was limited by practical reasons. The fre-
quency of the peak increases with wavenumber, beyond the range of the filters, and the fre-
quencies can no longer be (accurately) identified, even though the signal is still large. The
axial mode presents some interesting features.
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Figure 3.8: Dispersion relations for the ~E× ~B mode at different flow rates (in blue - 20 mg/s,
in red - 6 mg/s)
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Figure 3.9: Dispersion relation for the axially-propagating mode
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(a) The dispersion relation, as for the ~E × ~B mode, is linear. The group velocity associated
with the slope is 15.5×103 m/s. This value is, interestingly, close to the ion beam velocity
measured using laser-induced fluorescence [26] (a little less than 20×103 m/s for similar
parameters of the motor used). This axial mode appears to correspond to the sweeping
of electrons by ions ejected at the thruster exit.

(b) The sign of the observed peak frequency is positive. This is because the wave vector is
oriented in the same direction as the phase velocity of a mode moving in the direction of
positive Ox (Fig. 3.1).

(c) The intercept of the line is 0.6×107 Hz. Clearly, the relationship between the measured
group velocity and the frequency is more complicated than a simple Doppler relation.
The value of the frequency intercept is on the order of the ion plasma frequency, which
will be discussed later.

3.5 Peak width of the ~E × ~B mode
A closer examination of the form of the frequency peak reveals interesting features.

The signals are not fine spectral lines, but broad peaks. The natural peak width due to the
finite resolution of the diagnostic is obtained from

∆f =
δktvg
2π

(3.9)

where δkt is the device wave number resolution (Eq. 1.15). The resulting value of
∆f is 307 kHz, much smaller than the peak width determined for Fig. 3.5.

The peak half-widths for an experiment as a function of the wave number (the ~E× ~B
mode, 20 mg/s flow rate, 300 V discharge voltage) are shown in Fig. 3.10.

The peak width increases linearly with wave number, with a slope of 753.5 m/s and a
y-intercept of 293 kHz (nearly identical to the computed device resolution ∆f , which is what
would be expected). Were the peak width due purely to the device resolution, there would be
no reason for it to increase with wave number, as is the case in Fig. 3.10.

Clearly, some physical mechanism influences the peak width. Two likely explana-
tions may be proposed. First, electron temperature non-uniformities in the ion acoustic ve-
locity and azimuthal drift velocity VD would tend to broaden the range of phase velocities
contributing to the shape of the peak. The linear increase with wave number would be due to
the fact that the frequency width is the product of the spatial dispersion in phase velocity and
the wave number.

Secondly, damping effects could broaden the definition of the mean peak frequency.
If the mode observed is due to resonance excitation by a background, broadband frequency
source, then the expected peak profile Pk(ω), at a particular wave number, as a resonant
function of frequency ω may be written as a Lorentzian of the form

Pk(ω) = P0

[
γk

2

(ω − ωk)2 + γk2

]
(3.10)
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Figure 3.10: Peak half-widths for the ~E × ~B mode as a function of wave number

where the frequency width at a particular wave number, represented by γk, is also the
resonance damping rate. The peak mean frequency is ωk. The actual profile is a convolution
of the Lorentzian profile resulting from the resonance and the inherent Gaussian profile of the
diagnostic. This convolution produces a Voigt profile, with a Gaussian central portion and
Lorentzian wings. The convoluted spectral width, ∆ωv may be estimated from the Gaussian
width σg and Lorentzian width γk,

∆ωv =
√
γk2 + σg2 (3.11)

Since the observed spectral width ∆ωv is much larger than the Gaussian resolution
width, ∆ωv ≈ γk. The damping ratio for the convoluted fit can be approximated as γk/ωk,
which is a constant value. From Fig. 3.10, the calculated damping ratio γk/ωk is 0.21.

Fig. 3.11 shows a comparison of the Lorentzian and Gaussian fits to the normalized
spectrum for the ~E × ~B mode at large wave number (k = 12600 rad/m), at which damping
effects should be more apparent.

The Gaussian fit provides a better fit to the right hand and central portions of the
spectrum, but the Lorentzian fits much better to the right hand side of the spectrum. A more
accurate investigation of damping can only be done with a Voigt fit to the entire profile. This
is, however, impossible given the low amplitude of the spectra at large wave numbers; any
long tails in the spectra become difficult to distinguish from the noise.
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Figure 3.11: Lorentzian and Gaussian fits to the ~E × ~B mode normalized spectrum

3.6 Energy distribution with length scale
An analysis of the mean square amplitude of the modes at different scales can be

performed using the static form factor S(~k).

3.6.1 Form factor dependence on wave number for the ~E × ~B mode
The variation of the form factor of the mode for different values of wave number is

shown on semilog scales in Fig. 3.12.
The form factor of the positive frequency peak, which corresponds to propagations

parallel to ~E × ~B, exceeds ten thousand times the equilibrium value at small wave num-
bers. The negative frequency peak form factor is less intense. There is a clear exponential
relationship between S(~k) and the wave number for both modes.

The positive frequency peak shows an e-decrement of 0.37 mm, on the side of the
smaller wave numbers. This characteristic length is on the order of the electron cyclotron
radius. On the side of the larger wave numbers, the e-decrement is larger (1.3 mm). This
larger value is believed to be due to Landau damping which becomes more significant at
larger wave numbers; as the frequency increases with wave number and approaches the ion
plasma frequency, the ion acoustic wave damping increases rapidly.

Numerical analysis (1D, 2D) [2] shows that the instability should no longer develop
for wave number values inferior to about 4000 rad/m. In the present experiment, this cannot
be verified because of practical limitations on the smallest wave number attainable (caused
by some diffraction due to asymmetry of the laser beam).
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Figure 3.12: Exponential variation of form factor S(~k) with wave number for the ~E × ~B
mode. The positive frequency peak data is in blue, the negative frequency peak in red

The negative frequency peak has an e-decrement of 0.45 mm. The ratio of the positive
and negative peak intensities is around 30 and is maintained over the range of wave vector
values.

These observations permit additional interpretations about the origins of the negative
frequency peak. Certain hypotheses about its origin are proposed and each point is discussed
separately below.

(a) The negative frequency peak may be due to “ghosting” in the electronics. If the two
mixed channels are not perfectly in quadrature, a small residual image of the positive fre-
quency peak may be present at the negative frequency. In order to determine conclusively
if this played a role in the presence of the negative peak, an experiment was conducted
in still air to measure the level of an acoustic wave propagating in one direction (cor-
responding to a positive frequency peak). The resulting signal spectra show a negative
peak due to ghosting, at a level 27 dB below the positive frequency peak. In comparison,
for the plasma scattering experiment, the level of the negative frequency peak is over 15
dB above this stray peak. Hence the negative frequency signal observed in this and other
experiments is indeed due to plasma oscillations.

(b) The presence of the negative frequency peak may be due to oscillations propagating in
the opposite direction to the wave vector. Fig. 3.13 will be used here to describe the
azimuthal positions on the thruster circumference. The plasma volume is in light blue,
the measurement volume in grey.
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Figure 3.13: Reference for azimuthal positions on thruster (referred to as clock hours). The
thruster plume is directed out of the page

At the 09h00 position, ~k is oriented upwards, in the same direction as the ~E × ~B drift.
There are two likely possibilities: (i) a wave may be propagating in the same side of
the thruster channel, but in the reverse direction, giving rise to the negative frequency
peak, or (ii) the negative frequency peak corresponds to the same wave as the positive
frequency peak, but measured in the opposite channel (03h00) where it would now be
propagating opposed to ~k.

(c) The difference in intensity of the two peaks could be due to the differing sensitivities in
the observation volume. The observation volume, a lozenge, has different sensitivities
along on its length, due to the Gaussian profiles of the intersecting beams. If the lozenge
is not positioned on Oz such that its centre coincides with the thruster axis (Fig. 3.1), the
amplitudes of the positive and negative peaks would be different (if these peaks corre-
sponded to fluctuations in opposite sides of the channel). The longitudinal dimension of
the observation volume, ll, has a minimum value of 21 cm (for a maximum experimental
angle of 21.25 mrad), and a maximum value of 48 cm (for a minimum experimental angle
of 9.3 mrad). In comparison, the outer thruster diameter is 15 cm. The maximum error
in the positioning along Oz is between 0 and 20 cm. This corresponds to a sensitivity
ratio of between 1 and 0.16. The amplitude ratio of the negative frequency and positive
frequency peaks is 0.033, smaller than than five times the smallest sensitivity ratio.

If the negative frequency peak were attributed to fluctuations in the 03h00 side of the
channel, the amplitude of this peak would be five times (for O shifted off axis by 20 cm)
to thirty times (forO shifted by 0 cm) smaller than the amplitude of the positive frequency
peak situated at 09h00. Even taking into account possible sensitivity differences due
to the positioning of the measurement volume, if the peaks do indeed correspond to
fluctuations on either side of the channel, the fluctuations are not azimuthally symmetric.
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3.7 Frequency dependence on position along the thruster
axis 0′x

Thruster characteristics are known to evolve rapidly from inside the channel to the
exterior, over a length of a few millimeters. These characteristics include the ion axial ve-
locity profile, the electric field and the magnetic field. For this reason, it is interesting to
examine how the ~E × ~B and axial mode frequencies evolve with distance along O′x. For
both cases, the observation wave number is fixed at a value of about 6200 rad/m, a relatively
small value chosen to provide a large signal amplitude, and sufficiently small for the axial
mode frequency to be identifiable within the limits imposed by the filters. There is no reason
to suppose that the frequency characteristics observed are wave number-specific.

An experiment to determine the evolution of the frequency and energy of both modes
is performed by translating the thruster on its axis (the thruster is attached to a retractable
arm which allows its axial position relative to the beams to be varied). The closest approach
of the observation volume centre to the thruster exit is 7.5 mm. Some observations about the
modes are made below.

3.7.1 Frequency dependence on axial position for the ~E × ~B mode
The variation of frequency with axial position is shown in Fig. 3.14.
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Figure 3.14: Frequency variation with axial distance from the thruster exit plane for the ~E× ~B
mode

The frequency steadily decreases from a value of 2.7 to 1.6 MHz over a distance of
about 70 mm from the thruster exit plane. For our thruster operating parameters, the electric
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field drops to zero beyond a distance of 20 mm front of the thruster axis. These results show
that the ~E × ~B mode is present far beyond this distance. The presence of this mode beyond
the range of the electric field appears to be due to a convection of the electrons by the ions.
The drop in frequency may be associated with a reduction in the drift velocity which occurs
further away from the thruster exit.

3.7.2 Frequency dependence on axial position for the axial mode
The variation of frequency with axial position for the axially-propagating mode is

shown in Fig. 3.15.
The frequency of the axial mode remains close to 20 MHz, with a noticeable decrease

at around 15 cm from the thruster exit plane. The axial mode persists for the entire distance
accessible in the experiment, above 30 cm from the exit plane. This observation is consistent
with the long distance over which the plume is visible (well beyond 30 cm from the exit
plane).
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Figure 3.15: Frequency variation with axial distance from the thruster exit plane for the axial
mode
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3.8 Form factor dependence on position along the thruster
axis 0′x

3.8.1 Form factor dependence on axial position for the ~E × ~B mode

Fig. 3.16 shows the form factor measured at different distances for the ~E × ~B mode.
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Figure 3.16: Form factor variation with axial distance from the thruster exit plane for the
~E × ~B mode

The ~E × ~B mode, which has a short persistence in space, has an exponential energy
decrease with distance. The corresponding e-decrement is 12.85 mm. The energy of the
mode is increases to a maximum at a distance of 13.5 mm from the thruster exit plane before
decreasing. This is in fact consistent with numerical models (e.g. [42]) which show the
fluctuation level and the anomalous electron mobility increasing beyond the thruster exit
plane.

3.8.2 Form factor dependence on axial position for the axial mode
The form factor variation with distance from the exit plane for the axial mode is shown

in Fig. 3.17.
The energy of the axial mode also reaches a maximum at 13.5 mm from the thruster

exit, and then decreases. The maximum fluctuation intensity of this mode is only 20% of
the maximum fluctuation intensity for the ~E × ~B mode at a comparable wave number. This
pattern of much weaker fluctuations in the axial direction in the vicinity of the thruster exit
has been repeatedly observed. The energy of the axial mode increases beyond 100 mm and
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Figure 3.17: Form factor variation with axial distance from the thruster exit plane for the
axial mode

reaches a second maximum. The explanation for the appearance of stronger fluctuations at
such a large distance is not known. One idea is that it is due to the evolution in shape of
the thruster plasma plume, which, after its initial divergence, becomes more focused on the
thruster axis. The density fluctuations measured parallel to the axis would then appear larger,
and then decrease again as the ion velocity distribution becomes increasingly homogeneous.

3.9 Total density fluctuation rate of the ~E × ~B mode

In PIC simulations, the observed ~E × ~B mode accounts for the most intense fluctua-
tions. The density fluctuation rate of this mode is believed to be on the order of several per-
cent, but this value is not precisely known. The density fluctuation rate may be approximately
measured by collective light scattering based on a number of assumptions and experimental
observations.

(a) The electron mobility parallel to ~B is high, while the electric field component parallel to
~B is very small. The main direction of propagation of the instability is perpendicular to
~B. Thus the ~k component along ~B, ∆kz, is small and on the order of the inverse of the
channel width a,

∆kz ≈ 2πa−1
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(b) The fluctuations are mainly situated in the plane ( ~E × ~B − ~E). An experiment in this
campaign during which α (the angle between the wave vector and Ox) was varied was
performed and appeared to indicate that as a rough approximation, the fluctuations of the
~E × ~B mode are situated in an angular opening Ψ of π/2.

Fig. 3.18 is a depiction of the localization of the fluctuation energy in k-space, based
on the two previous assumptions.

Figure 3.18: Reference frame showing the ~E × ~B mode propagation

The relationship between the energy of the ~E× ~B mode and wavenumber is an expo-
nential law, as demonstrated in Fig. 3.12, such that

S(k) = S0e
−bk (3.12)

The resulting values for b and S0 are 3.7×10−4 m and 9.4×104 respectively.
A value for the fluctuation level may now be deduced. The fluctuation level is related

to the form factor as 〈
ñ2
〉

=
n0

(2π)3

∫
S(~k)dk3 (3.13)

i.e. , an integration of the form factor in k-space, which is simplified by the previously
described assumptions to ∫

S(~k)dk3 ≈ S0∆kzΨ

∫
0

∞
ke−bkdk (3.14)

which is integrated to give∫
S(~k)dk3 ≈ S0∆kzΨb

−2 (3.15)
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The r.m.s density fluctuation level 〈ñ2〉1/2 thus obtained is 4×1014 m−3. The mean
plasma density n0 in Eq. 3.13 is cancelled out by the corresponding mean density used in
Eq. 3.4, and therefore this r.m.s density fluctuation is an absolute value. The r.m.s density
fluctuation rate, obtained using a mean plasma density of 1018 m−3, is then

〈ñ2〉1/2

n0

≈ 4× 10−4 (3.16)

This value is very small, less than 0.1%. Before interpreting the significance of this
level, it is worth bearing in mind a number of points:

(a) The determination of the fluctuation rate depends on a knowledge of the mean plasma
density, which was in this case chosen to be 1018 m−3, but whose value could easily be
an order of magnitude smaller, in which case the fluctuation rate would be 4×10−3. The
value used is a typical plasma density in the region of the thruster exit obtained from
hybrid models.

(b) It is necessary to measure the angular opening of the mode more accurately. This would
allow the fluctuation rate to be integrated over a precise range and account for the wave
number component parallel to ~B. A better determination of the wave number component
parallel to ~B is also necessary.

(c) The optical bench was carefully designed for the measurement of a low level of electron
density fluctuations. However, a calibration of the bench will be required to determine if
the measured fluctuation level is in some way underestimated due to signal losses, due,
for instance, to a poor heterodyning efficiency.

3.10 Further interpretations and analysis

3.10.1 A hypothetical determination of the electron temperature

The dispersion relation of the ~E× ~B mode shown in Section 3.4.1 provides interesting
clues as to the properties of this mode.

Firstly, the mean value of this intercept in Fig. 3.7 is 133.7 kHz, with a standard
deviation of 436 kHz. The intercept value is quite close to zero, and considering the linear
nature of this mode’s dispersion relation, its topology resembles that of an ion acoustic mode,
with a group velocity vg corresponding to the slope. As mentioned earlier, the ion acoustic
mode is not expected to propagate strictly perpendicular to ~B for wavelengths on the order
of, or larger than, the electron cyclotron radius. However, since the ~B field is not entirely
uniform and the wavelength is small, an attempt at comparing the observed mode with the
characteristics of an ion acoustic wave appears legitimate. The dispersion relation for such
an ion acoustic mode is

vg =
δω

δk
=

√
kBTe
mi

(3.17)
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where kB is Boltzmann’s constant and mi the Xenon ion mass.
Hence an electron temperature may be estimated from the experimental dispersion

relation. The resulting value is 16 eV. Later experiments designed to determine the direction
of propagation of this mode more precisely are able to show that there is in fact a small
k-component parallel to ~B.

For now, this estimate of the electron temperature will be used to determine several
characteristic velocities and frequencies.

3.10.2 Characteristic velocities, frequencies and length scales for the ex-
periment

For reference, the thruster and plasma parameters are summarized in Table 3.1.

Parameter Symbol Value
Electric field E0 104 V/m
Magnetic field B0 15×10−3 T
Xe ion mass mi 2.175×10−25 kg
electron mass me 9.11×10−31 kg
Local electron density ne 1018 /m3

Local electron temperature Te 16 eV

Table 3.1: Thruster and plasma parameters

The resulting velocities, frequencies and length scales are given in Table 3.2.
Taking these values into account, a further commentary on the experimental results

can be made.

3.10.3 Interpretations of the frequencies of the ~E × ~B and axial modes

The frequencies of the dispersion relation of the ~E × ~B mode (Fig. 3.7) are smaller
or on the same order as the ion plasma frequency. This indicates that the ion and electron
motions are not strictly identical. One possible consequence of this decoupling is a damping
of the mode.

Concerning the axial mode, the non-zero frequency intercept suggests that the axial
electron movement can be regarded as a superposition of two motions. There is a convection
of electrons caused by the coupled ion species leaving the channel, and in addition, a coupled
oscillation of the two species, with a frequency on the order of the ion plasma frequency. A
Doppler frequency shift, linearly increasing with wave number, would then account for the
observed group velocity.
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Parameter Definition Value
Azimuthal drift velocity Vd = E0/B0 6.67×105 m/s
Electron thermal velocity vthe =

√
kTe/me 1.68×106 m/s

Ion cyclotron angular frequency ωci = eB/mi 1.09×104 rad/s
Ion plasma angular frequency ωpi =

√
nee2/(ε0mi) 1.15×108 rad/s

Electron cyclotron angular frequency ωce = eB/me 2.64×109 rad/s
Electron plasma angular frequency ωpe =

√
nee2/(ε0me) 5.63×1010 rad/s

Ion cyclotron frequency ωci/2π 1.74×103 Hz
Lower hybrid frequency fLH ≈

√
fcefci 8.55×105 Hz

Ion plasma frequency ωpi/2π 18×106 Hz
Electron cyclotron frequency ωce/2π 4.20×108 Hz
Electron plasma frequency ωpe/2π 8.97×109 Hz
Cyclotron drift length lce = 2πVd/ωce 1.59×10−3 m
Electron Larmor radius ρce = vthe/ωce 6.36×10−4 m
Electron Debye length λD = vthe/ωpe 2.98×10−5 m
Cyclotron drift wave number kc = ωce/Vd 3.93×103 rad/m
Larmor wave number kL = ρce

−1 1.57×103 rad/m
Debye wave number kD = λD

−1 3.35×104 rad/m
Doppler frequency, motion parallel to ~B ∆kzvthe 6.72×107 rad/s
Doppler frequency, ~E × ~B drift kcVd = (2πlc)Vd = ωce 2.64×109 rad/s

Table 3.2: Characteristic plasma frequency and length scales
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3.10.4 Experimental results in the context of linear theory
These experimental results may now be considered in the context of the theoretical

predictions of Adam et. al. [2]. The theoretical approach used to determine the conditions
for which the azimuthal drift instability arises is discussed.

Basic assumptions in linear theory

The coordinate system adopted places x coincident with the thruster axis, z parallel
to the magnetic field, and y coincident with, but opposite in sign to, the azimuthal drift.

• The electric field is constant (E0) and purely axial; the magnetic field is constant (B0)
and purely radial.

• The drift velocity Vd is sufficiently large that the magnetic field drift velocity and the
density gradient drift velocity can be neglected.

• The ions are cold, immobile, and unaffected by the magnetic field.

• The electrons may be described by a shifted Maxwellian distribution function with
isotropic temperature, of the form

f0 = n0

(
me

2πkBTe

)3/2

exp

[
−(~v − ~Vd)

2

2vthe2

]
(3.18)

Theoretical dispersion relations

Fluid equations are used to derive the perturbed ion density as a function of φ, and
the ion mean velocity and temperature are neglected. The electron velocity distribution is
substituted into the Vlasov equation, linearized as a function of the wave potential Φ and
integrated to give the perturbed electron density. These densities are substituted into Poisson’s
equation to yield the dispersion relation, in simplified 2D form (by ignoring perturbations
parallel to ~B),

k⊥
2λD

2

(
1− me

mi

ωpe
2

ω2

)
+

[
1− I0(b)e−b +

n=∞∑
n=1

2(ω − kyVd)2In(b)e−b

(nωce)2 − (ω − kyVd)2

]
= 0 (3.19)

where k⊥2 = ky
2 + kx

2. I0 and In are Bessel functions of order zero and n, while
b = (k⊥vthe/ωce)

2.
This is further simplified (by neglecting perturbations parallel to the thruster axis, i.e.

kx = 0) to give the one dimensional dispersion relation,

ky
2λD

2

(
1− me

mi

ωpe
2

ω2

)
+

[
1− I0(b)e−b +

n=∞∑
n=1

2(ω − kyVd)2In(b)e−b

(nωce)2 − (ω − kyVd)2

]
= 0 (3.20)
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where b is now written as (kyvthe/ωce)
2.

The perturbed electrostatic potential Φ is of the form

Φ = φ ei(
~k·~r−(ωr+iγ)t) (3.21)

where k is real, and the complex frequency consists of the real ωr and the instability
damping frequency γ. The numerical solutions to these dispersion relations are now consid-
ered in the context of our results.

Numerical solution of the one- and two-dimensional dispersion relations

According to Eqs. 3.19 and 3.20, the transitions from stability to instability occur for
resonances of kyVd/ωpe with the cyclotron harmonics nωce/ωpe, i.e.

kyVd ≈ nωce (3.22)

where n represents integer values.
From Eq. 3.22, the transitions to instability would occur for

ky = 3.956× 103n rad/m (3.23)

The experimental wave number range is 5480 to 12600 rad/m. In the experimental
range, the instability would be expected only in the vicinity of 8500 and 12500 rad/m (i.e. n
= 2 and n = 3 respectively).

The solution to the two-dimensional dispersion relation is shown in Fig. 3.19. The
parameters used to generate this figure have been chosen to cover the range of experimental
wavenumbers and plasma parameters: the plasma density used in the code has been set to
1018 m−3, the ratio vthe/Vd to 2.5, and the ratio ωce/ωpe to 0.047. The frequencies and growth
rates will be presented in Hz to aid direct comparisons to experimental results.

Fig. 3.19 shows the discrete nature of the two-dimensional theoretical dispersion
relation; the instability is restricted to the neighbourhood of certain values of ky only, whereas
the experimentally-obtained dispersion relation is continuous.

The imaginary part of the frequency (the growth rate of the instability) is shown in
Fig. 3.20.

As is evident from Figs. 3.19 and 3.20, the dependencies of the frequency and growth
rate on kx are negligible. The exact form of the unstable regions as a function of ky can
be examined for a fixed kx value. kx is set to zero and the lobes corresponding to the one-
dimensional solution are obtained.

Fig. 3.21 shows the comb-like form of the frequency lobes for kx=0. The frequen-
cies expected experimentally fall between 10 and 20 MHz. The maximum growth rates are
similarly localized about certain values of wave number (Fig. 3.22).

The experimental results, while consistent with the frequencies and wave numbers
predicted for the instability by linear theory, do not reproduce the discrete nature of the the-
oretical dispersion relation. The inherent resolution of the diagnostic, for the Gaussian beam
waist of 2.5 mm in the measurement zone, is about 570 rad/m. During an experiment, the
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Figure 3.19: Frequency (Hz) as a function of ky and kx for the ~E × ~B mode

Figure 3.20: Growth rate (Hz) as a function of ky and kx for the ~E × ~B mode
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Figure 3.21: Frequency as a function of ky, for fixed kx = 0.
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Figure 3.22: Growth rate as a function of ky, for fixed kx = 0.
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wave vector is typically varied in steps of 740 rad/m, which is on the same order as the de-
vice resolution. Hence, neither the device resolution nor the experimental wave number step
justify missing the unstable lobes, if they do exist.

For kx = 0, the dependence of frequency and growth rate on ky may be shown for a
very large range of ky values (of which our range is only a small part). It has already been
observed that the dispersion relation resembles a series of comb-like lobes (Figs. 3.21 and
3.22). The maximum of each lobe (for wr and γ) is now associated with the ky value for
which it appears. The resulting points are plotted over a range of ky from 0 to 17×105 rad/m.
Each point therefore represents a particular lobe n. The values obtained for frequency and
growth rate are shown in Figs. 3.23 and 3.24.
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Figure 3.23: Characteristic lobe frequencies as a function of ky, for kx = 0.

Certain observations can be made concerning the instability.
The first lobe accessible experimentally (n = 2) at ky = 8500 rad/m has a frequency

associated with the maximum growth rate at 6.6 MHz. The second lobe accessible experi-
mentally (n = 3) at ky = 12500 rad/m has a frequency associated with the maximum growth
rate at 8.4 MHz. Both frequency values are on the order of those seen during the experiment.
The range used experimentally is very small compared to that shown in Fig. 3.23, but the
linearity seen in the experimental dispersion relation is not inconsistent with the numerical
findings at small ky. For larger ky values, the frequency reaches the ion plasma frequency, as
expected for an ion acoustic wave.

The growth rate characteristics are quite interesting. The lobes attainable experimen-
tally are associated with growth rates of 9.1 MHz (n = 2) and 11.0 MHz (n = 3). These
values are inferior to the maximum growth rate (13.4 MHz, seen at lobe n = 7, for which ky
= 28100 rad/m), but still significant. Apparently, the maximum growth rate would only be
visible at small length scales of 0.2 mm. The experimentally-observed form factor of these
fluctuations is not compatible with this growth rate behaviour, since the form factor is large
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Figure 3.24: Characteristic growth rates as a function of ky, for kx = 0.

at larger scales and decays exponentially with wave number.
It is possible the presence of gradients, in the drift velocity, for instance, which are

not accounted for in the model, may explain the non-discrete dispersion relation observed
experimentally. A radial gradient in Vd would reduce the growth rate, but the instability
would spread over the space in ky, rather than being restricted to narrow lobes. In addition,
the electron thermal velocity vthe may not be constant. In fact, there are several electron
populations of different energies present in the thruster [10] and this could also play a role in
expanding the range of the unstable lobes beyond certain limited ky values.

The main goal of these experiments has been achieved: the small-scale azimuthal
instability has been identified experimentally, in addition to an axial mode. The specially-
designed collective scattering bench PRAXIS-I has proven capable of measuring the weak
density fluctuations associated with this instability.

Apart from the qualitative similarity of the ~E× ~B mode characteristics and the predic-
tions provided by linear theory, there are quantitative agreements. For similar wave numbers,
the frequencies predicted by linear theory and those obtained experimentally are compara-
ble. It has been observed that the component kx appears to affect only slightly the instability
frequency and growth rate, and this will be verified more carefully experimentally.

Linear dispersion relations and the form factor levels with length scale and position
along the thruster axis have been obtained for both modes. The differences between the ex-
perimental and theoretical dispersion relations may be accounted for by additional effects,
such as gradients in drift velocity, a broad distribution of electron temperatures, and the pos-
sible presence of a wave vector component parallel to the magnetic field. This will be studied
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in more depth in Phase II.
Concerning the theoretical results discussed in this chapter, an important assumption

was made during the development of the dispersion relation: that the electron distribution is
Maxwellian. This greatly simplifies the solution of the equation, but restricts the validity of
the solutions to a limited case. A. Ducrocq [17] studied the effect on the instability when
distorted distribution functions were applied. It was observed that the distortion reduced the
width of the unstable lobes, and the value of ky for which the maximum growth rate was seen
became smaller. The electron distribution represents a major unknown in the characterization
of the modes observed.

Despite the challenges involved in modelling the instability, thanks to these early ex-
periments, a clearer picture of the azimuthal fluctuations is emerging. The second phase of
experiments will attempt to resolve a number of new issues arising from the first campaign,
such as obtaining a better characterization of the modes, determining their location and di-
rectionality, and narrowing the gap between theory and experiment.
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Chapter 4

PRAXIS-II

Contents
4.1 Goals of Phase II experiments . . . . . . . . . . . . . . . . . . . . . . . 75

4.2 Changes to PRAXIS-I . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76

4.3 PRAXIS-II design . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77

4.3.1 Bench configuration . . . . . . . . . . . . . . . . . . . . . . . . . 77

4.3.2 Measurement of heterodyne efficiency . . . . . . . . . . . . . . . . 80

4.3.3 Verification of signal level . . . . . . . . . . . . . . . . . . . . . . 83

4.1 Goals of Phase II experiments

THE main goals of the second phase of experiments may be summarized as follows:

Reduce the minimum wave number : In order to view experimentally a possible saturation
in the energy of the ~E × ~B mode at large scales, it is necessary to reduce the minimum
wave number attainable, from 5480 to about 3900 rad/m, as shown in Eq. 3.23. This
requires a redesign of the optical bench and an improvement of the laser profile to
reduce diffraction.

Determine the significance of the negative frequency ~E × ~B mode : The question was posed
during Phase I experiments as to whether the presence of the negative frequency peak
was due to an observation of the far side thruster channel (03h00), or whether the
fluctuations occur in the same side as the positive frequency peak (at the 09h00 side).
Experiments will be designed to clarify the origin of the negative frequency peak.

Determine the directionality of modes : A determination of how the modes propagate in
space requires experiments which can measure three wave vector components: in the
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direction of the azimuthal drift, along the ion plume, and parallel to ~B. A knowledge
of the directionality of the modes would also allow a more accurate estimation of the
density fluctuation rate.

Determine the true signal level : To determine if the signal level measured is the absolute
signal level, the diagnostic requires calibration, and a determination of possible hetero-
dyning losses.

Explore the possible sources of experiment-theory discrepancies : Experiments to deter-
mine the true signal level will verify whether the density fluctuations of this instability
are indeed very small, contrary to numerical expectations. They will also determine
whether the two-dimensional view of the propagation of the instability is accurate.

Determine the relative level of density fluctuations along ~B : The density fluctuations along
the magnetic field are expected to be very small, and their Doppler frequency very high,
6.72×107 rad/s according to Table 3.2. Experiments designed to measure propagations
in this direction will be performed.

Determine effect of varying thruster parameters The influence of thruster parameters such
as flow rate, discharge voltage, and magnetic field on the azimuthal instability will be
studied.

To attain these goals, several new experiments are required, some of which are beyond
the capabilities of PRAXIS-I.

4.2 Changes to PRAXIS-I
For the second phase of experiments an upgraded optical bench with expanded capa-

bilities, PRAXIS-II, is built. Some of the main approaches used to adapt the optical bench
are outlined below:

(a) Improvement of the laser profile: on PRAXIS-I, the laser beam was observed to be non-
Gaussian, with an asymmetric profile and long tails. To avoid diffraction at the translator-
rotator, which would result in a fraction of the primary beam reaching the detector, it was
necessary to increase the minimum separation between the primary and local oscillator
beams. This in turn increased the minimum wave number; the final minimum value on
PRAXIS-I was 5480 rad/m. On PRAXIS-II, in order to achieve smaller wavenumbers,
the laser beam is made to pass through a ceramic tube before division into its primary and
local oscillator components. This tube, when precisely aligned, absorbs to some extent
the low-energy tails of the beam and renders the beam more symmetric.

(b) Expansion of the beam waist: the beam waist in the measurement zone is increased from
2.5 mm to 2.9 mm, by the replacement of the lens L2 (focal length 1000 mm) with
lenses of focal lengths 625 mm. This reduces the divergence of the beam as well as the
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minimum attainable wave number: the k-resolution is now reduced to 975 rad/m, giving
a minimum (theoretical) wave number attainable of about 3900 rad/m.

(c) Modifications to the translator-rotator: the range of rotation of the wave vector in the
plane xOy was limited to 295◦ on PRAXIS-I because of the optical supports used for
mirror M8. The actual experimental range used in Phase I was only 90◦. In this second
phase of experiments, the optical supports are modified to allow the full 360◦ range of
rotation, of which 320◦ will be fully explored in the experiments. An angular opening
of only 40◦ is unaccessible due to the modified optical support. This modification is
intended to allow a much fuller map of the directionality of the modes.

4.3 PRAXIS-II design

4.3.1 Bench configuration
The modified design of PRAXIS-II is presented in Fig. 4.1. The naming conventions

observed in Fig. 2.1 are the same. CR represents the ceramic tube, which is positioned such
that the minimum waist created by L1 is near the entry of the tube (21 mm in front of it).
An additional lens L2 is used to fabricate a sufficiently small waist for entry into the AOD
window. The tube internal diameter is 4.80 mm, slightly under four times the beam waist
(1.25 mm) at this location, and was determined adequate for the absorption of the long tails
of the beam. The tube length, 305 mm, is on the same order as the Rayleigh length. The power
loss due to the tube, from the initial laser power of 42 W, is about 19%. The recalculated M2

value post-tube is close to 1, whereas it was determined to be 1.2 on PRAXIS-I.
The spacing of the important elements is given in Table 4.1, while the lens focal

lengths are summarized in Table 4.2. The beam waists and associated Rayleigh lengths are
summarized in Table 4.3.

Elements Separation (mm)
Lw - L1 589
L1 - entry CR 525
entry CR - L2 375
L2 - BS 75
L2 - AOD 359
AOD - L3 625
L3 - M8 750
L3 - L5 2750
L4 - TR 750
TR - L5 2000

Table 4.1: Summary of key distances on PRAXIS-II
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Figure 4.1: Configuration of optical bench elements on PRAXIS-II

Lens Focal length (mm)
L1 381
L2 508
L3 625
L4 625
L5 2000
L6 190

Table 4.2: Summary of lens focal lengths used on PRAXIS-II

Elements Beam waist (mm) Rayleigh length (mm)
Lw 1.09 291
entry CR 1.25 386
AOD 1.32 463
TR 1.60 759
thruster axis 2.90 2493
detector 0.069 1.411

Table 4.3: Summary of key beam waists on PRAXIS-II bench
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The addition of the ceramic tube is a major factor in improving the beam quality,
however, it should be noted that some diffraction is still observed to occur at the translator-
rotator, most noticeably on the horizontal plane (at which observations of the ~E× ~B mode are
made). It is possible to reduce the minimum wave number for the ~E× ~B mode to 4000 rad/m
and no further, falling short of the theoretical value of 3900 rad/m. In contrast, in the vertical
plane where the diffraction is minimal, the improved beam profile makes it possible for a
smaller scattering angle (6 mrad) and minimum wave number (3550 rad/m) to be achieved.

The original design for PRAXIS-II called for a larger beam waist, close to 4 mm
in front of the thruster, in order to reduce the minimum wave number. However, due to
unexpected diffraction effects which are not entirely eliminated using the ceramic tube, wave
numbers smaller than 4000 rad/m for the observation of the ~E × ~B were not achievable.

The off-bench assembly remains largely unchanged. The final beam waist on the de-
tector is projected to be 69 µm, compared to a detector element size of 200 µm2. This is
checked by plotting the DC detector current due to the focused local oscillator beam as the
focusing lens (L6) position is adjusted using two micrometers parallel and perpendicular to
the optical table. The current profiles at different positions as the lens is shifted are shown in
Fig. 4.3.1. Gaussian profiles are fitted to the right hand and left hand portions of the points
shown in Figs. 4.2(a) and 4.2(b) to determine the beam size. The differences between the
maximum currents in the horizontal and vertical displacement cases are due simply to an
artificially-added beam attenuation. The mean beam waist for the horizontal displacement
deduced from the Gaussian fits is 72 µm, while the mean beam waist from the vertical dis-
placement is 75 µm. These values are close to the projected beam waist at the detector of 69
µm.
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(a) Detector current with lens horizontal position
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(b) Detector current with lens vertical position

Figure 4.2: Detector current due to the local oscillator as a function of horizonal and vertical
lens positions. Gaussian fits to the left and right hand side profiles are shown in green

The main differences arising from the bench redesign are summarized in Table 4.4.
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PRAXIS-I PRAXIS-II
Measurement zone waist (mm) 2.50 2.90
Accessible α range (mechanical) (◦) 295 360
Experimental α range (optical) (◦) 90 320
Minimum wave number (rad/m), ~E × ~B mode 5480 4000
Maximum wave number (rad/m), ~E × ~B mode 12600 13200

Table 4.4: Summary of key differences between PRAXIS-I and PRAXIS-II

4.3.2 Measurement of heterodyne efficiency
The heterodyne efficiency of the optical bench provides one measure of its perfor-

mance. The usual heterodyning procedure relies on the interference of the plasma-scattered
wave and the reference local oscillator on the detector active area. If the wave fronts of the
two waves are in phase on the detector surface, the efficiency is maximum and the signal
measured is the maximum which can be recovered when integrated over the detector surface.
If the waves are out of phase, the interference field amplitude is smaller and the magnitude
of the plasma-scattered signal is underestimated.

The efficiency of the heterodyning could theoretically be determined by measuring
separately the power on the detector due to the local oscillator and that due to the scattered
wave. However, the latter is obviously too weak to be directly measured. Instead, the in-
terference of the local oscillator and another wave of comparable amplitude (an attenuated
primary beam) is used. The two beams are superposed in a manner intended to simulate the
interference of the scattered wave and the local oscillator during the actual experiment. In this
way, the power of the combined beams can be compared with the power from the individual
beams and the heterodyning efficiency may be determined.

Principles involved in determining heterodyne efficiency

The power received by the detector is supplied by the Poynting vector, which is
formed by the addition of the two waves - an attenuated primary beam wave, and the lo-
cal oscillator, shifted in frequency by ∆ω. This power is written as

P =

∫
A

~R(~r) · ~ndr2 (4.1)

whereA is the detector surface area, ~n the normal to this surface, and ~R = 1
µ0

〈
~E × ~B

〉
T
.

For each wave j,

~Bj =
~Ej
c
∧ ~nj (4.2)

If the primary ( ~EP ) and local oscillator ( ~ELO) fields are parallel to each other, and
parallel to the detector surface, the power incident on the detector can be expressed as
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P =
1

µ0c

∫ 〈∣∣∣ ~EP (r) + ~ELO(r)
∣∣∣2
T

〉
dr2 = ε0c

∫ 〈∣∣∣ ~EP (r) + ~ELO(r)
∣∣∣2
T

〉
dr2 (4.3)

where ~EP = EP (~r)cos(ω0t) and ~ELO = ELO(~r)cos(ω0t+ ∆ω)t.

The time average can be performed if we consider that〈
cos2ω0t

〉
=

1

2
and

〈
cos2(ω0 + ∆ω)t

〉
=

1

2
. (4.4)

Then

〈cosω0t · cos(ω0 + ∆ω)t〉 =

〈
1

2
[cos(2ω0 + ∆ω)t+ cos∆ωt]

〉
T

(4.5)

The power incident on the detector may then be written as

P =
ε0c

2

∫
A

[
|EP (~r)|2 + |ELO(~r)|2 + EP (~r) ELO(~r) cos∆ωt

]
(4.6)

If the spatial amplitude and phase distributions w(r) of the electric fields on A are the
same, i.e.

EP (r) = w(r)E1 and ELO(r) = w(r)E2 (4.7)

then

P =

[
ε0c

2

∫
A

∣∣w2(r)
∣∣ dr2

] [∣∣E2
1

∣∣+
∣∣E2

2

∣∣+ E1E2cos∆ωt
]

(4.8)

This electromagnetic power is converted to an electric current with a quantum effi-
ciency η,

I = ηe
P

hν
(4.9)

i.e.

I =
ηeε0c

2hν

[∫
A

w2(r)dr2

]
·
[
E1

2 + E2
2 + E1E2cos∆ωt

]
(4.10)

The current therefore contains three terms:

• a continuous current due to the primary beam, I1 = αE1
2

• a continuous current due to the local oscillator, I2 = αE2
2
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• an alternating current at the frequency ∆ω, I∆ω = αE1E2

with α = ηeε0c
2hν

∫
A
w2(r)dr2, i.e.

I∆ω =
√
I1I2

The alternating current is measured in the form of an electric power Pe entering an
amplifier of gain G with a resistance Ri of 50Ω,

Pe =
1

2
RiI∆ω

2 (4.11)

The total electric power leaving this amplifier is

Ps =
G

2
RiI∆ω

2 (4.12)

If the detector heterodyne efficiency is ideal, as in the calculation above, then the ratio
between the local oscillator current at the frequency ∆ω and the continuous currents I2 and
I1 is such that

I∆ω
2

I1I2

= 1 (4.13)

or

2Ps
GRiI1I2

= 1 (4.14)

The actual system is not perfect; the profiles w(r) of the primary and local oscillator
beams are not the same because the beams are not strictly parallel. Hence the resulting
distribution of phases on the detector surface is not the same. The heterodyne efficiency ηH
is defined as the ratio between the power of the oscillator at the frequency ∆ω, measured at
the exit of the preamplifier (Pm), and the power which is expected from the oscillator if the
local oscillator and primary beam electric fields were identical, i.e.

ηH =
Pm
Ps

=
2Pm

GRiI1I2

(4.15)

Heterodyning efficiency experiment

Fig. 4.3 shows the setup used for determining the heterodyne efficiency.
Mirrors are denoted by M , full (100%) absorbers by A, partial absorbers by a, lenses

with L, and beam-splitters by BS. The reflectances of BS1 and BS2 are 0.44% and 58%
respectively. The partial absorbers a1, a2, a3 and a4 are CaF2 windows of thicknesses 3.5, 5,
6 and 3.5 mm respectively, with corresponding transmittances of 28%, 17%, 12% and 28%.
The primary beam P (in red) and local oscillator LO (in blue) are first superposed at BS2,
and the superposition of the beams is maintained over a long distance (6.7 m, on the order
of the distance between the translator-rotator and the detector in the plasma experiments)
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Figure 4.3: Schematic of optical bench setup for determination of heterodyning efficiency

up to the detector, with a detector beam size comparable to that used during the plasma
experiments.

The primary beam has an initial power of 35 W; after partial reflection and attenuation
by the absorbers, it provides a detector current of 0.243 mA. The local oscillator is reflected
by BS2 and further attenuated by a4; with a reference 5 dB attenuation in the 40 MHz AOD
source, it provides a detector current of 0.221 mA. The detector current, when both beams
are allowed to arrive at the detector, is 0.432 mA. The thermal noise current present when the
detector is closed is 0.029 mA and is subtracted from the beam currents.

The 40 MHz peak, which is seen on the detector and pre-amplifier output, corresponds
to the oscillation at the frequency ∆ω mentioned above. It has a level of 8.10 dBm, i.e. Pm =
6.46 mW. The preamplifier gain G has been independently measured as 37.22 ± 0.1 dBm.

Substituting these values into Eq. 4.15,

ηH = 1.19± 2% (4.16)

This value is close to, but slightly larger than, 1; this is most likely due to slight
laser power variations or a slight error in the determination of the preamplifier gain. The
heterodyning efficiency of the bench is maximum, which means that the wavefronts along
the plasma-scattered field optical path are indeed in phase with those of the local oscillator.
Hence no losses in the measured signal are due to the heterodyning procedure.

4.3.3 Verification of signal level
Now that it has been assured that the heterodyning efficiency is good, the signal level

output by the bench may be verified. This is done by measuring the density fluctuation of a
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signal of known amplitude using the bench and comparing this measured signal level to its
expected theoretical level. This calibration may be most easily done using a piezo-electric
transducer which excites an acoustic wave.

The bench and off-bench assemblies are set up as for the plasma experiments, with
the piezo placed in the position which would normally be occupied by the thruster, with the
beams crossing just in front of the transducer face. Fig. 4.4 shows the simplified setup for
measurements using an acoustic wave.

Figure 4.4: Orientation of ~k for calibration using an acoustic wave. The acoustic wave vector
is denoted by ~ka, the observation wave vector by ~k

The observation wave vector ~k adjusted such that it is oriented in approximately the
same direction and parallel to the acoustic wave vector ~ka, and the scattering angle is first set
to an arbitrary value of around 13 mrad. The corresponding frequency f at which a sound
wave propagating in air at a velocity of cs would be detected is related to the wave number k
by

f =
csk

2π
(4.17)

The value of cs used is 340 m/s. The transducer is supplied with a sine wave signal
(amplitude 2.4 V) via a signal generator, with a frequency close to f . The frequency of the
sine wave is then more finely-tuned until the observed scattered signal reaches a peak as
observed on a spectrum analyser, at 422 kHz in this case. This frequency is then maintained
and used to make finer adjustments of the magnitude of the wave vector. The orientation of
the transducer is adjusted to ensure that the acoustic wave vector is parallel to ~k; provided
this is the case, the signal is maximum.
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The displacement characteristic of this transducer is 4.8×10−10 m/V, known with an
accuracy of 50% [59]. For the supplied sine wave of frequency, the corresponding displace-
ment amplitude, a, is 11.5×10−10 m.

The amplitude of this signal, n1, is given by

n1

n0

=
aω

cs
(4.18)

where n0 is the density of air (2.68×1025 molecules/m3) and ω the acoustic wave
frequency.

The mean squared value of this amplitude is

〈
n1

2
〉

=
1

2

(
aωn0

cs

)2

(4.19)

Using the above numerical values, 〈n1
2〉 = 2.89×1040 m−6.

Hence the r.m.s value of the density fluctuation of the excited acoustic wave,
√
〈n1

2〉,
is 1.70×1020±50% m−3. For a plane harmonic wave, the r.m.s value of the measured density
fluctuation, 〈na2〉, may be obtained from the optical bench characteristics and measurements
as

〈
na

2
〉

=
2

(rRλL)2

hν

ηPo

〈
i(t)2〉〈
Iph(ω)2〉 (4.20)

where
〈
i(t)2〉 is the signal mean square value and

〈
Iph(ω)2〉 the spectral density of

the photonic noise. rR is the Rayleigh radius, L the length of the scattering volume (defined
here by the transducer diameter, 25 mm). The primary beam power Pp is 35 W.

The spectral density of the photonic noise at the pre-amplifier output is obtained by
subtracting the spectral density at a reference frequency, obtained when the detector is closed
(PDC), from that obtained when the laser beam is incident on the detector, but the piezo
inactive (PDO). PDC = -91 dBm, or 7.94×10−10 mW, while PDO = -98 dBm, or 1.58×10−10

mW.
The photonic noise spectral density is written

〈
Iph(ω)2〉 =

dPph(ω)

df
(4.21)

where dPph(ω) is PDC - PDO and df the bandwidth used, 10 kHz. dPph(ω) is 6.36×10−13

W. Hence the spectral density of the photonic noise is 6.36×10−17 W/Hz.
Now, the signal power is obtained from the level of the 422 kHz peak, which is -16.60

dBm, or 2.19×10−5 W. Hence 〈
i(t)2〉〈
Iph(ω)2〉 = 3.44× 1011 Hz (4.22)

Substituting this ratio into Eq. 4.20, we obtain
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〈
na

2
〉

= 2.77× 1040 m−6 (4.23)

Therefore
√
〈na2〉 = 1.66× 1020 m−3.

This value is very close to that predicted for
√
〈na2〉. This indicates that the sig-

nal level measured using the bench is indeed representative of the true level of the density
fluctuations.

The experiments described in this chapter, aimed at measuring the heterodyning effi-
ciency and verifying the signal level, have revealed that the signal level output by the bench
is not subject to important losses or underestimations. This will allow the density fluctuation
level to be interpreted later on with greater confidence.
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Chapter 5

Phase II experiments: mode localization

Contents
5.1 Mode localization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87

5.1.1 Positioning of observation volume centre . . . . . . . . . . . . . . 88

5.2 Physical hypotheses concerning the localization of the ~E × ~B mode . . . 94

5.1 Phase II experiments: Localization of the ~E × ~B mode
along z

THe negative frequency peaks in the observed signal spectra are consistent with fluctua-
tions propagating at a phase velocity opposed in sign to the wave vector. In Part I, two

explanations were proposed for the presence of these peaks: (i) the negative frequency mode
may correspond to a measurement of the fluctuation in the 03h00 side of the thruster channel,
in which case the relative peak magnitudes are due to differing sensitivities due to the place-
ment of the observation lozenge along z, or (ii) fluctuations are propagating in the direction
of Vd and anti-Vd in the same thruster channel side.

The negative peak amplitudes during the first phase of experiments were consistently
several orders smaller than the positive peak amplitudes. This could have resulted from the
placement of the observation volume, or a difference in the fluctuation intensity in the az-
imuthal direction.

An experiment to check the origin of negative peak frequencies and different peak
amplitudes is performed during the second phase of experiments and is described in this
chapter.
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5.1.1 Positioning of observation volume centre
The positioning of the observation volume centre depends on the manner of beam

convergence in front of the thruster exit plane. Prior to each experiment, the convergence
zone of the primary and local oscillator beams is simulated outside the vacuum chamber, as
described in Chapter 2. The superposition of each beam is checked by a systematic compari-
son and adjustment of the beam positions, but some error is inherent in the procedure.

Fig. 5.1(a) shows an error in the superposition of the two laser beams (primary, in
red, local oscillator, in blue) in the xOy plane. The typical error involved in such positioning,
dy, is on the order of 0.5 mm, and translates to an error in the positioning of the measurement
zone (in light blue), shown in an exaggerated view in Fig. 5.1(b).

Figure 5.1: Error in positioning of the measurement volume resulting from an imperfect
superposition of the primary and local oscillator beams in the plane xOy. (a) shows the
situation in the xOy plane and (b) the yOz plane, for an exaggerated superposition error

The corresponding error dz in the horizontal positioning of the volume, is

dz =
dy

θe
(5.1)

In the present localization experiment, θe = 17.5 mrad, giving a dz value of about 3
cm. This value for θe was chosen as a compromise; for small angles, since the corresponding
observation volume has a long extension along z it becomes difficult to focus the convergence
region on just one side of the thruster at once. On the other hand, the signal intensity has been
seen to drop exponentially as θe increases, and the frequency peaks become noisier. At 17.5
mrad, the maximum signal intensity is already two orders of magnitude smaller than that
which could be obtained at the smallest angles. The observation wave vector is oriented
parallel to the ~E × ~B direction and the observation volume is located 13.5 mm from the
thruster exit plane.

In this experiment, the measurement volume is shifted along z to seven different posi-
tions, from−30 to +30 cm with respect to the thruster axis. This shift in position is performed
by means of an adjustment on the optical bench of the virtual intersection position for the two
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beams. This adjustment is made by changing the orientation of the mirror M13, which is the
object-focus of the lens L5, with the scattering angle remaining unchanged.

The resulting spectra obtained at the different positions show two peaks (of positive
and negative frequency) whose amplitudes change as a function of the position of the mea-
surement volume along z. The positive and negative peak intensities are determined at each
position. The results are shown in Fig. 5.2, where the positive peak intensities are shown in
blue, the negative peak intensities in red.
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Figure 5.2: Positive (in blue) and negative (in red) frequency peak intensities as a function of
the beam intersection position along z

Fig. 5.2 shows that the peak intensities are indeed linked to the position along z.
The positive peak dominates when the convergence volume is situated preferentially on the
09h00 side of the thruster, while the negative peak dominates when the volume is shifted
to the 03h00 side of the thruster. This first observation confirms that the large difference in
positive and negative frequency peak intensities discussed in Part I is due (mainly) to the
placement of the observation zone.

The evolution of the peak intensity as a function of position may be studied by con-
sidering the intensity which would be measured if the observation volume were centered at
a position ~r0. We assume that the mode has a point source of intensity I±, situated at ~r±, as
depicted in Fig. 5.3.

In this case, the measured intensity I(~r0) is of the form

I(~r0) =

∫ ∫ ∫
u(~r − ~r0)2I±δ(~r±)d3~r (5.2)
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Figure 5.3: Schematic of the observation volume (in light and dark grey) for two positions of
the beam intersection centre along z. ~r+ and ~r− are coincident with the centre of the thruster
channel on the 09h00 and 03h00 sides respectively; ~r0 is the position of the observation
volume center

where u2(~r − ~r0) is the intensity profile of the observation volume. The profile of the
observation volume for the intersection of Gaussian beams of waist w is written as [35]

u(x, y, z) = e

[
−z2θe2

2w2 − 2x2

w2 −
2y2

w2

]
(5.3)

In the geometry used, for ~r = z±~z, the signal intensity is then seen to vary as

I(z0) = I±e
[−(z0−z±)2θe

2/w2] (5.4)

where the variance σ± is written

σ± =
w

θe
√

2
(5.5)

Imposing the values of w and θe of this experiment (2.9 mm and 17.5 mrad respec-
tively), a Gaussian fit of the form shown in Eq. 5.4 may be made to the data presented in Fig.
5.2, in which the optimized parameters are I± and z±. The variance is 11.7 cm. The curves
resulting from such an “imposed” fit are shown in Fig. 5.4(a).

The fit parameters corresponding to Fig. 5.4(a) are

I− = 1401, z− = −5.4 cm
I+ = 2037, z+ = 10.8 cm (5.6)

The fit of Fig. 5.4(a) can be compared with another fit of the form

I(z0) = I±e
[−(z0−z±)2/2σ±2] (5.7)
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(a) Gaussian fit to peak intensity at different locations, with imposed ex-
perimental parameters θe of 17.5 mrad and w of 2.9 mm (variance of 11.7
cm)
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(b) Gaussian fit to peak intensity at different locations, with no imposed
parameters

Figure 5.4: Gaussian fits to peak intensities with position along z
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for which the experimental parameters are no longer directly imposed. I± and σ
are optimized. The resulting “free” fit is shown in Fig. 5.4(b) and the corresponding fit
parameters are

I− = 1331, z− = −5.2 cm, σ− = 13.1 cm
I+ = 1916, z+ = 11.2 cm, σ+ = 13.6 cm (5.8)

Certain conclusions may be drawn from these fits.
For the imposed fit, the maxima of the positive and negative frequency peaks are

separated by 16.2 cm; this separation is larger than the separation of the centre points of the
channels, which is only 12.5 cm. This indicates that the fluctuations are most likely situated
at the exterior of the thruster channel, near the outer wall. For the free fit, the maxima are
spaced by 16.4 cm, providing confirmation of the observation made using the imposed fit.

For both fits, the z = 0 position does not coincide with the thruster origin. The z = 0
position is situated at 2.7 cm for the imposed fit, and at 3.0 cm for the free fit, on the order of
the positioning error which appears during the alignment.

The standard deviation for the imposed fit, σ±, is 11.7 cm. This value is somewhat
smaller than σ+ and σ− obtained from the free fit.

The main contribution to the amplitude of the positive and negative peak amplitudes is
evidently the positioning of the thruster volume along z. However, there is also a possibility
that a part of the measured mode intensity, for example, of the negative frequency peak, is
due to not only to fluctuations in the 03h00, but also to backwards-propagating (opposed to
the drift velocity vector) fluctuations located in the 09h00 side of the thruster channel. This
scenario is not the dominant one, but may arise due to a partial reflection of the main mode
in the 09h00 side.

How can such an effect be identified? The shape of the experimental points of the
positive frequency peak intensities in Fig. 5.2 is one reason to suspect that there might be a
contribution of a reflected wave from the 03h00 side of the thruster channel: the right flank
is tail-like and non-symmetric with the left flank. A possible better fit to this data is the sum
of two Gaussians centered at different locations.

For the positive frequency peak, the new fit may be thus written as

I+(z0) = I+ae
[−(z0−z+)2/2σ2] + I+be

[−(z0−z−)2/2σ2], (5.9)

a form which now includes a term containing the possible intensity contribution due
to propagations in the 03h00 side, I+be

[−(z0−z−)2/2σ2]. Similarly, for the negative frequency
peak, the new fit may be written as

I−(z0) = I−ae
[−(z0−z−)2/2σ2] + I−be

[−(z0−z+)2/2σ2], (5.10)

The forms shown in Eq. 5.9 and Eq. 5.10 will be referred to as “mixed” fits. The
first terms in both equations will be referred to as the “principal” Gaussian, the second as the
“secondary” Gaussian.
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Figure 5.5: Comparison of fits to the intensity data when the mixed fit (full lines) and Gaus-
sian fit (dotted lines) are applied to the positive frequency peaks (in blue) and the negative
frequency peaks (in red)

In this new form, two parameters are imposed: (i) the theoretical value of σ, 11.7
cm, and (ii) the location parameter of the secondary Gaussian, z− in the case of the positive
frequency peak, and z+ for the negative frequency peak. The values of these location param-
eters are set to the same values as the location parameters of the principal, oppositely-signed
frequency peak, obtained from Eq. 5.6. The parameters I±a, z± and I±b are optimized.

Fits to the data using the mixed fit are shown in Fig. 5.5.
The resulting fit parameters when the mixed fits are used are

I−a = 1237, z− = −7.7 cm, I−b = 286

I+a = 1882, z+ = 12.4 cm, I+b = 272 (5.11)

Additionally, a measure of the difference of the goodness of fit may be defined as

χ =

√
Σ(Ifit − Iexpt)2

Σ(Iexpt)2
(5.12)

where Ifit and Iexpt are the intensity fit values (from the simple Gaussian and mixed
fits) and the experimental intensity values, respectively.

We will consider first the fit to the positive frequency values (in blue). The value of
χ over all the data points for the simple Gaussian fit is 0.149, compared to 0.0978 when the
mixed fit is applied. The mixed fit clearly provides a better description for the right flank of
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the experimental values of the positive frequency peak. In the case of the negative frequency
peak, the value of χ for the simple Gaussian is 0.120, and 0.101 for the mixed case.

These observations indicate that the hypothesis of partial reflection of the modes is a
better estimate of the experimental observations. The mixed fit is a good means of estimating
the contribution to the measured signal of fluctuations in the opposite channel. The param-
eters obtained from the fit can be used to estimate the percentage of energy which is due to
fluctuations in the opposite channel.

This rate, τR, is defined as

τR =
I∓b
I±a

(5.13)

i.e. this rate is determined through a comparison of the amplitude of the secondary
Gaussian (obtained from the mixed fit) to the amplitude of the principal Gaussian due to the
oppositely-signed frequency peak.

Hence τR for the positive frequency peak is 15%, i.e. 15% of the positive peak energy
is due to a reflection of the wave propagating in the opposite channel. The reflection rate for
the negative frequency peak is 22%.

This reflection sets up standing waves. The periodicity of the standing wave amplitude
is half the propagating wavelength. Our observation on the form factor distribution with
length scale shows that the largest fluctuation amplitude occurs at wavelengths equal to, or
longer than, 1.6 mm. Thus the observed standing wave energy periodicity is equal to, or
longer than, 0.8 mm. These waves might account for the presence of the periodic erosion
pattern which appears on the thruster ceramic; in particular, the periodicity of these grooves
is on the order of a 1 or 2 mm. There is a possibility that the modes we observe near these
length scales play some role in the erosion.

This is a point which underscores the usefulness of the thruster plasma experiments
which can be performed using collective light scattering: apart from enabling the study of
a variety of instabilities, it is also possible to identify the source of other phenomena which
affect thruster performance and lifetime.

5.2 Physical hypotheses concerning the localization of the
~E × ~B mode

The observations on the localization of the ~E × ~B mode along z1 may be explained
in terms of possible physical mechanisms which are at the origin of the instability. The most
intense modes are likely to be located on the periphery of the outer ceramic, rather than near
the centre of the thruster channel. This scenario can be explained by considering the radial
distribution of the magnetic and electric fields.

The electron cyclotron drift length, lce, is written as

lce =
2πmeE

qeB2
(5.14)
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Figure 5.6: Variation of electron cyclotron drift length lce with radial position (left) and a
schematic of wavefront deformation in the direction of propagation (right)

This length scale corresponds to the length scale of the instability, on the order of a
mm. lce evolves with the radial position as shown qualitatively in Fig. 5.6.

lce is maximum near the outer channel and smaller near the interior; this non-uniformity
would generally mean that no particular length scale of instability, and hence no particular
mode, is favoured to develop. If, however, the value of lce were maintained over a sufficient
radial distance, a particular mode could grow, mainly parallel to ~E× ~B. This mode propagates
from a region where the wavefront is aligned with the thruster radius. As the wavefront moves
azimuthally, the distance of the wavefront to the previous, 2π-delayed front, is shorter on the
inner and outer locations of the thruster channel where lce is shorter. Thus the wavefront is
bent to a convex shape. The local wave vector, normal to this surface, is oriented outwards
at the major channel radius, and inwards at the minor radius, as depicted in Fig. 5.6. The
main direction of propagation diverges from the ~E × ~B direction and this could account for
the observation of the most intense modes near the outer channel wall. The divergence from
the ~E × ~B direction will be revisited in Chapter 6.

The experiments described in this chapter have been successfully used to account for
the negative frequency peak seen on typical ~E× ~B spectra, through a localization of the mode
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along z. The possibility of reflected modes and the consequences on the peak intensity have
also been considered. Additional aspects concerning the nature of the mode propagation will
be considered in the next chapter.
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Chapter 6

Phase II experiments: low wave number
characteristics and mode directionality
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6.12 Redetermination of the density fluctuation rate . . . . . . . . . . . . . . 126

6.1 Mode energy saturation at low wave numbers

AN experiment is performed in which the dispersion relation and form factor evolution
with wave number for the ~E × ~B mode are determined. The goals of this experiment in

Phase II are to confirm the characteristics of the previously observed dispersion relation, and
also examine the behaviour of the ~E × ~B mode at the longer length scales which are now
achievable.

The magnitude of the wave vector is systematically varied between 4000 and 12600
rad/m, while the orientation of the wave vector is maintained parallel to the ~E × ~B direction
(α = 90◦). The experiment is performed with a flow rate of 18 mg/s and the beams are
positioned at a distance of 12 mm from the thruster exit plane, a location chosen to provide
the maximum signal level, as based on observations in the Phase I experiments.

The first unstable mode predicted by linear theory appears for kyVd/ωce = 1. The
corresponding value of ky associated with this mode is 3956 rad/m, as was shown in Part I.
The minimum value of 4000 rad/m attainable by PRAXIS-II is very close to this value, but
an exploration below this value requires a number of modifications to the bench which are
beyond the scope of the present experimental campaign.

The dispersion relation for the given experimental conditions is shown in Fig. 6.1.
The group velocity is 4.21×103 m/s and the y-intercept -17.9 kHz, not significantly different
from zero.

Of more interest is the trend in form factor, shown in Fig. 6.2. The e-decrement in
Fig. 6.2 is 0.5 mm.

Surprisingly, the form factor does not show the marked slope change at large wave
number which was shown in Part I. The reason for this inconsistency is not yet clear. The form
factor exhibits an exponential dependence on wave number. At the smallest wavenumbers,
there is no evidence that the energy of the mode has reached its maximum value, and it
may very well continue to increase as the wave number decreases. A saturation in the mode
amplitude at the first cyclotron harmonic can therefore not be confirmed at present.

In order to describe azimuthally-propagating fluctuations, poloidal coordinates will
be adopted in this chapter. Fig. 6.3 shows the configuration which will be used to describe
the experiments in this chapter. The laser beam crosses the thruster axis along z1. The wave
vector is oriented at an angle α to the direction x1, and has components kθ and kx of variable
magnitudes. kθ is oriented in the opposite direction to the electron drift velocity, while kx is

98



0 2000 4000 6000 8000 10000 12000
0

2

4

6

8

10

12
x 10

6

F
re
q
u
en
cy
 (
H
z)

k (rad.m
-1
)

Figure 6.1: Dispersion relation for the ~E× ~B mode, for an experiment featuring the minimum
wave number
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Figure 6.2: Form factor variation with wave number, for an experiment featuring the mini-
mum wave number
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in the direction of the electric field. kr is oriented in the opposite direction to the magnetic
field. In the orientation shown in Fig. 6.3, the kr component of the wave vector is zero.

Figure 6.3: Poloidal coordinate system for the examination of the kθ and kx components of
the wave vector when the laser beam crosses the thruster axis along z1; (a) shows a side view
of the thruster with the reference angle α, which is varied, (b) shows the orientation of the
wave vector components as viewed from the thruster face

6.2 Form factor variation in the (kx, kθ) plane
The variation of the mean square amplitude of the modes can be examined on PRAXIS-

II over an expanded range of 320◦.
In these experiments, the magnitude of the wave vector is fixed at the lower end of

the range of accessible wave numbers, for two reasons: firstly, to allow a large signal to be
obtained and to study its progressive change in level over a sufficiently large range of angles,
and secondly, to also allow a visualization of the high frequency axial mode within the 20
MHz frequency range of the experiment.

In the experiment presented here, the gas flow rate is 18 mg/s, and the observation
volume is 17 mm from the thruster exit plane. The wave number used is 5928 rad/m.

6.2.1 ~E × ~B mode directionality in the (kx, kθ) plane
Fig. 6.4 shows the form factor variation with α, for the positive and frequency peaks.

The ~E × ~B drift direction corresponds to 90◦.
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Figure 6.4: Variation of form factor of the ~E × ~B mode with α in the (kx, kθ) plane. The
positive frequency peak data is shown in blue, the negative frequency peak data in red

The difference in amplitudes of the peaks is due to the positioning of the observation
volume along the direction z1, as has been shown earlier.

The data points are fitted with Gaussian curves whose parameters are

A1 = 1.04× 105, µ1 = 106.8◦, σ1 = 5.60◦

A2 = 1.54× 104, µ2 = 85.7◦, σ2 = 7.05◦ (6.1)

with

µ1 − µ2 = 21.1◦

µ̄ = (µ1 + µ2)/2 = 96.25◦ (6.2)

where A, µ and σ represent the amplitude, mean value and standard deviation for
Gaussian fits to the positive frequency peak data (subscript 1) and the negative frequency
peak data (subscript 2).

The first important observation from this experiment is that the maximum in energy
of the mode is not obtained at an α of 90◦ for the positive frequency peak (or 90◦ for the
negative frequency peak), as was expected. From the values in Eq. 6.1, it is evident that
the mode does not propagate purely parallel to ~E × ~B, but with an additional inclination of
16.8◦ towards the thruster for the positive peak, and 4.3◦ towards the thruster for the negative
peak. The reference angle α is not absolute, however, the precision in the determination of
the wave vector orientation in the (kx, kθ) plane is 2.7±4◦. The angular position of the two
peaks should be symmetric on either side of the ~E × ~B drift direction; this is obtained if the
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reference angle is shifted by (µ1+µ2

2
− 90◦), or 6.25◦. This is an acceptable shift, in the range

of precision of the measurements. For the symmetric positive and negative frequency peaks,
the mean deviation from the ~E × ~B drift direction is therefore 10.6◦.

The second important observation is that the mean angular width σ of the mode is
only 6.33◦ (σ1+σ2

2
). In the experiments with PRAXIS-I, the angular opening of the mode in

the x1O1y1 quadrant was greatly overestimated at 45◦. In reality, the mode has a much more
limited angular extension in this plane, so small, in fact, that it must be considered in the
context of the resolution of the diagnostic in order to determine its true extent.

The relation of the angular device resolution σd to the wave number k and device
wave number resolution is shown in Fig. 6.5.

Figure 6.5: Relation between device angular resolution σd and wave number resolution ∆k

Its r.m.s value is

σd =

√
2

2πkw
· 360◦ (6.3)

The device resolution is 4.71◦. A Gaussian with standard deviation of σd and with an
amplitude and mean value chosen to be equivalent to the positive frequency peak values is
now compared to the experimental data (Fig. 6.6).

The observed angular extension of the mode is broadened by the device resolution; if
this effect is excluded, then the true extension of the mode σ is

σ =
√
σ1

2 − σd2 (6.4)

The true angular extension of the mode in this plane is therefore 3.0◦.
It should be noted that when ~k is oriented parallel to ~E × ~B, but in the opposite

direction to the drift, as is the case when α is around 270◦, near-identical observations are
made: the only difference is that the negative frequency peak is now the dominant peak (Fig.
6.7).

The Gaussian fit parameters for this symmetric position of ~k are shown in Eq. 6.5.
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Figure 6.6: Comparison of experimental angular extension of the ~E× ~B mode in the (kx, kθ)
plane for the positive frequency peak (in blue) to the natural angular extension resulting from
the device resolution (dotted line)
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Figure 6.7: Variation of form factor of the ~E × ~B mode with α in the (kx, kθ) plane. The
positive frequency peak data is shown in blue, the negative frequency peak data in red
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A1 = 6.35× 103, µ1 = 254.6◦, σ1 = 7.05◦

A2 = 1.00× 105, µ2 = 276.0◦, σ2 = 6.24◦ (6.5)

with

µ1 − µ2 = 21.4◦

µ̄ = (µ1 + µ2)/2 = 265.3◦ (6.6)

The difference in mean angular positions in Eq. 6.6 is the same as in Eq. 6.2 to within
0.3◦. The difference in the mean angle µ̄, obtained when the wave vector is oriented at 90◦

and 270◦, is not precisely 180◦, but 169◦. This indicates a slight irregularity in the mirror
rotation used.

In summary,

• the ~E × ~B mode propagates within a very narrow angular range in the (kx, kθ) plane,
determined to be 3.0◦

• the mode is inclined at 10.6◦ angle to the vertical, oriented inwards towards the thruster
exit plane, and therefore possesses a component anti-parallel to the electric field

The observation that the mode is not aligned purely along the ~E × ~B drift direction
but is directed towards the interior of the thruster has certain consequences which will be
examined more closely in future work. For instance, it has already been demonstrated that
standing waves can be set up in the thruster which could contribute to the periodic erosion
pattern of the ceramic. The inclination of the mode toward the interior would appear to make
such erosion likely.

6.2.2 Axial mode directionality in the (kx, kθ) plane
The angular extension of the axial mode is studied in the same experiment, albeit at a

slightly different wave number, 5631 rad/m. The variation of the form factor of the positive
high frequency peak with α (observed when ~k is oriented in about the same direction as the
ion beam) is shown in Fig. 6.8.

The Gaussian fit parameters corresponding to Fig. 6.8 are

A = 4.37× 103, µ = 8.22◦, σ = 24.2◦ (6.7)

The first important observation here is that the angular extension of the axial mode in
the (kx, kθ) plane is much greater than that of the ~E × ~B mode. After removing the effect of
the device resolution from the peak width, the angular extension of the mode is 23.7◦.

The mean angle is not aligned with the x1 direction, with a deviation of 8◦ which
exceeds the angular resolution. This non-zero angle with respect to x1 appears to correspond
with visual observations which show that the thruster plume is not entirely symmetric about
the thruster axis.
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Figure 6.8: Variation of form factor of the axial mode with α in the (kx, kθ) plane

6.3 Mode frequency variation in the (kx, kθ) plane

6.3.1 Frequency variation with α for the ~E × ~B mode

The ~E × ~B mode has been observed to have large amplitudes within a very restricted
range of α. We now examine the evolution of the mode frequency within this range.

Fig. 6.9 shows the variation of the ~E × ~B mode peak frequency with α. The fre-
quencies shown correspond to the peak frequencies of the peaks whose energies are shown
in Fig. 6.4. Surprisingly, the frequency changes by a large degree over the range of α values,
and also exhibits an unexplained abrupt variation. As the angle is increased from 70◦ to 85◦,
the amplitude increases and the frequency decreases to an eventual value of 1.35 MHz. As
the angle is increased further, the amplitude continues to increase but the frequency jumps
suddenly to a value of 4.43 MHz, at 90◦, where ~k is now aligned with the ~E× ~B drift. While
the amplitude increases only until 105◦ and then decreases, the frequency monotonically de-
creases as the angle increases.

The reason for the sudden change in frequency is not yet known, pending further anal-
ysis of linear kinetic theory. Despite the angular restriction of the mode, the mode frequencies
appear to be very sensitive to the angle α.

The dependence of the frequency on α has certain implications for the dispersion
relation. The dispersion relations that have been so far investigated for the ~E× ~B mode have
used a wave vector oriented parallel to the ~E × ~B drift. The maximum mode amplitude is, in
reality, obtained at 105◦, and the corresponding peak frequency is lower by a factor of 1.6 than
the frequency obtained when ~k aligned along ~E × ~B. It must therefore be kept in mind that
frequency values of the dispersion relation solutions are descriptive of a particular angle α,
even though the group velocity obtained from such dispersion relations may be independent
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Figure 6.9: Variation of the frequency of the positive frequency peak with α in the (kx, kθ)

plane, for the ~E × ~B mode

of α.

6.3.2 Frequency variation with α for the axial mode
The variation in frequency of the axial mode (positive frequency peak) with α is

shown in Fig. 6.10. The frequency variation observed is consistent with that expected if the
mode frequency were proportional to the projection of wavenumber along the axis x1. The
data is fitted to a curve of the form f = Acos(θ + φ), and the fit parameters obtained are

A = 2.12× 107 Hz, φ = 1.80◦ (6.8)

Interestingly, a fit of this form (in red in Fig. 6.10) fails to match the data, particularly
for angles outside the range -40◦ < α < +40◦, where the frequencies are higher than would
be expected. It therefore appears that the idea of simple projection of the wave number (and
velocity) may not be accurate. Instead, a modified fit of the form f = Acos(nθ+φ) is applied
(in blue in Fig. 6.10), for which the fit parameters are now

A = 2.06× 107 Hz, n = 0.75, φ = 9.83◦ (6.9)

This modified fit is clearly superior. This seems consistent with the previous observa-
tion that the dispersion relation for the axial mode is not a simple Doppler relation.
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Figure 6.10: Variation of frequency of the axial mode with α in the (kx, kθ) plane, with two
fits applied: a simple cosine law (in red), and a modified cosine law (in blue)

6.4 Form factor variation in the (kx, kr) plane
In the configuration discussed in the previous section, in which the beams were

aligned along the z1 direction and parallel to the radial ~B field, the kr component was on
the order of its smallest possible value (the inverse channel dimension, or 250 rad/m). The
early numerical simulations of the wave performed by Adam et. al. [2] were based solely on
kθ and kx components (with kr = 0).

However, the influence of a wave vector component parallel to ~B cannot be neglected.
For instance, as was mentioned after the first phase of experiments, the presence of a non-
negligible kr could be sufficient to explain why the experimental dispersion relations, unlike
those derived from linear theory using kr = 0, are continuous. For this reason, and also to
complete the study of directionality of the modes, it was decided to perform experiments with
different, known kr components.

New numerical solutions to the dispersion relation taking into account a non-negligible
kr component have been recently performed by A. Héron (Centre de Physique Théorique,
Ecole Polytechnique) and these results will be discussed in the context of experimental data
in a subsequent chapter.

6.4.1 Comparison of fluctuations perpendicular and parallel to ~B

The first experiment involving the addition of a kr component aims to compare the
mode amplitudes perpendicular to ~B and parallel to ~B. In the configuration shown in Fig.
6.3, whatever the orientation of ~k in the (kx, kθ) plane, it is necessarily perpendicular to ~B.
The sole configuration which permits an orientation of the wave vector purely parallel to ~B
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(for a certain α) is the placement of the observation volume at the top or bottom thruster
channel.

Fig. 6.11 shows the configuration adopted for one such experiment. To make this
experiment possible, the thruster is raised by 47 mm inside the vacuum chamber, and the
observation volume lowered by 20 mm. The observation volume is finally situated a dis-
tance h (67 mm) below the thruster axis. For measurements of the top thruster channel, the
measurement volume is situated 60 mm above the thruster axis.

Figure 6.11: Configuration for the measurement of ~k aligned along ~B; (a) shows a side view
for the variation of α, (b) shows the orientation in which ~k may be aligned parallel to ~B,
corresponding to α = 90◦

An angular exploration in α is carried out at the lower thruster channel to determine
how the mode amplitudes change as ~k becomes progressively more aligned with ~B. The
value of wave number is fixed at 5780 rad/m. The thruster exit plane is 17 mm from the
observation volume center, and the flow rate is 18 mg/s. The mean square amplitudes of the
modes are presented in Fig. 6.12.

In Fig. 6.12, peaks pertaining to the axial mode, at α from -45◦ to 45◦, are present with
relatively high form factors. The form factor reaches a maximum of over 17000. Consistent
with earlier observations for this axial mode, this maximum in energy is not observed at 0◦,
but a few degrees inclined with respect to the x1 axis. The Gaussian fit parameters obtained
for this range of data are: A = 1.63×104, µ = -17.3◦, and σ = 24.5◦. The significance of the
negative µ value will be discussed shortly.

In the range 100◦ < α < 150◦, signals corresponding to the axial mode are measured.
This is possible because as the angle continues to increase, ~k becomes progressively more
oriented in the direction opposite to that of the the axial mode propagation. The ~E× ~B mode,
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Figure 6.12: Variation in form factor of modes with α in the plane (kx, kr), for the observation
volume situated at the lower thruster channel (06h00). Points pertaining to the axial mode
positive frequency peak are in blue; points pertaining to the axial mode negative frequency
peak are in red; points identified as the “cathode mode” are in black. A Gaussian curve
(dotted line) is shown superposed on the axial mode positive frequency peak data

on the other hand, cannot be seen in this experimental configuration because ~k is always
located in the (kx, kr) plane, and therefore perpendicular to ~E × ~B.

No signal is seen when α = 90◦, the angular value for which the wave vector is aligned
parallel to ~B (and anti-parallel to kr).

A similar angular exploration is performed at the top thruster channel. The corre-
sponding form factor trend is shown in Fig. 6.13.

As in the case of the lower channel, no signal is seen when α = 90◦, or at the symmet-
ric position of α = 270◦. These experiments confirm that the neglect of density fluctuations
parallel to ~B in comparison with fluctuations perpendicular to ~B is indeed justified.

6.4.2 The “cathode” mode
Fig. 6.12 shows a number of points which correspond neither to the ~E × ~B mode

frequencies nor to the axial mode. These correspond to low-frequency, non-Gaussian peaks
which appear between 45 and 60◦. In the present work, this new mode has been named the
“cathode mode” because it is seen during observations of the lower thruster channel only, the
channel position closest to where the cathode is located. The possible link of this mode to the
cathode has been confirmed by an angular exploration in the (kx, kr) plane performed at the
top thruster channel. The observations of the axial mode positive and negative high frequency
peaks were repeated, however, the cathode mode was absent at the top thruster channel.

At α = 45◦, both cathode and axial modes can be identified. Fig. 6.14 shows the
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Figure 6.13: Variation in form factor of modes with α in the plane (kx, kr), for the observation
volume situated at the upper thruster channel (12h00). Points pertaining to the axial mode
positive frequency peak are in blue; points pertaining to the axial mode negative frequency
peak are in red. The cathode mode is absent. A Gaussian curve (dotted line) is shown
superposed on the axial mode positive frequency peak data

frequency spectrum corresponding to this angle. The form factor of the cathode mode is
nearly identical to that of the axial mode at this angle and appears to change little with α.

6.4.3 Axial mode width and mean angle in the (kx, kr) plane
It is interesting to consider how the axial mode mean angle and width in the (kx, kr)

plane change when the observation volume is situated at the top and bottom thruster channels.
Apart from the observation of the cathode mode at the lower channel, are the 12h00 and
06h00 positions on the azimuth otherwise symmetric? Fig. 6.15(a) and Fig. 6.15(b) show the
variation in form factor over α for the lower and upper thruster channels (positive frequency
peaks of the axial mode), for an angular exploration around α = 0◦.

The Gaussian fit parameters for the bottom thruster channel form factors are

A = 1.63× 104, µ = −17.4◦, σ = 24.6◦ (6.10)

while for the top thruster channel the parameters are

A = 2.51× 104, µ = 3.70◦, σ = 28.1◦ (6.11)

The angular widths are comparable to the on-axis case, and quite similar to each
other. However, it is interesting to observe here that the mean angle µ is very different at
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Figure 6.14: Dynamic form factor versus frequency for the case in which axial and “cathode”
modes coexist (α = 45◦), observation in the (kx, kr) plane

the top and bottom thruster channels. At the top thruster channel, the mean angle is positive
and the mode propagates with an upward deviation with respect to x1. On the other hand,
at the bottom thruster channel, the same mode now propagates with a significant downward
deviation with respect to x1. This observation is a confirmation of the asymmetry of the
12h00 and 06h00 thruster positions.

6.5 Mode frequency variation in the (kx, kr) plane
The variation in frequency of the axial and cathode modes is examined for the lower

and upper thruster channels.
In Fig. 6.16, the frequencies of the axial (and cathode) mode are shown as a function

of α, where the observation volume is situated at the bottom thruster channel. A cosine profile
of the form f = Acos(nθ + φ) is fitted to axial mode frequency data. The corresponding fit
parameters are

A = 1.84× 107 Hz, n = 1.1, φ = 2.00◦ (6.12)

The negative frequency mode is symmetric with the positive frequency mode.
The frequencies of the cathode mode with α are presented in Fig. 6.16. One interest-

ing feature is that the frequency of the cathode mode remains constant at 1 MHz, independent
of the angle. The precise mechanism by which the cathode mode is produced is not clear. It
may be related to the electron source issuing from the cathode. The asymmetry between the
fluctuations at the lower and upper thruster channels may be due to the fact that the cathode
is located only at the 06h00 position on the azimuth.
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(a) Form factor variation with α, bottom thruster channel
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(b) Form factor variation with α, top thruster channel

Figure 6.15: Angular extension of axial mode at bottom and top thruster channels
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Figure 6.16: Variation in frequency of modes with α in the plane (kx, kr), for the observation
volume situated at the lower thruster channel (06h00). Points pertaining to the axial mode
positive frequency peak are in blue; points pertaining to the axial mode negative frequency
peak are in red; points identified as the “cathode mode” are in black. A cosine fit (dotted line)
is shown applied to the axial mode positive and negative frequency peak data

The frequency observations at the top thruster channel, concerning the axial mode,
are shown in Fig. 6.17. The cosine law fit parameters corresponding to a fit to the entire
range of angles are

A = 1.85× 107 Hz, n = 1.0, φ = −12.0◦ (6.13)

However, a separate fit to the frequency data in the region of -40◦ < α < +40◦ may
be made in order to compare these observations to those made in the (kx, kθ) plane, where
the thruster was on-axis. In this case as well, a fit using a simple cosine law is not adequate,
as demonstrated in Fig. 6.18. The n value from the modified cosine fit is 0.82.

The results presented in this section on the axial mode reveal some interesting asym-
metries between the upper and lower channels. The study of the directionality of the ~E × ~B
mode is resumed in the next section, where an exploration in the (kθ, kr) plane is described.

6.6 Form factor variation in the (kθ, kr) plane
The method used for varying the magnitude of kr is a systematic shift of the measure-

ment volume position with respect to the axis. The wave vector is maintained at the same
orientation in the (kx, kθ) plane (at α = 100◦, and not at α = 90◦, in order to approach the
maximum in the ~E × ~B mode amplitude, as observed in the (kx, kθ) plane).
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Figure 6.17: Variation in frequency of modes with α in the plane (kx, kr), for the observation
volume situated at the upper thruster channel (12h00). Points pertaining to the axial mode
positive frequency peak are in blue; points pertaining to the axial mode negative frequency
peak are in red. A cosine fit (dotted line) is shown applied to the axial mode positive and
negative frequency peak data
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Figure 6.18: Variation of frequency of the axial mode with α in the (kx, kθ) plane, with two
fits applied: a simple cosine law (in red), and a modified cosine law (in blue). The observation
volume is at the upper thruster channel
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The goal of these experiments is to study how the energy of the ~E× ~B mode changes
with kr. The configuration used in the experiments is shown in Fig. 6.19, where the mag-
nitude of the kr component is changed by displacing the measurement volume to different
heights h with respect to the axis.

Figure 6.19: Configuration for the variation of the kr component of the observation wave
vector. Beams are positioned at a height h relative to the thruster axis as shown in the side
view (a) and front view (b)

The relationship between the observation wave number and kr is given by

kr = k sinβ (6.14)

with β obtained from

tanβ = h/R (6.15)

R (corresponding to the distance 01A in Fig. 6.19) is a mean distance of 62.5 mm, the
distance from O1 to the middle of the channel, and R � h. It has been observed previously
that the ~E × ~B modes measured at the 09h00 and 03h00 positions appear to be located
near the exterior of the channel. However, given the degree of uncertainty of that previous
experiment, for simplicity in this analysis the modes are assumed to be located in the centre
of the channels.

For this experiment, only two values of α are used: to study the ~E× ~B mode, α is set
to 100◦, while for the axial mode, α is set to 0◦. The beams are positioned at a distance of 17
mm from the thruster exit plane, and the flow rate used is 18 mg/s. The wave number value
is set to 5187 rad/m. h is varied in 2 mm steps, from -5 to 15 mm.
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6.6.1 ~E × ~B mode directionality in the (kθ, kr) plane

The form factors of the ~E × ~B mode are determined for the different h values. The
form factors as a function of β are shown in Fig. 6.20.
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Figure 6.20: Variation of form factor of the ~E × ~B mode with β (positive frequency peak)

The variation of form factor with β for this mode exhibits some surprising charac-
teristics. The first observation of note is that the form factor of the mode is not maximum
for β = 0, the angle corresponding to the placement of the measurement volume along z1.
Instead, the form factor reaches a maximum in energy (a very high level, 18.5×104) at β =
0.08 rad, or h = 5 mm. This is an indication that the mode is inclined in the plane y1O1z1, i.e.
the ( ~E × ~B)− ~B plane. This inclination from the ~E × ~B drift direction is 4.58◦.

To determine the width of the form factor in β due to the device resolution, the for-
mula for the longitudinal resolution, given by Eq. 1.14, is applied. In this case, the corre-
sponding δβ is written

δβ =
λ

2π
√

2w
(6.16)

The corresponding value of δβ is 4.11×10−4 rad. This value is sufficiently small to
be considered negligible in comparison with the peak width shown in Fig. 6.20.

The form factor distribution is also non-symmetric around its maximum. It is inter-
esting to consider the distribution in the context of the negative frequency peak form factor,
corresponding to observations in the other channel. The form factor distribution for this peak
is shown in Fig. 6.21.

In Fig. 6.21, the observed form factor values are several orders of magnitude smaller
than those of the positive frequency peak; this is due to the fact that the particular value of
angle α used in this experiment (100◦) was chosen to obtain the maximum signal amplitude
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Figure 6.21: Variation of form factor of the ~E × ~B mode with β (negative frequency peak)

for the positive frequency peak. It should be recalled that, based on the results of the angular
exploration in the plane (kx, kθ), the maximum in the negative frequency peak would be
situated around 80◦.

Fig. 6.21 shows an almost uniform decrease in form factor with β, a different dis-
tribution from that of Fig. 6.20. The differing distributions are most easily explained using
another figure (Fig. 6.22).

Fig. 6.22 illustrates the difference between the positive and negative frequency peak
cases. Vp is introduced as the projection of the drift velocity in the direction of the obser-
vation wave vector. For the positive frequency peak, this velocity projection is directed in
the direction of positive kr. On the other hand, for the negative frequency peak on the other
channel side, the velocity projection is in the direction of negative kr. The difference in the
form factor distributions is accounted for by these projections and their relation to kr.

What is clear at this point is that there is indeed a non-negligible kr component to
this mode, as seen by the high form factor level for β = 0.08. This indicates that the two-
dimensional instability analysis, where the kr component is neglected, is inaccurate.

6.6.2 Axial mode directionality in the (kθ, kr) plane
The variation of the form factors of the axial mode with β is determined for the same

range of h values. The distribution is shown in Fig. 6.23.
The axial mode is seen to propagate with the similar intensities at different heights

with respect to the thruster axis. Unlike the ~E × ~B mode, the dependency on kr is weak
for the range of β values considered and no privileged direction with respect to the plane
~E × ~B − ~B can be identified.
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Figure 6.22: Configurations for kr (in blue), k (in black), Vd (in green) and Vp (in red) for the
observation of the positive and negative frequency peaks of the ~E × ~B mode
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Figure 6.23: Variation of form factor of the axial mode with β (positive frequency peak)
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6.7 Mode frequency variation in the (kθ, kr) plane

As was observed earlier during an exploration of the (kx, kθ) plane, the ~E × ~B mode
shows an abrupt and unexplained frequency change when α is varied. It is interesting to
examine whether these frequency discontinuities are evident in the (kθ, kr) plane as well.
The frequency dependency on β is now examined for both the ~E × ~B and axial modes.

6.7.1 Frequency variation with β for the ~E × ~B mode

The variation of the frequency of the ~E × ~B mode positive frequency peak with β is
shown in Fig. 6.24.
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Figure 6.24: Variation of frequency for the ~E × ~B mode with β (positive frequency peak)

The frequency remains practically constant for various values of kr, suggesting that
the observation is of a single mode despite the differing positions of the measurement volume
with respect to the axis. The frequency rupture observed during the variation of α is not
evident here.

6.7.2 Frequency variation with β for the axial mode
Fig. 6.25 shows the frequency variation with β for the axial mode. As in the case

of the ~E × ~B mode, the frequency remains constant for different heights with respect to the
thruster axis.
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Figure 6.25: Variation of frequency for the axial mode with β (positive frequency peak)

6.8 Form factor of the ~E × ~B at three reference values of β
with varying α

To complete the study of directionality of the ~E × ~B mode, an exploration in α is
carried out for three different values of h. The earlier observations about the mode’s angular
opening in the plane (kx, kθ) were made with the observation volume on the thruster axis,
with h = 0. It is useful to determine whether these previous findings are dependent on the
magnitude of the kr component present.

For this experiment, the three values of h used are -5, 5 and 15 mm (corresponding to
β of -0.08, 0.08 and 0.24). An α exploration is carried out between 75 and 130◦ to follow the
evolution in form factor of the positive frequency peak of the mode.

The experimental conditions (18 mg/s flow rate, 17 mm separation between beams
and thruster exit plane) are maintained. The results of the exploration are shown in Fig. 6.26.

Standard Gaussian fits are applied to each set of points to obtain the amplitude, mean
and peak widths. The results of these optimizations are given in Eq. 6.17. The values for β =
-0.08, 0.08 and 0.24 have subscripts of 1, 2 and 3 respectively.

A1 = 1.69× 105, µ1 = 105.1◦, σ1 = 6.28◦

A2 = 2.06× 105, µ2 = 103.9◦, σ2 = 6.37◦

A3 = 0.877× 105, µ3 = 104.0◦, σ3 = 6.19◦ (6.17)

It is interesting to note that, although the mode amplitude changes, the maximum in
the amplitude is attained at the same value of α for all three values of β. The values of
mean angle and standard deviation are very close for the three cases, and are very close to
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Figure 6.26: Variation in form factor with α for the ~E × ~B mode (positive frequency peak),
for different β values: β = -0.08 (in green), β = 0.08 (in red), and β = 0.24 (in blue)

those obtained for the on-axis measurement for β = 0. This confirms the universality of the
properties of the mode extension in α and mode localization within a few degrees which were
described earlier. The directionality observed in the (kx, kθ) plane is the same whatever the
magnitude of kr.

6.9 Frequency of the ~E × ~B at three reference values of β
with varying α
The variation in frequency for these reference values of β are shown in Fig. 6.27.
The rapid frequency change in the vicinity of the ~E× ~B drift direction first seen in the

on-axis experiment is observed also for kr 6= 0. It should be noted that a frequency rupture for
only one case (β = -0.08) is shown. This is because the frequencies are not easily resolved in
the other cases (due to a low signal level and very broad peak). However, the sudden change
in frequency is observed in all three cases.

The three β values show similar frequency trends with α. While the frequency values
observed in a (k, ω) dispersion relation are dependent on the particular value of α, they are
independent of the magnitude of the kr component, at least in the range of values considered.

6.10 Visualization of mode directionalities
Based on the experimental results outlined above, the directionalities of the ~E × ~B

and axial modes may be represented in three dimensions using appropriate diagrams.
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Figure 6.27: Variation in frequency with α for the ~E × ~B mode (positive frequency peak),
for different β values: β = -0.08 (in green), β = 0.08 (in red), and β = 0.24 (in blue)

6.10.1 ~E × ~B directionality

Fig. 6.28 shows the propagation orientation of the main ~E × ~B mode, identified by
wave vector ~km. The angles α (90 + 10.6◦) and β (4.58◦) for the positive frequency peak
shown in the figure are exaggerated for purposes of illustration.

A useful visualization is the form factor of the mode, based on its dependencies on
α and β determined in this chapter. Fig. 6.29(a) provides such a visualization of the mode
amplitude, with the contribution of the device resolution removed.

Fig. 6.29(b) shows a projection of the mode amplitude as a function of α and β which
corresponds to the 3D view in Fig. 6.29(a). The thick horizontal line shows the absolute
reference for β = 0 rad, the angle for which the observation volume is situated on-axis.

The thick vertical line on the projection indicates the reference angle which corre-
sponds to the position of the axis Oy in the plane (kx, kθ). This angle, which would ideally
be 90◦, is corrected to take into account the indetermination of the positioning. The corrected
reference angle used is 96.25◦, as mentioned earlier in Eq. 6.2.

6.10.2 Axial mode directionality
The main direction of propagation of the axial mode is shown in Fig. 6.30, with an

angle α determined to be 8.22◦.
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Figure 6.28: Directionality of most intense ~E × ~B mode, with a wave vector denoted by ~km.
Collective scattering observations have shown that α = 90 + 10.6◦ and β = 4.58◦
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(a) 3D view of the form factor of the ~E × ~B mode as a function of α and β

(b) Projection of the form factor of the ~E × ~B mode as a function of α and β

Figure 6.29: Visualizations of ~E × ~B mode amplitude as a function of α and β
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Figure 6.30: Directionality of most intense axial mode on-axis, with a wave vector denoted
by ~km. Collective scattering observations have shown that α = 8.22◦ on-axis

6.11 Physical hypotheses concerning the directionality of
the ~E × ~B mode

In Chapter 5, the radial non-uniformity in the electron cyclotron drift length was pro-
posed to account for the apparent localization of the ~E × ~B mode near the outer channel
wall. This non-uniformity may be at the origin of the inclination observed with respect to the
~E × ~B drift observed in this chapter, and in particular, the presence of a non-negligible kr
component.

However, this is only a hypothesis. To explore its validity, an extension must be
made of the linear kinetic theory of the instability to a non-uniform plasma. The variation of
the form factor with kr, with the angle of maximum emission β discovered experimentally,
should also be compared with the linear growth rate obtained from linear kinetic theory and
the dependence of this growth rate on kr.

Another hypothesis, concerning the inclination of the ~E× ~B mode towards the thruster
face in the (kx, kθ) plane, may be proposed. It is quite intriguing that the angle α made by
the principal axial mode with the x1, 8◦, is on the same order as the angle made by the main
~E × ~B mode with the ~E × ~B drift direction, 10.6◦. The two modes have little in common
beyond this particular characteristic.

Fig. 6.31 illustrates the situation described above, with ~ka denoting the main direc-
tion of propagation of the axial mode in the plane (kx, kθ). ~ke shows the main direction of
propagation of the ~E × ~B mode.

The axial mode has been identified as resulting from the convection of electrons by
the exiting ions, and it provides an indirect means by which the effect of the ion propagation
on the ~E × ~B mode may be characterized. The ions have a damping effect on the electron
motion, and the inclination of the ~E × ~B mode could very easily result from the fact that
this is a required angle for the ~E × ~B mode to avoid damping by the ion velocity. With this
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Figure 6.31: Near-orthogonal propagation directions of the main ~E × ~B and axial modes in
the (kx, kθ) plane. ~ka represents the axial wave vector, ~ke the wave vector of the ~E× ~B mode

inclination, the most intense axial and ~E × ~B modes are separated by about 90◦. Away from
this angle, the ~E× ~B is quickly subject to damping and its range is therefore restricted, which
also accounts for its narrow region of propagation (3.0◦) in this plane.

6.12 Redetermination of the density fluctuation rate

With these more precise characterizations of the ~E × ~B mode, and the certitude that
the signal registered is not subject to losses due to heterodyning, the density fluctuation rate
may now be more accurately estimated.

The form factor dependency on wavenumber has been shown to be an exponential:
S(k) = S0e

−bk. In an earlier experiment during this campaign in which the maximum value
of S(k) was observed, the parameters of the exponential were

S0 = 4.64× 106, b = 6.78× 10−4 m (6.18)

A further adjustment to S0 is obtained from the observations made of the variation of
S(k) with β. As has been shown, the maximum amplitude of the ~E × ~B mode is obtained
not for β = 0 (with the beams on-axis), but with β = 0.08 rad (with the beams positioned 5
mm above the thruster axis). The value of S0 in Eq. 6.18 was obtained in an experiment for
which β = 0. To estimate the true maximum value which would be expected at β = 0.08,
S0 is scaled using the relative mode amplitudes in Fig. 6.20. The scaling factor is 1.4.
Consequently, the adjusted S0 value is 6.5×106.

The main idea here is that the optical bench is capable of measuring (and does) a
signal level which is representative of the true energy level of the fluctuation. The density
fluctuation rate must therefore be determined using the maximum signal level obtained ex-
perimentally.
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From the α exploration for this mode, it was determined that the angular opening of
the mode in the (kx, kθ) plane is 3.0◦, or 0.05 rad. This value will be identified here as σα;
the value of the location of the most intense mode (90 + 10.6◦) will be identified here as µα.
The β value is 0.08 rad and the peak width ∆β is estimated at about 0.15 rad.

One key assumption in the first phase of experiments was that the ~k component par-
allel to ~B was small, on the order of the inverse channel width, and constant; this has been
proven in this chapter to be false. The re-evaluated mean square density fluctuation expres-
sion is written

〈
ñ2
〉
≈ S0n0

(2π)3

∫
0

∞
e−kbdk

∫
ke
− (α−µα)2

2σα2 dαk∆β (6.19)

This integral reduces to 〈
ñ2
〉
≈ ασ∆β

23/2π5/2b3
n0L (6.20)

in which L is the total channel length which coincides with the scattering volume, i.e.
for a channel width of 25 mm, L is 50 mm because the measurement volume always traverses
the entire thruster diameter.

The mean square density fluctuation is〈
ñ2
〉
≈ 0.76× 1031 m−6 (6.21)

The corresponding r.m.s density fluctuation value is 2.76×1015 m−3. Once again, the
density fluctuation rate is obtained using a mean density of 1018 m−3,√

〈ñ2〉
n0

= 2.8× 10−3 (6.22)

This density fluctuation rate is a factor 7 larger than that calculated from the experi-
ments and assumptions from Part I, but remains very low, only 0.3%.

The results described in this chapter provide new information on the directionality of
both the axial and ~E × ~B modes. The directionality studies have revealed the propagation of
the ~E × ~B mode in three dimensions, contrary to the original simplified 2D view proposed
in Part I, and that adopted in linear kinetic theory. The newly-evaluated density fluctuation
level is low and now must be interpreted in terms of the possible transport mechanism.
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Chapter 7

Detailed comparisons between linear
kinetic theory and experiment
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7.1 Introduction

IN Chapter 3, a first comparison of the experimental results to the 1D (ky) and 2D (ky,
kx) theoretical dispersion relations was made. The predicted theoretical frequency and
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wave number ranges were obtained experimentally, however, the experimental and theoretical
dispersion relations differed in nature. The numerical solution to the theoretical dispersion
relation exhibited discontinuities in the unstable regions which were not seen in experiments.

There are a large number of possible reasons for such differences, not all of which are
easily verifiable. For example, the form of the electron distribution function is still unknown,
but has been assumed to be Maxwellian for simplicity’s sake. For non-Maxwellian distribu-
tions, the evolution of the instability would have to be studied using numerical integration.
Other physical factors, such as the radial evolution of properties such as electron density and
drift velocity, lead to complex kinetic equations which must also be solved numerically.

The simplest factor to consider in order to explain the difference between the experi-
mental and theoretical dispersion relation is the presence of a kz component. In experiments,
a kz component, whose smallest possible value is on the order of the inverse channel width, is
present but is set to zero in the 1D and 2D theoretical dispersion relations. The directionality
experiments described in Chapter 6 have revealed that the most intense mode has kx, ky and
kz components. This provides a convincing argument for a closer study of the 3D dispersion
relation.

In recent months, A. Héron of the CPHT, Ecole Polytechnique, has calculated solu-
tions to the 3D dispersion relation in an effort to determine the influence of kz. This chapter
discusses our experimental results in the context of the newly-evaluated 3D dispersion rela-
tion results supplied by Héron.

7.2 The three dimensional dispersion relation
In the geometry considered here and in Chapter 3, x corresponds to the thruster axis,

y to the drift direction and z to the radial direction.
The three dimensional dispersion relation is written [17]

k2λD
2

(
1− me

mi

ωpe
ω2

)
+1+

ξ+ + ξ−

2

{
Z

(
ξ+ + ξ−

2

)
I0(b)e−b +

n=∞∑
n=1

In(b)e−b(Z(ξ+) + Z(ξ−))

}
= 0

(7.1)
where

ξ+ = ω − kyVd + nωce/kzvthe
√

2 (7.2)

ξ− = ω − kyVd − nωce/kzvthe
√

2 (7.3)

Parameters such as magnetic and electric field strengths have been chosen to match
those used during experiments, and can be found in Tables 3.1 and 3.2.

The values of kx used here range from 0 to 10000 rad/m; ky ranges from 3000 to
17000 rad/m. kz values are chosen from 0 to 1000 rad/m; experimentally, kz (or kr in the
convention used for describing the experiments of Chapter 6) varied between 500 to 1500
rad/m. Cartesian coordinates have been used in the three dimensional relation throughout
because of the relative simplicity of the resulting analytical form.
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7.3 The influence of kz on the dispersion relation
In Chapter 3, the unstable regions were limited to comb-like lobes. The case is dra-

matically different when a kz component is included: from kz = 230 rad/m onwards, the
unstable modes become continuous and the instability is present over the entire range of ky
values. This section describes the effect of the presence of a non-negligible kz on the disper-
sion relation. Here, kz is set to 470 rad/m.

This value of kz is chosen as representative of the lower limit of kz during the explo-
rations in the (kθ, kr) plane. During these experiments, for an observation wave number of
about 6000 rad/m, kz was varied from 480 - 1440 rad/m.

Two cases are now considered: (i) a low electron temperature (vthe/Vd = 1.8), and (ii)
an electron temperature corresponding to that determined from the experimental dispersion
relation (16 eV), i.e. vthe/Vd = 2.5. The value of 16 eV was determined by considering
the wave (reasonably) as an ion acoustic wave, however, no direct measure of the electron
temperature for the wave is available.

The frequency and growth rates will be given in Hz to facilitate comparison to the
experimental results.

7.3.1 The dispersion relation for vthe/Vd = 1.8
The dispersion relation is numerically solved to give the frequency of the instability

ωr and its growth rate γ as defined in Chapter 3 for vthe/Vd = 1.8. Fig. 7.1 shows dispersion
relation frequency as a function of kx and ky.

Figure 7.1: Frequency (Hz) as a function of ky and kx, for kz = 470 rad/m and vthe/Vd = 1.8

The discontinuity visible in the 2D case has disappeared. The unstable regions have
broadened significantly and some form of instability is visible at all values of ky. This broad-
ening in the unstable region is accompanied by a reduction in the growth rate of the instability,
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shown in Fig. 7.2. As was observed in the 2D case, for the same value of ky, the dependence
of the growth rate on kx is weak. However, a slight dependence of the frequency on kx
appears.

Figure 7.2: Growth rate (Hz) as a function of ky and kx, for kz = 470 rad/m and vthe/Vd = 1.8

To examine the lobes more closely, we set kx to zero (a fairly representative case) and
plot the frequency and growth rate as a function of ky.

Fig. 7.3 shows the frequency as a function of ky. The broadening of the lobes is clear,
and the frequencies observed remain on the same order as those observed experimentally.

Fig. 7.4 shows the growth rate as a function of ky; the lobes are no longer completely
distinct from each other.

7.3.2 The dispersion relation for vthe/Vd = 2.5
The electron temperature has an important influence on the form of the unstable lobes

and the growth rate of the instability. In this case we consider electron temperatures closer to
the experimental scenario. Fig. 7.5 shows the frequency as a function of kx and ky, this time
for vthe/Vth = 2.5. kz is maintained at 470 rad/m.

The lobes have disappeared entirely and the dependence of the frequency on kx for
the same value of ky is now more marked. The growth rate lobes persist somewhat but are no
longer distinct (Fig. 7.6) and the dependence on kx is weak.

As before, we may plot the frequency and growth rate evolution as a function of ky at
kx = 0.

Compared with the 2D case, the addition of a kz component has the effect of slightly
shifting the maximum growth rate of a particular lobe to a higher value of ky, and reducing
this maximum growth rate. We may consider the case of the lobe n = 2 in Fig. 7.8, where
kz has been taken into account, to the same n = 2 lobe observed in the 2D case discussed in
Chapter 3. The maximum growth rate of the lobe in the 3D case is seen at ky = 8700 rad/m,
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Figure 7.3: Frequency as a function of ky, for kx = 0, kz = 470 rad/m and vthe/Vd = 1.8
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Figure 7.4: Growth rate as a function of ky, for kx = 0, kz = 470 rad/m and vthe/Vd = 1.8
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Figure 7.5: Frequency as a function of ky and kx, for kz = 470 rad/m and vthe/Vd = 2.5

Figure 7.6: Growth rate as a function of ky and kx, for kz = 470 rad/m and vthe/Vd = 2.5
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Figure 7.7: Frequency as a function of ky, for kx = 0, kz = 470 rad/m and vthe/Vd = 2.5
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Figure 7.8: Growth rate as a function of ky, for kx = 0, kz = 470 rad/m and vthe/Vd = 2.5
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while it is seen at ky = 8500 rad/m in the 2D case. The maximum growth rate for this lobe in
the 3D case is 1.5×106 Hz in the 3D case, and 9.1×106 Hz in the 2D case.

7.3.3 Effect on dispersion relation of increasing kz
The effect of increasing kz from 470 to 1000 rad/m is studied in this section. 1000

rad/m is in the upper range of kz values used experimentally.
The frequency and growth rates as a function of ky and kx for kz = 1000 rad/m are

shown in Fig. 7.9 and Fig. 7.10.

Figure 7.9: Frequency as a function of ky and kx, for kz = 1000 rad/m and vthe/Vd = 2.5

Figure 7.10: Growth rate as a function of ky and kx, for kz = 1000 rad/m and vthe/Vd = 2.5
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Apart from the complete absence of lobes, an interesting dependence on kx is also
apparent. The frequency increases with both ky and kx. The growth rate dependence on kx
is still, however, small. The dispersion relation and growth rate for kx = 0 are shown in Fig.
7.11 and Fig. 7.12.
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Figure 7.11: Frequency as a function of ky, for kx = 0, kz = 1000 rad/m and vthe/Vd = 2.5

The dispersion relation shown in Fig. 7.11 has a slope of 3.0×103 m/s, on the same
order as the experimentally-obtained slopes (between 3 and 4 ×103 m/s). The growth rate no
longer exhibits lobes and while its value is smaller than in the case for kz = 470 rad/m, it is
still significant.

The results of this section demonstrate that the presence of a kz component is suffi-
cient to make the dispersion relation non-discrete, even without taking into account additional
effects such as gradients and radial variations of plasma properties. This represents a major
rapprochement between linear theory and the collective scattering experiments. The effect of
the electron temperature has also been investigated here, and it has been observed that higher
electron temperatures broaden the lobes, while reducing the growth rate of the instability.
Increasing the kz component leads to a dispersion relation which strongly resembles those
obtained experimentally and to lower growth rates than in the 2D case.

The reduction in growth rates associated with the presence of a non-negligible kz
component is likely due to Landau damping effects, but the values of growth rate remain
large in all cases.

An important difference between theory and experiments has been resolved. We may
proceed to examining other dependencies not previously discussed in theory which have been
discovered experimentally.
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Figure 7.12: Growth rate as a function of ky, for kx = 0, kz = 1000 rad/m and vthe/Vd = 2.5

7.4 Variation of frequency with α

For the ~E × ~B mode it was observed that a variation of α produced a large variation
in frequency and a rapid frequency change associated with the position at which ~k is aligned
with Vd. It is interesting to determine if this frequency variation and rupture appear in theory
when the three dimensional dispersion relation is applied. Two wave numbers will be consid-
ered: k = 6400 rad/m and 8800 rad/m. The conditions used in this section are vthe/Vd = 1.8,
and kz is once again fixed at 470 rad/m. The values of α shown here are focused around the
angular values in the (kx, kθ) plane where the largest amplitude of the ~E × ~B mode positive
frequency peak was seen experimentally.

7.4.1 Frequency variation with α for k = 6400 rad/m
Fig. 7.13 shows the variation of frequency with α at a wave number k of 6400 rad/m.

The growth rate is shown in Fig. 7.14.
A clear frequency variation with α is observable which shows similarities to the ex-

perimental trend. The frequency increases rapidly on the right hand side of the peak in a
manner resembling the experimental discontinuity.

The position of the maximum growth rate in Fig. 7.14 seems to be near to the transi-
tion. If the growth rate is correlated with the mode amplitude, this trend is different from the
experimental observations, where the maximum amplitude of the fluctuations is obtained at
a value of α where the frequency variation is minimum.
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Figure 7.13: Frequency as a function of α, for k = 6400 rad/m
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Figure 7.14: Growth rate as a function of α, for k = 6400 rad/m
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7.4.2 Frequency variation with α for k = 8800 rad/m
The second case of a larger wave number is now considered. The frequency and

growth rate variations with α are presented in Fig. 7.15 and Fig. 7.16.
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Figure 7.15: Frequency as a function of α, for k = 8800 rad/m

At a different wave number, the trends observed in frequency and wave number are
completely different from the lower wave number case, which is unexpected. The experi-
mental frequency variation with α has been seen to have the same form for different wave
numbers, which is not the case here. It is therefore impossible to argue for a similarity be-
tween the experimental and theoretical results in this specific instance.

7.5 Variation of kz component
Experimentally, it has been observed that the frequency is independent of the kz com-

ponent, for values of kz between 480 and 1440 rad/m. This interesting property may be
examined theoretically. In this example, α is fixed at a value of 100◦ (i.e. near the α value for
which the maximum amplitude of the ~E × ~B mode (positive frequency peak) was observed).

Two representative cases are considered: k = 6000 and 8000 rad/m, with vthe/Vd =
2.5.

7.5.1 Variation of kz for k = 6000 rad/m
The k = 6000 rad/m results are shown in Fig. 7.17 and Fig. 7.18.
The frequency remains constant with kz for values of kz above 750 rad/m, a result

which is in accord with experimental observations, where the frequency remained constant
in the explored kz range of 480 - 1440 rad/m. Interestingly, the growth rate of the instability
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Figure 7.16: Growth rate as a function of α, for k = 8800 rad/m
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Figure 7.17: Frequency as a function of kz, for k = 6000 rad/m
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Figure 7.18: Growth rate as a function of kz, for k = 6000 rad/m

is maximum when kz 6= 0. In addition, the growth rate varies less with kz than it does with
α. In experiments, the mode amplitude was seen to vary more markedly with α than with the
angle β, and there may be a connection between this observation and the growth rate.

7.5.2 Variation of kz for k = 8000 rad/m
When the wave number is changed, a similar trend in frequency is observed which

agrees with the experimental observations.
The trend in growth rate is different from that observed in the k = 6000 rad/m case,

and the reason for this is not clear. For a value of α different from 100◦, for instance, 90◦,
where ~k is now parallel to the ~E × ~B drift direction, very similar results are obtained.

The numerical results so far discussed demonstrate some interesting agreements be-
tween the experimental and theoretical dispersion relations when kz is taken into account.
Certain other features such as the frequency dependency on kz are the same in the experi-
mental and theoretical cases. The influence of the electron density has also been studied (but
not described in this work) and it has been seen to have a negligible effect on the instability.

It is now worth re-evaluating electron transport in the context of the experimental re-
sults. The question at stake here is whether electron transport across field lines can occur
under the actual experimental conditions due to the presence of the wave whose characteris-
tics have been measured experimentally.

7.6 Resonance conditions and stochasticity
The experiments described in this work have revealed the presence of an azimuthal

wave with characteristics predicted by Adam et. al [2]. The link between this wave and axial
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Figure 7.19: Frequency as a function of kz, for k = 8000 rad/m
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Figure 7.20: Growth rate as a function of kz, for k = 8000 rad/m
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electron transport may be provided by a particle-heating mechanism first described in detail
by C. F. F. Karney [37] for a crossed electric and magnetic field configuration.

C. F. F. Karney proposed that lower hybrid waves (waves of frequencies on the order
of the lower hybrid frequency) could be used to stochastically heat ions. His pioneering work
has been applied to radiofrequency heating in tokamaks.

The mechanism for particle heating is as follows. We consider a charged particle
travelling in a cyclotron orbit, subject to a constant magnetic field and a fluctuating electric
field, ~B and ~E respectively, of the forms

~B = B0ŷ (7.4)

~E = Ev cos(ky − ωt)x̂ (7.5)

Provided that at some point in its orbit, the particle has a velocity component in the
direction of propagation of the wave which is equal to the wave phase velocity, there is a large
energy transfer from the wave to the particle. This is the wave-particle resonance condition,
i.e.

ω = ~k · ~v (7.6)

Such a condition may be satisfied if the wave is of the lower hybrid type, where

ω � ωci and k⊥ � k|| (7.7)

For the case of a lower hybrid wave, the wave frequency is sufficiently large that the
particle is obliged to undergo multiple energy transfers and can accumulate sufficient energy
to escape its cyclotron orbit. The amount of energy transferred at each resonance is related to
the amplitude of the electric field. Karney proposed a stochasticity limit - a minimum value
of the electric field amplitude necessary for a particle to behave as if liberated from its orbit.
This condition is written

Ev
B0

=
1

4

(ωci
ω

)1/3 ω

k
(7.8)

7.7 Applications to the Hall thruster
A. Ducrocq described in his thesis [17] a similar particle heating scheme which could

contribute to anomalous electron transport seen in the thruster. This section discusses his
extension of Karney’s work to electron heating in the thruster. The stochasticity analysis he
undertook is revisited using our experimental results.

In the thruster, three orthogonal fields must be considered: the constant, radial mag-
netic field ~B, the fluctuating field ~Ev, and the constant, axial imposed accelerating field,
which we shall call ~Ea in this section. The presence of the fluctuating field (whose exis-
tence was simply assumed in Ducrocq’s analysis) has been confirmed by our observations of
density fluctuations.
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The presence of the perpendicular fields ~Ea and ~B is the source of the electron drift
velocity, which gives an “apparent” frequency to the electrons which is sufficiently high for
the following frequency condition to be satisfied,

ω � ωce (7.9)

This condition is analogous to that in Eq. 7.7. The apparent electron frequency, ωs,
Doppler shifted by the drift velocity, is given by

ωs = ω − kyVd (7.10)

In determining the value of kyVd, we shall use the smallest value of ky used experi-
mentally (4000 rad/m) as this corresponds to fluctuations of the largest amplitude observed.
The maximum length scale at which the wave amplitude is seen to saturate has not yet been
observed experimentally. The resulting value of kyVd is 2.67×109 rad/s.

The frequency of the electrostatic wave observed experimentally is on the order of
3×107 rad/s; the value of ωs is therefore on the order of 2.6×109 rad/s.

In the thruster, Vd = Ea/B0. Replacing B0 in Eq. 7.8 gives

Ef
Ea

=
1

4

(
ωce
kyVd

)1/3

(7.11)

or

Ef
Ea
≈ 0.3 (7.12)

The stochasticity limit thus requires that the amplitude Ef be 30% of the accelerating
electric field amplitude.

We may now attempt to link the experimentally-obtained density fluctuation rate to
Ef in order to determine if this stochasticity threshold is indeed achieved.

If we consider that the mode observed is an ion acoustic wave, then the density fluc-
tuation is related to the potential as

ñ

n0

=
eφ̃

kBTe
(7.13)

where ñ and φ̃ are root-mean-square values.
ñ/n0 is on the order of 0.3% (or 3% for a mean plasma density of 1017 m−3).
Using a value of electron temperature from Table 3.21, the electrostatic potential de-

duced is

φ̃ = 0.48 V

For an electrostatic wave, Ef = −∇φ. For a potential expressed φ = φ0 e
i(~k·~r−ωt)

1A slightly higher electron temperature of about 24 eV was determined for Phase II experiments
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Ef = kφ (7.14)

The maximum amplitude of such a wave is expected at k = 3958 rad/m (the wave
number corresponding to the first resonance). The resulting value obtained for the electro-
static wave amplitude is

Ef = 302.4 V/m

For an accelerating field value of 104 V/m, the ratio Ef/Ea is 0.03. This value is
a factor ten below the stochasticity limit. However, as mentioned before, there is an inde-
termination concerning the mean density which should be considered. For ñ/n0 of 3%, the
stochasticity limit is reached.

The above analysis confirms to some degree the importance of the mode observed
experimentally in contributing to transport via the mechanism described by Ducrocq. Despite
a density fluctuation level which appears low, the resulting electrostatic wave amplitude may
be just sufficient for transport.

Ducrocq also considers the case of a wave in two dimensions (x and y). The wave
observed experimentally has been determined from the directionality experiments to have a
component ky � kx; the result of this is that the stochasticity limit for the 1D and 2D cases
are virtually identical.

The presence of a kz component of the wave may have implications on the expected
transport. In fact, with a kz component present, the electrons may be expected to rapidly lose
coherence with the wave and circulate around the field lines without the small “kicks” to their
trajectories which occur during resonance. Transport is therefore less likely; in this case the
mechanism by which the observed wave may contribute to transport is still to be explained.
Future work will study more carefully the role played by the kz component and whether the
transport mechanisms described above remain feasible or must be completely reconsidered.

This chapter has shown the interesting agreements between theory and experiments
which arise as a consequence of the inclusion of a wave vector component along the magnetic
field. The previously calculated density fluctuation level has been correlated with a fluctuat-
ing electric field amplitude, and found to be of a sufficient level to provoke transport by an
electron heating mechanism which is at the origin of stochasticity. While electron transport is
most probably due to a combination of interacting modes at different length and time scales,
it is encouraging to observe that the particular mode identified experimentally can also play
a role.
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Chapter 8

Phase II experiments: Influence of
thruster parameters and low frequency
characteristics
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THE experiments discussed in the previous chapter have focused on exploring a range of
kx, kθ and kr components in order to better characterize the directionality of the observed

high frequency modes. The results described in this chapter detail the effects of some external
influences, specifically, the main thruster operating parameters, on the modes identified. The
influences of Xenon flow rate, discharge voltage and magnetic field strength on the mode
form factors and frequencies are described. Such a study of the response of the modes to a
variation of the thruster parameters may provide an idea of which operating conditions are
most conducive to anomalous transport.

8.1 Effect of Xe flow rate on the ~E × ~B and axial modes
During the first phase of experiments, a correlation between the flow rate and the

amplitude of the ~E × ~B mode was qualitatively observed. To increase the signal level, the
thruster is operated at the highest flow rates permissible. Using high flow rates ensures that
signals of sufficient amplitudes may be observed for the entire range of wave numbers used
during the experiments. A more careful study of the effect of varying the flow rate is discussed
here.

In this experiment, the thruster flow rate is varied from 6 to 18 mg/s, while the dis-
charge voltage is maintained at 300 V. Every time the flow rate is changed, the thruster dis-
charge current is allowed to stabilize.

8.1.1 ~E × ~B mode form factor and frequency

The form factor and characteristic peak frequencies are determined for the ~E × ~B
mode at different flow rates. The observation wave number is maintained at 5928 rad/m
in this experiment and α is maintained at 90◦, parallel to the drift velocity direction. The
variation in form factor with flow rate for both positive and negative frequency peaks is
presented in Fig. 8.1.

This experiment represents one of the rare cases in which the negative frequency peak
form factor measurements are not qualitatively identical to those of the positive frequency
peak. The positive frequency peak in Fig. 8.1 shows a saturation in amplitude between 15
and 18 mg/s followed by a decrease, while the amplitude of the negative frequency peak
continues increases monotonically.

The increase in form factor with flow rate indicates that the oscillations are more
pronounced at larger flow rates. However, the form factor as calculated depends on the mean
plasma density, which has been assumed throughout to be 1018 m−3. An increase in flow rate
may also be associated with an increase in the mean plasma density, in which case the actual
form factor will be decreasing more rapidly at the highest flow rates than is shown in Fig.
8.1.
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Figure 8.1: Form factor at different flow rates for the ~E× ~B mode, for the positive frequency
peak (in blue) and negative frequency peak (in red)

The fluctuation level may be linked with the alignment of the fluctuations. The emis-
sion angle of the fluctuations, as determined from the directionality experiments, is restricted
to a very narrow opening. This emission angle may change with flow rate.

It should also be noted that as the flow rate increases with constant discharge voltage,
the discharge current also increases and so does the thruster power. This change in level may
also influence the measured fluctuation level.

Aside from the increase in amplitude with flow rate, the ratio of the amplitudes of the
positive and negative peaks is seen to decrease with increasing flow rate (Fig. 8.2). These
peaks have already been determined to be representative of the same mode, measured at
different thruster positions, hence the difference in behaviour is not easily explained.

The amplitudes of the modes measured in the 09h00 and 03h00 locations on the
thruster azimuth might not be identical because the mode amplitude may evolve with the
azimuthal position. This is difficult to measure, but if it were the case, it is possible that at
the higher flow rates the plasma becomes more homogenous in the azimuthal direction and
the amplitudes measured in opposite sides of the thruster channel become more comparable.
This would account for the decrease in the form factor ratio with flow rate evident in Fig. 8.2.

The frequency variation of the mode with flow rate for the positive frequency peak is
shown in Fig. 8.3. The frequency is practically invariant with flow rate for both the positive
and negative frequency peaks.

8.1.2 The axial mode form factor and frequency
The variation of the axial mode form factor with flow rate is shown in Fig. 8.4. As is

the case for the ~E × ~B mode, the wave number is maintained at 5928 rad/m and α is set to
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Figure 8.2: Form factor ratio of positive frequency peak to the negative frequency peak at
different flow rates for the ~E × ~B mode
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Figure 8.3: Frequency of the ~E × ~B mode with flow rate (positive frequency peak)
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Figure 8.4: Form factor at different flow rates for the axial mode

The axial mode amplitude variation with flow rate resembles the trend observed for
the positive frequency peak of ~E× ~B mode: an increase with flow rate, followed by a satura-
tion and then a decrease. Again, some caution must be exercised in the interpretation of the
form factor amplitude because the mean density may change with flow rate.

One difference with the ~E × ~B mode is that the opening of the emission angle of
the axially-propagating fluctuations is large. Thus a change in the main emission angle is
unlikely to explain the decrease in amplitude at the largest flow rates for this mode. The
decrease in form factor observed for both the axial and ~E× ~B modes at the largest flow rates
is likely to have a common origin.

The frequency of the axial mode is also independent of flow rate as illustrated in Fig.
8.5.

8.2 Effect of discharge voltage on the ~E× ~B and axial modes
In order to systematically vary the discharge voltage between 200 and 800 V without

exceeding the maximum allowed power of 2 kW, it is necessary to maintain the flow rate at
6 mg/s. In this experiment the wave number is maintained at 6670 rad/m and the discharge
current at 5 A.

8.2.1 The ~E × ~B mode form factor and frequency

The ~E × ~B mode is present at only four of the voltages used - 200, 300, 400 and 500
V. The signal apparently disappears at higher voltages. The form factor has a maximum at
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Figure 8.5: Frequency of the axial mode with flow rate

200 V but no clear dependence on the discharge voltage, as is evident from Fig. 8.6.
These observations of form factor with discharge voltage are likely due to a change

in the emission angle of the mode with discharge voltage. There is no evident reason for
the mode to disappear at higher voltages. It is more likely that the emission angle changes,
whereas the observation angle α for this experiment is maintained at 90◦ at all voltages.
A clearer picture of the mode amplitude dependence on discharge voltage would therefore
require an exploration of the mode amplitude over a range of α values at each different
discharge voltage used.

The frequency of the ~E × ~B mode is affected only slightly by the discharge voltage,
as shown by Fig. 8.7.

8.2.2 General observations concerning the axial mode
Increasing the discharge voltage increases the acceleration of the ions, resulting in

higher exit velocities. The axial mode, identified as originating from a coupled ion and elec-
tron axial motion, provides evidence of this increased velocity: the peak frequency is seen
to increase with the discharge voltage. However, as the peak frequency of the axial mode is
already on the order of some tens of MHz, it is difficult to follow the complete evolution of
frequency and form factor over the 200 - 800 V range, because the frequency peaks rapidly
attain frequencies outside the range of the filters.

8.3 Effect of magnetic field direction on the ~E × ~B mode
All experiments discussed until now have featured a magnetic field directed radially

inwards. A visual observation of the thruster plume confirms that the plasma does not behave
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Figure 8.6: Form factor of the ~E × ~B mode with discharge voltage (positive frequency peak)
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Figure 8.7: Frequency of the ~E × ~B mode with discharge voltage (positive frequency peak)
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in the same manner when the magnetic field is instead directed radially outwards. In the
former configuration, the plume appears to contain a tight, distinct beam directed along the
thruster axis. In the latter configuration, this beam appears to be split into two diverging
streams within the plume. It has also been observed that a maximum Xe flow rate of 20
mg/s is permissible in the radially-outwards B configuration, while the maximum flow rate
is limited to 18 mg/s when B is directed radially inwards. Care has been taken to eliminate
hysteresis effects (this has been done by rapidly changing the current direction over a large
number of cycles) and these curious characteristics appear stable. In general, it appears that
the two magnetic field configurations are not identical.

This raises the issue of the effect the field orientation has on the azimuthal instability.
To determine this, a new experiment is performed, with the magnetic field directed radially
outward (and the direction of the drift velocity therefore naturally reversed).

The dispersion relation for the ~E × ~B mode corresponding to this situation is shown
in Fig. 8.8. The flow rate is 20 mg/s, the discharge current 17 A (nominal value), and α is set
to 90◦.
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Figure 8.8: Dispersion relation of the ~E × ~B mode with the magnetic field directed radially
outwards (positive frequency peak)

The slope in Fig. 8.8 is 3.69×103 m/s, while the y-intercept -1.88×105 Hz. The
observed values are very similar to those obtained when the magnetic field is oriented ra-
dially inwards, and it is clear that the dispersion relation for the mode is unaffected by the
orientation of the magnetic field.

It is interesting to check how the mode amplitude is affected by the direction of the
magnetic field. The variation of form factor with wave number is shown in Fig. 8.9.

This result shown in Fig. 8.9 differs in a few ways from the typical form factor-wave
number plot:
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Figure 8.9: Form factor of the ~E× ~B mode with the magnetic field directed radially outwards
(positive frequency peak)

• as the wave number is decreases, the mode amplitude shows significant jumps, rather
than a smooth increase; the magnitude of these jumps is well above the uncertainty in
the determination of S(k)

• at the smallest wave numbers (4594, 4890 rad/m), the mode amplitude increases at a
faster rate than the expected exponential form

The differences between the form factor characteristics of this mode for the two field
orientations serve as a reminder that the two orientations cannot be assumed to be perfectly
symmetric.

8.4 Effect of varying magnetic field strength on the ~E × ~B

and axial modes
The magnetic field strength is changed by varying the current in the internal and

external magnetic coils, with the discharge voltage and the discharge current kept constant.
The nominal value used for the magnetic coil current during the experiments at 18 mg/s is 17
A. In the region where measurements are carried out (17 mm from the thruster exit plane) a
current of 17 A in the coils corresponds to a field strength of about 15 mT.

Variation of the field strength has certain clear consequences. The electron drift ve-
locity is inversely proportional to B. During the discussion of the theoretical results for the
azimuthal instability in Chapter 7, it was shown that higher values of vthe/Vd are associated
with a broadening of the unstable lobes and a reduction in the growth rate of the instability.
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Additionally, it was observed that above a certain small value of kz, the theoretical disper-
sion relation is continuous. Increasing B, thereby reducing the drift velocity Vd, would have
the effect of lowering this limit on kz further; in other words, the conditions for observing
an instability which is non-discrete in k become even more favourable. The prediction of
the reduced growth rate does not, however, provide direct information on the expected mode
amplitude.

Increasing the magnetic field strength will also reduce the electron and ion Larmor
radii. One likely consequence of this is reduced axial transport by electron-neutral collisions,
at least inside the channel where the population of neutrals is significant.

An experiment is performed to determine the effects on the ~E × ~B and axial modes
of varying magnetic coil currents. The magnetic field is restored to its habitual orientation
(directed radially inwards).

8.4.1 The ~E × ~B mode form factor and frequency
Dispersion relations at different values of coil current

The first analysis of the influence of the magnetic field concerns the dispersion rela-
tion. Three values of magnetic coil current I are chosen: 10, 17 and 24 A. The dispersion
relations are determined for each coil current with conditions of 6 mg/s Xe flow rate, 300 V
discharge voltage and 5 A discharge current. 10 A is an operational limit below which the
plasma is rapidly extinguished, while 17 A is the nominal current. 24 A is chosen to be a
good upper limit, sufficiently different from the nominal current.

The three dispersion relations are shown in Fig. 8.10.
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Figure 8.10: Comparison of dispersion relations of the ~E× ~B mode (positive frequency peak)
for different magnetic field strengths: 10 A (in red), 17 A (in green), and 24 A (in blue)
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The fit parameters of the dispersion relations are shown in Eq. 8.1, where m repre-
sents the slope (velocity) and c the frequency intercept.

I = 10 A, m = 3.55× 103 m/s, c = 1.29× 105 Hz
I = 17 A, m = 4.66× 103 m/s, c = −6.22× 105 Hz
I = 24 A, m = 4.40× 103 m/s, c = −1.29× 105 Hz (8.1)

There appears to be a minimal effect of the magnetic field on the frequency and dis-
persion relation. It was necessary to operate at a low flow rate to cover this range of currents
and hence the signal is relatively weak and the error bars on the frequency are quite large.

These three dispersion relations of similar slopes indicate that the ~E × ~B mode, al-
though related to the ~E × ~B drift, does not propagate at a velocity which is proportional to
the drift velocity E/B.

Form factor with wave number at different values of coil current

A comparison of the mode amplitudes with wave number for the three different coil
currents is presented in Fig. 8.11. The usual exponential relationship between the energy
and wave number is observed at all three currents. There is a slight variation of the overall
mode amplitude with coil current at the same value of wave number. The parameters for an
exponential fit of the form S(k) = Aebk are given in Eq. 8.2.
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Figure 8.11: Variation of form factor with wave number of the ~E × ~B mode (positive fre-
quency peak) for different magnetic field strengths: 10 A (in red), 17 A (in green), and 24 A
(in blue)
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I = 10 A, b = −0.95 mm, A = 5.93× 105

I = 17 A, b = −1.06 mm, A = 7.00× 105

I = 24 A, b = −0.99 mm, A = 3.77× 105

(8.2)

No strong dependence of form factor on these values of coil current is evident. This
shows that the characteristic decay length of the form factor with wave number is not propor-
tional to a cyclotron radius, although it is of the same order of magnitude. Proportionality of
the decay length to the cyclotron radius would mean that the decay length would change as
1/B. A more systematic variation of coil current at a fixed value of wave number will now
be discussed.

Variation of mode frequency with coil current at fixed wave number

The coil current is now varied between 7 and 24 A with the wave number fixed at
4890 rad/m. For this exploration, the flow rate is maintained at 6 mg/s, discharge voltage at
300 V and discharge current at 5 A. α is set to 90◦. The frequency variation with coil current
is shown in Fig. 8.12; the peak frequency varies only slightly and remains at a value close to
3 MHz.
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Figure 8.12: Variation of peak frequency with coil current for the ~E × ~B mode at k = 4890
rad/m (positive frequency peak)

157



Variation of mode amplitude with coil current at fixed wave number

The variation of the form factor with coil current shows some unusual characteristics.
There is a pronounced maximum in amplitude for a coil current of 9 A, followed by a drop
and apparent saturation in energy (Fig. 8.13). The significance of the 9 A value of coil current
is unknown at this stage.

It should be noted that the magnetic field amplitude does not in fact increase linearly
with the magnetic coil current. Above 17 A, a saturation in the field amplitude starts to
develop and becomes increasingly marked as the current increases, a fact which may account
for the plateau in amplitude visible in Fig. 8.13. This saturation may also explain why a clear
dependence of the dispersion relation (Fig. 8.10) and form factor (Fig. 8.11) on the value of
coil current is not easily identified.
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Figure 8.13: Variation of form factor with coil current for the ~E× ~B mode at k = 4890 rad/m
(positive frequency peak)

8.4.2 The axial mode form factor and frequency
The variation of form factor and amplitude of the axial mode are studied for a limited

range of magnetic coil currents (16 - 21 A), necessarily at high flow rate (18 mg/s), because
of its comparatively low energy. The wave number is set to 4150 rad/m, and α to 5◦. The
discharge voltage is fixed at 300 V and the discharge current is 17 A.

The frequency of this mode does not vary with the coil current, as seen in Fig. 8.14,
but remains around a value of 16 MHz. Intuitively, the only factor which should influence
(and is seen to influence) the frequency of the axial mode is one which modifies the ejection
velocity of the ions. The discharge voltage is held constant and the magnetic field does not
have such an effect.
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Figure 8.14: Variation of frequency with coil current for the axial mode at k = 4150 rad/m

The form factor does show some variation with coil current, increasing gradually but
non-linearly with the coil current, as shown in Fig. 8.15.
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Figure 8.15: Variation of form factor with coil current for the axial mode at k = 4150 rad/m
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In general, the frequency of the ~E× ~B mode is robust and independent of the thruster
parameters explored in this chapter. The amplitude of this mode, however, varies quite signif-
icantly with the different parameters. Based on the observations of this chapter, if anomalous
electron transport is proportional to the ~E × ~B mode amplitude, then a reduction of such
transport would require that the thruster be operated in a low flow rate (6 to 10 mg/s), high
coil current (above 14 A) regime. Such considerations should naturally be balanced with
thrust requirements, for example.

The axial mode has a smaller amplitude than the ~E × ~B mode at a similar wave
number and is only weakly influenced by changes in the thruster parameters (save for the
accelerating voltage). The influence of the discharge voltage on the ~E × ~B mode is not easy
to interpret and the thruster is known to dramatically change its operating regime outside the
nominal operating voltage of around 300 V.

The interplay of all these factors makes any definite recommendations for thruster
operation premature. Instead, the relationship between the observed fluctuation characteris-
tics for different thruster operating parameters and electron mobility should be investigated
in future dedicated experiments.

8.5 Low frequency signal characteristics

8.5.1 Significance of low frequency modes
The presence of low frequency oscillations (below 1 MHz) in the Hall thruster is a

widely-known and discussed phenomenon. A short description of some of the main low
frequency oscillations was presented in the introduction. Many of these low frequency oscil-
lations, such as the breathing mode and oscillations resulting from the transit time of the ion
species, have been described in detail in the literature. Other low frequency modes, seen as
density concentrations travelling azimuthally, have also been identified. What is common to
all these studies is that they describe low frequency oscillations of length scales typically on
the order of a few cm or several mm. It is interesting to examine low frequency oscillations
measured at the much shorter length scales of this collective scattering study (0.48 to 1.57
mm) and determine if and how they are influenced by thruster parameters.

8.5.2 Nature of low frequency signals
The normalization procedure applied to the spectra is particularly important for the

identification of low frequency signals originating from the plasma. There are several sources
of parasitic low frequency signals in the surroundings. Normalization is necessary to distin-
guish the low frequency plasma oscillations, which have very low amplitudes, from the noise.
On the raw spectra, the low frequency signals seen originate from three principal sources:

• Diffraction: diffraction on a mirror surface causes a signal peak to appear at the carrier
frequency (i.e. 0 MHz on the spectra). Such a peak is visible in the PL + LO, PL +
PB + LO and PB + LO records and is removed or attenuated in the normalized
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signal. The width and amplitude of signal peaks due to stray diffraction has been
greatly reduced on PRAXIS-II in comparison with PRAXIS-I.

• Background vibrations: weak vibrations in the surroundings occur due to the presence
of the vacuum pumps, resulting in low frequency vibrations of the optical bench. The
corresponding signals are present in the PL + LO, PL + PB + LO and PB + LO
records and are removed in the normalized signals.

• Plasma coupling to electronics: some plasma oscillations are strong enough to radiate
and be detected directly by the electronics circuit, without the need for collective scat-
tering. This observation was made during the first collective scattering trial (Chapter
1). Such signals are present in both PL + LO and PL + PB + LO records (Fig.
8.16). The net amplitude of this oscillation, as detected by collective scattering only, is
obtained after normalization.

• Low amplitude plasma oscillations: these signals appear only in the PL + PB + LO
record.

Fig. 8.16 shows the raw spectra obtained which illustrate some of the typical low
frequency observations. A signal is detected in both PL+ LO and PL+ PB + LO records
at ± 26 kHz, due to an oscillation detected by the circuit, and greatly attenuated after nor-
malization. At -61 kHz, a large amplitude signal obtained by collective scattering is evident.
The experimental conditions used are a flow rate of 18 mg/s and discharge voltage of 300 V.
α is 90◦ and the wave number is 10373 rad/m.
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Figure 8.16: Raw low frequency spectra illustrating plasma oscillations detected by the circuit
and by collective scattering.

The low frequency signals on the spectra typically have irregular profiles, thus to
identify a peak frequency 〈f〉 for a particular peak, the following form is used
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〈f〉 =

∑
f ·S(f)∑
S(f)

(8.3)

where a weighted frequency value is obtained from the dynamic form factor values
from the normalized spectra, S(f), at different frequency values f .

8.5.3 The discharge current
The measured discharge current, Id, is the sum of the electron current, Ie, and ion

current, Ii, flowing to the anode. The ion current flowing towards the anode is considered
negligible,

Id ≈ Ie (8.4)

Ie is formed from two contributions: electrons which are emitted by the cathode and
flow directly to the anode, and secondary electrons which are released after ionization. The
electron current due to the secondary electrons is naturally equal to the ion beam current.

Hence Id may be expressed as the sum of the primary electron current flowing to the
anode and the ion beam current.

A portion of the time-varying discharge current signal recorded at the same time as
the signals shown in Fig. 8.16 is shown in Fig. 8.17. A 24 kHz oscillation is present in the
discharge current. This oscillation is associated with the breathing mode.
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Figure 8.17: Discharge current oscillations for a 0.5 ms duration (from a total acquisition
duration of 0.13 s)
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8.5.4 Random appearance of low frequency signals
The low frequency signals usually vary from record to record. That is to say, even for

identical experimental and thruster conditions, low frequency peaks of different frequencies
and amplitudes are seen. Fig. 8.18(a) and Fig. 8.18(b) illustrate the random appearance and
character of low frequency peaks. In the experiment shown, α = 90◦, the Xe flow rate 18 mg/s
and the wave number 10373 rad/m, for both cases. The discharge voltage is 300 V. The only
difference between the two cases is that the two records were made several minutes apart.
Only the ± 200 kHz range is shown for both figures as all important low frequency signals
tended to fall in this range.

The main frequency peaks in Fig. 8.18(a) are at -169 and -61 kHz; in contrast, the low
frequency peaks in Fig. 8.18(b) are located at -88, 25 and 21 kHz (with a resolution of 1.5
kHz). In addition, the amplitudes of the observed peaks are much larger in the second case
(the maximum dynamic form factor in Fig. 8.18(a) is only 3×10−3 s, while in Fig. 8.18(b),
in which the maximum is not shown, the maximum amplitude is 0.4 s.

The apparent random nature of the signals complicates analysis of low frequency
trends. As the frequencies and amplitudes are seen to vary for identical conditions, it is often
unclear whether when one parameter is varied, the peak observed is a shift of the same mode
from an original frequency or the spontaneous appearance of another type of oscillation.

8.5.5 Low frequency trends
Some attempts have been made to determine if key dependencies exist, despite the

erratic nature of the low frequency signals.

Dispersion relations

No clear dispersion relations have yet been identified for the low frequency modes
seen in this chapter. Fig. 8.19 shows the normalized superposed spectra for several values
of wave number, for which the flow rate is 6 mg/s, α = 90◦, discharge voltage 300 V and
magnetic coil current 17 A.

The largest low frequency signal (in red) is seen at the smallest wave number, 4149
rad/m. The characteristic peak frequency is 30 kHz. The other superposed spectra correspond
to successively higher values of wave number and their signal amplitudes are lower. The
amplitudes are probably too small to be significant, but it appears that the frequency remains
the same for different values of wave number. At higher values of wave number, exceeding
7854 rad/m (spectra not shown), no low frequency signals are apparent at the same frequency.

Effect of flow rate

A comparison of the low frequency normalized spectra at different flow rates, from 6
to 18 mg/s, is shown in Fig. 8.20. In this example, α = 90◦, with the wave number fixed at
5928 rad/m. The discharge voltage is 300 V.

164



-2 -1.5 -1 -0.5 0 0.5 1 1.5 2

x 10
5

0

1

2

3

4

5

6

7
x 10

-3

Frequency (Hz)

D
y
n
am

ic
 f
o
rm

 f
ac

to
r 
(s
)

(a) Low frequency spectra, case 1
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(b) Low frequency spectra, case 2

Figure 8.18: Non-identical low frequency spectra obtained for identical experimental condi-
tions and thruster parameters
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Figure 8.19: Low frequency normalized spectra at different wave numbers, with α=90◦
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Figure 8.20: Low frequency normalized spectra at different flow rates, with α=90◦ and k =
5928 rad/m
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As is evident from Fig. 8.20, no clear trend in either frequency or form factor is
identifiable with flow rate. The large peak apparent at very low frequency (6 kHz) is most
likely a diffraction residue which was not removed after normalization. The maximum static
form factor is about 80 for this mode.
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Figure 8.21: Low frequency normalized spectra at different flow rates, with α=0◦

A qualitative comparison of these results may be made with the case for which the
wave vector is oriented nearly parallel to the thruster axis. Fig. 8.21 shows the low fre-
quency spectra obtained at different flow rates when α = 5◦. The flow rate is 18 mg/s and the
discharge voltage 300 V. Some low frequency signals are observed in this case at frequen-
cies of 23 kHz and 73 kHz, with respective static form factor values of about 170 and 270
respectively.

Effect of magnetic field strength

In this experiment, ~k is oriented parallel to ~E × ~B and the flow rate is maintained at
6 mg/s, with the wave number fixed at 4890 rad/m. The magnetic field strength is varied by
varying the coil current from values of 7 to 24 A.

At high values of magnetic field coil current (20 to 24 A), no low frequency signal is
present, apart from the usual diffraction peak at 0 Hz (Fig. 8.22(a)). At lower values of coil
current, some low frequency peaks begin to appear (Fig. 8.22(b)). At the lowest values of
the coil current (7 to 14 A), a stable and unambiguous low frequency peak is observed, with
a frequency and amplitude which appear to evolve with coil current (Fig. 8.22(c)).

This experiment is a case in which some influence of the thruster parameters on the
low frequency behaviour may exist. The frequency variation with coil current between 7 and
14 A is shown in Fig. 8.23. The frequency (absolute value) of the low frequency peak is seen
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(a) Low frequency spectra for high values of magnetic coil
current (20 - 24 A)
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(b) Low frequency spectra for intermediate values of mag-
netic coil current (16 and 18 A)
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Figure 8.22: Behaviour of low frequencies for varying magnetic coil currents
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to increase as the coil current decreases. The gradual evolution and the sustained presence of
the peak seem to support the idea that it pertains to a particular mode.
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Figure 8.23: Frequency variation with coil current for α = 90◦ and k = 4890 rad/m

The frequencies, observed around -40 kHz for a wave number of 4890 rad/m, would
correspond to velocities on the order of 500 m/s. This velocity is so small that it is not clear
what thruster phenomena could produce these oscillations.

The corresponding form factor variation with coil current for the frequency peaks
of Fig. 8.23 is shown in Fig. 8.24. The form factor has unusually high values (for low
frequencies) at small coil currents, with a maximum around 8 A followed by a decrease as
the coil current increases.

8.5.6 Discussion
The form factors of the low frequency signals are typically very small, very sel-

dom exceeding 500. This places their maximum amplitude levels three orders of magnitude
smaller than the maximum amplitude of the high frequency oscillations studied in this thesis.

It is important to note that the low frequency observations described here are not
necessarily comparable to those mentioned in other works, even though the frequencies are
similar. The length scales accessible in our experiments do not correspond to the length
scales of the low frequency oscillations commonly described in the literature and so no direct
correlation between the breathing mode and transit time oscillations can be described. In
the azimuthal direction, for instance, low frequency oscillations have been measured with
wavelengths on the order of the thruster circumference [13], a spatial scale well beyond that
which is measurable by this diagnostic.

The mechanisms by which electrons are transported to the anode appear to occur over
a wide range of spatial and temporal scales. On the one hand, our results concerning the high
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Figure 8.24: Form factor variation with coil current for α = 90◦ and k = 4890 rad/m. Form
factor values correspond to frequency peaks of Fig. 8.23

frequencies at millimetric scales show that these excited modes have very large amplitudes.
On the other hand, our low frequency results show that at the same scales, the low frequency
oscillations are comparatively very weak.

The influence of the thruster parameters on the high frequency and low frequency
oscillations at the millimetric scale has been considered in this chapter. Some interesting
dependencies are evident for the high frequency oscillations, but the low frequencies tend to
be generally erratic and have very low amplitudes with no clear dependency on the thruster
parameters.
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Chapter 9

Stability analysis of longitudinal plasma
waves
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THE plasma in a Hall thruster may be approximated as a collisionless plasma, subjected to
a uniform magnetic field ~B0 parallel to the z axis and a uniform electric field ~E0 parallel

to the x axis, in a slab geometry as shown in Fig. 9.1.
The magnetic pressure associated with the magnetic field (B2/2µ0) is much larger

than the kinetic plasma pressure (nkBT ). The electrons, with a small Larmor radius in com-
parison to the plasma dimensions, are magnetized, while the ions are not. This chapter is
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Figure 9.1: Slab geometry of Hall thruster (plasma indicated in grey). The uniform magnetic
field ~B0 is directed out of the plane of the page along z, with the uniform electric field ~E0

parallel to x

concerned with determining the stability of the plasma on spatial and temporal scales which
are small compared to the plasma dimension and its collective movements. This analysis is
intended to account for the modes which have been seen experimentally.

Longitudinal space-charge waves, which will be studied here, are readily produced
by the coupling between the electric field and the particle trajectories. The waves seen exper-
imentally are most likely space-charge waves and the linear theory which forms the basis for
the analytic studies of Adam et. al. [2] and Ducrocq et. al. [18] demonstrates that the sole
condition for the formation of the unstable azimuthal mode is the azimuthal electron drift.

9.1 Evolution of the electron distribution

9.1.1 Vlasov equation
The interaction between a travelling wave and the charged particles depends on the

particle velocity. It is therefore necessary to distinguish between the particles according to
their velocity distribution. The appropriate description of the particle-wave interaction is
obtained from kinetic theory and the Vlasov equation.

The electron density in position and velocity space is defined by a distribution func-
tion f(~r,~v, t). When the electrons are located in an electromagnetic field, the function f
evolves in time in a manner such that the number of electrons in a volume element of the
phase space (~r, ~v) (which deforms according to the movement) is constant. This property is
formalised in the Vlasov equation,

∂f

∂t
+ ~v · ∂f

∂~r
+

qe
me

( ~E + ~v × ~B) · ∂f
∂~v

= 0 (9.1)

This is a non-linear differential equation, by way of the third term which is formed
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from the product of an electromagnetic field function and f , both of which depend on position
and time. To solve this equation, perturbative methods are applied.

The functions f and ~E are developed by orders, i.e.

f(~r,~v, t) = fo(~v) + f1(~r,~v, t) (9.2)
~E(~r, t) = ~Eo + ~E1(~r, t) (9.3)

We consider space-charge fluctuations, which are decoupled from transverse electro-
magnetic fluctuations such as magnetic field fluctuations. Thus the magnetic field contains
only the zeroth order term, ~B0. These expansions are substituted into the Vlasov equation,
which must then be satisfied at every order.

The resulting equations are

( ~E0 + ~v × ~B0) · ∂f0

∂~v
= 0 (9.4)

∂f1

∂t
+ ~v · ∂f1

∂~r
+

qe
me

( ~E0 + ~v × ~B0) · ∂f1

∂~v
= − qe

me

~E1 ·
∂f0

∂~v
(9.5)

9.1.2 Zeroth order solution: uniform steady-state motion
The solution to Eq. 9.4 is obtained via a change of variables,

~v =
~E × ~B

B0
2 + ~u (9.6)

from which Eq. 9.4 becomes

~u× ~B · ∂f0

∂~u
= 0 (9.7)

This equation is satisfied if the function f0(~u) is isotropic about the axis of ~B0. This
condition is fulfilled if in the crossed ~E and ~B configuration of the thruster, the electrons
move with a drift velocity ~Vd (Fig. 9.2),

~Vd =
~E × ~B

B0
2 (9.8)

and if the distribution function of the electrons at the zeroth order is isotropic in the
reference frame moving at the velocity ~Vd in the direction Oy.

f0 may be written as a shifted Maxwellian distribution

fo(~v) = no exp
[
−v

2
x + (vy − Vd)2 + v2

z

2v2
the

]
(9.9)

where
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vthe =

√
kBTe
me

(9.10)

Figure 9.2: Geometry of the Hall thruster. The wave vector ~k is shown with its projections
along all three axes; ~k⊥ is the projected wave vector in the xOy plane. The coordinates of
the velocity of an electron in the lab reference frame, ~v, and in the particle reference frame
moving at the drift velocity, ~u = ~v − ~Vd, are shown. The angle Ψ is formed between u⊥ and
the x axis. The angles α and β shown on the figure are consistent with the definitions used
during experiments, and the geometry shown would correspond to observations of a negative
frequency peak of the ~E × ~B mode (in the 03h00 thruster channel side)

9.1.3 Solution to the linearized Vlasov equation: the homogeneous equa-
tion

Eq. 9.5 contains two parts. The first member is a homogeneous differential equa-
tion involving f1, while the second is formed by the source terms for the function f1. The
homogeneous and complete solutions are obtained using a property of the Vlasov equation,
according to which the function f is constant along the trajectory of an electron. The homo-
geneous equation is therefore satisfied by every function of (~r′, ~v′, t) whose arguments (~r′, ~v′)
are time-dependent functions of the form ~r′ = ~r′(t), ~v′ = ~v′(t), which describe the motion
of an electron in the presence of the uniform, crossed fields ~E0 and ~B0. To solve the homo-
geneous equation, we situate ourselves in the reference frame moving at the drift velocity ~Vd
(Eq. 9.8). The velocity ~u and the coordinates ~r1 in this reference frame are defined by
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~v = ~Vd + ~u (9.11)
~r = ~Vdt+ ~r1 (9.12)

With these coordinates, the first member of Eq. 9.5 gives the following homogeneous
equation:

∂f1(~r1, ~u, t)

∂t
+ ~u · ∂f1(~r1, ~u, t)

∂~r1

+
qe
me

~u× ~B0 ·
∂f1(~r1, ~u, t)

∂~u
= 0 (9.13)

This equation pertains to the distribution function in a uniform and steady magnetic
field. The motion of electrons in this reference frame is the cyclotron motion. Let an electron
be characterised at time t by a velocity ~u, whose component ~u⊥ on the plane perpendicular to
~B0 makes an angle Ψ with the axis Ox, and by a position ~r1 = (x1, y1, z1). The magnitude of
the velocity ~u⊥ is constant, and the angle Ψ rotates in time at the electron cyclotron frequency
ωce = eB0/me. The velocity and the position of the electron at time t′ < t are ~u(t′) and ~r1(t′)
respectively, such that

ux(t
′) = u⊥ cos [ωce(t

′ − t) + ψ] (9.14)
uy(t

′) = u⊥ sin [ωce(t
′ − t) + ψ] (9.15)
uz(t

′) = uz (9.16)

and

r1x(t
′) =

u⊥
ωce

[sin [ωce(t
′ − t) + ψ]− sinψ] + x1 (9.17)

r1y(t
′) =

u⊥
ωce

[cosψ − cos [ωce(t
′ − t) + ψ] + y1 (9.18)

r1z(t
′) = uz(t

′ − t) + z1 (9.19)

The velocities in the lab reference frame are obtained using Eq. 9.11,

vx(t
′) = u⊥ cos [ωce(t

′ − t) + ψ] (9.20)
vy(t

′) = u⊥ sin [ωce(t
′ − t) + ψ] + Vd (9.21)
vz(t

′) = vz = uz (9.22)

where u⊥ is defined as

u⊥ =
√
vx2 + (vy − Vd)2 (9.23)

and the trajectories, obtained from Eq. 9.12, are written
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x(t′) =
u⊥
ωce

[sin [ωce(t
′ − t) + ψ]− sinψ] + x (9.24)

y(t′) =
u⊥
ωce

[cosψ − cos [ωce(t
′ − t) + ψ] + y + Vd(t

′ − t) (9.25)

z(t′) = vz(t
′ − t) + z (9.26)

9.1.4 Solution to the linearized Vlasov equation: the complete equation
Each function f(~r,~v, t) whose arguments are the trajectories given by Eq. 9.22 and

Eq. 9.25, is a solution of the homogeneous equation. The complete solution of Eq. 9.5 is
obtained by the integration of the source terms over the trajectories,

fe1(~r,~v, t) = − qe
me

∫ t

−∞

~E1(~r(t′), t′) · ∂fo(~v(t′))

∂~v
dt′ (9.27)

Two additional properties will be used: first, the fact that the electric field is a space-
charge field, and is therefore derivable from a potential φ

~E1(~r, t) = −∇φ(~r, t) (9.28)

and second, the assumption that sinusoidal functions form the basis of the solutions
to the linear differential equations. Hence

φ(~r, t) = φ̃ ei(
~k·~r−ωt) (9.29)

Thus Eq. 9.27 becomes

fe1(~r,~v, t) = i
qe
me

φ̃

∫ t

−∞

~k · ∂fo(~v(t′))

∂~v
ei(

~k·~r(t′)−ωt′)dt′ (9.30)

9.1.5 The integrand
Integration over the trajectory produces a projection of the gradient (in velocity space)

of the distribution function f0(~v(t′)) at the zeroth order, at time t′, over the wave vector ~k.
f0(~v) depends only on the modulus of the velocity component perpendicular to the magnetic
field (in the moving reference frame), u⊥, and the velocity component parallel to ~B0, vz.
Thus, according to Eq. 9.9,

∂fo
∂vx

(t′) = −vx(t
′)

v2
the

fo(u⊥, vz) (9.31)

∂fo
∂vy

(t′) = −vy(t
′)− Vd
v2
the

fo(u⊥, vz) (9.32)

∂fo
∂vz

(t′) = −vz(t
′)

v2
the

fo(u⊥, vz) (9.33)
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Eq. 9.30 may be written by substituting the components of velocity with the velocity
definitions from Eq. 9.20 to Eq. 9.21, and the displacement expressions from Eq. 9.24 to Eq.
9.26 into the argument of the exponential. The resulting expression is

fe1(~r,~v, t) = −i qe
kBTe

φ̃fo(u⊥, vz)

∫ t

−∞
dt′ ×

{kxu⊥ cos [ωce[t
′ − t] + ψ] + kyu⊥ sin [ωce[t

′ − t] + ψ] + kzvz} ×

exp i{kxu⊥
ωce

[sin [ωce(t
′ − t) + ψ]− sinψ] + kxx+

kyu⊥
ωce

[cosψ − cos [ωce(t
′ − t) + ψ]] + kyVd(t

′ − t) + kyy +

kzvz(t
′ − t) + kzz − ωt′} (9.34)

In the following, polar coordinates (k⊥, θ, kz) are used for the wave vector ~k : kx =
k⊥ cos θ, ky = k⊥ sin θ. In Eq. 9.34, it may be observed that the function constituting a
projection of velocity on ~k, which appears before the exponential, is the time derivative of
a part of the function constituting a projection of the position on ~k, which appears in the
argument of the exponential. Thus, if the function of the position is represented by g(t), then

g(t′) = i
k⊥u⊥
ωce
{cos θ sin [ωce(t

′ − t) + ψ]−sin θ cos [ωce(t
′ − t) + ψ]+kzvz(t

′−t)} (9.35)

which may be written

g(t′) = i

{
k⊥u⊥
ωce

sin [ωce(t
′ − t) + ψ − θ] + kzvz(t

′ − t)
}

(9.36)

Hence

fe1(~r,~v, t) = − qe
kBTe

fo(u⊥, vz) φ̃e
i(~k·~r−ωt)ei

k⊥u⊥
ωce

sin (θ−ψ)

∫ t

−∞

∂g(t′)

∂t′
eg(t

′)e−i(ω−
~k·~Vd)(t′−t)dt′

(9.37)
This form of the integrand facilitates an integration by parts.

9.2 The first order electron distribution function
In the coefficient of the integral, an exponential of the form ei(

~k·~r−ωt) appears; the
function f1, like the function φ, may be written in the form of a plane wave,

fe1(~r,~v, t) = f̃e e
i(~k·~r−ωt) (9.38)

A change of variable is made in the integrand, t1 = t′ − t, and g1(t1) = g(t′) =
g(t+ t1). Consequently, it becomes possible to perform an integration by parts,
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f̃e = − qe
kBTe

fo(u⊥, vz) φ̃e
i
k⊥u⊥
ωce

sin(θ−ψ) ×[∣∣∣eg1(t1)−i(ω−~k·~Vd)t1
∣∣∣0
−∞

+ i(ω − ~k · ~Vd)
∫ 0

−∞
eg1(t1)−i(ω−~k·~Vd)t1dt1

]
(9.39)

Taking into consideration the boundary conditions,

g1(t1 → −∞)→ 0 (9.40)

g1(t1 = 0) = −ik⊥u⊥
ωce

sin (θ − ψ) (9.41)

The expression for f̃e is written as

f̃e = − qe
kBTe

fo(u⊥, vz)φ̃×[
1 + i(ω − ~k · ~Vd)ei

k⊥u⊥
ωce

sin(θ−ψ)

∫ 0

−∞
dt1e

i
k⊥u⊥
ωce

sin (ωcet1+ψ−θ)−i(ω−~k·~Vd−kzvz)t1

]
(9.42)

Under this form, the integral of the time-dependent function in e(ic sin(ωcet1)) is not
directly calculable. A development using Bessel functions is possible, however, where

eiz sinφ =
∞∑

m=−∞

eimφJm(z) (9.43)

where m is an integer. Using this expression, f̃e may be written

f̃e = − qe
kBTe

fo(u⊥, vz)φ̃×

[
1 + (ω − kyVd)ei

k⊥u⊥
ωce

sin (θ−ψ)
∞∑
m

eim(ψ−θ)Jm(k⊥u⊥
ωc

)

mωce − ω + kyVd + kzvz

]
(9.44)

This equation, with Eq. 9.38, gives the expression for the perturbation of the electron
distribution function, at the velocity ~v(v⊥, θ, vz), as a function of time, in the presence of a
longitudinal wave characterized by wave vector ~k(k⊥, θ, kz), with a potential of amplitude φ̃.

In order to facilitate future integrations over the angle Ψ, another expansion using a
Bessel function in the form e(ic sin(θ−Ψ)) is used, such that

f̃e = − qe
kBTe

fo(u⊥, vz)φ̃

[
1 + (ω − kyVd)

∞∑
l

∞∑
m

ei(m−l)(ψ−θ)Jl(
k⊥u⊥
ωce

)Jm(k⊥u⊥
ωce

)

mωce − ω + kyVd + kzvz

]
(9.45)

This expression is very similar to that obtained by Gary and Sanderson [24] during
their development of the dispersion relation for shock waves propagating perpendicular to ~B.
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9.3 Electron density

9.3.1 Integration of f1 over velocity components perpendicular to ~B

The electron density is obtained via integration over the velocities of the distribution
function of Eq. 9.45,

ñe =

∫ +∞

−∞
dvz

∫ ∞
0

u⊥du⊥

∫ 2π

0

f̃edψ (9.46)

The distribution at the zeroth order is that of Eq. 9.9 with the definition of u⊥ given
by Eq. 9.23.

The integration of Eq. 9.46 is first performed over Ψ from 0 to 2π. Due to the
cylindrical symmetry of f0, only the diagonal terms (l = m) of the double summation are
non-zero,

∫ 2π

0

f̃edψ = −2πnoqe
kBTe

fo(u⊥, vz) φ̃

[
1 + (ω − kyVd)

∞∑
m

J2
m(k⊥u⊥

ωce
)

mωce − ω + kyVd + kzvz

]
(9.47)

The next step is the integration over the perpendicular velocity u⊥. The following
relation between between Bessel functions of the first type, Jm(x), and the modified Bessel
functions In(x), is used: ∫ ∞

0

ue−
u2

2 J2
m(xu)du = e−x

2

Im(x2) (9.48)

thus

∫ ∞
0

u⊥du⊥

∫ 2π

0

f̃edψ = − noqe
kBTe

φ̃
1√

2πvthe
e
− v2

z
2v2
the ×[

1 + (ω − kyVd)
+∞∑

m=−∞

e−γIm(γ)

mωce − ω + kyVd + kzvz

]
(9.49)

where the argument γ is a normalization of the perpendicular wave number k⊥ by the
mean electron Larmor radius ρce = vthe/ωce,

γ =

(
k⊥vthe
ωce

)2

(9.50)

An equivalent expression may be obtained from Eq. 9.47 and using the identity

+∞∑
m=−∞

J2
m(x) = 1 (9.51)
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Thus

∫ ∞
0

u⊥du⊥

∫ 2π

0

f̃edψ = − noqe
kBTe

φ̃
1√

2πvthe
e
− v2

z
2v2
the

+∞∑
m=−∞

mωce + kzvz
mωce − ω + kyVd + kzvz

e−γIm(γ)

(9.52)

9.3.2 Expansions and developments in the limit of zero magnetic field
When the intensity of the magnetic field tends towards zero, it should be possible to

find the expression corresponding to the electron response in an unmagnetized plasma. It
may also be desirable to obtain a development of this response at higher orders of B.

Some properties of modified Bessel functions

Before we proceed with the expansion, some properties of Bessel functions useful for
the analysis, taken from the handbook by Abramowitz and Stegun [1], are given below.

When B tends toward zero, the argument γ of functions Im diverge as B−2. It is
therefore worth noting the asymptotic expansion of the modified Bessel function,

Im(z) ≈ ez√
2πz

[
1− 4m2 − 1

8z
+O

(
1

z2

)]
(9.53)

i.e.

e−γIm(γ) ≈ (2π)−1/2 ωce

k⊥vthe

[
1− 4m2 − 1

8
(
ωce

k⊥vthe
)2 + ...

]
(9.54)

The following other properties of modified Bessel functions and their sums will prove
useful,

I−m(z) = Im(z) (9.55)

e−z
+∞∑

m=−∞

Im(z) = 1 (9.56)

e−z
+∞∑

m=−∞

mIm(z) = 0 (9.57)

e−z
+∞∑

m=−∞

m2Im(z) = 1 + z (9.58)

where z is real and m is an integer, and hence Im(z) ≥ 0.
The parity of modified Bessel functions with respect to their index m allows the sum-

mation over the second member of Eq. 9.52 to be rewritten,
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+∞∑
m=−∞

mωce + kzvz
mωce − ω + kyVd + kzvz

e−γIm(γ) =

kzvz
kzvz + kyVd − ω

e−γI0(γ) + 2
+∞∑
m=1

kzvz(kzvz + kyVd − ω)−m2ω2
ce

(kyVd + kzvz − ω)2 −m2ω2
ce

e−γIm(γ) (9.59)

The limit B → 0 with a constant drift velocity

In the limit B → 0, it is necessary to define what becomes of the drift velocity
Vd = E0/B. If the electric field is left constant, Vd diverges asB−1 and the situation tends to-
wards a non-magnetized plasma, but with an infinite drift velocity, which is not the boundary
condition we would expect to obtain. The assumption will therefore be made that E0 tends
towards zero at the same time as B, maintaining a constant drift velocity.

In this case, the summation of the second member of Eq. 9.52 is

+∞∑
m=−∞

mωce + kzvz
mωce − ω + kyVd + kzvz

e−γIm(γ)→

kzvz
kyVd + kzvz − ω

+∞∑
m=−∞

e−γIm(γ) =
kzvz

kyVd + kzvz − ω
(9.60)

We obtain exactly the expected response in the absence of a magnetic field, with a
drift velocity.

9.3.3 Integration over velocities parallel to ~B

To obtain the electron density from the function f1 (Eq. 9.46), all that remains is the
integration of the velocities vz parallel to B,

ñe =

∫ ∞
−∞

dvz

∫ ∞
0

du⊥u⊥

∫ 2π

0

dψf̃e =

− noqe
kBTe

φ̃ e−γ
+∞∑

m=−∞

Im(γ)

∫ ∞
−∞

dvz√
2πvthe

mωce + kzvz
mωce − ω + kyVd + kzvz

e
− v2

z
2v2
the (9.61)

A normalised variable ζm is defined for the frequency ω,

ζm =
ω − kyVd −mωce

kzvthe
√

2
(9.62)

and a variable ξ for the velocity vz

ξ =
vz

vthe
√

2
(9.63)
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from which

mωce + kzvz
mωce − ω + kyVd + kzvz

= 1 +
ω − kyVd
kzvthe

√
2

1

ξ − ζm
(9.64)

The plasma dispersion function will be used,

Z(ζ) =
1√
π

∫ ∞
−∞

dξ
e−ξ

2

ξ − ζ
(9.65)

With these definitions and the property from Eq. 9.56, Eq. 9.61 becomes

ñe = − noqe
kBTe

φ̃

[
1 +

ω − kyVd
kzvthe

√
2
e−γ

+∞∑
m=−∞

Z(ζm)Im(γ)

]
(9.66)

This form may also be used to write the longitudinal electron susceptibility,

χe// =
1

k2
~k · χe · ~k = − qe

εok2

ñe

φ̃
(9.67)

or

χe// =
1

k2λ2
D

[
1 +

ω − kyVd
kzvthe

√
2
e−γ

+∞∑
m=−∞

Z(ζm)Im(γ)

]
(9.68)

where λD is the Debye length,

λD =

√
εokBTe
noq2

e

(9.69)

For the case of propagation purely perpendicular toB, the parallel wave vector is zero
(kz = 0). Eq. 9.61 and the symmetry of the terms −m and +m of the summation are used to
obtain

ñe(kz = 0) = −2
noqe
kBTe

φ̃ e−γ
∞∑
m=1

Im(γ)
m2

(ω−kyVd
ωce

)2 −m2
(9.70)

This expression shows the electron cyclotron resonances with each of the harmonics
of ωce, shifted by a frequency −kyVd.

It should be noted that the function Z(ζ) takes values around ζ ≈ 0 in an interval
∆ζ ≈ 1, outside of which the function decreases as ζ−1.

The argument ζm is close to zero if ω ≈ kzVd +mωce. The frequency width of the Z
function is ∆ω ≈ kzvthe. When the direction of propagation becomes close to perpendicular
to B, the frequency width ∆ω tends to zero. It is useful to compare this width to the sepa-
ration ωce between two cyclotron resonances: if kzvthe < ωce, the successive resonances at
frequencies ω−kzVd = mωce are very distinct. If, in addition, this ∆ω interval is on the same
order as the ion plasma frequency, a large ion response is expected, of the ion acoustic wave
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type. This is the case for cyclotron waves in the thruster: each physical condition corresponds
to a different series development of Eq. 9.66 or Eq. 9.68.

9.4 The ion density
The intensity of the magnetic field in the thruster is such that the electron Larmor

radius is very small, while that of the ions is large in comparison with the thruster size. For
this reason, the ion dynamics are described using kinetic theory in the absence of a magnetic
field. The field ~E0 accelerates ions along the axis Ox. The zeroth order Vlasov equation
must take into account a velocity which depends on the x position. This spatial variation
complicates the solution.

Taking into account the fact that the acceleration zone is short (on the order of 1 cm),
the equation will not be solved in this region, but in the region immediately downstream.
We will therefore assume that the ions move with a uniform velocity ~vp and parallel to Ox.
The evolution of the corresponding distribution function is dictated by the linearized Vlasov
equation. The longitudinal ion susceptibility is therefore

χi// = − 1

2k2λDi2
Z ′(

ω − kxvp
kvthi

) (9.71)

where

λDi =

√
εokBTi
noiq2

i

(9.72)

and Z ′(z) is the derivative of the plasma dispersion function. λDi, vthi and n0i are the
ion Debye length, ion thermal velocity and the ion density respectively.

9.5 The dispersion relation
The dispersion is obtained when the total space charge density

ρ = ñeqe + ñiqi (9.73)

satisfies Poisson’s equation, k2φ̃ = ρ/εo. Since ñe and ñi were obtained as a function
of the potential φ̃, the necessary condition between the wave vector and frequency is obtained.
This condition is written

1 + χe// + χi// = 0 (9.74)

That is,

1 +
1

k2λ2
D

[
1 +

ω − kyVd
kzvthe

√
2
e−γ

+∞∑
m=−∞

Z(ζm)Im(γ)

]
− 1

2k2λ2
Di

Z ′(
ω − kxvp
kvthi

) = 0 (9.75)
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where ζm and γ are as previously defined.

9.6 Discussion
A comparison may be made between the dispersion relation developed by Adam et.

al. [2] and whose solutions were discussed in Chapter 3 and Chapter 7, and the dispersion
relation developed here.

The dispersion relations are similar in all respects, save for the inclusion of an ion
kinetic susceptibility and ion beam velocity vp in our description, which differs from a treat-
ment of ions as cold and immobile. This is the source of the last term in Eq. 9.75.

Because the ions originate from different positions within the channel, the longitu-
dinal dispersion of their velocities is large. Since, in addition, the angular opening of the
ion beam is large, the transverse dispersion of ion velocities is also large. This results in an
equivalent large-temperature ion population which might induce significant changes in the
instability growth rate and instability threshold. Such an investigation of Eq. 9.75 will be
completed in future work.
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Reflections

Experimental diagnostics provide key information on ion and electron behaviour in
the thruster, and are indispensable for understanding phenomena such as anomalous trans-
port. They provide a means of improving thruster modelling efforts and identifying the ideal
regimes of thruster operation. There is a need for novel diagnostics which could provide
complementary information to that obtained via conventional probe methods. This work rep-
resents the first application of a collective light scattering diagnostic for the study of high
frequency plasma oscillations in the Hall thruster.

The initial goals of this work were to demonstrate experimentally the presence of mil-
limetric, MHz oscillations at the thruster exit which were predicted to have a role in anoma-
lous electron transport. The observation of such a class of oscillations is beyond the reach
of conventional diagnostics, and validation of linear kinetic theory required a completely
different approach. A high-performance collective scattering diagnostic, PRAXIS-I, was de-
signed, built and tested for thruster studies in 2008 and provided convincing experimental
evidence that the predictions from linear kinetic theory had validity. Two different MHz-
frequency modes were identified at the thruster exit: an azimuthally-propagating mode with
the predicted general characteristics, and a new, axially-propagating mode. Some interesting
differences with theory, such as continuous dispersion relations, were also observed.

Based on the initial collective scattering results, a second phase of experiments was
performed in 2009 with an upgraded optical bench, PRAXIS-II. The new bench enabled a
number of new investigations of the previously identified modes. In particular, localizations
of the modes and fine determinations of their directionality were performed. The azimuthal
mode was discovered to propagate in three dimensions with an angular opening of only a few
degrees, while the axially propagating mode was discovered to have an angular opening on
the order of the beam divergence angle. These new directionality experiments not only pro-
vided new information on the features of the azimuthal mode, but also provided the impetus
for a re-evaluation of the three-dimensional theoretical dispersion relation. It was discovered
that the inclusion of a wave vector component parallel to the magnetic field was sufficient to
resolve many remaining key differences between linear kinetic theory and experiments.

Despite the quantity of new information and characterizations which have been made
available by these experiments, more interesting work remains to be done. From the theo-
retical standpoint, solutions to the three-dimensional dispersion relation which incorporate
the ion velocity and temperature must be obtained. Is it possible to account for features
such as the directionality of the azimuthal mode by taking into account the ion dynamics and
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damping effects? This modified dispersion relation could provide a better description of the
azimuthal mode. In addition, plasma non-uniformities in the radial direction, which have
been neglected here for simplicity, must be added to future models. It also remains to be seen
whether the azimuthal mode can play a role in thruster erosion, particularly given its length
scales and directionality.

From the experimental standpoint, the investigations carried out on PRAXIS-II have
provided strong reasons to expand studies of the axially-propagating mode. The next stage
of experiments will attempt to increase the experimental frequency and wave number ranges
for this mode, and study more closely its link to the azimuthal mode and to the ion beam
velocity and velocity dispersion. Finally, work on quantifying anomalous electron transport
and electron axial velocities is to be pursued.
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Appendix A

Laser profilometry procedures

Laser profilometry has proven to be an indispensable tool for determining the beam
quality during various stages of the optical bench construction:

• Initial laser testing: profilometry was necessary to determine the M2 value of the new
laser, a value which was stated to be typically < 1.1 by the manufacturer. In fact, the
M2 value was determined to be 1.2, necessitating important modifications to the initial
bench design.

• Determining diffraction reduction: the ceramic tube installed on the path of the laser
beam on PRAXIS-II was intended to absorb the long tails of the laser beam which con-
tributed to excess diffraction. Profilometry was performed on the beam after the tube to
determine the effectiveness of this installation and determine an exact positioning for
the tube.

• Measurement of beam waist: a typical profilometry procedure involves the measure-
ment of the laser beam waist at various locations, such as in the convergence zone in
front of the thruster, and at locations where the beam size must be restricted (at the
translator-rotator, acousto-optical deflector, etc.)

A.1 Approaches to profilometry
Two main approaches to profilometry were adopted:

• The scanning slit method: this method employs a BeamScan instrument (model 1180-
FIR) from Photon Inc. This device uses a slit mounted on a spinning drum head. The
laser beam is positioned to be incident on the window and the slit, and the radiation
is transmitted to a detector. The magnitude of the transmitted signal is proportional
to the laser power and this is used to generate a beam profile. The advantage of this
device is that it may be used on the high power initial laser beam (about 40 W) without
the necessity for attenuation; the small slit size (18 µm by 9 mm) allows in only a
fraction of the total incident power. It is also relatively simple and requires only an
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oscilloscope to record the calibrated profile. There are some important disadvantages:
the window diameter being only 9 mm, the device could not be used to measure beam
waists exceeding 2.25 mm. In addition to this, the profiles are somewhat noisy and
the measurement of long laser tails responsible for diffraction impossible. For these
reasons, this device was used only in certain limited situations.

• The mobile pyroelectric: this device was set up in the laboratory. It consists of a py-
roelectric detector mounted on a potentiometer which translates it across the incident
beam in a controlled fashion. The voltage output from both the detector is proportional
to the laser power. The advantages of this technique are significant: profilometry of
virtually any beam size is possible. The disadvantages are that the beam requires sig-
nificant attenuation from its initial power (by a factor of a 1000), and several additional
devices are required (beam chopper, synchronous detector, power supply, oscilloscope,
potentiometer). Despite these disadvantages and complexity, this was the preferred
method for determining the beam waists and the presence of tails. Its installation will
be described in this appendix.

A.2 The mobile pyroelectric method
The pyroelectric detector has an exposed surface which is limited to a diameter of 0.25

mm by a pinhole placed in front of it, and generally accepts incident power on the order of
tens of mW. The initial beam is attenuated by three orders of magnitude using a combination
of beam-splitters. The pyroelectric is moved in two directions: along y using a potentiometer
(Fig. A.1) controlled by stepper motor, and along z using a vernier adjusted manually in 0.5
mm steps. The profiles generated are therefore in the form of slices.

Figure A.1: Setup for the measurement of laser beam profile

In order to follow the small variations in signal intensity as the detector traverses the
beam, it is necessary to use a synchronous detector, or lock-in amplifier (EG & G Princeton
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Applied Research, Model 5208). The incident beam is sampled at a low frequency (about 1
kHz) using a chopper placed in the beam path, which is connected to the lock-in amplifier
and serves as the source of the reference signal. The second input to the lock-in amplifier is
the pyroelectric signal itself (a voltage). The lock-in amplifier multiplies the reference and
pyroelectric signal, allowing the phase and amplitude of the pyroelectric signal to be obtained
after filtering.

The phase of the chopper reference signal is adjusted such that it is matched to the
pyroelectric signal; this is necessary for the amplitude of the output signal to be proportional
to the pyroelectric signal. To do this, the detector is first moved in y and z to a position which
maximizes the output signal, at a random phase, which shall be called p1. The phase is then
changed to p2 = p1 + 90◦. The phase is then finely adjusted around this value such that the
signal falls to zero, to a value p3. Once this signal level is obtained, the phase is changed to
p3−90◦, which should correspond to the value for which the chopper and pyroelectric signals
are phase-matched.

The signal is now sent to an oscilloscope, along with the voltage signal from the
potentiometer, the latter signal serving to calibrate the displacement through which the pyro-
electric moves as it scans the beam.

The result of a profilometry experiment is shown in Fig. A.2.
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Figure A.2: Reconstitution of laser beam profile; the low noise of the profiles obtained is
notable

This profilometry procedure has been used to identify the presence of tails in the laser
beam and other irregularities in its profile, and to measure the beam waist at various locations.
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A.3 Determination of the M 2 value
Profilometry using the pyroelectric detector has been essential to determining the laser

beam quality factor,M2, which provides a measure of the beam divergence and must be taken
into account during the planning of any optical bench. The M2 value is defined as the ratio of
the beam parameter product (BPP) of the laser beam and the BPP of the laser’s fundamental
transverse mode, identified as TEM00. The beam parameter product is defined as the product
of the minimum beam diameter and the beam divergence.

The beam divergence can be determined from a far-field measurement of different
beam waists. This cannot be done directly on the initial beam exiting the laser for two rea-
sons: firstly, because the minimum beam waist is located inside the cavity and inaccessible,
and secondly, because such a measurement would require determining beam waists over a
distance of several metres in order to be accurate.

Instead, an artificial minimum beam waist is constructed using a lens placed at some
distance from the laser exit, after the beam has been sufficiently attenuated. The measure-
ments of beam waist are then made in the regions around and far from the minimum beam
waist.

In the present example, the separation used between the laser exit and the lens is 1300
mm. It is desirable to to reduce the length of the measurement region necessary by choosing
a lens of short focal length. On the other hand, short focal lengths lead to smaller minimum
beam waists which are likely to saturate the detector. The lens focal length is 508 mm in the
present case and represents a good compromise between these considerations.

Several beam profiles are recorded and fitted to a Gaussian of the form

I = I0e
−(y−µ)2

2w2 (A.1)

where I0 is the signal amplitude, y the vertical position of the pyroelectric detector,
µ the mean position and w the beam waist. All these parameters are optimized for the best
Gaussian fit. A typical profile is shown in Fig. A.3.

The optimized values w for all distances from the lens are determined and plotted as
shown in Fig. A.4. These waists are fitted to a curve of the theoretical form for the beam
expansion, a hyperbola of the form

w(z) = w0

√
1 +

(
z − z0

eR

)2

(A.2)

The parameters of the optimized fit - w0, z0 and eR - are determined. In the present
example, w0 is 0.5568 mm, z0 is 710 mm and eR 65.31 mm. w0 represents the minimum
beam waist, z0 the location parameter and eR the Rayleigh length - the distance from w0 over
which the waist increases to

√
2w0.

The M2 value may now be determined.
The M2 value is calculated as the ratio between the experimentally-determined beam

divergence and the theoretical divergence of a perfect Gaussian beam (of M2 value of 1).
The theoretical divergence is
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Figure A.3: Beam profile at 267 mm from lens (experimental points in blue, Gaussian fit in
red)
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Figure A.4: Beam waists at different distances from the lens
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tan(θt) =
λ

πw0

(A.3)

where λ is the laser wavelength. tan(θt) is 6.058×10−3.
The experimental divergence is

tan(θe) = lim
z→∞

w − w0

z − z0

=
w0

eR
(A.4)

i.e. a value determined in the far-field region, hence the necessity for measures at a
large distance from the minimum waist, well beyond the Rayleigh length. The resulting value
of tan(θe) is 8.525×10−3.

The “intermediate” M2 (subject to a correction) is obtained from

M2 =
tan(θe)

tan(θt)
(A.5)

This value is 1.407.
This must be corrected by the size of the pinhole in front of the detector; this pinhole

has a diameter of 0.25 mm, compared to the minimum waist of 0.5568 mm, which leads
to an overestimation of the waist because of the low resolution. The intermediate M2 is
therefore corrected using a convolution of an “equivalent” Gaussian window based on the
pinhole diameter, and the Gaussian beam.

The resulting equivalent waist of pinhole, wd, is 0.2 mm. The relation between the
measured waist w0 and the corrected waist, wt, is

wt = wm

√
1 +

(
wd
wm

)2

(A.6)

The corrected minimum waist 0.520 mm.
Finally, M2 is deduced from

M2 =
πwt

2

λeR
(A.7)

The value of M2 in this case is 1.2; this value was applied to the design of PRAXIS-I.
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Appendix B

Detector efficiency

The detector used during the experiments is an HgCdTe semiconductor material of
area 200 µm2, sensitive to wavelengths from 8 to 12 µm. It requires liquid nitrogen cooling
to lower the inherent thermal noise, which is significant at room temperatures. The quantum
efficiency of the detector is one factor in the determination of the absolute signal magnitude
and is defined as the ratio of the number of photons which effectively contribute to the mea-
sured current, to the total number of photons incident on the detector surface. The detector
efficiency is precisely determined and used to determine the signal level.

The detector is rated for a few milliwatts of incident power, and during experiments,
this power is kept below 3 mW. This also prevents saturation of the pre-amplifier.

The incident beam power is first attenuated to an acceptable level, and its level is
measured at 0.17 mW, using a calorimeter.

The number of incident photons N corresponding to this incident power, P , is

N =
P

hν
(B.1)

where h is Planck’s constant, and ν = 2.83×1013 Hz. N is 9.07×1015.
If the detector efficiency is 1, then all the incident photons contribute to the measured

current, giving rise to a maximum possible current defined as

Imax = eN(η) (B.2)

where e is the electronic charge, and η the detector efficiency. The maximum current
expected for this incident power is 1.45 mA.

The actual current, Im, measured by the detector itself is 0.9 mA. The detector effi-
ciency is then

Im
Imax

= 0.62 (B.3)

This value is applied during calculations of the form factor.
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Abstract 

 

Anomalous electron transport across magnetic field lines in the Hall thruster plasma is 

believed to be due in part to plasma oscillations. Oscillations of frequencies on the order of a 

few megahertz and of wavelengths on the order of a millimeter have been shown to be likely 

to lead to transport. Measurements of fluctuations at these length scales is, however, beyond 

the reach of conventional thruster diagnostics such as probes. This work describes the first 

application of a specially-designed collective light scattering diagnostic (PRAXIS) to the 

measurement of electron density fluctuations and the subsequent identification of unstable 

modes in the thruster plasma. Two main high frequency modes are identified, propagating 

azimuthally and axially, of millimetric length scales and megahertz frequencies. The 

propagation directions and angular openings of the modes are determined. The azimuthally-

propagating mode, believed to be responsible for transport, is shown to have wave vector 

components antiparallel to the magnetic field and parallel to the electric field, and to 

propagate within an extremely limited region. The axially-propagating mode is shown to have 

features closely related to the ion beam velocity and divergence. The electron density 

fluctuation level is calculated and is associated with a high electric field amplitude. The 

experiments, confirming a number of predictions arising from linear kinetic theory, also 

provide much additional information permitting the improvement and development of models 

for both modes. 

 

 

Résumé 

 

Les oscillations dans le plasma d'un propulseur à effet Hall sont susceptibles de provoquer le 

transport anormal à travers des lignes du champ magnétique. La théorie cinétique linéaire 

montre qu'en particulier certaines oscillations, de fréquence de l'ordre du mégahertz et de 

longueur d'onde millimétrique, peuvent jouer un rôle important dans le transport anormal. Les 

échelles caractéristiques de ces fluctuations ne sont pas détectables par des outils standards 

comme les sondes. Ce travail décrit pour la première fois l'utilisation d'un diagnostic de 

diffusion collective (PRAXIS) conçu pour l'étude du plasma du propulseur, qui a mené à 

l'identification des modes instables dans le plasma. Deux modes hautes fréquences ont été 

identifiés, se propageant dans les directions azimutale et axiale, avec des longueurs d'onde 

millimétriques et des fréquences de l'ordre du mégahertz. Les directions de propagation et les 

ouvertures angulaires de ces modes ont été déterminées. Le mode azimutal, identifié dans la 

théorie comme agent principal du transport, possède des composantes anti-parallèles au 

champ magnétique et parallèles au champ électrique et se propage dans une ouverture 

angulaire très restreinte. Le mode axial montre des caractéristiques liées à la vitesse et la 

divergence du faisceau d'ions. Le niveau de fluctuation de la densité est associé à une grande 

amplitude du champ électrique fluctuant. Les résultats des expériences sont en accord avec les 

prévisions théoriques et apportent de nouvelles informations, permettant ainsi d'améliorer et 

de développer des modèles pour les deux modes. 

 

 

  


