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Nomenclature

~e unit vector directed along an axes

~m horizontal unit vector normal to the contour and external to the integration area

~n normal vector to the interface

~u velocity vector, ~u = [u, v]
~Z vector of unknowns

A Hamaker constant, [J]; vapor-liquid interface or its area (section 3.3), [m2]

D solid heater thickness, [m]

e speci�c energy, [J/(kg)]

f accommodation coe�cient

g gravity acceleration, [m/s2]

H latent heat, [J/kg]

J mass evaporation �ux, [kg/(m2s)]

j volume heat supply, [W/m3]

K curvature, [1/m]

k thermal conductivity [W/(m·K)]
L bubble contour half length, [m]

M molar mass, [g/mol]

NA Avogadro constant (6.02214129 · 1023, [1/mol])

Q integrated heat �ux, [W/m]

R bubble radius, [m]

r radius, [m]

Ri interfacial thermal resistance, [(K m2)/W]

Rg universal gas constant (8.3144), [J/(mol K)]

s curvilinear coordinate, [m]

t time, [s]

TS wall temperature, [K]

U volume �ux, [m3/s]

u velocity, [m/s]; local slope of the liquid-gas interface = dh/dx

V bubble 2D half volume, [m2]; bubble volume (section 3.3), [m3]

x, y cartesian coordinates, [m]

Bo Bond number

Ca Capillary number

Fo Fourier number

Ja Jakob number

Abbreviations

BC Boiling Crisis, Boundary Condition

BEM Boundary Element Method

CHF Critical Heat Flux

CL Contact Line

CP Critical Point

FVM Finite Volume Method

HTC Heat Transfer Coe�cient

ONB Onset of Nucleate Boiling
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Greek symbols

α thermal di�usivity, [m2/s]

β parameter related to slip length or interface thermal resistance

∆p pressure jump, [Pa]

∆T wall superheating, [K]

∆t time step, [s]

δ arc length, [m]; modi�ed capillary number in sec. 2.4

ε small parameter (dimensionless superheating ∆T/Tsat)

Γ contact line or its length, [m]

γ Marangoni coe�cient (γ = ∂σ/∂T ), [N/(K·m)]

κ exponent

Λ total thermodynamics potential, [N·m]

µ dynamic viscosity, [Pa·s]; chemical potential (in Chapiter 1)

Ω contour of a domain; length of a contour (section 3.3), [m]

φ local slope angle of the liquid-gas interface

Π disjoining pressure, [J/m3 = Pa]

Ψ stream function

ψ reduced temperature

ρ density, [kg/m3]

σ surface tension, [N/m]

τ characteristic time [s]

θ contact angle

ϕ polar angle, [rad]

% Euler Mascheroni constant (0.5772156649)

~ω vorticity

ξ reduced curvilinear coordinate

ζ reduced heat �ux

Subscripts and superscripts

ad adsorbed �lm

app apparent

d dry

eq equilibrium

i interface

init initial

L liquid

l lower

max maximal

micro microscopic

mol molecular
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prev previous

r recoil

sat saturation

u upper

V vapor, Voinov

w wall

Y Young
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1.1 Evaporation as a multiscale problem

The evaporation in the vicinity of the triple gas-liquid-solid contact line (CL) is of high impor-

tance in many natural and technological processes (e.g. boiling, drying of paint, etc.). While

this phenomenon was intensively studied last decades, many questions still remain unsolved.

The main issue that complicates understanding of the heat and mass transport processes lies in

their strong localization in the vicinity of the CL. This complicates on one hand experimental

measurements and on the other, the mathematical and numerical modeling. Indeed, one has to

deal with a system exhibiting singular-like behavior of various macroscopic quantities (e.g. shear

rate, local heat �ux, evaporation �ux etc.). One also has to mention that although the transport

processes occur at a scale smaller than several hundreds of nm (microregion) it is necessary to

consider also a coupling with the macroscopic problem (macroregion), see Fig. 1.1. The prob-

lem is thus multiscale. The microregion provides boundary conditions to macroscopic problem

statement.

In general the wedge-shaped liquid layer con�ned between the heated substrate and the gas-

liquid interface at small scales near the liquid-gas-solid CL is extremely important for at least

two reasons:

• A substantial part of the evaporative mass transfer occurs there [1�3],

• A strong meniscus curvature that occurs in this region leads to the apparent contact angle

θapp (angle at the border of microregion) larger than its actual microscopic value [2�7], see

Fig. 1.1.



4 Chapter 1. Introduction

 

gas 

solid 

liquid 

contact 
line 

~ 1 μm ~ 1 mm 

Microregion  Macroregion  

 J(s) 
s 

h 

θapp 

  
 

  
 

vapor 

h contact line 

θmicro 

y 

x 

liquid 

solid substrate 

 

Figure 1.1: Geometry of the problem, microregion and macrorgion (volatile liquid drop).

These two aspects are key arguments which show the necessity of the careful microregion

consideration.

There are two main regimes that may occur when dealing with the evaporation in the vicinity

of CL. Both have similar features due to common geometry but it is important to distinguish

them since evaporation is driven by di�erent mechanism in each case. In the �rst of them, the

evaporation is controlled by the di�usion of liquid vapor into another gas (e.g. drying of water

drop surrounded by air). Such type of evaporation, controlled by processes in gas phase, is not

a main objective of this thesis. However due to conceptual relevance and to the wide interest to

this regime the situation in this �eld is brie�y described. Up to now, many experimental and

theoretical approaches have been developed [8, 9]. Particular �eld where the di�usion controlled

evaporation is of crucial importance is a deposit formation during drying of colloidal suspensions

extensively studied since the work of Deegan et al. [10]. Its authors proposed solving the di�usion

problem in gas phase using an analogy with the electrostatics. With such a strategy they were

theoretically able to show , that intensive evaporation appears in the vicinity of the CL. More

precisely, the local mass evaporation �ux J scales in the vicinity of CL as J ∝ s−λ, where s is

the coordinate along the liquid-vapor interface, see Fig. 1.1. The exponent λ depends on the

contact angle. For contact angle smaller than 90◦, λ ∈ (0, π/2) and J thus diverges at the CL.

Such a situation induces a liquid �ow towards the CL, which explains the formation of a ring

shaped deposit of co�ee particles, co�ee stain problem. A signi�cant e�ort has been made to

understand and treat such a problem. Two main strategies were used to relax J singularity: 1)

mathematical relaxation of divergent form of J e.g. by using an exponential cut-o� near the CL

[11], 2) a precursor �lm account [12, 13], which restricts applications to the complete wetting

case. Recently, in the frame of the latter approach a full coupling of the liquid and vapor phase

has been performed [12, 14]. However on a hydrophobic substrate, the precursor �lm is not

expected and a proper treatment of this situation is lacking. The evaporation in combination

with moving CL is treated e.g. in [13, 15�17].

 

saturated  
vapor 

liquid 

saturated  
vapor 

b) liquid 
meniscus 

saturated  
vapor 

c) a) 

Figure 1.2: Industrially relevant geometries to the thermally controlled evaporation in the vicinity

of CL: a) vapor bubble during boiling, b) sessile drop evaporation during the spray cooling, c)

evaporation of liquid menisci in capillaries.
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The second regime of evaporation, addressed in this thesis, is the evaporation of liquid into

the atmosphere of its pure vapor controlled by the heat supplied from the liquid side and spent to

compensate the latent heat of vaporization. Unlike the previous regime, evaporation is controlled

by the processes in the liquid and solid phases. Such a regime occurs in many industrially relevant

situations with di�erent macroscopic geometry. Generally one distinguishes three of them: 1)

bubble growth on the heater at boiling, 2) sessile drop evaporation during the spray cooling, 3)

evaporation of liquid menisci in capillaries of the heat pipes, see Fig. 1.2.

The heat pipe application is not directly discussed in this thesis, however as this application

is very close to the author, it is at least shortly mentioned in the following. There are several

di�erent kinds of heat pipes, with di�erent geometry and a mechanism of �uid transport. The

oldest (dates back to 1942) and simplest are the conventional heat pipes. It is a passive two-phase

heat transfer device capable of transferring large quantities of heat with minimal temperature

drop. The heat pipe consists of evaporator and condenser connected by the adiabatic section.

The heat is consumed at evaporator, where the working �uid is vaporized. The vapor condenses

in the condenser. During the phase change, the �uid takes or releases latent heat of vaporiza-

tion/condensation. The liquid returns to the evaporator through the capillary structure from the

condenser to the evaporator driven by capillary force. Many heat pipes are designed in a way

to maximize the total length of contact line (e.g. evaporation in porous media), this increases

the evaporative heat transport. This is the feature that links the heat pipe application to the

contact line evaporation research and thus to this thesis. A large amount of literature on this

topic is available [18, 19].

In the present thesis the emphasis will be put on the boiling application as it was the author's

primary motivation for this work. A separate and more concrete introduction to thermally

controlled evaporation microregion models is given at the end of this section.

1.2 Heater dryout

Boiling process is a complex and crucially important phenomenon which is used in many engi-

neering but also natural and everyday life applications, e.g. transfer of thermal energy, mixing

of �uids, sterilization, distillation, changing of surface properties, etc. Undoubtedly, the most

important application of boiling for modern society is the transfer of heat in energy industry

(e.g. power plant steam generators). In such applications the boiling process is used to transfer

high amounts of heat. However, the boiling heat transfer is limited by a threshold value of heat

�ux qCHF (the Critical Heat Flux, CHF), at which the nucleated vapor bubbles on the heating

surface form abruptly a �lm that thermally insulates the heater from the bulk liquid. The heat

transfer is suddenly blocked and the temperature of the heater rapidly grows (if the source of

heat is not immediately suspended) and consequent burnout of the heater may appear. This

phenomenon is known under names of �boiling crisis� (BC), �heater dryout� or �transition to �lm

boiling�. As a consequence the heater temperature can rise so high that it exceeds the melting

temperature of heater, which causes its destruction, see e.g. Fig. 1.3. This phenomenon is of

particular importance for the nuclear power platns where the burnout causes a severe nuclear

accident. The critical heat �ux must never be reached at any place of the nuclear core, to pre-

venting melting; it is one of the design requirements of nuclear reactors. The heater dryour may

also occur in the grooves of heat pipes that are widely used as cooling systems in electronics.

Such a situation leads to the loss of the e�ciency or functionality of the evaporator and possibly

to the damage of the electronic component.

In spite of the fact that boiling and BC have been extensively studied for several decades, the
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a) b)

c)

Figure 1.3: Examples of destruction caused by BC in nuclear power applications. Photos: a, b)

Simulated burnout of the fuel rods, CEA/DEN; c) Severe fuel damage experiment QUENCH-15

at Karlsruhe Institute of Technology [20].

basic theory of boiling is still incomplete. This is mainly because of the violence of �uid motion

(e.g. water under the ambient pressure) that on the one hand conceals the mechanisms of bubble

growth from detailed observation, and on the other hand strongly complicates direct numerical

simulations. There are many unanswered questions concerning the close vicinity of the heating

surface, down to the scale of bubbles nucleation and growth heater surface.

1.2.1 Theoretical background

In this section, a theoretical basis related to boiling and BC phenomena are brie�y introduced.

The boiling and BC are demonstrated here by referring to the boiling curve. It is a plot of the

heat �ux q from the heater vs. the average heater temperature for conditions of interest (pressure,

gravity level, etc.), see Fig. 1.4. The rate of the heat transfer from the heater to the liquid is

characterized by the slope of the boiling curve called HTC. The boiling curve was introduced

nearly 80 years ago by Shiro Nukiyama in the pioneering paper [21]. This paper essentially started

the �run� towards the full understanding of the boiling heat transfer. Numerous researchers

discovered a lot on this run but still at the current stage we must state that the general theory

of boiling is still far from being completed. Here a schematic representation of the pool boiling

curve is presented in Fig. 1.4. The pool boiling means that there is no externally imposed �uid

�ow (stagnant �uid) and the relative motion of �uid near the heated surface is primary due to

the rising vapor bubbles. The main regimes of pool boiling are indicated here schematically, for

more detailed discussion on boiling curve see e.g. [22]. In the following, we assume that the

bulk liquid surrounding the horizontal heater is at the saturation temperature for the ambient

pressure. The associated average wall superheat is thus de�ned as ∆T = Tw − Tsat.

• Natural convection regime: When the heat load is small, heat may be transferred from the

surface to ambient liquid by natural convection and di�usion. The HTC associated with

this regime is relatively low.

• Natural convection regime: At larger heat �ux, when the superheat becomes large enough

to initiate vapor bubble nucleation at some of the cavities on the surface. Such an event is

called onset of nucleate boiling (ONB) and from this moment on, the boiling process started.
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Figure 1.4: Boiling curve

Once such a situation appeared a further increase of heat load causes an intensi�cation if

the boiling process (higher bubble departure frequency) and increase of number of active

nucleation sites. Separate vapor bubbles that grow at the heater and depart from it under

the action of lift o� forces (e.g. buoyancy), see [23]. In this regime the heat transfer

is very large due to both phase change (latent heat of evaporation) and the fact that the

superheated liquid is carried away from the heating surface by the departing vapor bubbles.

Therefore the boiling curve slope (HTC) is much larger than for the convection regime.

• Transition boiling (boiling crisis): Increasing further the heat load produces an increase

in the vapor production. When the superheat still increases and exceeds a critical value

(called Critical Heat Flux, CHF), the vapor bubbles on the heating surface covers a signif-

icant fraction of the solid heater. This regime is characterized by rapid and considerable

�uctuations in the local heat �ux or temperature values. This causes unstable dry regions,

appearing very rapidly at a given location before collapsing (i.e., bubble departing from

the solid substrate), allowing the surface to be rewetted (rapidly cooled by the bulk liquid).

Note that this part of the boiling curve is di�cult to reach as the red line in Fig. 1.4 is

usually followed when increasing the imposed heat �ux. However it is well accessible when

the boiling curve is followed from the opposite direction e.g. during the quench experi-

ments1[24]. This signi�es abrupt formation of a vapor �lm that thermally insulates the

heater from the liquid and the e�ciency of heat transfer decreases drastically.

• Film boiling: In this case the liquid phase does not wet the solid wall. In this regime heat

�ux monotonically increases as the superheat increases. This trend is a consequence of

increased conduction, and convection. At high wall superheating radiative heat transport

across the vapor layer may be also important.

1The hot object is immersed in to the liquid bath. If the temperature of the object is high enough, the �lm

boiling regime can be achieved.



8 Chapter 1. Introduction

1.2.2 State of the art

An overview of several important experimental and theoretical publications related to nucleate

boiling and boiling crisis are presented in this section. For more detailed overview of all important

publications on boiling heat transfer and BC, the reader is referred to review articles e.g. [25, 26].

Nucleate boiling has been debated over many decades resulting in several competing or mutu-

ally exclusive physical models. Han and Gri�th [27] opened a discussion on di�erent heat transfer

mechanisms involved during bubble boiling. In their work, two main heat transfer mechanisms

were distinguished: 1) the bulk convection mechanism which describes the convective heat �ow

towards the bulk liquid caused by vapor bubble dynamics (growth, departure), 2) the natural

convection mechanisms which describes the heat transfer from heating surface to bulk liquid by

usual convection process in a continues manner2. Later, based on experimental measurements,

Cooper et al. [28]3 distinguished another fundamental heat transfer mechanism based on the

existence of a thin liquid layer underneath each growing vapor bubble (microlayer). Due to its

small thickness (and thus small thermal resistance) the heat transfer is very signi�cant. This heat

transfer mechanism can be considered as a predecessor of the microregion modeling presented

in this thesis. Mikic et al. [30], identi�ed another mechanism called �transient conduction� by

him, related to a transient process of rewetting of the dry spot after vapor bubble departure.

In addition, they proposed a model describing a fraction of the total heat �ux associated with

this mechanism. These are some important historical studies which gave an important insight

to the theoretical background of nucleate boiling. During the last decades such ideas were more

developed, re�ecting more precise measurement techniques and increased possibilities of numer-

ical treatment of the problem. Recent classi�cation of heat transfer mechanisms was recently

reviewed by Kim [31]. Generally, four basic mechanisms that contribute to total pool boiling

heat �ux are distinguished [32] in up to date publications:

• Transient conduction. Includes the heat transfer at the area of in�uence of a bubble growing

at a nucleation site.

• Evaporation at the liquid-vapor interface. Only a fraction which may be added in the tran-

sient conduction is meant here. The evaporation in the vicinity of the CL is included here.

• Enhanced natural convection. The convective contribution in the vicinity of the growing

vapor bubble is meant here.

• Natural convection. This contribution covers a natural convection from regions that has no

active nucleation site and are completely unin�uenced by grooving vapor bubbles.

The contribution of each of these mechanisms to the overall heat transfer depends on the input

heat load, �uid used and the geometrical con�guration of the system.

During the last decades very large amount of correlations for the boiling heat transfer co-

e�cient were developed, see e.g. [22]. Most of these correlations rely heavily on empirical

parameters, and are valid only for limited range of system parameters, certain �uids and sys-

tem geometrical con�gurations. These correlations are still heavily used to design the thermal

devices.

The experimental observation and measurements are very useful tools to get insight into

the boiling phenomenon. Very frequent experimental technique lies in using optical cameras to

2Note that in the original work [27] such classi�cation was based on identi�cation of two areas of heating

surface, the bulk convection area (including the impact of growing and departing vapor bubble) and the natural

convection area (not in�uenced by existence vapor bubbles).
3However �rst who suggested this mechanism for evaporation were Snyder and Edwards [29]
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capture growing vapor bubble shape evolution. Such measurements are however very di�cult to

perform with high precision because of fast motion of the liquid-gas interfaces and temperature

gradients that cause strong optical aberrations [33]. This is because there is an index of refraction

gradient within the thermal boundary layer which creates a parallax e�ect. Snapshots of the

vapor bubbles evolution can provide information on e.g. vapor bubble shape, bubble departure

diameter, nucleation side density, apparent contact angle, etc. Optical measurements providing

the detailed information on the vicinity of CL are very rare [34]. Optical experimental observation

of the bubble boiling regime at low heat loads was performed e.g. by Son et al. [32, 35], and

successfully compared with the results of their numerical simulation.

In order to obtain information concerning local temperature and heat �uxes, another kind

of experiments needs to be performed. Considerable e�ort was done recently in miniaturization

of experimental sensors. The time and length scales resolved have thus become smaller. The

most relevant to this thesis measured quantities are the instantaneous local quantities at the

vapor bubble foot such as the wall superheating or transferred heat �ux. Very frequently used

techniques to measure these quantities are the thermochromic liquid crystals (TCLs) [36] or high

speed infrared thermography [37, 38]. Another approach that allows to obtain information on
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Figure 1.5: Infrared camera measurement of temperature distribution on the backside of a 20

µm thick stainless steel heater during microgravity boiling experiment. The �uid used was n-

Per�uorohexane, tsat = 42.32◦, the electrical heating power q=3865 W/m2. a) bubble shape, b)

temperature, and c) calculated heat �ux distribution. The �gure taken from [38], p. 78.

the local heat �ux or temperature at the foot of growing vapor bubble is the use of micro heater

arrays to impose constant temperature or constant heat �ux boundary conditions [31]. The main

conclusion from the local measurements during the nucleate boiling is that there is a very high

heat �ux and temperature variation in the vicinity of the CL, see Fig. 1.5. The local heat �ux

measured at the bubble foot can be of several orders higher than its value averaged over the

heater surface. However note that the reality might be even more striking as due to limited

resolution the measured values are still averaged over several tens of micrometers which is much

larger than the overall typical size of the microrgion (∼ 1 µm). In addition, most of publications

indicate [31] that the mircoregion heat �ux contribution to overall heat transfer from the solid

heater is about 30 %. This is a rather high value when considering that the area over which such

an energy is transferred is very small (proportional to the overall CL length). It needs to be

taken into account in the modeling of boiling. In addition, the microregion is important also due

to its impact on vapor bubble geometry and naturally its in�uence on bubble departure event

[39]. The microregion is thus signi�cant for the global vapor bubble dynamic evolution during

bubble boiling.

One of �rst studies dealing with simulation of nucleate boiling was made by Stephan and
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Hammer [1] who attempted to determine the heat transfer coe�cient. In this publication, an

implementation of microregion model for complete wetting (brie�y described in section 1.3.2)

was proposed and applied to 2D numerical simulation of single spherical vapor bubble growth on

heated surface. In the macroregion liquid domain, the hydrodynamics was completely neglected.

A quasi stationary heat conduction was solved in liquid and solved domains. No bubble departure

was considered.

More recent research work of the same group concerns the numerical simulation of the bubble

boiling [40, 41]. The signi�cant progress with respect to [1] was made. The volume-of-�uid (VOF)

solver of the OpenFOAM package was used to simulate repetitive bubble growth and detachment

from the heated wall. Full Navier-Stokes equations in the vapor and liquid domain were solved

in three dimensional space. The correlated values of the microregion model [1] were used. The

apparent contact angle was used to determine the surface tension adhesion force, playing the

major role in vapor bubble departure. Relatively low heat �uxes corresponding the nucleate

boiling regime were applied.

Nowadays, there are many numerical studies of boiling phenomenon available e.g. [32, 42�47],

treating the problem at various level of complexity with various computational approaches (VOF,

Level-Set method, Lattice Boltzmann method, etc.) and interface tracking method. However to

perform full simulation of boiling in complex geometries is still far from being feasible with any

of existing codes.

The previously mentioned studies targeted the nucleate boiling as it is a usual working regime

of the industrial heat exchangers. Obviously, it is of high importance to study the limiting

phenomena of nucleate boiling as it determines the maximal possible heat loads transferable

within the device. It is important to predict the CHF value for given system con�guration. Such

a task requires clear understanding of the physical phenomenon that triggers it.

Concerning the boiling crisis, several dozens of existing models are available, see [48, 49].

Several mechanisms are considered to be generally important [50], for instance: 1) breakdown of

stability in macroscopic hydrodynamics [51], 2) rapid vapor blanketing due to the heterogeneous

spontaneous nucleation [52], 3) contact line instability due to the vapor recoil e�ect [53, 54],

etc. The �rst mentioned, Zuber model [25, 51, 55] is the only one that can be considered as a

theory, the others being mainly empirical or semi-empirical. According to Zuber's model, vapor

columns form at the nucleation sites on the heater. The vapor moves upwards while the liquid

moves to the bottom of the column where evaporation occurs. This counter-�ow motion induces

the Kelvin-Helmholtz instability, which is supposed to cause destabilization of the whole system

and formation of a vapor �lm on the heater. This transition occurs when the vapor velocity

exceeds the Kelvin-Helmholtz threshold [55] resulting in the following CHF (Zuber-Kutateladze)

expression,

qCHF ∼ H[σg(ρL − ρV )/ρ2
V ]1/4, (1.1)

where H is the latent heat, ρL (ρV ) is the density of the liquid (gas) phase, σ is the surface

tension, and g is the gravity acceleration. While this expression �ts a number of experimental

data sets, the underlying physics is questionable. Indeed, the vapor column morphology of boiling

is quite rarely observed while the BC occurs inevitably for all morphologies of boiling, for pool

as well as for �ow boiling. Besides, many experimental results, in particular those obtained

in low gravity [56], cannot be �tted by Eq. (1.1). Other physical phenomena should then be

responsible for the triggering of BC. A strong dependence of CHF on the wetting properties

and the surface state of the heater [25] suggests a phenomenon at the level of the triple (vapor-

liquid-solid) contact line rather than a phenomenon related to the bulk hydrodynamics [55, 57].

It is important to identify this small-scale phenomenon that triggers the BC and thus de�nes
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its threshold. Either the dry spots under individual vapor bubble begin to grow independently

and coalesce later or many neighboring bubbles begin to coalesce thus creating a growing dry

spot. A thorough analysis [58] of this second scenario has shown a necessity of the repetitive (at

least 30 � 40 times) formation of aggregates of 2 � 3 coalesced bubbles at the same neighboring

nucleation spots. This is not a likely event because in order to coalesce: 1) the bubbles need to

grow close to each other, which is prohibited by their thermal interaction [59, 60], and 2) the

strong lubrication forces between their interfaces need to be overcome [61], which means that

either the bubbles are densely crowded or strongly pinned at their nucleation sites. More recent

experimental studies [62, 63] corroborate these considerations.

In the present thesis we consider the scenario based on the spreading of the dry spot under a

vapor bubble, suggested theoretically in [53]. The reasoning was based on the vapor recoil force,

a force originated from intensive evaporations at the CL (see section 1.25), neglecting completely

the hydrodynamics. Such a reasoning has been con�rmed by observation of growth of individual

dry spots through the transparent heater [64, 65]. To our knowledge, the dynamics of BC that

clearly showed its progression was observed only at nearly critical pressure (near the liquid-gas

critical point) where the weak heat di�usion slowed down the bubble growth and where the CHF

value become very small [66, 67]. Such experiments had to be performed in the reduced gravity.

The reason for this is that close to the critical point the surface tension is very low (vanishing

at the critical point), which cause a strong bubble interface deformation when experiment done

at terrestrial conditions. In such a way, it has been shown that the spreading of dry spots under

individual bubbles precedes their coalescence which gives rise to the fast heater temperature rise.

Recently, very �ne experiments dedicated to study of boiling crisis near the vapor-liquid critical

Figure 1.6: Preliminary results from DECLIC experiment [66]. The side view snapshots of the

bubble on the solid heater are shown. The system is heated by initial short pulse heat generation

in the heater (t = 0). The time evolution shows the deformation of the liquid-vapor interface in

the vicinity of the CL.

point were performed on board of the International space station in the facility developed by

CNES and managed by NASA, DECLIC. Some details on DECLIC can be found in Appendix

A. Representative preliminary results [68] are shown in Fig. 1.6. In this �gure, sevaral side
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view snapshots of the bubble on the solid heater are shown. The �attened shape of the bubble

is caused by the geometry of the experimental cell (zero gravity environment). The system is

heated by initial (t = 0) short pulse heat generation in solid. The time evolution shows the

deformation of the liquid-vapor interface in the vicinity of the CL. The apparent contact angle

increases in time. Such an experiment shows that the vapor spreading process is caused by

heating and the contact line region is enormously important for the bubble growth dynamics.

1.3 Hydrodynamics in the vicinity of contact line

In the previous section, we showed the importance of the vicinity of the contact line. In this

section, the hydrodynamics in the vicinity of CL is discussed in more detail.

1.3.1 Theoretical background

In this section, the theoretical basis related to the contact line modeling is discussed.

1.3.1.1 Slip length

Slip length is a parameter related to the slip boundary condition which, contrary to the no-slip

boundary condition, allows nonzero liquid velocity at the solid wall. The necessity of relaxing the

no-slip boundary condition is typical in several situations such as gas �ow in microchannels, �ows

of non-Newtonian �uids and in problems related to the contact line. In order to demonstrate its

necessity let us consider purely isothermal CL dynamic situation (vCL 6= 0) with conventional

no-slip boundary condition vx = 0 at solid wall, see Fig. 1.7.

 

vCL 

Figure 1.7: Geometry of isothermal dynamic CL situation.

This exactly demonstrates co called viscous stress singularity, which was pointed out �rst by

Huh and Scriven .

vCL 6= 0 dictates that the liquid-vapor interface moves with respect to the solid liquid inter-

face. Since CL belongs to both interfaces, its velocity is then ambiguous, which is well known to

produce logarithmically divergent total drag force on solid substrate [69], which is not physically

acceptable. The oldest and simplest way to overcome such a di�culty is to employ the slip

length. The simplest expression that involves the slip length ls is the Navier slip condition

vx = ls
∂vx
∂y

.

From the modeling point of view, the slip boundary condition is a suitable candidate, which pro-

vides a satisfactory description for the signi�cant features of the motion. Satisfactory means that

the system admits a simple mathematical description, which can be solved with given bound-

ary conditions (�nite slope and zero thickness of liquid-vapor interface at CL). Nevertheless, a

logarithmically divergent hydrodynamics pressure (although integrable) at the CL is nonphysical.

One needs to mention that the slip of liquid along the solid substrate is well con�rmed

experimentally, see e.g. [70, 71], and recent measurements permit to determine hydrodynamic slip

lengths up to 10 nm accuracy [72]. Another approach supporting the concept of the slip length
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is the molecular dynamic simulations [73, 74]. More detailed discussion on this phenomenon

may be found in the review articles [71, 74]. In general, all these studies showed that the no-slip

boundary condition should be replaced in the vicinity of the CL.

1.3.1.2 Kelvin e�ect

The Kelvin e�ect (sometimes also called the Gibbs-Thomson e�ect) is a dependence of the

saturation temperature on pressure. Such a phenomenon is topic covered by most of textbooks

on �uid physics. Here, the books [75] and [76] are followed.

Let us consider a large volume of liquid separated by a �at interface from its vapor, where the

pressure is p∞sat. The liquid contains a vapor bubble at equilibrium, see Fig. 3.1. The pressure

is constant within each phase. The pressures in each phase satisfy the equation µV (pV , T
i) =

µL(pL, T
i). A similar expression can be written for the �at liquid-vapor interface, µV (p∞sat, T

i) =

µL(p∞sat, T
i) ≡ µ, where µ is the common value of the two chemical potentials. In order to obtain

each of the pressures, let us subtract two latter equations

µV (pV , T
i)− µV (p∞sat, T

i) = µL(pL, T
i)− µL(p∞sat, T

i). (1.2)

The pressure in the phases may be di�erent, because of the bubble interface curvature or other

liquid gas
pLpV

gaspsat

Figure 1.8: Vapor bubble in bulk liquid, isothermal system.

reasons

pV − pL = ∆p, (1.3)

where ∆p is the pressure jump.

For small di�erences δpV = pV − p∞sat, δpL = pL − p∞sat one expands (1.2) in terms of δpV,L
[76], and gets

δpV
ρV

=
δpL
ρL

. (1.4)

Using this formula together with (1.3), written however for pressure di�erences (δpV −δpL = ∆p),

one obtains for the vapor bubble surrounded by liquid

pV − p∞sat = ∆p
ρV

ρL − ρV
, pL − p∞sat = ∆p

ρL
ρL − ρV

. (1.5)

In order to get an expression for the equilibrium temperature of interface (dependent on the

pressure jump), we use the assumption ρL � ρV . For (1.5b) we get pL ∼ psat(T
i) − ∆p and

(1.5a) reduces to

pV ∼ psat(T i)−∆p
ρV
ρL
. (1.6)

The Clausius-Clapeyron equation

dp

dT

∣∣∣∣
sat

=
HρLρV

Tsat(pV )(ρL − ρV )
(1.7)
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leads to
psat(T

i)− pV
T i − Tsat(pV )

=
HρV

Tsat(pV )
. (1.8)

When combining (1.6, 1.8) one obtains the expression for the equilibrium interface tempera-

ture as a function of pressure jump

T i = Tsat

(
1 +

∆p

HρL

)
. (1.9)

The interface temperature thus depends on the pressure jump across the liquid-vapor interface.

This phenomenon is hereafter referred as the Kelvin e�ect.

In the microregion description, the vapor pressure pV is considered to be spatially homo-

geneous (�one-sided� description [1�3, 5, 6, 77]). The interface temperature is however allowed

to vary following the pressure in the liquid phase pL, which needs to be determined from the

hydrodynamic part of the problem. Eq. (1.9) is used in this case under the hypothesis of local

equilibrium.

1.3.1.3 Interfacial thermal resistance

This phenomenon is considered mainly due to extremely high local heat �uxes at the liquid-vapor

interface in the vicinity of the contact line. It is related to the question of maximal theoretical

evaporation �ux and its limitation due to molecular kinetic aspect (motion of vapor molecules in

the vicinity of the interface during the phase change). Here the phenomenon is brie�y introduced,

detailed description can be found in books [22, 78] or in more recent publications on this topic

[79, 80].

From the molecular kinetics theory, the following expression [22] can be derived for heat �ux

at the interface

qi =
2f

2− f
H√

2πRg/M

(
piV√
T i
−

pV√
Tsat(pV )

)
, (1.10)

where f is the accommodation coe�cient taking into account molecular e�ects such as re�ection

or emission of molecules from the liquid-vapor interface. The main assumptions used for its

derivation: Maxwell velocity distribution of particles in gaseous phase, the �ux of molecules of

each phase is determined by corresponding temperature and pressure, ideal gas law, small rate

between the average molecular velocity (in the bulk) and characteristic velocity of molecules

qi(ρVH)−1/
√

2RgTV /M � 1. pV is the pressure of the bulk vapor and piV the pressure in the

vapor phase at the interface.

There are several ways to simplify Eq. (1.10), see [22, 81]. We follow the approach of Stephan

et al. [1, 41], who proposed to reduce the expression (1.10) by considering a negligible di�erence

between the interfacial temperature and the saturation temperature compared to their absolute

values for the case of a �at interface piV = psat(T
i)

qi =
2f

2− f
H(psat(T

i)− pV )√
2πRgTsat/M

. (1.11)

By using the linearized form of Clausious-Clapeyron equation (1.8), one can get an expression

describing the deviation of interface temperature from the value given by the bulk vapor pressure

T i = Tsat(pV ) +Riqi, (1.12)
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where Ri is de�ned as

Ri =
2− f

2f

Tsat
√

2πRgTsat/M(ρL − ρV )

H2ρLρV
, (1.13)

The value of accommodation coe�cient is quite unsure quantity [82] (experimentally obtained

data scatter over two orders of magnitude). For simplicity, similarly to [1], f is set to unity here.

1.3.1.4 Surface forces at partial wetting

This phenomenon enters the problem when the length scale of interest in the vicinity of CL is

comparable to the length scale of interaction between the molecules [83]. Let us �rst consider a

thin liquid �lm of a homogeneous thickness h on a solid substrate at equilibrium, see Fig. 1.9.

The liquid is surrounded by its gas and the system is at the saturation temperature Tsat given by

h

vapor

liquid

solid SL

Figure 1.9: Isothermal liquid �lm on solid.

the bulk vapor pressure. The excess free energy W (appearing due to the presence of interfaces)

per unit area is

W (h) = σSL + σ + P (h), (1.14)

where the �rst two terms in the right side are the tensions of the solid-liquid and gas-liquid

interfaces, respectively. The term P (h) is the energy of the surface (or thin �lm) forces [83, 84].

It appears because the molecules of the solid �feel� the gas-liquid interface. It is a contribution of

the di�erential (proportional to di�erence of liquid and vapor density) interaction energy of the

molecules of the liquid and of the gas with those of the solid. The h scale at which P (h) matters

depends mainly on the combination of materials in the given system. Obviously, P (h→∞) = 0.

The limit h→ 0 may be attained at partial wetting. It is evident that W (h→ 0) has to be

�nite in this case. It has been postulated by [85] that

W (h→ 0) = σSG, (1.15)

which corresponds to the energy of the dry (bare) solid-gas interface. Equations (1.14), (1.15)

then lead to the constraint P (h→ 0) = S, where

S = σSG − σSL − σ (1.16)

is the spreading coe�cient. A more general case [86, 87] P (h → 0) ≥ S is adopted here. The

inequality can be justi�ed by the existence of a monolayer of �uid molecules that may modify

the surface energy so that W (h→ 0) > σSG.

Consider next the wedge-like geometry appearing at partial wetting (when contact angle is

small), again at equilibrium. At large scales, the meniscus and the substrate make the contact

angle θY (see Fig. 1.12) de�ned by the Young formula cos θY = 1 + S/σ where S < 0. At the

scale of molecular size, the meniscus forms a contact angle θmicro. By minimizing the free energy

functional in statics [86], it can be shown that θmicro needs to satisfy the equation [87]

cos θmicro = 1 +
S − P (h→ 0)

σ
. (1.17)
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One �nds out easily that

cos θmicro = cos θY −
P (h→ 0)

σ
. (1.18)

Note that the assumption (1.15) results in θmicro = 0; θmicro ≥ 0 in a more general case considered

here.

The above approach has been developed in the �local� approximation, where P is assumed

to be independent of the spatial variation of h (i.e., on its spatial derivatives). The non-local

approach, e.g. [88�90] (where P is considered to be a functional of h(x)) gives a correction to

(1.18) and (1.19) at large θY . In particular, θmicro 6= 0 even for P (h→ 0) = S. For small angles,

the results of the local and non-local approaches are essentially similar. The meniscus shape is

calculated from the normal stress balance at the interface,

∆p = Kσ + Π(h), (1.19)

where K is the interface curvature and Π is the disjoining pressure related to P via

Π = −∂P
∂h

. (1.20)

In general, the disjoining pressure includes contributions from dispersion, electrical double layers,

electrostatic and structural forces [84]. For simplicity, only the dispersion component (Πa) is

considered here in spite of the �uid choice (water, for which the electrostatic and structural

forces are important). For h & 10 nm (neglecting the retardation e�ect),

Πa(h) = A/(6πh3). (1.21)

The Hamaker constant A is positive for the �high-energy� metal or oxidized surfaces, and its value

is A ∼ 10−20 − 10−19 J. When the interface extends up to the solid surface (h → 0), Πa → ∞
and a di�culty appears while solving Eq. (1.19) with Π = Πa. There are several solutions to

this problem at equilibrium [91] or out of it [6]. Choosing a particular shape of Π, �nite as h→ 0

is adopted here, see discussion associated with Fig. 1.12.

1.3.1.5 Vapor recoil

Every �uid molecule evaporated from the liquid interface causes a recoil force analogous to that

created by the gas emitted by a rocket engine. It pushes the interface towards the liquid side in

the normal direction. This force appears because the �uid necessarily expands while transforming

from liquid to gas phase. Obviously, the stronger the evaporation rate, the larger is the vapor

recoil force.

Let us consider a portion of the liquid-vapor interface of area dA, see Fig. 1.10. During the

time dt, the liquid of the mass dm is evaporated. This mass can be expressed as

dm = ρV dVV = ρLdVL, (1.22)

where dVL(dVV ) and ρL(ρV ) are the volume and the density of the evaporated liquid (created

vapor). As a consequence, the interface moves towards the liquid side d~l = −~ndVL/dA, where ~n
is the unit vector to the interface.

The conservation of momentum for the portion of the �uid shown in Fig. 1.10 is

(~vV + ~vi)dm+ ~prdtdA = 0, (1.23)
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where ~pr is the vapor recoil pressure, ~vi = d~l/dt is the velocity of the interface and ~vV =

~ndVV /(dAdt) is the velocity of the vapor with respect to the interface. When using the expression

for ~vV and Eq. (1.22), Eq. (1.23) can be rewritten as

~pr = −~nJ2

(
1

ρV
− 1

ρL

)
, (1.24)

where J = dm/(dAdt) is the mass evaporation �ux. Note that ~pr is always directed towards the

nvapor

s Pr
qL

liquid
vi

vv

Figure 1.10: Control part of the interface

liquid. Similarly to the disjoining pressure term, the vapor recoil pressure enters the pressure

balance equation like Kσ = ∆p+pr [53], where pr = J2(ρ−1
V −ρ

−1
L ). The counter part expression

to (1.9, 1.12) re�ecting the impact of the vapor recoil on the interface temperature (its in�uence

might be important at large heat �uxes) is

T i = Tsat +
TsatJ

2

2H

(
1

ρ2
V

− 1

ρ2
L

)
, (1.25)

see [92, 93] for its derivation and discussion.

1.3.2 State of the art

Present understanding of the processes related to the evaporation in the vicinity of CL is based

on the approach originally developed by Wayner [2, 94] for the evaporation from the continuous

liquid meniscus. This approach assumes a continuous adsorbed �lm (see Section 1.3.1.4) that

covers the solid surface and does not evaporate because of the attractive surface forces, see Fig.

1.11. Small interface slopes are usually considered and thus the hydrodynamics is described

within the lubrication approximation. The key essence of the model in [2] was the implementa-

tion of the disjoining pressure (1.21) and the interfacial resistance. The system was heated by

imposing constant temperature of the heater increased with respect to saturation temperature

by ∆T , called superheating. The numerical solution of such a problem was proposed (orthogonal

collocation method), imposing perturbed �at adsorbed �lm of the thickness had at the border

of the microrgeion corresponding to x → −∞, see Fig. 1.11. Such a solving strategy was fol-

lowed by majority of researchers modeling this problem, in the the regime of complete wetting

e.g. [1, 3, 5]. The authors showed that the evaporation in the contact line region induces a

considerable liquid �ow towards the adsorbed liquid �lm. This necessarily impose a pressure

drop induced curvature variation. In practice it means that the slope of the free interface, zero

at x→ −∞ may considerably di�er at the opposite limit x→∞. The latter slope is associated

with the so called apparent contact angle, observable at macroscopic scale (cf. Fig. 1.11).

The microregion model of Moosman & Homsy [3] was based on previous research results of

Wayner, including disjoining pressure, Kelvin e�ect, interface resistance, and gravity force. They

have made an attempt to solve the problem analytically by perturbation about the isothermal

conditions in perturbation series with respect to the superheating. Due to inclusion of gravity
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Figure 1.11: Geometry of the complete wetting evaporation problem. The actual CL is in fact

nonexistent and is usually associated with a point where the extended shape of the macroscopic

part of the meniscus intersects the solid surface.

term directed towards the solid wall, the isothermal liquid-vapor interface pro�le (for ∆T = 0,

zero order solution) deviated from �at �lm. Note that when gravity is excluded, the solution for

an isothermal case is nonexistent when zero curvature of interface far from CL is imposed. The

�rst order mathematical problem statement was too di�cult to be solved by the authors. They

thus solved it numerically. Such a work inspired the author of this thesis to perform similar

analysis, obtaining the solution in a closed analytical form up to the �rst order.

Another publication that should be highlighted in this context is the research paper of Stephan

et al. [1]. They presented a stationary contact line evaporation model based on [2, 3], including

the disjoining pressure, interface resistance and Kelvin e�ect. The model equations are presented

below, as the model represents the starting point of this thesis

d

dx

(
h3

3

d∆p

dx

)
= −µ

qiL
HρL

, (1.26)

σ
d2h

dx2

1√(
1 +

(
dh
dx

)2)3
= ∆p−Π, (1.27)

where ∆p(x) is the pressure jump and Π the disjoining pressure (1.21). The local heat �ux at

the free interface (from the liquid side) is expressed as

qiL(x) =
∆T −∆pTsat/(HρL)

Ri + h/kL
. (1.28)

The equations (1.26, 1.27) are of the forth order and thus four boundary conditions are necessary.

Two of them are supplied from the de�nition of complete wetting and knowing that the interface

is �at (curvature K vanishes) for ±∞:

h|x→−∞ = had,
dh

dx

∣∣∣∣
x→−∞

= 0, K|x→∞ = 0, K|x→−∞ = 0. (1.29)

The thickness of the liquid �lm can be easily obtained as the existence of nontrivial solution to

(1.26 - 1.29) requires qiL(−∞) = 0 (∆T −ΠaTsat/(HρL) = 0, Πa = A/(6πh3
ad)) and one directly

gets had = (ρlH∆T/A)−1/3. The numerical solution of the model was obtained with the Runge-

Kutta method. Note however that the numerical treatment of this problem is relatively di�cult

since true CL is nonexistent, the solution domain extends from −∞ to ∞. One has to impose

some �nite size in numerical treatment and to choose some small perturbation for one (or two)

initial conditions to avoid �at �lm solution4 and shoot for the boundary condition at the opposite

4Note however that, in [1] slightly di�erent boundary conditions were used: ∆pad|x→−∞ = A/(6πh3
ad), which

is in principle equivalent to (1.29d). qiL|x→−∞ = 0 was used as shooting parameter to satisfy (1.29c).
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side of the domain. The results were in the macroscopic vapor bubble problem simulation to

determine the overall heat transfer coe�cient in boiling. This model is in its essence similar to

the model developed and presented in this thesis, however signi�cantly di�ers in several aspects

e.g. CL treatment (absent in [1]), the implementation of surface forces or solution method.

Morris [5, 95] revisited the complete wetting microregion model (1.26 - 1.28) including dis-

persion component of disjoining pressure, Kelvin e�ect and interface resistance. He subjected

this model to various studies, including the e�ect of substrate conductivity. He considered the

problem as multiscale and formulated it in the inner and outer regions. θapp was determined in

the inner region contributing, by a negligible fraction of total evaporation. The total transferred

heat was mainly given by its contribution at larger scales de�ned by conduction in a wedge de-

�ned by θapp. A numerical and an approximate asymptotic results were presented. Morris �rst

suggested that the apparent contact angle scales as ∆T 1/4. The weak part of his work seems

to be an attempt to validate his results experimentally as experimental data [96] were obtained

for very small (and not explicitly measured during the experiment) solid surface superheating

∆T (several mK). Morris made an attempt to estimate a value of superheating from the exper-

imental results using his microregion model. Results obtained by such a procedure seem to be

implausible.

Recently three research groups represented by Wayner, Stephan and Kim joined their ef-

forts and provided experimental measurements [4] of the apparent contact angle of evaporating

droplets. Though authors assume that the liquid (FC-72) completely wets the solid substrate

(copper) they measured the equilibrium contact angle θY = 8◦. This fact is in contradiction to

the mathematical modeling in the frame of the complete wetting performed by them for compar-

ison (cf. Eq. 1.29b). The microregion model used was in its core identical to that presented in

[1] (Eqs. 1.26 - 1.29), enhanced for the vapor recoil pressure5. The measured apparent contact

angle has been shown to be much larger (up to ∆θ ∼ 35◦) with respect to θY due to the applied

wall superheating.

Another recent and signi�cant research publication on this topic is that of Rednikov & Col-

inet [6], which is a continuation of their previous mathematically based analysis [97] of the CL

microstructure (called microregion here). Their model under study is similar to that of Mor-

ris [5] Eqs. (1.26 - 1.29). The advancement with respect to previous existing studies lies in

consideration of the spreading coe�cient as an additional independent parameter. They argued

that the regime with truncated micro�lm (�lm ending by dry solid) is preferred if the spreading

coe�cient is smaller than a positive (i.e., corresponding to complete wetting) critical value de-

pendent upon the solid superheating. Some comment was also made on the negative spreading

parameter, stating that in this case the liquid �lm is always truncated. The authors however

did not treat the microregion for h → 0 as the problem related to the divergence of the used

form of disjoining pressure (1.21) appears. Instead, they used a �truncated �lm� solution of

Eq. (1.19) (see Fig. 1.12), which was used before at equilibrium [91] or more recently e.g. for

di�usive evaporation modeling [15]. It has an asymptotics h ∼
√
x as x → 0. Such type of a

solution can only be obtained in the small slope approximation where K ≈ ∂2h/∂x2. However

the solution is not coherent with the approximation precisely at x→ 0. When a full expression

for K is used, such type of the solution is absent. To make the mathematical theory coherent,

one needs either to exclude the vicinity h→ 0 from the consideration [89, 91] (one notes that the

truncated �lm then describes the solution at some intermediate range of h, see Fig. 1.12) or use

a more sophisticated expression for Π modi�ed at h→ 0. An exhaustive asymptotic analysis of

contact line models based on asymptotic h ∼
√
x was presented by Colinet & Rednikov in [98].

5Which by the way might be important in the case of FC-72, though not discussed by authors (see Fig. 2.33

and to it associated discussion).
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In the recent publication [99] authors also pointed out the importance of the disjoining pressure

together with the Kelvin e�ect in complete wetting microregion modeling.

Y

y

x

Figure 1.12: Interface shape in the vicinity of the contact line at partial wetting according to

di�erent modeling approaches. Dashed line: surface forces are neglected. Dotted line: truncated

�lm; only attractive intermolecular interaction is considered [6, 98]. The solid line represents a

solution when both attractive and repulsive intermolecular interactions are considered [85]. Such

an approach is adopted here.

Majority of above mentioned studies targeted primarily the complete wetting situation. The

complete wetting case is unfortunately not often seen in real applications (in fact it is quite

di�cult to achieve a situation in which liquid completely wets solid substrate [8]). The liquid-

solid-vapor system exhibits usually a �nite contact angle under isothermal conditions. Treating

this situation is rather di�cult in the mathematical description developed within the complete

wetting modeling approach, relying on the presence of disjoining pressure term. Such an at-

tempt was made (including CL motion) in [7], where the choice of the disjoining pressure of

nonmonotonous shape resulted in isothermal interface shape exhibiting �nite slope far from CL

(x → ∞ when microregion decoupled from the macroregion problem) and adsorbed �lm at the

opposite end of the microregion domain x → −∞. Such a situation corresponds to �pseodo

partial� wetting [83], which leads to a physical model, necessarily containing microscopic pa-

rameters related to surface forces, which are nowadays still practically impossible to measure

or reliably theoretically estimate. Second alternative is the approach already mentioned in the

previous paragraph using the leading order behavior h ∼
√
x. The contact angle enters the

system through the spreading coe�cient [91, 98]. The asymptotic h ∼
√
x thus results in dry

solid substrate for x < 0.

In our opinion, the simplest and most natural way of treating a partial wetting case is impos-

ing directly the contact angle characterizing the equilibrium slope of the liquid-vapor interface at

the solid substrate a part of which is dry at the CL. Such a situation is primarily addressed in this

thesis. The list of publications related to such a situation in the context of evaporation is small.

The research in this frame was initiated by Anderson and Davis [100], �rst studying the local

�uid �ow and heat transfer near CL and analyzing the associated singularities with the straight

wedge approximation. In their next publication [101] they studied theoretically the evaporation

of a two-dimensional volatile liquid drop on uniformly heated horizontal substrate. The drop was

described within the lubrication approximation. The physical model included the slip length6,

interface resistance and thermocapillary terms. Their study concerned both unsteady and sta-

tionary regimes. Without any justi�cation, they imposed the slope at the contact line dependent

upon the CL velocity. The stationary evaporation regime was achieved by introducing the liquid

injector in the drop base. Such a source was considered to compensate exactly the evaporated

mass.

6Note that the slip length was recently accounted for in the complete wetting CL modeling [102].
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The latter study encouraged Hocking [103] to publish a theoretical asymptotic study of sta-

tionary drop evaporation (using in principle identical model as in [100]), giving an explicit relation

for the corresponding apparent contact angle ∼ ∆T 1/4. In both studies the hydrodynamic singu-

larity was relaxed by using the slip length and thermal interface resistance. The mass evaporation

�ux was limited at the CL by considering the interface thermal resistance.

The publication which is directly related to the present thesis is a numerical study of nonsta-

tionary volatile liquid drop evaporation performed by Nikolayev [104]. This paper deals similarly

to [101] with essentially nonstationary liquid drop evaporation. Some new features were intro-

duced. First, the dependence of interface temperature on liquid pressure (Kelvin e�ect) was

included. Second, the dynamic CL motion was solved in a self consistent way. This means that

no a priori relation between dynamic contact angle and CL velocity was applied. The micro-

scopic contact angle (angle at which liquid-vapor interface meets solid surface) was considered

to be independent of evaporation and CL motion. Such an assumption was also made earlier

for the spreading of a drop [105] or, as already mentioned, for stationary drop evaporation e.g.

[101, 103], but never considered in combination (evaporation and CL motion). The semi in�nite

conductive heater was used. The physical model proposed by Nikolayev served as a departure

point for this thesis. Here the detailed physical analysis of the importance of its individual phys-

ical constituents is performed and the CL relaxation mechanism analyzed. The main purpose

is to develop a physically justi�ed and reasonably simple microregion model which can be used

for macroscopic modeling purposes. The favored macroregion application which we target here

is the boiling process.

The present thesis also touches at some limited extend the CL motion. The case of isothermal

CL dynamics is a special topic with numerous applications in industrial but also natural processes.

Only several publications related to the present thesis are discussed below. For more complete

overview, see the review articles [8, 91]. Similarly to the evaporation case, the CL singularity

needs to be relaxed [69] (see also section 1.3.1.1, related to the slip length). Most research

publications dealing with the analytical description of the problem restrict the consideration to

small capillary number Ca = Uµ/σ ≤ 0.1, perfect surfaces (with no contact angle hysteresis,

or pinning) and small interface slopes so that the lubrication approximation can be used. The

problem is multiscale. Voinov [106] gave an analytical solution of the problem at intermediate

scale from CL where the viscous stress is balanced by the capillary force. The particular solution

provided by Voinov is obtained for the vanishing curvature at x → ∞. The slope of interface

varies logarithmically with the distance to the CL. Such a solution thus diverges at the CL.

There were several propositions to overcome this di�culty, from which the most frequent is an

introduction of the slip boundary condition [71, 105, 107, 108] or precursor wetting �lm [91, 109]

at small scales. In the thesis, another mechanism of CL singularity relaxation is proposed, based

on evaporation or condensation [110, 111]. Such an idea was previously suggested by Pomeau

[112, 113], however in a rather general frame, without any suggestion of the mechanism that

would link the CL motion and phase change.

1.4 The objectives of the thesis

The main goal of the present thesis is a development of the contact line model that can be used

to simulate various macroscopic heat transfer problems, relevant to the described above techno-

logical applications. The primary requirement on the microregion model is an implementation

of the partial wetting conditions, which in its essence requires to put stress on the asymptotic

behavior and singularity relaxation at the CL. The impact of surface forces is also studied, as
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such analysis was not performed before. The focus of the thesis lies on the numerical as well as

analytical solution of the proposed microregion model. The microregion model is intended to be

a research tool which can be used to gain a more detailed insight into the processes related to

evaporation in the vicinity of the CL.

Second purpose of the present thesis is to demonstrate usage of the developed microregion

evaporation CL model in a simulation of the single growing vapor bubble during the pool boiling

using the Boundary Element Method (BEM). For this purpose the high slopes of the liquid-

vapor interface are necessary to be treated and attention is addressed to enhance the lubrication

approximation in its standard form applicable only to small interface slopes. A possibility of

triggering the boiling crisis originating in processes at the microregion is discussed.

Another goal lies in an attempt to apply the evaporation/condensation to the treatment of

the viscous singularity for the contact line dynamics.

In summary, the goals of the thesis are the development, implementation and analysis of

the microregion model for partial wetting that overcomes limitations of other existing models.

Further, the model is used to simulate a single vapor bubble growth during the boiling process

with the aim to study of possibility of the microregion triggered boiling crisis.
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In the previous chapter, the importance of the contact line (CL) region was pointed out.

In this chapter that contains a key part of the thesis, the CL modeling at partial wetting and

evaporation is discussed. The main purpose is to develop a microregion (i.e., contact line vicinity)

model suitable for the description of industrially important problems such as the vapor bubble

growth.

First, the governing equations of the microregion model are described. The major assump-

tions leading to simpli�cation of the problem with corresponding arguments are discussed. The

geometrical singularity at the CL requires to perform an asymptotic analysis (section 2.3). This

leads to clari�cation of boundary conditions to be imposed. With the help of asymptotic analysis,

the minimal complexity problem statement is identi�ed, analyzed and solved for small super-

heating. The governing length scales of the problem are identi�ed. Next, the moving contact

line problem and its multiscale nature is addressed. The full microregion model is described and

solved numerically. The impact of surface forces, interface resistance, slip length, solid surface

conductivity and CL motion is studied. In the last section, an extension of the microregion

model for large slopes of free interface (and large superheating) is presented and discussed.

2.1 Physical background of the model

In order to solve the problem in the vicinity of CL (i.e., in microregion), it is in principle

necessary to solve full free-interface hydrodynamics in the liquid and vapor phases together with

the thermal part of the problem in liquid, vapor and solid phases in 3-dimensions. The vapor is

considered to be of the corresponding liquid. Such a problem is described by the complete set of

the Navier-Stokes equations [114]:

Dρ

Dt
= −ρ∇ · ~u, (2.1)

ρ
D~u

Dt
= −∇p+ µ∇2~u+ f, (2.2)

ρ
De

Dt
= −p∇ · ~u+∇ · (k∇T ) + Φ, (2.3)

where

Φ = λ

(
∂uk
∂xk

)2

+ µ

(
∂ui
∂xj

+
∂uj
∂xi

)
∂uj
∂xi

is the dissipation function, f represents external forces such as gravity and the operator D/Dt is

the material derivative de�ned as D/Dt = ∂/∂t+ ~u · ∇. The problem represented by Eqs. (2.1 -

2.3) has to be closed by the equation of state and accompanied by the relevant boundary condi-

tions. Solving such a problem is a rather challenging task mainly due to its multi-scale nature.

We approach this problem as previous research groups (e.g. [1, 2]) with following simpli�cations:
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• The �uid is considered to be incompressible. This issue can be discussed essentially in two

contexts: (1) related to the non-stationary macroscopic problem statement, (2) related to

the density variation due to the pressure change. In the �rst context it is necessary to

realize that the characteristic size (volume) of the microregion is very small ∼ 1 µm, in

considered applications (vapor bubble growth, liquid menisci in heat pipe). The associated

acoustic time scales (liquid ∼ 1 ns, gas ∼ 10 ns) are much smaller than characteristic

time scale of the macroscopic problem e.g. vapor bubble growth (∼ 1 µs). The induced

pressure perturbations (pressure waves) are thus nearly instantaneously equilibrated within

the microregion.

In the second case the justi�cation of the assumption of incompressible �uid is less evident

and it is necessary to say that some more attention should be addressed to this issue in

futures studies. For situation far from the liquid-gas critical point (CP) the compressibility

of usual �uids is negligibly small and even though the pressure jump in the CL vicinity is

high, the impact of pressure on density is often neglected. This is consistent with usual

assumption of constant material parameters, determined at vapor pressure [3, 5, 7, 97].

• One-sided approximation for the gas-liquid interface. (vapor side stress variation and heat

�ux are neglected). Arguments that lead to such an assumption are two. First, the ratio of

thermal conductivity of vapor and liquid is very small (kV /kL � 1). Second argument fol-

lows from the thinness of the liquid layer. Its low thermal resistance leads to an extremely

high local heat �ux along the liquid-vapor interface (from the liquid side). The vapor do-

main on the contrary, can be considered as bulk, con�ned only by macroscopic geometrical

con�guration, of which characteristic length scale is much larger than the characteristic

size of the microregion (Lmicro ∼ 1 µm). The expected thermal gradient (heat conducted

to the vapor phase) in the vapor phase can be thus expected to be very small. The vapor

viscosity being small, it equilibrates the pressure very quickly so that vapor pressure can

be considered to be homogeneous.

• Small slope of the gas-liquid interface. This assumption allows us to simplify Eqs. (2.1, 2.2

- 2.3) with the standard lubrication approximation. Such an assumption is justi�ed when

the liquid-vapor interface meets solid surface at small microscopic contact angle and the

slope of the interface within the microregion domain does not exceeds ∼ 35◦. Such an

assumption will be violated in the microregion model implemented in the bubble growth

simulation as high slopes of the interface are conceptually necessary. A correction to

standard lubrication approach will be discussed in chapter 3.1.2.

• External forces such as gravity or inertial forces are neglected. They are proportional to

the mass and are neglected due to smallness of the considered domain.

• Convective terms in (2.2) and (2.3) are neglected. The natural convection transport is ne-

glected by the same reason. The advection terms in Eqs. (2.1, 2.2) and (2.3) are dropped

due to small microregion characteristic size which results in small Reynolds and Rayleigh

numbers (Re� 1, Ra� 1).

• Ideal solid substrate. The solid substrate is considered to be smooth and chemically homo-

geneous, with no defects (no CL pinning, no contact angle hysteresis).

• Two dimensional microregion domain. The curvature of the vapor-liquid interface in the

plane parallel to the CL is neglected with respect to the curvature K in the perpendicular

plane.
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• Continuum description is valid up to subatomic scale. Such an issue is related to the fact

that liquid layer merges solid substrate at CL. This geometric feature necessarily results

in a region where the thickness of the liquid layer h vanishes (h(x → 0) → 0) and the

continuum description may break down. Such an issue is however inevitable feature of

the CL models in general. The continuum approach is generally justi�ed when the size

of the domain is at least several times larger than characteristic size of liquid molecules.

Molecular dynamics simulations for the Couette and Poiseuille �ows of the Lennard-Jones

liquids [74] for channels whose width was larger than 10 molecular diameters showed that

the macroscopic liquid properties such as velocity or stress �eld agreed completely with

the solution of the Navier-Stokes equations. One needs to mention that the molecular

level simulations [115�121] are far from being able to provide needed macroscopic variables

for practical applications. In case of complete wetting, the continuum description seems

to be more solid as the adsorbed liquid �lm is considered. However the �lm thickness is

typically very small, see Fig. 2.1. What can justify such an approach is the fact that the

contribution of �hydrodynamic pressure� from molecular length scale part of microregion is

negligibly small. What is crucial is the asymptotic behavior of calculated quantities such

as pressure or heat �ux, they have to be bounded or at least integrable as x→ 0.

Some discussion on justi�cation of continuum CL models with ultra-thin �lms can be found

in [122], reasoning in terms of averaging over su�ciently large area, time and agreement

with experimental data, which is also our argument justifying meaningfulness of our ap-

proach. The only known comparison between the molecular dynamic simulation [123] and

continuous microregion model of [1] shows a satisfactory agreement.

Some features of molecular scale phenomena may be accounted for the disjoining pressure,

interface thermal resistance or slip length. Their in�uence is studied in sections 2.5, below.
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Figure 2.1: The thickness of the adsorbed liquid �lm had scaled by the estimated characteristic

diameter of the FC-72 molecule dmol = (3MNA/(4ρLπ))1/3 vs. wall superheating ∆T . The

range of ∆T is chosen to be the same as presented in [4], p. 8, Fig. 6.

By considering mentioned simpli�cations, the problem de�ned by Eqs. (2.1, 2.2) and (2.3)

is massively reduced. On the other hand there are several aspects which in addition need to be

considered due to small scale geometrical con�guration.

• Thin �lm forces. In the vicinity of the CL the liquid-vapor and solid liquid interface meet.

When thickness of the liquid layer is less than 100 nm [83], additional forces originating

from molecular interactions need to be considered [84].

• Liquid-vapor interface temperature varies along the interface. The geometrical singularity

at the CL leads to high values of heat �ux and pressure jump across the interface. This

impacts the local thermodynamic equilibrium and results in a change of local interface

temperature with respect to the saturation temperature given by the vapor pressure.
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• No-slip boundary condition might be violated near CL. Similarly to CL dynamic case, high

shear stress in the vicinity of CL due to �ow caused by evaporation might require relaxation

of the hydrodynamic singularity. Usually the Naiver slip boundary condition is used.

In the following, the microregion model equations describing the heat transfer problem, hy-

drodynamics, and interface shape are derived.

2.2 Microregion description

In this chapter the equations governing a stationary evaporation CL problem at partial wetting

are presented. We limit ourselves to a case where the gas is a pure vapor corresponding to the

liquid; the evaporation dynamics is then controlled by the supplied heat �ux spent mainly to

compensate the latent heat of vaporization. The heat stored the thin liquid layer is neglected

compared to the heat transferred by evaporation. In the wedge-like geometry, a stationary regime

can be attained: the liquid can be supplied to the meniscus to compensate exactly the evaporation

losses. The stationary regime was studied both theoretically [1, 101, 103] and experimentally

[4, 37]. Its immense bene�t is a possibility of calculating the quantities needed for matching

to the macroscopic problem (i.e., apparent contact angle θapp and the total heat transferred

through microregion Qmicro) as time independent functions of external parameters. The e�ect

of the contact line velocity can be studied in this geometry by assuming that the liquid wedge is

steady but the substrate is moving.

2.2.1 Heat transfer in the microregion

In order to demonstrate the speci�city of the microregion heat transfer, let us �rst approach the

problem naively, with a standard macroscopic approach [124]. Both liquid-vapor and liquid-solid

interfaces are assumed to be isothermal. The background argument for this would be that the

temperature of vapor-liquid interface T i is generally homogeneous and equal to the saturation

temperature Tsat corresponding to the given bulk vapor pressure. The surface of the metal

heater can be assumed for isothermal due to its high thermal conductivity. In order to maintain

evaporation of liquid, the heater surface temperature TS must be higher than Tsat, see Fig. 2.2.

The temperature at CL is thus ambiguous as at this point both interfaces merge, which causes
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Figure 2.2: The oversimpli�ed CL situation that leads to the singular heat �ux.

a nonintegrable divergence of heat �ux at the vapor-liquid interface qiL(x) ∼ 1/x [100], which

indicates an inconsistency in the integral energy balance. Note that in addition, the singular

heat �ux at CL results, similarly to the CL dynamic case, to a viscous stress singularity at CL.

Such an issue will be discussed later in more detail.

A more complicated modeling approach, in which temperature is allowed to vary along at

least one of the interfaces, is necessary. One possibility is to allow the solid heater temperature to
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vary due to its �nite conductivity. Such an approach leads to regularization of the heat �ux sin-

gularity at CL, but does not cure the problem completely as extremely high heat �uxes [54, 100]

(approaching a theoretical maximum possible evaporation �ux derived from molecular kinetic

theory [22], used e.g. in [54] as a limiting value) appears in the vicinity of CL, overestimating

the total heat transferred through microregion by factor of at least 3.5 [95]. Based on such a

reasoning, one has to relax also the condition of the isothermal liquid-vapor interface. A phe-

nomena causing the interface temperature to di�er from saturation temperature corresponding

to bulk vapor pressure were introduced in the section 1.3.1. The gas-liquid interface temperature

T i including the e�ects of the interfacial pressure jump ∆p (Kelvin e�ect), interface resistance

and vapor recoil pressure is

T i = Tsat

[
1 +

∆p

HρL
+
J2

2H

(
1

ρ2
V

− 1

ρ2
L

)]
+RiqiL. (2.4)

∆p(x) needs to be determined from the hydrodynamic part of the problem, see below. Note that

including the Kelvin e�ect into thermal part of the problem is the key feature, which couples

the thermal and hydrodynamic parts of the problem. Such a link was absent in previous works

dealing with CL evaporation under partial wetting [101, 103]. The vapor recoil contribution was

derived in [93]. It is assumed hereafter that ρL � ρV and 1/ρ2
L can be neglected in the vapor

recoil term. The heat conduction in the vapor in neglected; the enthalpy balance at the interface

states that all heat brought from the liquid is consumed as latent heat at the interface

JH = qiL. (2.5)

The same assumption causes the heat �ux to the vapor domain to be zero

qS(x < 0) = 0, (2.6)

where qS is the heat �ux at the substrate surface. The heat is then transferred by conduction in

solid and liquid domains. In the frame of the small slope approximation, a linear in y temperature

variation in the liquid domain is assumed. The heat �ux is then independent of y so that the

following equation is valid for x ≥ 0:

qS = qiL = kL
TS − T i

h
. (2.7)

By combining (2.4, 2.5) and (2.7), one obtains the expression

J2 Tsat
2Hρ2

V

+ JH

(
Ri +

h

kL

)
+
Tsat∆p

HρL
−∆T = 0, (2.8)

which describes the heat transfer problem in the liquid phase. The �rst term is the e�ect of vapor

recoil on the liquid vapor interface temperature, the second term covers the e�ect of conductivity

of liquid layer and interface thermal resistance and the third term covers the impact of liquid

pressure on the temperature of the liquid-vapor interface (Kelvin e�ect). ∆T = TS − Tsat is the
heater surface superheating, positive in the case of evaporation (negative for condensation). For

a moderate heat load, the vapor recoil contribution in (2.8) is small and the mass evaporation

�ux at the liquid-gas interface may be developed as

J =
qiL
H

=
1

H

∆T −∆pTsat/(HρL)

Ri + h/kL
+

Tsat
2H4ρ2

V

(∆T −∆pTsat/(HρL))2

(Ri + h/kL)3
. (2.9)
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Expressions (2.8 - 2.9) contain the superheating of the solid heater surface, which of course

crucially depends on the considered solid heat transfer problem. Only several researchers [45, 95]

considered the conductive solid heater within the microregion formulation. It was shown in [95]

that for the small conductivity ratio kL/kS , it is a good approximation to assume a uniform

wall temperature. The argument was that the temperature of the conductive solid varies at a

scale much larger than that at which the apparent contact angle is established. This seems to

be a reasonable argument for metal solid heaters. The isothermal heater was used in the most

of previous studies [1, 2, 43, 97]. If not mentioned explicitly in the text, the isothermal heater is

considered in this chapter. The extended version of the microregion including in�nite (along x)

conductive heater of thickness D is addressed in section 2.7.2.

2.2.2 Hydrodynamics in the microregion

When CL moves, the liquid-vapor interface is curved due to the induced liquid motion and the

associated liquid pressure variation along the wedge. In case of evaporation, the situation is

analogous, the evaporated liquid needs to be supplied to CL and thus it is essential to solve

the hydrodynamic part of the problem. Similarly to [1, 2, 43, 97, 101, 103], the lubrication

approximation [125, 126] can be applied in the vicinity of the CL where the interface slope is

small. For the convenience of the reader, the employed equations are re-derived here.

The key points of the lubrication approximation are:

• It is assumed that the velocity along the liquid �lm is much larger than that in the per-

pendicular direction (vx � vy),

• The vx variation across the liquid layer is assumed to be much larger than along it:

∂vx/∂y � ∂vy/∂x.

Under such additional assumptions (to these mentioned at the beginning of this chapter) Eqs. (2.2)

reduce to

∂pL
∂x

= µ
∂2vx
∂y2

, (2.10)

∂pL
∂y

= 0. (2.11)

One can easily verify that the solution of Eqs. (2.10, 2.11) is vx = a + by + cy2, where a, b

and c are constants. They are to be determined from the boundary conditions and the volume

conservation law:

• Slip boundary condition. The Naiver slip condition for the tangential velocity vx(y) at the

solid surface y = 0 is used. The slip phenomenon is discussed in more detail in section

1.3.1.1. Here the relation between the tangential velocity and shear stress is repeated for

convenience of the reader

vx = ls
∂vx
∂y

, (2.12)

that involves the slip length ls reviewed in detail in [71].

• Viscous stress boundary condition at the free interface. Viscous stress at the liquid-vapor

interface is de�ned by the gradient of the surface tension:

µ
∂vx
∂y

=
∂σ

∂x
. (2.13)
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The latter may be induced by the concentration or thermal e�ect. The thermocapillary

e�ect will be considered here since only single-component �uids are discussed.

• Liquid volume conservation law. The volume �ux U �owing through the liquid �lm of thick-

ness h at a given position x

U =

∫ h

0
vx(y)dy (2.14)

serves as the third equation for the three unknowns a, b, c. The U value is de�ned below.

By using the boundary conditions (2.14 - 2.12) three constants in the expression for velocity vx(y)

can be determined. The back substitution of the solution into (2.10) written at the vapor-liquid

interface results in the following expression:

U =
1

µ

[
∂σ

∂x

(
h2

2
+ lsh

)
−
(
h3

3
+ h2ls

)
∂pL
∂x

]
. (2.15)

By using the �uid volume conservation, U can also be expressed via the component vn of the

liquid velocity normal to the vapor-liquid interface:

U =

∫ s

0
vn(s)ds ≈

∫ x

0
vn(x)dx, (2.16)

where s is the coordinate along the free interface. Eq. (2.16) can be rewritten as

vn =
∂U

∂x
, (2.17)

where vn is related to the mass evaporation �ux at the interface J (assumed positive at evapo-

ration), via the mass conservation law

J = (vi − vn)ρL. (2.18)

The normal interface velocity vi is considered to be positive if directed inside the liquid (as the

vector ~n in Fig. 2.28).

By injecting (2.18) and (2.15) into (2.17), and using the the identity ∂∆p/∂x = −∂pL/∂x
one arrives �nally at the expression

∂

∂x

[
h

(
h

2
+ ls

)
∂σ

∂x
+ h2

(
h

3
+ ls

)
∂∆p

∂x

]
= µ

(
vi − J

ρL

)
, (2.19)

where the interface velocity vi = vi(x) is

vi = vCL
∂h

∂x
, (2.20)

vCL is the imposed CL velocity along x axis. vCL > 0 corresponds to the displacement of the

substrate to the left in Fig. 2.2 (i.e., to the substrate dewetting). CL remains immobile in this

reference frame. The linear dependence of the surface tension on the temperature is assumed.

Thus the thermocapillary stress
∂σ

∂x
= −γ ∂T

i

∂x
, (2.21)

where γ = −dσ/dT is constant. Note that γ is generally positive for pure �uids.
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2.2.3 Interfacial pressure balance

The microregion interface is free and is de�ned by the normal interface stress balance [2, 7, 43, 104]

Kσ = ∆p+ pr −Π, (2.22)

whereK is the interface curvature, pr = J2(ρ−1
V −ρ

−1
L ) is the di�erential vapor recoil pressure and

the last term in the right side is the disjoining pressure term covering the e�ect of surface forces.

The curvature full expression can be approximated in the frame of lubrication approximation as

K =
∂2h

∂x2

1

(1 + u2)3/2
≈ ∂2h

∂x2
, (2.23)

where u = ∂h/∂x.

2.2.4 Governing equations and boundary conditions

In the previous sections the heat transfer and hydrodynamic parts of the contact line evaporation

problem together with interface pressure balance equation, were presented. In this section the

extended microregion model given by Eqs. (2.9, 2.19) and (2.22) is summarized, including the

boundary conditions.

The governing equations of the evaporation contact line model:

• Interface force balance equation (2.22)

σ
∂2h

∂x2
= ∆p+

J2

ρV
−Π, (2.24)

• Pressure jump equation (2.19)

∂

∂x

[
h2

(
h

3
+ ls

)
∂∆p

∂x
− h

(
h

2
+ ls

)
γ
∂T i

∂x

]
= µ

(
vCL

∂h

∂x
− J

ρL

)
, (2.25)

where mass evaporation �ux (2.9) is

J =
qiL
H

=
1

H

∆T −∆pTsat/(HρL)

Ri + h/kL
+

Tsat
2H4ρ2

V

(∆T −∆pTsat/(HρL))2

(Ri + h/kL)3
.

• The interface temperature is given by Eq. (2.4)

T i = Tsat

[
1 +

∆p

HρL
+

J2

2Hρ2
V

]
+RiqiL. (2.26)

where the interface thermal resistance (1.13)

Ri =
2− f

2f

Tsat
√

2πRgTsat/M(ρL − ρV )

H2ρLρV
.

The di�erential Eqs. (2.24, 2.25) are both of the second order, four boundary conditions

need to be speci�ed. Following [103, 104, 127], we consider the microscopic contact angle to be

unchanged by the �uid motion. This assumption is corroborated also by an analogy with the

study [128] where the boundary conditions were derived together with the equation of motion

from variational principles. The equilibrium contact angle boundary condition (Young's law;
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the surface forces were neglected there) has been recovered there in dynamics. The boundary

conditions at the CL (at x = 0) are thus given by two expressions,

h = 0, (2.27)

u = θmicro. (2.28)

In case the thin �lm forces are not considered (Π = 0), the microscopic contact angle equals

to Young equilibrium contact angle (θmicro = θY ) to provide the same macroscopic equilibrium

shape as for Π 6= 0 case. Another boundary condition for the semi-in�nite wedge geometry is

given by zero curvature K(x→∞) = 0 that implies

∆p = 0 (2.29)

at x→∞ (where Π(h→∞) = 0).

The fourth boundary condition is missing. It is shown below that in fact it stems from the

other conditions.

The described model is hereafter refereed as the full microregion model.

2.3 Asymptotic analysis of microregion model

In this section the asymptotic analysis of the microregion model is presented. Most of its content

is the original author contribution, some parts were done in collaboration with B. Andreotti,

D. Praºák and T. Bárta, which is mentioned in the appropriate sections. First, an important

question of singularity relaxation is addressed. Next, I formulate the minimal complexity mi-

croregion model, describing thermal and hydrodynamic aspects of evaporation in CL vicinity.

The asymptotic analysis of this model is performed in order to obtain the asymptotic behavior of

the system variables in the vicinity of CL. This analysis provides the missing boundary condition

for its numerical solution. At the next step, the minimal complexity model is solved numerically

but also analytically by using regular perturbation method. The governing length scales of the

problem are identi�ed and used to �nd a universally valid law describing the apparent contact

angle. The isothermal CL motion is also addressed.

2.3.1 Missing boundary condition at contact line

In the previous section the three boundary conditions used to solve the set of governing equations

(2.9, 2.19) and (2.22) were presented. The fourth, missing boundary condition is derived here.

It belongs to author's original contribution to the problem, presented in [129].

In a theoretical treatment of the microregion problem, apart from (2.27 - 2.29), the fourth

condition is imposed automatically by the requirement of the �niteness of the solution (in partic-

ular that for the temperature) or by the argument based on the geometry of partial wetting (see

section 2.3.3). In the numerical solution, a �nite value xmax needs to be used instead of in�nity

and the fourth condition needs to be chosen in coherency with the equations of the problem.

Its de�nition is somewhat delicate. A condition valid at a �theoretical� domain border x = 0 or

x→∞ may lead to the absence of the solution when applied at some nonzero or �nite x value,

respectively. E.g. the condition J = 0 valid at x → ∞ but applied at x = xmax leads to an

evident incoherency in Eq. (2.9) if used together with the condition (2.29). The J = 0 condition

is however useless as a boundary condition and is discussed here for the sake of clarity.
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To obtain the fourth boundary condition, one may proceed similarly to the complete wetting

case (vCL = 0), where the pressure boundary condition

∆p(x→ −∞) =
HρL
Tsat

∆T (2.30)

is recovered at the left domain limit (x → −∞ in that case) because of the existence of a

wetting �lm assumed to be �at [2]. Because of its �atness, it is in equilibrium with the vapor;

the condition J = 0 is satis�ed and Eq. (2.30) stems from Eq. (2.9). Note that the pressure

boundary condition is not given by some extra assumption but derived from the geometrical

boundary condition at the left domain border. A similar derivation can be carried out for the

partial wetting case, see section 2.3.3. In the following, the reasoning based on the requirement

of temperature continuity is followed.

In the partial wetting case considered here the pressure boundary condition at x → 0 may

be obtained directly from Eq. (2.26). When temperature continuity T i = Th is considered it

directly implies that at the CL,

∆p(x→ 0) =
HρL
Tsat

[
∆T −HRiJ(x→ 0)− J2(x→ 0)

2Hρ2
V

]
. (2.31)

However the value of J(x → 0) is a priori unknown. To obtain it, let us integrate Eq. (2.25)

from 0 to x and then tend x to 0 asymptotically so that h can be replaced by θmicrox. This

results in the equation

− γ ∂T
i

∂x
+ h

∂∆p

∂x
=

µ

lsθmicro

(
θmicrovCL −

J

ρL

)
, (2.32)

The T i derivative can be obtained by developing Eq. (2.7) into the Taylor series around h→ 0:

∂T i

∂x
= −Hθmicro

kL
J. (2.33)

Its substitution into Eq. (2.32) results in the expression

x
d∆p

dx
=

µ

lsθmicro

[
vCL − J

(
1

θmicroρL
+
lsHθmicro
µkL

γ

)]
. (2.34)

By injecting the value of J from Eq. (2.9) into Eq. (2.34), one obtains a di�erential equation for

∆p.

x
d∆p

dx
=

µ

lsθmicro

[
vCL −

(
1

θmicroρL
+
lsHθmicro
µkL

γ

)
∆T −∆pTsat/(HρL)

H(Ri + θmicrox/kL)

]
. (2.35)

In the asymptotic limit x → 0 one neglects θmicrox/kL with respect to Ri and the di�erential

equation takes the form

x
d∆p

dx
= b∆p− a, (2.36)

where a and b > 0 may be easily deduced from Eq. (2.35). The general solution of Eq. (2.36) is

∆p =
a

b
− cxb, (2.37)

obtained with the separation of variables method; c is the integration constant and a/b value is

given in fact by Eq. (2.31). Such an expression shows that ∆p(x → 0) → a/b. The asymptotic
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solutions for some other cases are shown in sections 2.3.3 and 2.3.4. They are obtained with

more rigorous approach but lead in all cases to the same �nal conclusion.

From (2.37) one easily deduces that ∆p saturates at x→ 0 so that

x
d∆p

dx

∣∣∣∣
x→0

= 0. (2.38)

This result is in entire agreement with Eq. (2.31). Note that such a behavior is di�erent from

the isothermal CL dynamics [130] where the pressure boundary condition cannot be written and

the limit (2.38) is nonzero. Finally, Eqs. (2.34, 2.38) result in

J(x→ 0) =
vCL

1
θmicroρL

+ lsHθmicro
µkL

γ
. (2.39)

The evaporation �ux at the CL is proportional to vCL. In particular, J(h → 0) becomes

zero when the CL is immobile. This behavior is similar to the complete wetting case where

J(x → −∞) also vanishes. When the contact line advances (vCL < 0), the heat �ux at the CL

is negative. It means that J(x) changes sign and condensation occurs in the vicinity of the CL.

This e�ect was considered for the complete wetting case [131]. The regularization of the viscous

stress singularity by the Kelvin e�ect in the CL motion will be further considered in section 2.4.

In the numerical treatment the condition (2.31) is not however used as the boundary condition.

The reason is that the pressure jump approaches the value given by (2.31) quite slowly following

the slow powerlaw (2.37) when x → 0 (when Ri and ls is included). Since in the numerical

algorithm used to solve the problem one needs to impose the boundary condition at some small

distance from the contact line, the numerical error might be important if the condition (2.31)

were used. The boundary condition on pressure (2.38) is applied. It is discussed in section

related to numerical treatment of the problem.

In this section the asymptotic analysis of the full microregion model including slip length,

interface resistance, vapor recoil pressure, thermocapillary �ow and contact line motion was

performed. The asymptotic value of the pressure jump and mass evaporation �ux was given,

Eqs. (2.31, 2.39). The main conclusion is that the pressure jump, for microregion model under

study, attains a �nite value at the contact line. When vCL = 0, this value coincides with the

condition derived for the complete wetting system (Eq. (2.30)), written however for x = 0. When

contact line motion is considered, the mass evaporation �ux J(x → 0) 6= 0 and depends on the

CL velocity.

2.3.2 Existence of a regular solution for the microregion model including

only the Kelvin e�ect and vCL

The following section contains the original research work made in collaboration with D. Praºák

and T. Bárta from Department of Mathematical Analysis, Charles University in Prague. The

viability of the singularity relaxation in Eqs. (2.24, 2.25) is analyzed. Only the Kelvin e�ect,

superheating and contact line motion terms are considered.

For clarity, the system under study is rewritten here:

d

dx

[
h3

3

d∆p

dx

]
= µ

(
vCL

dh

dx
− kL
HρL

∆T −∆pTsat/(HρL)

h

)
, (2.40)

∆p = σ
d2h

dx2
, (2.41)
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Four boundary conditions are needed in order to close the problem. Three boundary conditions

(2.27 - 2.29) can be used. To verify the legitimacy of the usage of the fourth boundary condition

(2.31) by mathematically rigorous method is in principle the main goal of this section.

In the following, the length scale ll = σ/(HρL), the pressure scale HρL and superheating

Tsat are used to make Eqs. (2.40 - 2.41) dimensionless

d

dx̂

[
ĥ3

3

dp̂

dx̂

]
= Ca

dĥ

dx̂
+Nl

p̂

ĥ
, (2.42)

∆p̂ =
d2ĥ

dx̂2
, (2.43)

and

ĥ(x̂→ 0) = 0, u(x̂→ 0) = θmicro, (2.44)

where hat means the corresponding dimensionless quantity, p̂ = ∆p̂−ε, u = dĥ/dx̂, Ca = µvCL/σ

capillary number, Nl = µkLTsat/σ
2 is the parameter related to evaporation and ε = ∆T/Tsat is

the reduced superheating. Note that only the boundary conditions related to the vicinity of CL

(the condition (2.29) is not essential to the analysis) are rewritten. We aim to show that the

conditions (2.31, 2.39) that reduce to

p̂(x̂→ 0) = 0 (2.45)

stem from (2.42 - 2.44).

We are interested in the properties of the system (2.42 - 2.43) in the vicinity of the contact

line. The partial wetting conditions force the liquid wedge to approach the solid substrate at

a slope corresponding to θmicro. From this condition, it follows that the leading order term of

ĥ(x̂→ 0) is a straight wedge. ĥ(x̂→ 0) in (2.42) can thus be replaced by x̂θmicro and

d

dx̂

[
x̂3 dp̂

dx̂

]
= A+B

p̂

x̂
, (2.46)

where we group the parameters as A = 3Ca/θ2
micro and B = 3Nl/θ

4
micro.

In the following, let us consider di�erential equation (2.46), where B > 0. The purpose of

the following is to show that there exists a solution p̂ such that limx̂→0 p̂(x̂) = 0.

First, with substitutions s = B/(4x̂2), q = 2
√
Bp̂/A Eq. (2.46) reduces to

q′′ − q

s
=

1

s3/2
, (2.47)

and CL x = 0 corresponds to s → ∞. The task now is to show that Eq. (2.47) has a solution

with lims→∞ q(s) = 0.

Second, let us apply formally the inverse Laplace transform to (2.47),

q(s) =

∫ ∞
0

f(t)e−stdt, (2.48)

which results in

t2f(t)−
∫ t

0
f(r)dr = at1/2, (2.49)

where a = 2/
√
π. We will show that the equation (2.49) has a solution which is Laplace trans-

formable, which means that the integral in (2.48) is �nite for any s > 0. It follows from Lebesgue
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Dominated Convergence Theorem [132] (Satz 3.6.1) that if the Laplace transform q(s) exists, it

satis�es the condition lims→∞ q(s) = 0.

Let us introduce F (t) =
∫ t

0 f(r)dr that reduces (2.49) to

F ′(t)− F (t)

t2
= at−3/2. (2.50)

Eq. (2.50) can be easily solved,

F (t) = Ce−1/t + ae−1/t

∫ t

1
e1/rr−3/2dr, (2.51)

where C is the integration constant. We will show next that F (t → 0+) = 0. The �rst term

obviously vanishes at t→ 0+. The l'Hospital rule can be applied to the second term,

lim
t→0+

∫ t
1 e

1/rr−3/2dr

e1/t
= lim

t→0+

e1/tt−3/2

−t−2e1/t
= 0. (2.52)

As the function F (t) is obviously bounded for t→∞, the integral∫ ∞
0

e−stf(t)dt (2.53)

exists for every s > 0 by Dirichlet convergence criterion, which means that f(t) is Laplace

transformable, and its Laplace transform q(s) solves (2.47). We therefore conclude that this

solution of Eq. (2.46) veri�es the boundary conditions (2.44, 2.45).

Note that the family of the solutions corresponding to Eq. (2.51) is incomplete: it has only

one arbitrary constant while Eq. (2.46) is of the second order. From the above analysis one

may conclude that the other part of the solutions is not inverse Laplace transformable and thus

diverge at x̃→ 0. This means that the boundary conditions (2.44) cannot be satis�ed for them.

In this section, it has been proven mathematically that the boundary condition (2.31) follows

from the geometrical boundary condition at CL.

2.3.3 Asymptotics near contact line for ls = Ri = γ = vCL = 0

In the previous sections 2.3.1, 2.3.2, the pressure boundary condition for the extended microregion

model was derived. Here, the reduced microregion model (ls = Ri = γ = vCL = 0) is introduced.

Another alternative way of deriving the condition (2.31) for this model is shown.

We look for a minimal complexity problem, keeping only the term essential for regularization

of CL singularity. Next, the immobile CL is considered, the slip length, vapor recoil pressure,

surface forces, Marangoni e�ect and the interfacial resistance are excluded from consideration.

Keeping the same notation as in [129], lh, σ/lh and Tsat ( where lh = σ/(HρL) are used to make

lengths, pressure jump and temperature in the Eqs. (2.25 - 2.24) dimensionless. The reduced

set of Eqs. (2.29 - 2.24) then reads in dimensionless variables

∂

∂x̂

(
ĥ3

3

∂∆p̂

∂x̂

)
= Nl

∆p̂−∆T̂

ĥ
, (2.54)

∂2ĥ

∂x̂2
= ∆p̂, (2.55)

ĥ|x̂=0 = 0, (2.56)

u|x̂=0 = θmicro, (2.57)

∆p̂|x̂→∞ = 0, (2.58)
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where u = ∂ĥ/∂x̂ and Nl = µkLTsat/σ
2 is the only parameter that characterizes evaporation.

The hat means the corresponding dimensionless quantity. The CL microregion model described

by Eqs. (2.54 - 2.55) is hereafter referred as simpli�ed microregion model or minimal complexity

problem.

The partial wetting condition requires that the liquid-vapor interface makes �nite microscopic

contact angle with solid substrate (Eqs. (2.56 - 2.57)). At the CL the leading order solution for

h is a straight wedge. We are looking for a solution of the problem (2.54) - (2.55) for x̂→ 0 for

which following substitution can be used ĥ ∼ x̂θmicro. By using this substitution in Eq. (2.54)

one can easily check that the equation has a form of modi�ed Bessel's equation with the general

solution for ∆p̂:

∆p̂(x̂) = ∆T̂ + C1
K1(A/x̂)

x̂
+ C2

I1(A/x̂)

x̂
, (2.59)

where K1, I1 are the modi�ed Bessel functions, C1, C2 are integration constants and A =√
3Nl/θ

2
micro. The asymptotic limit of Eq. (2.59) for x̂→ 0 (at the CL) is

∆p̂(x̂) = ∆T̂ + C1

√
π

2Ax̂
exp

(
−A
x̂

)
+ C2

√
π

2Ax̂
exp

(
A

x̂

)
. (2.60)

Since I1 in (2.59) diverges for x̂ → 0, the �nitness of T i requires the �niteness of ∆p and thus

C2 = 0.

The asymptotic development of Eq. (2.59) for x̂→ 0 is thus

∆p̂ = ∆T̂ + C1

√
π

2Ax̂
exp

(
−A
x̂

)
. (2.61)

By di�erentiating Eq. (2.61), it is easy to �nd that ∂∆p̂/∂x̂(x̂→ 0) is zero and

∆p̂(x̂→ 0) = ∆T̂ , (2.62)

which is the boundary condition equivalent to (2.31) for the considered case.

Note that similarly to complete wetting case one can also reason purely in terms of geometrical

constraint imposed by partial wetting and justify the choice C2 = 0 directly from Eqs. (2.56),

(2.57). Let us integrate Eq. (2.60) once to get an asymptotic solution for the interface slope û

û(x̂→ 0) = C3 + ∆T̂ x̂+

√
2x̂π

A

(
C1e

−A
x̂ + C2e

A
x̂

)
+√

2Aπ2

A

(
C1erf

√
A

x̂
− C2er�

√
A

x̂

)
,

(2.63)

where C3 is an additional integration constant. When functions er� and erf are developed in

series, it is evident that in order to satisfy the partial wetting geometrical constraint (2.57), the

constant C2 has to be set to zero. For completeness the asymptotic relation for interface slope

as x̂→ 0 reads

û(x̂→ 0) = θmicro + x̂∆T̂ +
C1

A
e−

A
x̂ x̂3/2. (2.64)

The result given by (2.62) clearly shows that the hydrodynamic contact line singularity at ther-

mally controlled evaporation can be relaxed by using the Kelvin e�ect (dependence of saturation

temperature on pressure). Indeed, the viscous stress (equal to ∆p) is not only integrable but

�nite.
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2.3.4 Various asymptotic solutions for ∆p(x→ 0)

In this section three asymptotic solutions for pressure jump are presented.

Similarly to the previous section, one can add slip length or interface resistance to microregion

problem (2.54 - 2.58) and obtain the asymptotic form of the pressure jump for x → 0. One

essentially follows the steps executed between Eqs. (2.59 - 2.61).

• Including interface resistance. For microregion model given by Eqs. (2.54 - 2.58) and (2.62)

extended for interface resistance Ri term the asymptotic expression for pressure jump as

x̂→ 0 reads

∆p̂−∆T̂ ∼ C1x
−3/4 exp

√
XR

x̂
, (2.65)

where XR = 12µTsat/(θ
3
microσR

iHρL).

• Including slip length. For microregion model given by Eqs. (2.54 - 2.58) and (2.62) extended

for slip length ls the asymptotic expression for pressure jump as x̂→ 0 reads

∆p̂−∆T̂ ∼ C1x
−1/4 exp

√
Xs

x̂
, (2.66)

where Xs = 12µkLTsat/(θ
3
microσlsHρL).

• Including slip length and interface resistance. For microregion model given by Eqs. (2.54 -

2.58) and (2.62) extended for both slip length and interface resistance terms, the asymptotic

expression for pressure jump as x̃→ 0 reads

∆p̂−∆T̂ ∼ C1x̂
0.5(
√

1+4Xs
R−1), (2.67)

where Xs
R = µTsatH

2ρ2
L/(θ

3
microlsR

i)

2.3.5 Asymptotic solution for small superheating

In this section, the simpli�ed microregion model given by Eqs. (2.54 - 2.58) and (2.62) is solved

by regular perturbation about isothermal conditions. The following analysis was a contents of

the publication [129].

We seek a solution by expanding the pressure jump ∆p̂ and shape ĥ in a regular perturbation

series in ∆T̂ , which measures the deviation from isothermal conditions:

∆p̂ = ∆p̂0 + ε∆p̂1 + · · · ,
ĥ = ĥ0 + εĥ1 + · · · , (2.68)

where

ε ≡ ∆T̂ .

If we substitute (2.68) in to Eqs. (2.54 - 2.58), (2.62) and collect terms of the same order in ε,

we get at zero order ∆p̂0 = 0 and ĥ0 = θmicrox̂.

At next order in ε, the following system of equations is obtained:

ĥ0
d

dx̂

(
ĥ3

0

d∆p̂1

dx̂

)
=A2(∆p̂1 − 1), (2.69)

∆p̂1 =
d2ĥ1

dx̂2
, (2.70)

ĥ1(x̂ = 0) = 0, u(x̂ = 0) = θmicro, (2.71)

∆p̂1(x̂→∞) = 0, ∆p̂1(x̂→ 0) = 1 (2.72)
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where A =
√

3Nl/θ
2
micro. The solution of Eq. (2.69) is equivalent to Eq. (2.59)

∆p̂1(x̂) = 1 + C1
K1 (A/x̂)

x̂
+ C2

I1 (A/x̂)

x̂
. (2.73)

Since I1 diverges at in�nity, the boundary condition (2.72b), requires C2 = 0. The second

constant C1 is determined from (2.72a)

∆p̂1(x̂) = 1− A

x̂
K1

(
A

x̂

)
, (2.74)

and the full perturbation expansion in ε for ∆p̂(x̂) is

∆p̂(x̂, ε) = ε− εA
x̂
K1

(
A

x̂

)
. (2.75)

The solution of Eq. (2.70) with boundary conditions (2.71) may be found by integrating

twice ∆p̂1. The �rst integration is the most important because it results in the slope u, the value

of which at in�nity corresponds to

θapp = θmicro +

∫ ∞
0

∆p̂(x̂, ε)dx̂

= θmicro +Aε

∫ ∞
0

[
1

z2
− 1

z
K1 (z)

]
dz (2.76)

= θmicro +
Aεπ

2
.

The substitution z = A/x̂ is used in Eq. (2.76) and the resulting integral is found with Math-

ematica. The �rst order solution for interface slope u(x̂) may also be found in terms of the

generalized Meijer G-function:

u1(x̂) = x̂+
A

4
G1,3

2,1

(
A

2x̂
,
1

2

∣∣∣∣ 1

−1
2 ,

1
2 , 0

)
. (2.77)

The �rst order solution for ĥ may be found also only in terms of the generalized Meijer

G-function:

ĥ1(x̂) =
x̂2

2
+
Ax̂

8
G3,1

2,4

(
A

2x̂
,
1

2

∣∣∣∣ 1, 3
2

−1
2 ,

1
2 ,

1
2 , 0

)
. (2.78)

Another important quantity related to the microregion is the integrated heat �ux Q̂ de�ned

by the expression Q̂ =
∫ x̂

0 q̂
i
Ldx̂. The �rst order solution for local heat �ux at the liquid-vapor

interface from the liquid side is

q̂iL = q̂iL,1 = − ε

θmicro

∆p̂1 − 1

x̂
=

εA

θmicro

1

x̂2
K1

(
A

x̂

)
. (2.79)

Note that qiL(x→∞) = 0. The integrated heat �ux can be found by integration of (2.79)

Q̂(x̂) =
ε

θmicro
K0

(
A

x̂

)
. (2.80)

One can easily check that the Eq. (2.80) is logarithmically divergent at x̂ → ∞. This is the

artefact of the wedge geometry, where h → ∞ for x → ∞. Eq. (2.7) causes qiL ∼ 1/x and

Q(x) ∼ lnx. At �rst order approximation for small superheat, this slope is given by θmicro, for
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full solution it is the apparent contact angle which de�nes the slope of the liquid-vapor interface

for x→∞.

By returning to the dimensional variables, one obtains the apparent contact angle in terms

of the microscopic contact angle within the �rst order approximation:

θapp = θmicro +
π∆T

2σθ2
micro

√
3µkL
Tsat

. (2.81)

This expression shows the independence of the latent heat and a strong dependence on the

microscopic contact angle. It also predicts the ampli�cation of the �ow e�ect at high pressures

(near critical point) where σ strongly decreases.

In this section, a solution of the microregion simpli�ed model given by Eqs. (2.54 - 2.58),

(2.62) by regular perturbation about isothermal conditions was presented. The �rst order solu-

tions for pressure jump (2.73), slope (2.77), shape (2.78) and local heat �ux (2.79) are shown.

In addition the expressions for the apparent contact angle (2.81) and integrated heat �ux were

obtained (2.80). The expression of the type (2.81) provides an important insight into the depen-

dence of apparent contact angle on system parameters in the limit of small superheating. The

calculated apparent angles for FC-72 at 0.04 MPa, water at 10 and 0.1 MPa are compared with

the numerical solutions in Fig. 2.4b.

2.3.6 Physical scales governing the simpli�ed microregion problem

The following section contains the original research work made in collaboration with B. Andreotti

from PMMH, ESPCI.

First, the simpli�ed microregion model described by Eqs. (2.54 - 2.58) is formulated in the

form suitable for the analysis. Next, the important length scales and parameters of the problem

are identi�ed.

Eqs. (2.54 - 2.55) rewritten in a single equation in dimensional form

L︷ ︸︸ ︷
d

dx

[
h3

3

d(σK)

dx

]
=

K︷ ︸︸ ︷
µkLTsatσK

h(HρL)2
−

S︷ ︸︸ ︷
µkL∆T

hHρL
, (2.82)

where the terms L, K, S are called Laplace, Kelvin and Superheating terms. The variables x and

h are to be scaled by characteristic scales X and Z. X and Z di�er by the factor θ, Z = θX.

The angle θ can be either θmicro or θapp (or in sec. 2.4, the Voinov angle θV ). The characteristic

scale of curvature is [K] = Z/X2.

The dimensional prefactors of members in (2.82) are:

L :
σθ4

3
; K :

TsatµkL
(ρLH)2

σ

X2
; S :

∆TkLµ

θXHρL
. (2.83)

The characteristic scale, which balances the two terms containing the interface pressure jump

(Laplace and Kelvin terms) is:

X ≡ lK =

√
3µkLTsat
θ2ρLH

. (2.84)

Eq. (2.82) in the scaled variables (denoted by bar) then reads

h̄
d

dx̄

[
h̄3d

3h̄

dx̄3

]
=
d2h̄

dx̄2
− εθ, (2.85)
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where

εθ =
∆T
√

3TsatµkL
θ3σTsat

(2.86)

is the modi�ed superheating parameter. It is the only parameter characterizing the problem.

Depending on chosen angle used to link the scales X and Z, εmicro or εapp for θmicro or θapp, re-

spectively will be denoted. The chosen reference angle has an important impact on the boundary

condition (which is the key aspect of the analysis below) for εmicro the counterpart expressions

to (2.71 - 2.72) are

dh̄

dx̄

∣∣∣∣
x̄=0

= 1, h̄|x̄=0 = 0,
d2h̄

dx̄2

∣∣∣∣
x̄→∞

= 0,
d2h̄

dx̄2

∣∣∣∣
x̄=0

= εmicro. (2.87)

Note that the reduced slope of the free interface for x̄ → ∞ is θapp/θmicro. Within the present

notation, (2.81) reduces to

θapp = θmicro

(
1 +

π

2
εmicro

)
. (2.88)

If now θapp is taken for θ, one obtains instead of (2.87) the following boundary conditions for

Eq. (2.85)
dh̄

dx̄

∣∣∣∣
x̄→∞

= 1, h̄|x̄=0 = 0,
d2h̄

dx̄2

∣∣∣∣
x̄→∞

= 0,
d2h̄

dx̄2

∣∣∣∣
x̄=0

= εapp. (2.89)

Following the procedure shown in section 2.3.5 and solving the Eq. (2.85) for small εapp one

obtains the following full perturbation expansion in εapp for ∆p̄

∆p̄ = εapp −
εapp
x̄
K1

(
1

x̄

)
, (2.90)

where K1 stands for the modi�ed Bessel function of the �rst order. In the following step, the

integration of the latter expression from +∞ to 0 (cf. (2.76)) gives the following expression for

the apparent contact angle

θmicro = θapp

(
1− π

2
εapp

)
. (2.91)

The last approximate equation predicts that θmicro/θapp vanishes (at large θapp) as εapp tends to

a critical value εcapp = 2/π. The numerical solution shows that the exact εcapp is rather 0.3, see

Fig. 2.3, where the numerical solution is also shown.

Note that εmicro = εapp(θapp/θmicro)
3 and the expressions (2.88) and (2.91) can be combined

into the following formula
θmicro
θapp

= 1− π

2
εmicro

(
θmicro
θapp

)3

. (2.92)

At small superheating, this expression conforms to the result (2.88). At large εmicro, εapp tends

to εcapp > 0 so that one gets the scaling law θapp = θmicro(εmicro/ε
c
app)

1/3 that for dimensional

parameters reads θapp = θmicro(∆T
√

3TsatµkL/(θ
3
microσTsatε

c
app))

1/3.

2.3.7 Discussion

The main results obtained in the previous sections related to the asymptotic analysis of the

microregion model are analyzed here.

In Fig. 2.3, the ratio of microscopic contact angle to apparent contact angle is plotted as

a function of εapp. The solid line represents the results obtained by solving the Eq. (2.82)

numerically. The dashed line represents the solution (2.88). The lines coincide for εapp → 0.

Note that the critical value of εapp based on Eq. (2.88) slightly overestimates the numerically
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Figure 2.3: The ratio of microscopic contact angle and apparent contact angle is plotted vs. εapp.

The solid line is the numerical solution of Eq. (2.82), the dashed line is the solution given by

Eq. (2.88). The critical value of εcapp ∼ 0.297 is marked by the red point.
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Figure 2.4: a) θapp/θmicro − 1 plotted vs. εmicro. The solid line is the numerical solution of

Eq. (2.82), the dashed line is given by Eq. (2.92) and the dotted lines show the asymptotic

slopes obtained from (2.92) for small and large εapp, respectively. b) The numerical results for

water at 10 MPa for several values of θmicro.

obtained value of εcapp (by a factor of two). This is caused by the fact that asymptotic solutions

(2.88 - 2.91) are only the �rst order solution of (2.82).

The same data as in Fig. 2.3 expressed however as a parameter θapp/θmicro−1 are plotted vs.

εmicro in Fig. 2.4a. The dotted lines show two asymptotic slopes. The parameter θapp/θmicro−1

varies for small εmicro as π/2εmicro (cf. Eq. (2.88)) and for large εmicro as (εmicro/ε
c
app)

1/3.

The solid line represents the numerical solution of Eq. (2.82). Note its universality. All results

calculated for various parameters (e.g. θmicro, ∆T , etc.) collapse on this curve.

In Fig. 2.4b, some representative results calculated for water at 10 MPa and for three

microscopic contact angles (10◦, 15◦ and 20◦) are shown. The apparent contact angle increases

strongly with the imposed superheating ∆T . One can see that asymptotic solution (2.81) provides

the slope of θapp(∆T, θmicro) curve at ∆T = 0. For ∆T > 0, the latter solution overestimates

the apparent contact angle. This is obvious because the �rst order approximation for curvature
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is based on a straight wedge with the angle θmicro. The evaporation rate is thus overestimated

which results in a large value of the apparent contact angle. The apparent contact angle based

on (2.92) is lower than the actual value of θapp calculated numerically, see Fig. 2.4.

2.3.8 Conclusion

The main �nding of the previous sections related to asymptotic treatment of microregion model

is that the Kelvin e�ect (dependence of saturation temperature on pressure) is su�cient by itself

to relax the hydrodynamics contact line singularity [110, 111]. In principle other phenomena

such as slip length or thermal interface resistance are not from the mathematical point of view

essential to solve the problem. By relying on this fact, the minimal complexity microregion model

is formulated (Eqs. (2.63 - 2.58)) and the missing boundary condition for its solution is obtained

(2.31). At the next step, the minimum complexity model is solved analytically by using regular

perturbation method. The �rst order solutions for pressure jump, interface slope, interface shape

and evaporation rate along the liquid wedge are obtained. The most useful output from solving

the minimal microregion model is the �rst order solution for the apparent contact angle (2.81)

and integrated heat �ux (2.80). Next, the governing length scale related to the Kelvin e�ect is

identi�ed. The length scale (along the x axes) is of the form1 lK ∼ 1/θ2
micro. It means that for

small microscopic contact angle this scale can be very large. For example, for FC-72 (θmicro =

8◦), lK 59.8 nm. This suggests that Kelvin e�ect imposes in many real systems the dominant

scale. In this case the other phenomena such as interface thermal resistance or slip length would

be of a secondary role. The latter scaling is used to �nd a universally valid law describing the

apparent contact angle θapp, which provides higher order approximation with respect to formula

(2.81). The apparent contact angle calculated from Eqs. (2.81) and (2.92) are compared with

the numerical solution of the minimal complexity microregion model.

1θmicro is used as a reference angle as it is the relevant parameter at the limit x→ 0 of our interest.
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2.4 Kelvin e�ect and contact line dynamics

The following section contains the original research work made in collaboration with B. Andreotti

(PMMH, ESPCI). It was shown in the previous section that the Kelvin e�ect is su�cient by itself

to regularize the hydrodynamic singularity for the immobile CL. Here the latter phenomena is

used to relax the singularity appearing when the contact line moves. The multiscale nature of

this phenomena is addressed. The following analysis is a contents of the preprint [110].

The contact line dynamics is a multiscale phenomenon as was already mentioned in the section

1.1. In Fig. 2.5 is shown schematically the structure of the �ow close to the contact line for a

slowly spreading drop on the solid surface. For the moment let us consider a macroscopically

isothermal case (i.e., ∆T = 0). Even for in�nitesimal vCL there exist following regions: 1)

the macroregion (outer region) characterized by the length L ∼ 1 mm, 2) the intermediate

(mesoscopic) region where the diverging viscous stress is balanced by a gradient of capillary

pressure, and 3) the microregion (inner region) where the microscopic processes, at a scale of

∼ 10 nm, make the problem regular. The description of the �ow in the intermediate region can be

   

 

solid 

vCL 

L 

θapp 

u(x) 

liquid 

h(x) 

  
 

  
 

vapor 

contact 
line θmicro 

θV 
lK 

Tsat +ΔT 

 

Macroregion  Microregion  Intermediate region 

y 

x 

 

Figure 2.5: The illustrative �gure shows a macroscopic liquid object at a di�erent scales. The

inner region, close to the moving contact line is controlled by evaporation. θmicro, θV , θapp and

scales lK , L are shown. Note that vCL > 0 corresponds to advancing CL in this section.

made quantitative in the lubrication approximation. When all the terms related to microscopic

scale are omitted, the following third order di�erential equation is valid in the intermediate region

[8]:

σ
d3h

dx3
= −3µvCL

h2
. (2.93)

This equation has an exact solution [133] that satis�es zero curvature boundary condition at

in�nity. It reduces to the asymptotic form proposed by Voinov [106]:

u(x)3 = θ3
V + 9Ca ln

(
x

lV

)
, (2.94)

where u(x) = dh/dx and the capillary number Ca = µvCL/σ. The Voinov angle θV and the

Voinov length lV are inherited from the inner region. The mesoscopic solution (2.94) must also

be matched at the macroscopic scale L to an outer solution where liquid viscosity can usually be

neglected. The apparent contact angle corresponds to the slope of interface at the matching of

the mesoscopic and macroscopic regions, see Fig. 2.5.

The singular behavior of Eq. (2.93) for x → 0 is frequently regularized by introducing the

slip length, discussed in section 1.3.1.1. Note that in this case the inner region is dominated by

the liquid slip. It was shown recently by Eggers [134] that when slip length is used and (Ca� 1)

the Voinov angle is θmicro and the length entering the (2.94) is lV = 3ls/e, where e = 2.718. . . .
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In the following the Kelvin e�ect is proposed to regularize the hydrodynamics singularity at

the CL. First, the mixed situation will be considered (∆T 6= 0, vCL 6= 0) and later we show

that even for the macroscopically isothermal situation (∆T = 0, vCL 6= 0) a completely regular

solution is obtained. The derivations of the Voinov length lV and of the Voinov angle θV as a

function of the substrate temperature will be given.

The minimal complexity problem is extended for the contact line motion term. In practice

it means that the term µvCLdh/dx is subtracted2 from the the right hand side of Eq. (2.82).

In this case the inner region will be evaporation/condensation dominated and the intermediate

region CL motion dominated. The matching between these regions will be shown. The slope at

the border or the inner and intermediate regions is associated with the Voinov angle θV . The

Voinov angle is thus used as the reference angle. The equation (2.82) extended for the contact

line motion term is reduced similarly as in the section 2.3.6 (Z = θVX and [K] = Z/X2)

h̄
d

dx̄

[
h̄3d

3h̄

dx̄3

]
=
d2h̄

dx̄2
− εV − δh̄

dh̄

dx̄
, (2.95)

where δ = 3µvCL/(σθ
3
V ) is the modi�ed capillary number, εV =

√
3µkLTsat∆T/(σTsatθ

3
V ) the

modi�ed superheating. As previously the Kelvin length scale lK,V =
√

3µkLTsat/(θ
2
V ρLH) de�nes

X. It includes θV instead of θ in lK (2.84).

One can see indeed, that the outer region (large h) CL motion term is dominated, while it

can be neglected at small h. The fourth order di�erential equation (2.95) must be complemented

by appropriate boundary conditions. Two of them are geometrical (cf. Eqs. (2.27 - 2.28))

h̄(x̄ = 0) = 0, ū(x̄ = 0) =
θmicro
θV

. (2.96)

The condition (2.31) reads

∆p̄(x̄ = 0) = εV . (2.97)

Finally, to make the problem compatible with the asymptotic expansion (2.94), one has to assume

a vanishing curvature far from CL (cf. (2.29))

∆p̄(x̄→∞)→ 0. (2.98)

By de�nition, θV is the interface slope far from the contact line in the limit δ = 0. Note that

for the case δ = 0 the Voinov angle coincides with θapp, in section 2.3.6 (the mesoscopic region

described in Fig. 2.5 is absent in this case). However in this section the term apparent contact

angle is strictly reserved for the slope at the scale the intermediate region is matched to the

marcoregion. For the case (δ = 0) Eq. (2.95) reduces the form of the equation (2.85), however

with scaling based on θV and the �nite slope of the free interface (corresponding to θV ) for

x̄→∞ can be considered

ū(x̄→∞) = 1. (2.99)

The dash dotted line in Fig. 2.6a represents a typical solution obtained numerically for δ = 0,

cf. section 2.6.1. The cross-over from θmicro to θV takes place for x̄ of order unity. Similarly

to the section 2.3.5, we perform a linear expansion of the solution in εV , writing H = H0 =

x̄+εV h̄εV +O(ε2
V ). At this point it is convenient to make a link between this section and section

2.3.6. The solution H0 of the problem is identical to the solution presented in the latter section,

if θapp is replaced by θV , c.f. see (2.90 - 2.91)

θmicro
θV

= 1− π

2
εV +O(ε2

V ), (2.100)

2The negative sign originates from the opposite orientation of vCL in this section, cf. Figs. 2.5. vCL > 0

corresponds to advancing CL, here.
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Figure 2.6: a) Solution of the equations for an overheating εV = 0.08 and the receding contact

line δ = −0.07. The dash dotted line corresponds to the static case (δ = 0). The dotted line

corresponds to the Voinov outer asymptotics (2.94). These solutions allow one to extract the

rescaled Voinov length lV /lK and the rescaled Voinov angle θV /θmicro. b) Ratio of lV to lK,V .

Note the existence of a critical value εcV ' 0.297 of the overheating parameter.

We now consider CL moving at a velocity vCL. At distances much larger than lV , one expects

to recover the Voinov solution (2.94) at small capillary numbers. In scaled variables, one obtains

from (2.94) at the �rst order in δ the asymptotic expansion

H ′(x̄� 1) ∼ 1− δ log(x̄/lV ). (2.101)

We linearize the governing equation around the solution H0 obtained at vanishing δ by writing

H = H0 + δHδ:

3H2
0H
′′′
0 Hδ +H3

0H
′′′
δ −Qδ = H0 (2.102)

Q′δ +
H ′′0 − εV
H2

0

Hδ −
H ′′δ
H0

= 0. (2.103)

Note that Eqs. (2.102 - 2.103) are di�cult to solve analytically. We thus solve the problem

numerically. A typical solution for the scaled interface slope H ′ is shown in Fig. 2.6a (solid line)

together with the asymptotic solutions for x̄ → 0 (static solution obtained for δ = 0 considered

in section 2.3.5, dash dotted line) and x̄ → ∞ (Voinov expansion (2.101), dotted line). The

Voinov length lV is obtained from the numerical results, as shown geometrically in Fig. 2.6a

(intersection between the dashed line and the horizontal line ū(x̄) = 1). θV is obtained from the

solution for δ = 0.

Figure 2.6b shows the dependence of lV on the overheating. As expected from the dimensional

analysis, lV is of the order of the Kelvin length lK,V . The ratio lV /lK,V turns out to increase

with the overheating, from ' 1.32 at εV = 0 to ' 3.00 at εV = εcV . Note that matching the

inner and the outer boundary conditions is possible only for εV < εcV : the value ε
c
V is attained

in the limit of large both ∆T and θV (see sec. 2.3.6).

In the remaining part of this section, the solution for εV = 0 (no heating) will be discussed.

In this situation, the Voinov angle is equal to the microscopic contact angle θV = θmicro. In

Fig. 2.7a, a typical solution for two cases, δ = ±0.07 is shown. The corresponding scaled

curvature is shown in Fig. 2.7b. Note that the maximum of |K| is attained at the scale lK
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Figure 2.7: Solution of the equation (2.95) for εV = 0 (θV = θmicro) and δ = ±0.07. a) Scaled

interface slope, b) Interface curvature.

and is thus controlled by the Kelvin e�ect. The solution is perfectly regular, which con�rms the

result of section 2.3.2. Note that the no slip boundary condition is imposed at the solid-liquid

interface: at a scale smaller than lK , the interface advances by the curvature driven condensation

(or recedes by evaporation).

In Table 2.1, the values of the length related to the Kelvin e�ect lK are shown. The micro-

scopic contact angle was chosen θmicro = 8◦, which agrees with the experimental data for FC-72

on copper [4]. Note that lK is inversely proportional to θ2
micro; it means that for situation the

contact angle is small, lK is large. lV ∼ lK (for δ = 0) and one can compare the equivalent value

of lV based on the slip length (lV = 3ls/e, [134]) and the value of the Voinov length based on

Kelvin e�ect.

FC-72 (0.04 MPa) Water (0.1 MPa) Water (10 MPa)

lK 59.8 nm 11 nm 25.2 nm

Table 2.1: Values of the scale related to the Kelvin e�ect lK , based on θmicro = 8◦.

2.4.1 Conclusion

The moving contact line problem and its multiscale nature were addressed in this section. The

inner and outer (resp. intermediate) problems were de�ned: inner problem controlled by evapo-

ration, and outer problem where the viscous stress is balanced by a gradient of capillary pressure.

The asymptotic matching of the inner and outer regions was performed.

The main �nding of this section is that the Kelvin e�ect relaxes the viscous stress singularity

appearing when the contact line moves [110, 111]. In practice this means that in the model

the liquid is allowed to evaporate or condensate as the saturation temperature of the liquid-

vapor interface is linked through the Kelvin e�ect to the hydrodynamic pressure in the liquid

phase. The condensation occurs during advancing contact line motion while the evaporation

accompanies the contact line receding. The Kelvin e�ect singularity relaxation is compared to

that of the hydrodynamic slip length. It is found that the length scale associated with the Kelvin

e�ect is in many situations larger than the slip length and thus Kelvin e�ect is the dominant

phenomenon for volatile �uids.
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2.5 Impact of disjoining pressure on evaporation

In this section the extended microregion model including the disjoining pressure term is solved

numerically. A speci�c disjoining pressure for partial wetting is presented. Next, a parametric

study of the apparent contact angle on superheating and on the CL velocity is performed. The

original study presented in this section corresponds to the research paper [135] and partly to the

conference proceedings [136].

2.5.1 Disjoining pressure choice

A brief theoretical introduction to the theory of surface forces for the partial wetting is presented

in section 1.3.1.4. Here the concrete disjoining pressure Π(h) shape, used in Eq. (D.2) is proposed

and discussed.

At h of the order of several nanometers, experiments [137] and also theoretical investigations

[85, 86] suggest the existence of a maximum of Π(h). The experimental data for h smaller than

several nm are extremely rare and are unknown to us for the metal substrates of interest. One

needs to choose a form compatible with experimental facts and with the partial wetting condition

(1.18) that imposes a constraint to

P (h→ 0) ≡
∫ ∞

0
Π(h)dh. (2.104)

We choose here the simplest form that satis�es all these criteria,

Π(h) =

{
ah+ b, h ∈ (0, dD)

A/(6πh3), h ∈ (dD,∞)
, (2.105)

where dD is a length parameter de�ning the position of the maximum of the Π(h) function. It

is of the order of several nm. The coe�cients a, b, once θY , θmicro are �xed can be found from

Eqs. (1.18, 2.104) and from the condition of the continuity of Π(h):

a =
A− 4πd2

DP (0)

2πd4
D

,

b =
6d2

DπP (0)−A
3πd3

D

.

The corresponding energy of the surface forces reads:

P (h) =

{
−ah2

2 − bh+ P (0), h ∈ (0, dD)
A

12h2π
− A

12πd2d
− bdd −

ad2d
2 + P (0), h ∈ (dD,∞)

. (2.106)

The resulting disjoining pressure shape is shown in Fig. 2.8 together with corresponding P (h),

which is a continuous and smooth function. The corresponding static shape of the liquid-vapor

interface is schematized in Fig. 1.12; the numerically calculated static shape is shown in Fig.

2.9. The static liquid wedge h(x) and its slope u(h) including the disjoining pressure of the

form (2.105) can however be obtained in an analytical form. Solution for u(h) is shown in the

following. The Young Laplace equation augmented for the disjoining pressure term (1.19) can

be rearranged as (independent variable does not appear explicitly in (1.19)

− σu(h)
∂u(h)

∂h
= Π =

{
ah+ b, h ∈ (0, dD)

A/(6πh3), h ∈ (dD,∞)
. (2.107)
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Figure 2.8: Shape of disjoining pressure (Eqs. (2.105)) and corresponding surface energy.

Eq. (2.107) may be solved for u analytically. The solution reads

u2(h) =

{
−2bh+ah2−2σC1

σ , h ∈ (0, dD)
A

h26πσ
+ 2C2, h ∈ (dD,∞)

. (2.108)

The integration constants C1, C2 are to be determined from the boundary condition u(0) = θmicro
and matching of u(h) at h = dD.

The derivative of Π(h), given by (2.105) is however discontinuous. It is a consequence of

chosen shape of Π. We veri�ed numerically by using a parabolic shape for the matching of

straight line to (1.21) that the discontinuity does not in�uence the results (see Appendix C for

smooth form of the disjoining pressure).

Note that the disjoining pressure can be calculated from the potential energy of the inter-

molecular interaction [84] with a mean-�eld approach. The h−3 dependence of Π(h) appears due

to the r−6 long range attraction term (r being the distance between the molecules). The r−6

attraction is only a part of the full interaction potential (e.g. that of Lennard-Jones) that has to

contain also a short-range repulsion term (r−12 in the case of Lennard-Jones). The contribution

to Π(h) from this latter term is of the opposite sign and leads [117] to a maximum of Π(h) at the

nanometer scale (which conforms to Eq. (2.105)) but also to Π(h→ 0)→ −∞ (which disagrees

with Eq. (2.105)). Nevertheless, the Lennard-Jones potential may lead to the partial wetting

[115, 120] in molecular dynamics calculations (which are more precise than the above mean-�eld

approach). This means that for practical purposes, one has to use a Π(h) curve with a �nite

negative Π(h→ 0) as in Fig. 2.8.

2.5.2 Impact of surface forces on evaporation

The disjoining pressure shape proposed in the last section is used in the extended microregion

model (introduced in Appendix D) and numerical results are presented below. The impact of

surface forces (disjoining pressure Π) on the evaporation in the vicinity of the CL is studied here.

In order to avoid any confusion between θmicro, θY and θapp the meaning of each of them is

shortly reminded. The microscopic contact angle θmicro is an angle imposed at the CL (x = 0).

In case the surface forces are absent in the model (disjoining pressure term Π = 0) its value

is automatically considered as a static contact angle given by its Young value θmicro = θY for

an ideally �at and homogeneous heater surface. When the e�ect of surface forces is included
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via Π 6= 0, the system is described by two angles θmicro 6= θY , where θmicro is related to the

energy of surface forces, and θY through the Eq. (1.18), for more details see section 1.3.1.4.

The meaning of the apparent contact angle θapp is throughout of this thesis unambiguous. It is

an angle established far from CL at the scale the impact of CL is negligible. In case vCL 6= 0

the apparent contact angle corresponds to the slope of liquid-vapor interface at the border of

microregion and macroregion.

The numerical calculation is performed (unless mentioned speci�cally), for water at 10 MPa,

θY = 15◦, ls = 10 nm. The parameters related to the disjoining pressure are θmicro = 1◦,

dD = 1 nm and A = 3.7 · 10−20 J. The values of the dimensionless constants (see Appendix D

for their de�nition) calculated for ∆T = 0.5 K are NM = 9.4 · 10−3, Np = 1.6, Ne = 5.1 · 10−4,

and NR = 0.2. Since NR < 1, ls is larger than the length scale lR = kLR
i associated with the

interfacial resistance. The largest scale in the system is Npls; it is associated with the Kelvin

e�ect. However for ∆T & 1 K the largest scale is ls. Examples of the computed shape of
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Figure 2.9: Liquid-vapor interface computed for θY = 15◦ with and without disjoining pressure

implementation. (a) Large scale view. The curves corresponding to Π = 0 and Π 6= 0 are

indistinguishable at this scale for ∆T = 0. (b) Zoomed in vicinity of the contact line. The

data points for ∆T = 0.5 K, Π 6= 0 are indicated with circles to illustrate the increasingly dense

meshing near the contact line. Note that θY does not correspond to any actual slope when Π 6= 0

and ∆T 6= 0.

the liquid-vapor interface with and without accounting for the disjoining pressure are shown in

Fig. 2.9. One can see that the macroscopic shapes in Fig. 2.9a for the cases Π = 0 and Π 6= 0 are

very close and almost indistinguishable at equilibrium. The contact line vicinity is zoomed in

Fig. 2.9b. The solution for ∆T 6= 0 is compared to the isothermal shape. In agreement with the

previous asymptotic treatment of the simpli�ed microregion model, heating results in an increase

of θapp.

The slope variation of the liquid-vapor interface is shown in Fig. 2.10a. The data which

corresponds to x < 1 nm are not excluded from the graph in spite of the fact that the continuum

approach is not physically justi�ed there: they show that the solutions approach at x → 0 the

boundary conditions. For Π 6= 0, a strong variation of slope at nanometer scale is due to the

e�ect of surface forces. A small slope θmicro at the contact line is imposed in agreement with

Eq. (2.28). At a scale comparable to ls, an increase of slope is due to the �uid �ow induced by

evaporation.
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Figure 2.10: a) Liquid-vapor interface slope variation computed for θY = 15◦ and ∆T = 0.5

K. The dotted line corresponds to vCL = 0.02 m/s, Π = 0. The other curves are computed for

vCL = 0. b) Apparent contact angle θapp as a function of ∆T for Π 6= 0 for di�erent values of

θY .
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Figure 2.11: Pressure di�erence and heat �ux distribution for ∆T = 0.5 K and θY = 15◦ with and

without disjoining pressure account for the immobile CL. (a) Pressure di�erence. The asymptotic

value given by Eq. (D.6) is shown. (b) Heat �ux.

The computed pressure jump and the heat �ux are shown in Fig. 2.11 as functions of x

for the immobile CL. A positive ∆p value means that the �ow is directed towards the CL. One

can see that both the pressure and the �ux limits (2.39, D.6), however the case including Π

approaches the boundary conditions much faster. It is due to the smaller imposed slope (we

considered θmicro < θY ) of the free interface at CL.

Introduction of the disjoining pressure in the model results only in a small change of ∆p,

compared to the model without disjoining pressure. The peak of heat �ux is slightly larger for

Π 6= 0. The di�erence in the small scale behavior for the cases with or without disjoining pressure

is related to the small-scale di�erence of the wedge shape (see Fig. 2.9b). Since the liquid layer

thickness is smaller for Π 6= 0, the heat �ux is larger. Note that the di�erence of the cases Π 6= 0
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and Π = 0 concerns mainly very small scales.

The apparent contact angle θapp is plotted versus ∆T for di�erent θY in Fig. 2.10b. It is

evident that Young's contact angle θY plays an important role, especially when small ∆T is

considered. For small values of θY , a rapid increase of θapp occurs for low ∆T . For ∆T > 0.5 K,

the curves for all θY grow with about the same rate. θapp − θY can attain 25◦ (which is a quite

a strong e�ect) for a small superheating of 2 K.
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Figure 2.12: Apparent contact angle θapp versus ∆T for θY = 15◦ and di�erent parameters of

disjoining pressure. The curve for Π = 0 is shown for comparison and coincides with curve

prescribed to dD . (a) Hamaker constant variation. (b) Dependence on the position dD of the

maximum of disjoining pressure.
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Figure 2.13: Apparent contact angle θapp versus ∆T for θY = 15◦ and di�erent values of micro-

scopic contact angle.

The sensitivity of the results to the parameters of disjoining pressure is analyzed in Fig. 2.12.

This analysis is necessary because of the uncertainty of their experimental determination. It

can be seen that the Hamaker constant variation does not notably a�ect θapp. The maximum of

disjoining pressure is lower for smaller A, the in�uence of Π is weaker, and the curves approach

that for Π = 0. Note that for an oxidized metal surface, the Hamaker constant is an order of

value smaller than the theoretically obtained values for pure metals [138], which leads to even
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smaller di�erence comparing to the case Π = 0. In Fig. 2.13 the variation of θmicro from 1◦ to

10◦ is shown. The impact of θmicro on the apparent contact angle is even smaller than of A and

dD.

2.5.3 The moving CL case

The in�uence of surface forces on the solution of liquid evaporation and CL motion within the

microregion is studied in the section. In the case of the moving CL (as was already mention in

previous sections), the de�nition of θapp becomes more di�cult. This problem is well studied

in the absence of evaporation where the Cox-Voinov law [83] shows that the slope diverges

logarithmically if the in�nite domain is considered. In the calculation xmax is chosen as obtained

for the corresponding case for vCL = 0, when using the proposed criteria (see section D.3). The

apparent contact angle is thus here associated with the slope of the free interface at xmax.

For an example of calculated slope variation along the wedge see Fig. 2.10a. The logarithmic

decrease of the slope at large x is visible.
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Figure 2.14: Dependence of apparent contact angle θapp on the contact line velocity calculated

with and without taking into the disjoining pressure for ∆T = 0.5, 1 K.

The in�uence of the CL motion on θapp is illustrated in Fig. 2.14, where the curves are

calculated for the same xmax. The capillary number Ca = µvCL/σ is presented at the upper

axis. The di�erence between the cases with and without disjoining pressure is not signi�cant; the

curves are just slightly shifted. The insert shows that the Cox-Voinov law is satis�ed also for the

case of evaporation: the curves for di�erent ∆T collapse on the same straight line. This is not

surprising as one knows that the evaporation (as well as Π) impacts only the microregion, while

the contact line motion impacts the whole wedge; the angle θapp(∆T,Ca = 0) thus provides the

�inner� description while the Cox-Voinov formula solves the �outer� region.

No stationary solution with the triple CL can be found if the CL velocity exceeds a threshold.

Such a situation is fully analogous to the case ∆T = 0 where a transition [127] occurs to another

stationary regime, in which CL is absent and the wedge is connected to a continuous liquid �lm

(called Landau-Levich �lm). Such a transition is called the Landau-Levich or �lm entrainment

transition. The thickness of such a �lm is controlled by a hydrodynamic e�ect and is usually

micrometric, to be distinguished from the nanometric wetting �lms. Figure 2.14 shows that the

transition velocity grows with ∆T .
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2.5.4 Conclusion

A model describing hydrodynamics and heat �ow in the vicinity of the contact line with the

account of surface forces is shown in this section. The case of ideally smooth and homogeneous

substrate is considered. It is shown that in case Π is considered the liquid meniscus is curved

due to two e�ects: the surface forces and the hydrodynamic �ow that appears because of evap-

oration and contact line motion. For the immobile CL, the meniscus slope saturates far from

the contact line and de�nes the apparent contact angle θapp. The latter rapidly increases with

the superheating (di�erence between the substrate temperature and the saturation temperature)

for low values of Young's contact angle. For stronger superheating the apparent contact angle

growth rate is almost independent of the Young contact angle. The e�ect of the imposed con-

tact line velocity on the apparent contact angle is signi�cant. The general trend is similar to

the isothermal contact line dynamics, where the �lm entrainment transition is detected at some

velocity of the receding contact line.

The phenomena of the (equilibrium) contact angle and the disjoining pressure are intrinsically

linked because they are both caused by the intermolecular forces. By introducing a particular

form of the disjoining pressure into the model, one �xes a particular equilibrium contact angle

value. However, a di�erent form of disjoining pressure may result in the same equilibrium contact

angle value. Our results show that the impacts of the disjoining pressure and the heating may

be decoupled. The apparent contact angle created by heating depends mostly on the equilibrium

contact angle value and is almost independent on the disjoining pressure details. This occurs

because the length scales that describe the heating process are typically �ve to ten times larger

than those of the disjoining pressure.

For the receding contact line, the �lm entrainment transition occurs at evaporation similarly

to the isothermal case. The transition contact line velocity grows with the evaporation rate.

Similarly to immobile CL evaporation case the impact of chosen disjoining pressure shape found

to be negligible. Based on results of this study we suggest to used θmicro = θY instead of

introducing θY with Π(θY ).
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2.6 Parametric study revealing the in�uence of Ri, ls and γ

In this section is presented a parametric study revealing the impact of various phenomena on

evaporation in the contact line vicinity. First, the minimum complexity microregion model is

numerically solved and system variables such as pressure jump, local heat �ux, interface slope

and shape along the liquid wedge are presented. Next, the latter model is extended to account

for another phenomena that may in�uence the evaporation. In particular, the impact of the slip

length, thermal resistance of vapor-liquid interface, slip length, and thermocapillary term are

investigated. Presented results are calculated numerically for three sets of physical parameters;

FC-72 at 0.04 MPa, water at 10 and 0.1 MPa. The impact of vapor recoil e�ect on evaporation

in the vicinity of the contact line is studied in section 2.8.3 for microregion extended to the high

slopes of interface.

2.6.1 Solution of simpli�ed microregion model ls = Ri = γ = vCL = 0

In this section, the numerical solutions of the minimal complexity microregion model (including

only the Kelvin e�ect) are presented. It serves here as the baseline model to which other results

are compared below. The asymptotic analysis of this model has been carried out in section 2.3.3.

The solution method is essentially the same (simpli�ed for neglected terms) as described in the

Appendix D. If not written explicitly, θmicro = 15◦ is used.
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Figure 2.15: Pressure and heat �ux spatial variations obtained numerically for water at 10MPa,

∆T = 0.1, 0.2 and 0.3 K, θmicro = 10◦, 15◦. The corresponding values of lK for these two values

of θmicro are 16.1 and 7.16 nm. The curves obtained with either Eq. (2.62) or Eq. (D.14) are

undistinguishable. (a) Pressure jump variation in scaled variables, ∆pCL corresponds to (2.31)

and lK to (2.84). (b) Heat �ux variation.

Fig. 2.15a shows the scaled pressure jump ∆p/∆pCL vs. x/lK . The graph shows the mono-

tonic growth of the pressure jump ∆p as x → 0. A positive value of pressure jump means that

the �ow is directed towards the CL. The x axis is extended to the nonphysically small values to

show the asymptotic convergence of calculated ∆p(x) to the boundary condition (2.62). In the

numerical treatment, Eq. (D.14) was used as boundary condition (instead of (2.62)). For com-

parison, the results for water at 10 MPa, ∆T = 0.2 K obtained with boundary condition (2.62)

and also with (D.14) are shown in Fig. 2.15 simultaneously. The curves are undistinguishable.

With decreasing microscopic contact angle, the distance from CL at which ∆p (note that
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∆p/σ is the interface curvature) is negligible, increases. This means that ∆p � ∆pCL and the

interface slope nearly does not change. This scale is de�ned by lK (2.84), see Fig. 2.15 for its

values. In Fig. 2.15b is shown the interface heat �ux qiL variation along the liquid wedge in

dimension units. The maximum of its value seems to be reached approximately at the scale

where ∆p attains an in�exion point. The heat �ux vanishes as x→ 0. Such a behavior is similar

to the complete wetting case, where the non evaporated liquid �lm persists at the left domain

limit (x→ −∞ in that case). A reduction of the steep heat �ux variation near CL requires very

�ne meshing (see Fig. (2.17b)). However with the boundary condition (D.14) it is not mandatory

in order to obtain the reliable θapp results.
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Figure 2.16: Liquid-vapor interface slope and temperature variation computed for the parameters

used in Fig. 2.15. (a) Interface slope variation. (b) Temperature along the liquid-vapor interface.
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Figure 2.17: Shape of the liquid-vapor interface calculated numerically for the parameters used

in Fig. 2.15a. (a) Large scale view. (b) Zoomed in vicinity of the contact line. There only two

curves are shown: water at 10 MPa, ∆T = 0.2 K with microscopic contact angle θmicro = 10◦,

15◦.

The free interface slope variation is shown in Fig. 2.16a. The slope saturates at the scale

lK , shown by the vertical line. The parameter rapp at which u(x) curves satisfy the criterion
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(u(rapp) = 0.99 θapp(xmax)) (see section D.3) is for presented cases ∼ 100 nm. This shows that

the evaporation is very localized in the vicinity of the CL.

The liquid-vapor interface temperature variation along the wedge is plotted in Fig. 2.16b. As

x→ 0, T i matches the temperature of the solid heater. For the other limit x→∞, T i matches

the saturation temperature given by bulk vapor pressure. One can notice that T i(x)−Tsat curves
are very similar to the pressure jump variation, see Fig. 2.15a. This is a direct consequence of

the fact that both are linked through relation (2.4), the Kelvin e�ect.

The interface shape is shown in Figs. 2.17. At the scale of ∼ 100 nm the liquid-vapor

interface is nearly straight (cf. Fig. 2.17a) and makes the apparent contact angle θapp with the

solid substrate. Fig. 2.17b shows the detail of CL region, where only two curves with di�erent

imposed microscopic contact angles are shown.

The apparent contact angle is the main result from the microregion calculation. Graph

showing θapp vs. ∆T (Fig. 2.4) is shown in section 2.3.7. The universally valid scaled apparent

contact angle vs. εY covering all possible combinations of parameters is presented in Fig. 2.4a.

2.6.2 Impact of the slip length

First, only the impact of slip length term on the solution of microregion model is studied. The slip

length is introduced in section 1.3.1.1. The typical value of ls = 10 nm (smooth and chemically

homogeneous surface [71]) is taken here as a reference value. For ls > 0 the pressure jump

saturates at smaller distance from the CL, see Fig. 2.18a. This might complicate the numerical

treatment of the problem.
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Figure 2.18: Pressure and heat �ux spatial variations obtained numerically for water at 10 MPa,

∆T = 0.5 K and θmicro = 15◦ for four values of ls. (a) Pressure jump variation. (b) Heat �ux

variation.

One can also argue that such a scale is below value that can be considered as physically

reasonable for given system described in the frame of continuum approach. On the other hand,

the slip is frequently used to remove the CL singularity for moving contact line, which however

results in (logarithmically) divergent ∆p(x→ 0). In our model the pressure attains �nite value

at CL, which is physically coherent. If the slip length is considered, ∆p decays slower along the

wedge for x & ls with respect to the case ls = 0, see Fig. 2.18b. The apparent contact angle is

thus established at larger scales.
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Figure 2.19: (a) Heat �ux spatial variations obtained numerically for water at 10 MPa, ∆T =

0.5 K and θmicro = 15◦ for four values of ls. (b) Parameter θapp/θmicro − 1 vs. εmicro for three

values of modi�ed slip length. Curve for βs = 0, corresponds to results calculated from minimum

complexity microregion model, from Fig. 2.4a.

The liquid-vapor interface heat �ux variation along the liquid wedge is plotted in Fig. 2.19a.

With larger value of slip length the maxima of the local heat �ux are higher. This is due to the

fact that pressure jump (and thus the interface temperature) saturates at very small scale when

ls 6= 0. At this scale the conductive thermal resistance is extremely small and this results in high

heat �ux maxima, which is shifted towards the contact line.

When using the same scaling (based on lK , see sec. 2.3.6), the microregion model including

the slip length and the Kelvin e�ect can be reduced in to the following form (cf. Eq. 2.85):

h̄
d

dx̄

[(
βsh̄

2 + h̄3
) d3h̄

dx̄3

]
=
d2h̄

dx̄2
− εmicro, (2.109)

where the parameter βs = 3ls/(lKθmicro) is the modi�ed slip length, lK is de�ned by Eq. (2.84)

and εmicro by Eq. (2.86). Note that βs expresses the ratio of two length scales; ls/θmicro is

related to the slip length, εmicro and βs are the only parameters de�ning the behavior of the

system. In Fig. 2.19b the curves θapp/θmicro − 1 vs. εmicro are compared for three values of βs
= 0, 0.53 and 2.7 (which corresponds to ls = 0, 1 and 3.3 nm, for water at 10 MPa and θmicro =

5◦). It is evident that the apparent contact angle decreases with the slip length. The slopes of

the curves for small and large εmicro seem to be the same as for the case βs = 0. It practically

means that the asymptotic expressions for both small and large superheatings are of the same

form as follows from Eq. (2.92) obtained for the case ls = 0.

2.6.3 Impact of the interface thermal resistance

The impact of the interface thermal resistance Ri (see section 1.3.1.3) is studied here. The Ri

term is characterized by the scale lR = RikL, which can be interpreted as an additional thickness

of the liquid layer with the equivalent thermal resistance. lR is usually of the order of several

nm, e.g. lR = 2 nm, when Ri is calculated from Eq. (1.13) for water at 10 MPa. In Figs. 2.20

is shown the impact of four di�erent Ri values on the pressure jump and interface heat �ux

variations along the liquid wedge. Fig. 2.20b shows that because of the interface resistance the

heat �ux is considerably reduced. The length scale at which the maximum of qS is attained,
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remains nearly una�ected. The pressure jump variation attains the value given by Eq. (2.62) at

a smaller distance from CL if Ri 6= 0. This explains why the apparent contact angle, proportional

to
∫∞

0 ∆p(x)dx attains lower value for Ri 6= 0 (see Fig. 2.23a).
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Figure 2.20: Pressure and heat �ux spatial variations obtained numerically for water at 10 MPa,

∆T = 0.5 K and θmicro = 15◦ for four values of Ri. (a) Pressure jump variation. (b) Heat �ux

variation.
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Figure 2.21: (a) Variation of liquid-vapor interface temperature (respective T i − Tsat )along the

wedge obtained numerically for water at 10 MPa, ∆T = 0.5 K, θmicro = 15◦ for two cases RikL =

5 nm and without interface resistance. The temperature terms A and B in Eq. (2.110) are shown.

(b) Parameter θapp/θmicro−1 vs. εmicro for three values of modi�ed interface thermal resistance.

Curves for βR = 0, correspond to results calculated from minimum complexity microregion model,

see section 2.3.7.

The interface resistance term in�uences the liquid-vapor interface temperature through Eq. (2.4),

(with neglected recoil term):

T i − Tsat =

A︷ ︸︸ ︷
∆pTsat
HρL

+

B︷ ︸︸ ︷
RiqiL . (2.110)
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The term A represents contribution to T i − Tsat from hydrodynamics (Kelvin e�ect) and term

B the contribution from the interfacial resistance. In Fig. 2.21a, the interface temperatures

T i − Tsat for the simpli�ed microregion model (Ri = 0) and for the case where the interface

resistance is present (RikL = 5 nm) are plotted together with the contributions A and B. It is

clearly visible that when Ri is considered, the interface temperature decays much slower at large

x. Note however that the two cases compared in Fig. 2.21 result in di�erent θapp, as the thermal

resistance is given mainly by the thickness of the liquid layer. The maximum of the contribution

B (c.f. Eq. (2.21)) is attained at the scale lR. Such a �nding will be important for the case

where the thermocapillary e�ect is included into the microregion model, see below.

Similarly to the case with slip length, one can reduce the microregion model including the

interface resistance into the following form:

(h̄+ βR)
d

dx̄

[
h̄3d

3h̄

dx̄3

]
=
d2h̄

dx̄2
− εmicro, (2.111)

where the parameter βR = lR/(lKθmicro) is the modi�ed interface thermal resistance, lK is given

by Eq. (2.84) and εmicro by Eq. (2.86). Similarly to the previous section, βR is a ratio of

two characteristic length scales of the problem. One related to the interface resistance (lR) and

second to the Kelvin e�ect (lK). The factor θ
−1
micro rescales lR (characteristic scale in y direction)

to x direction. The parameter εmicro and βR are the only parameters de�ning behavior of the

system. In Fig. 2.21b is compared the parameter θapp/θmicro−1 vs. εmicro for three values of βR
= 0, 0.01 and 1 (which corresponds to RikL = 0, 1 and 10 nm, for water at 10 MPa and θmicro =

5◦). It is evident, that the apparent contact angle is lower for the βR 6= 0 case. Similarly to the

case with the slip length, the curves for βR = 0.01, 1 are shifted with respect to the case βR = 0.

The slopes for small and large εmicro seems to be the same form as follows from Eq. (2.92) for

the case Ri = 0.

2.6.4 Combination of slip length and interface resistance term

The slip length and the interface thermal resistance are usually used together [103, 104]. In this

case one can expect from comparison of asymptotic solutions for the pressure jump as x→ 0 (see

section 2.3.4) a slower convergence of the pressure jump to its value given by Eq. (2.31). This

may complicate numerical treatment as the �rst node of the microregion computational grid (see.

Fig. D.2) is not exactly placed at x = 0 (or more precisely at ζ → −∞) but at xmin. Here we

study the impact of this parameter on the numerical solution. Note that this was meaningless

for previous cases where either ls = 0 or Ri = 0 because the pressure jump saturated to the

value given by Eq. (2.31) at the nanometer distance from CL, see Figs. 2.18a, 2.20a. In Fig.

2.22a, the pressure jump variation for three di�erent values of xmin is shown. One can see that

the pressure jump approaches asymptotically the value given by Eq. (2.31) while the boundary

condition used is (D.14). The corresponding calculated apparent contact angle is shown in Fig.

2.22b. The apparent contact angle practically does not change when xmin < 10−2 nm.

Some parametric analysis of results for constant heat load (∆T = 0.5 K) is presented in Fig.

2.23a, where θapp is plotted versus the slip length for varying interface resistance. Fig. 2.23a

clearly demonstrates that nor the slip length neither the interface resistance is essential in the

CL singularity relaxation: θapp saturates as they tend to zero. θapp as a function of superheating,

calculated with physically reasonable values of Ri and ls for water at 10 MPa (RikL = 2 nm and

ls = 10 nm) is shown in Fig. 2.23b.
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Figure 2.23: Comparison of calculated θapp for various values of R
i and ls

2.6.5 Thermocapillary e�ect

This phenomena is addressed here because the liquid-vapor interface temperature (and surface

tension σ(T i)) spatially changes, cf. Fig. 2.21a. The gradient of surface tension induces a

motion of the liquid through the thermocapillary stress. The value of γ (see Eq. (2.21)) is given

by −∂σ/∂T and thus its value is well de�ned if the temperature dependence of σ is known for

the given �uid. The gradient of temperature along the interface can be expressed as

∂T i

∂x
=

Tsat
HρL

∂∆p

∂x
+Ri

∂qiL
∂x

, (2.112)

where the vapor recoil contribution is neglected. From this expression, it is evident that including

the Ri term directly impacts the strength of the thermocapillary e�ect (similarly to complete

wetting situation [97]). In Fig. 2.24, the resulting apparent contact angle for FC-72 at 0.04 MPa is
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plotted vs. superheating. The impact of the thermocapillary e�ect on θapp is nearly absent when

Ri = 0. The impact is however strong when the interface resistance is included (cf. Fig. 2.21a),
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Figure 2.24: a) Comparison of θapp vs. ∆T for FC-72 at 0.04 MPa, θmicro = 15◦, ls = 0 calculated

for cases including thermocapillary e�ect and interface resistance.

see Fig. 2.24. For plotted values (FC-72 at 0.04 MPa, θmicro = 15◦), ∆θmax/(θapp − θmicro) ≈
20 %, where ∆θmax is the maximal di�erence between the cases γ = 0 and γ 6= 0.

2.6.6 Comparison to previous theoretical results

Hocking [103] derived an expression for the apparent contact angle that can be rewritten in the

present notation as

θ4
app − θ4

micro = 12Cae log

(
elRθmicro
2lsθapp

)
, (2.113)

where e is the base of the natural logarithm and Cae = ∆Tµ/(ρLσHR
i) ≡ Ne/NR is the

�evaporation capillary number� introduced by Morris [5]. Note that ε of Hocking is the height

to half-width ratio of the drop, which is equal to θapp/2. The expression of [5] obtained for the

complete wetting case had a similar structure,

θ4
app = 2.2Cae. (2.114)

Equations (2.113) and (2.114) can be compared if one assumes that in the latter case θmicro = 0.

Note that Eq. (2.113) cannot apply to the case lR < ls which is the water at 10 MPa

considered in most of the calculations. While θapp > θmicro should hold, the argument of the

logarithm turns out to be smaller than one. For this reason, this expression is not applied directly

to our results. However, we perform a �t of our data to the equation

θ4
app − θ4

micro = BCae (2.115)

and we determine the constant B ' 6 (see the inset in Fig. 2.10b). This value is closer to that of

Morris than to that of Hocking. It changes slightly with θmicro. One can see that, generally, the �t

(2.115) is applicable only for the superheating smaller than 100 mK. Note that Morris considered

the experimental results of Wayner's group where the superheating was even weaker. Note that

both expressions (2.113, 2.114) provide the scaling for apparent contact angle ∼ ∆T 1/4 which

is di�erent from our results (which suggests scaling ∼ ∆T 1/3), see section 2.3.7. The apparent

contact angle calculated numerically from the model including Ri, ls and γ is plotted vs. wall



2.6. Parametric study revealing the in�uence of Ri, ls and γ 63

5

10

15

20

25

30

35

40

0 2 4 6 8 10 12 14 16

ΔΤ (K)

θ ap
p (

°)

experiment; Raj et al.

θ
micro

 = 8°

num. calculation; Raj et al.

FC-72

Morris 2001

(a)

0.001

0.01

0.1

1

10

100

0.1 1 10

FC-72; 0.04 MPa
FC-72; 0.04 MPa
water; 0.1 MPa
water; 0.1 MPa
FC-72; 0.1 MPa

Q
m

ic
ro

 (
W

/m
) 

ΔΤ (K)

Kunkelmann et al.

θ
micro

 = 15°

θ
micro

 = 20°

θ
micro

 = 10°

(b)

Figure 2.25: a) Apparent contact angle θapp vs. wall superheat calculated for FC-72 at 0.04 MPa

(RikL = 42 nm, ls = 10 nm) and θmicro = 10◦ compared with results of [4] and [5], Eq. (2.114)

are compared. b) Integrated heat �ux calculated from our microregion model for FC-72 at 0.04

MPa and water at 0.1 MPa for di�erent θmicro compared with numerical results of [40] obtained

for complete wetting.

superheating in Fig. 2.25a for water at 10 MPa (θmicro = 10, 20◦) and FC-72 (θmicro = 8◦). The

results for FC-72 are compared with those of another research group [1, 4]. The agreement is

excellent with data obtained from microregion model [1]3, brie�y summarized in introduction,

section 1.3.2. Note that results of [4] were calculated with the complete wetting microregion

model, where liquid-vapor interface smoothly meets the adsorbed liquid �lm (θmicro = 0◦). In

our calculation we used θmicro = 8◦ as this value was measured4 by the authors [4] for FC-72 when

∆T = 0K. The theoretical result of [5],(2.114) is also added in the graph for comparison. The

agreement between our results and that of [4] might be due to the fact that for low microscopic

contact angle (θmicro = 8◦) the length scale related to the Kelvin e�ect (included in our model

and also in [4]) is large (lK = 59.8 nm) and thus it is the most important phenomenon. Other

microscopic phenomena such as slip length or interface thermal resistance are secondary.

Another important quantity is the total heat transferred through the microregion Q, called

integrated heat �ux. Calculated values of Q for FC-72 at 0.04 MPa (two values of θmicro) and

water at 0.1 MPa for θmicro 15◦ are presented in Fig. 2.25b. These values are compared with

results calculated for complete wetting [40]. The results are very close5. The integrated heat

�ux depends on the size of the microregion (Q(x → ∞) → ∞). In all our calculations, xmax
= 1µm. We assume that the microregion in [40] is about the same size as it was not explicitly

given. The integrated heat �ux is higher for small θmicro. The curves for Q vs. ∆T appear to

be straight lines in log-log coordinates, see Fig. 2.25b. It means that the function Q(∆T ) is of

the form Q = a∆T b. Such a property was used [41] to �t the numerically obtained results.

3Numerically obtained results of [1] were �tted by following expression (calculated values were not explicitly

shown in [4]) θapp = 17.4∆T 0.323

4This is in fact in contradiction with the model used and measured results as theoretical model considered

complete wetting (θmicro = 0◦); the authors measured θmicro = 8◦. This issue was however not discussed by the

authors.
5Our data for FC-72 and those of [40] are obtained for di�erent values of pressure.
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2.6.7 Conclusion

In this section, numerically calculated results from the minimal complexity microregion model

and its extended version including slip length, interface thermal resistance, thermocapillary terms

or their combination are presented.

Evaporation in the vicinity of the contact line induces strong liquid �ow towards the contact

line which causes a pressure drop and the interface curvature. As a consequence, the apparent

contact angle increases. The pressure jump attains a maximum (given by (2.31)) at the contact

line. The apparent contact angle is attained at a scale ∼ lK (de�ned by (2.84)), which is the

governing length scale for x coordinate. The thermocapillary term has a negligible impact for

the minimal complexity microregion model where ls = 0, Ri = 0.

With the slip length or interface thermal resistance, the pressure jump attains the asymptotic

value at the contact line at a smaller scale comparing to the case ls = 0 or Ri = 0. θapp decreases

with both ls and R
i. The heat �ux maximum is reduced when Ri 6= 0. Inclusion of Ri in�uences

the interface temperature, its variation is shifted to the scales given by ∼ RikL. Ri in�uences the
impact of the thermocapillary e�ect (similarly to complete wetting modeling [97]). The latter is

quite strong when considered together with large value of Ri. For γ > 0 it causes an increase of

the apparent contact angle.

The dimensionless parameters describing the behavior of the microregion model including ls
and Ri are identi�ed. The asymptotic behavior of θapp is checked numerically in the presence of ls
and Ri. The inclusion of ls and R

i does not impact the asymptotic expressions for θapp/θmicro−1

both for small and large superheatings. They are of the same form as given by Eq. (2.92) for

the cases ls = Ri = 0.

When both slip length and the interface thermal resistance are considered, the convergence of

the pressure jump to its asymptotic value is slow and obeys the power law (instead of exponential

law valid for the case where Ri or ls is equal to zero, see section 2.3.4).

The apparent contact angle and integrated heat �ux are compared to the results from mi-

croregion evaporation model for the complete wetting case. The agreement is excellent with the

results with the numerical data from [4]. The available experimental data for apparent contact

angle are compared also and show reasonably good agreement.
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2.7 Extended microregion model

In this section, two extensions of the microregion model presented in section 2.2.4 are introduced:

the in�uence of CL motion and the impact of solid substrate conductivity. Both studies are of

importance with respect to the vapor bubble growth simulation. As the CL moves due to increase

of the bubble volume (no CL pinning is considered), but also due to increase of the contact angle.

2.7.1 The moving CL case

The idea of extension of the microregion evaporation concept to the moving CL case is attractive

for practical applications. The moving CL case was already discussed in sections 2.4 and 2.5.3. In

the case of the evaporating liquid wedge is moving, the de�nition of θapp becomes more di�cult.

One can expect that at some distance from the CL the impact of evaporation on interface slope is

negligible [95]. The problem for x→∞ is thus equivalent to the case of absence of evaporation.

In this case the so called Cox-Voinov law [83] shows that the slope diverges logarithmically if

the in�nite domain is considered (while the curvature for x→∞ vanishes). For this reason, the

microregion is treated similarly as in sec. 2.5.3. We consider a microregion of a �nite size (xmicro
= 1 µm). Far from the contact line, we impose a �nite value of ∆p. This value is in practical

applications given by the matching to the a macroscopic problem statement [98, 110, 111]. We

postulate that ∆p in macroregion is much smaller with respect to the characteristic curvature

within the microregion ∆p0 and thus we impose ∆p(x = xmicro) = 0. This simpli�es a comparison

of results as the impact of the macroscopic liquid object curvature is eliminated. The in�uence of

CL motion on θapp is illustrated in Fig. 2.26a. The capillary number Ca = vCLµ/σ is presented

at the upper axis. The apparent contact angle decreases with vCL (vCL > 0 corresponds to the
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Figure 2.26: Dependencies on the contact line velocity calculated for water at 10 MPa, θmicro =

5, 15◦, ∆T = 0.5, 1, 2 K. (a) Apparent contact angle θapp vs vCL. (b) θ
3
app− (θapp|Ca=0)3 vs vCL.

receding contact line). The apparent contact angle can not be calculated when vCL is above

a threshold marked by the circles in Fig. 2.26a. The threshold corresponds to the Landau-

Levich (entrainment) transition, which occurs (for isothermal situation [127]) at a �nite vCL > 0

and a �nite θapp. This means that there is no CL stationary solution for larger velocities (and

smaller θapp); a continuous liquid �lm forms behind the receding liquid meniscus. The curves

in Fig. 2.26a are very similar to the isothermal case. This evokes the idea to plot data as
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θ3
app − (θapp|Ca=0)3 vs. Ca (or vCL). Fig. 2.26b shows that all data presented in Fig. 2.26a

collapse to a single master curve which is in fact the Cox-Voinov law. The linear �t of data of

the form θ3
app − (θapp|Ca=0)3 = ACa results in A = −18.8. This value is given by the size of

the microregion domain chosen and the Voinov scale, see section 2.4. The latter expression thus

provides a very good approximation for apparent contact angle θapp(vCL).

In many systems (e.g. growth of vapor bubble during boiling) the total heat transferred

through the microregion

Qmicro =

∫ xmax

0
qiL(vCL,∆T, x)dx (2.116)

is also an important parameter. One can expect that such a quantity will be also strongly

in�uenced by the contact line motion. It was shown in [5] that the major contribution to

Qmicro is from the part of the microregion, where θapp is nearly6 established. Note that this

scale is for the simpli�ed microregion model (see sec. 2.3.6) de�ned by lK . In Fig. 2.27a,

Qtot is plotted as a function of the contact line velocity. It is evident that for the CL receding

(θapp(∆T, vCL) < θapp(∆T, 0)), the total heat transferred through the microregion increases due

to a smaller thickness of the liquid layer. The situation is more pronounced for small θmicro, see

Fig. 2.27a. In the following, we propose an approximate expression for Qmicro which can be used

2

3

4

5

6

7

8

9

10

-0.2 -0.1 0 0.1 0.2 0.3

-0.002 0 0.002 0.004

Qtot(vCL;DT=1K)

Qtot;thetaY=5;DT=0-5K;vCL

Q;(vCL;DT=2K)

Q
m

ic
ro

 (
W

/m
)

Ca

v
CL

 (m/s)

ΔT = 1 K, θ
micro

= 15° 

ΔT = 0.5 K, θ
micro

= 5° 

ΔT = 2 K, θ
micro

= 15° 

(a)

40

60

80

100

120

140

5 10 15 20 25 30 35 40 45

Qtot*theta_app(grad)/DT; (vCL;DT=1K)

Qtot*theta_app(grad)/DT;(DT)

Qtot*theta_app(grad)/DT;(vCL;DT=2K)

Qtot*theta_app(grad)/DT;theta5;DT=0-5

Qtot*theta_app(grad)/DT;thetaY=5

Q
m

ic
ro

θ ap
p/Δ

T
  (

W
/(

m
K

))

θ
app

 (°)

θ
app

= f(ΔT) , θ
micro

= 5° 

θ
app

= f(v
CL

), θ
micro

= 15°, ΔT = 1 K

θ
app

= f(v
CL

), θ
micro

= 15°, ΔT = 2 K

θ
app

= f(v
CL

), θ
micro

= 5°, ΔT = 0.5 K

θ
app

= f(ΔT), θ
micro

= 15°  

θ
micro

= 15° θ
micro

= 5° 

(b)

Figure 2.27: Dependencies on the contact line velocity calculated for water at 10 MPa, θmicro =

5, 15◦, ∆T = 0.5, 1, 2 K. (a) Total heat transferred through the microregion Qmicro vs vCL. (b)

Qmicrioθapp/∆T vs vCL.

to estimate quantitatively Qmicro for vCL 6= 0.

The total heat transferred through the microregion is given by Eq. (2.116) where, for large

x, qiL ∼ kL∆T/(θappx). We postulate that the main contribution to Qmicro is obtained by

integration of the last expression7 Q ∼
∫ xmax

x kL∆T/(θappx)dx. The ∆T/θapp term is constant

and is thus factored out from the integral. In the following step, we say that when Qmicro is

rescaled by ∆T/θapp the data should fall into a master curve. Qmicroθapp/∆T as a function

of θapp is plotted in Fig. 2.27b, including the values calculated for vCL = 0 (e.g. from Fig.

6The idea is based on the scale separation and cutting the wedge into inner and outer regions. θapp was deter-

mined within the inner region contributing a negligible fraction of total evaporation, while the total transferred

heat is mainly given by its contribution at larger scales.
7Note that the expression for qiL(x→∞) is divergent for x→ 0 in the nonintegrable manner.
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2.25). For small values of superheating (e.g. for water at 10 MPa, θmicro = 15◦, ∆T = 1 K) the

quantity Qmicroθapp/∆T is presented in Fig. 2.27b from calculated values of θapp and Qmicro for

vCL = 0 nearly coincides. Providing thus θapp and Qmicro vs. ∆T (e.g. tabulated values) and

the slope of the curve in Fig. 2.26b one can get approximative expression for θapp(∆T, vCL) and

Qtot(∆T, vCL).

2.7.2 Impact of solid substrate conductivity

In this section, we are interested in the impact of the heater conductivity. For this purpose,

the microregion model presented in section 2.2.4 needs to be modi�ed. Instead of the constant

temperature of the solid heater, a 2D stationary heat conduction problem in the solid is consid-

ered. First, the existence of solution of such a problem is shown. Next, the problem is solved

numerically and some representative results are shown and discussed.

The equation

∇2T = 0, (2.117)

inside the in�nite (along x axis) solid heater of thickness D is solved for the temperature T =

T (x, y), see Fig. 2.28. The temperature Tsat + ∆T is imposed at the bottom side of the heater

y = −D. The second boundary condition is given by (2.7) and relates the temperature TS and

the heat �ux qS at the top of the heater y = 0 for x > 0. At x < 0, zero heat �ux condition (2.6)

is applied. The boundary conditions at x→ ±∞ and any y ∈ (−D, 0) are given by the equation

T (x→ ±∞, y) = Tsat + ∆T − qS(x)

kS
(y +D), (2.118)

because the temperature is not perturbed by the presence of the contact line. The temperature

of the solid-liquid surface of the heater TS is a function of x coordinate TS = Tsat + ∆T (x).
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Figure 2.28: Geometry of the solid domain for 2D heat stationary conduction in the solid sub-

strate.

Before solving the solid domain thermal problem numerically, it is necessary to verify if its

solution exists. The existence of the solution can be proved by checking the integrability of the

Green function G(x, y) that describes a temperature distribution created by a localized heat sink.

Indeed, for constant temperature boundary conditions, the solution involves an integral of the

Green function [139]. The heat is consumed mainly in the CL vicinity, so that one may perform

the analysis by assuming a point heat sink placed at the CL position (Fig. 2.28) and consider

only the solid domain. This problem is equivalent that of the 2D Green function G(x, y) for

an in�nitely long stripe x ∈ (−∞,∞), y ∈ (−D, 0) with the boundary conditions, at y = −D
(imposed temperature),

G = 0, (2.119)
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and at y = 0 (imposed heat �ux),
∂G

∂y
= 0. (2.120)

Such a Green function problem is equivalent to that for an in�nitely long stripe x ∈ (−∞,∞),

y ∈ (−D,D) with the boundary conditions G(y = ±D) = 0. When the heat sink is placed at the

symmetry plane y = 0, the condition (2.120) is satis�ed at y = 0 automatically. At the upper

side of the solid substrate it reads [139]

G(x, 0) =
1

2π
log

∣∣∣∣exp(πx/2D)− 1

exp(πx/2D) + 1

∣∣∣∣ ' − 1

π
exp

(
− πx

2D

)
. (2.121)

This function is obviously integrable at x → ∞ and proves the existence of the stationary heat

conduction solution.

Note that such a reasoning leads also to the correct answer for the half space domain

y < 0 (D → ∞ limit of the above problem). The 2D Green function for the in�nite space

G(x, 0) = log(x) is not integrable when x → ∞, which signi�es the absence of a stationary

solution for D →∞.

When considering the conductive heater, the numerical treatment of the microregion model

(see Appendix D) needs to be changed. The constant element Boundary Element Method (BEM)

(see Appendix F for short introduction to the method) is used to solve the heat conduction

problem in solid. The BEM mesh at the y = 0 line is consistent with the liquid domain meshing.

The total number of elements for the BEM mesh is Nf = 500. The heat conduction problem is

converted with BEM to a set of Nf linear equations for the nodal values of temperatures and heat

�uxes. These equations are solved simultaneously with the set of discretized Eqs. (D.9 - D.10),

where constant ∆T is replaced by ∆T (x). Note that now the reduced solid temperature is not

unity but (T̃S(x̃)− Tsat)/∆T = ∆T̃ (x̃). For the purpose of numerical calculation a �nite x size

of the solid domain needs to be used, 20 ·D was found to be su�cient. Note that for a realistic

thickness of the solid heater, e.g. a thin 10 µm metallic foil used in [37], the computational

domain is rather large with respect to the microregion characteristic scales e.g. RikL ∼ 2 nm.

In the following, the conductive substrate (Eqs. (2.117 - 2.118)) is considered, some repre-

sentative numerical results are presented and the assumption of isothermal heater is evaluated.

Two heater materials frequently used in industrial applications are considered: copper (Cu) and

stainless steel (ss). In reality, the heat conduction in the heater during the bubble growth is

never stationary. In order to avoid solving the transient heat transfer problem, the heater of

�nite �e�ective� thickness Dh is chosen. Dh is based on thermal di�usion length, that depends

on chosen characteristic time. Such a length can be associated with the thickness of the thermal

boundary layer in solid substrate when CL moves. Here we address only the impact of substrate

conductivity on the results and for this reason the time scale is arbitrarily chosen as 1 µs , which

generates corresponding thickness of the heater (Dh = DCu = 10.6 µm or Dh = DSs = 1.94 µm).

The solutions for the same D = DCu but di�erent conductivities are calculated. The results for

the isothermal, copper and stainless steel heaters are compared in Fig. 2.29. θapp calculated

for isothermal and cooper heaters are very close. The conductivity of the heater causes a de-

crease of the apparent contact angle. The relative surface temperatures of the solid heater are

compared in Fig. 2.29b. The temperature of cooper heater is nearly una�ected by the intensive

evaporation in the vicinity of CL at x = 0 (this trend holds even for larger values od D). The

temperature variation is steeper along the dry solid surface (x < 0). Notice signi�cant decrease

of temperature close to CL for thick stainless steel heater (up to 50% of its value far from CL).

From the insert in Fig. 2.29b it is evident that the temperature varies at a scale much larger
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Figure 2.29: Calculated results for isothermal heater, copper heater with D = DCu, stainless

steel heater with D = DSs and D = DCu wall, water at 10 MPa with θmicro = 15◦. a) θapp vs.

∆T a) θapp vs. ∆T . b) Dimensionless temperature along the solid heater for ∆T = 2.5 K.

than the characteristic scales of microregion like lK . The isothermal heater consideration is thus

a good approximation for metal heaters. Similar conclusion was made e.g. by Morris [95] who

performed an analogous study for the complete wetting microregion model. He states that when

kL/kS � 1 (for water at 10 MPa kL/kCu = 0.0015 and kL/kss = 0.037), the isothermal heater

is a good approximation. The temperature variation along the heater is resolved at large scale

in [140].

2.7.3 Conclusion

First, we studied the impact of the CL motion on the apparent contact angle and the integrated

heat �ux. We demonstrated that the evaporation is a phenomenon localized at the CL. The

general tendencies of θapp observed for the moving CL in isothermal systems remain the same for

the evaporation case. The apparent contact angle can be well approximated by the Cox-Voinov

law: θ3
app = (θapp|Ca=0)3+ACa, whereA is constant for the given �uid and size of the microregion.

An approximative expression for the integrated heat �ux leads to a convergence of the results

to a mastercurve. For moderate Ca and superheating values the proposed approximation for

Qmicro provides a good approximation.

In the second part of this section, the impact of solid heater conductivity is discussed. The

model extended for conductive heater is solved numerically. The results were calculated for water

at 10 MPa and two material parameters (copper, stainless steel). The representative results are

shown, however the author is aware that more systematic study of this problem needs to be

preformed in order to provide more general conclusion related to this problem. The results

are however consistent with those of [95]. The apparent contact angle grows with the heater

conductivity because of the decrease of the heater thermal resistance.
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2.8 High slopes of the interface

In this chapter the microregion model is extended to high slopes of interface. Such a feature

is needed in order to apply the microregion model to the vapor bubble simulation presented

in chapter 3. In the following, the equations describing the microregion are rederived for high

slopes. Some representative results are exposed at the end of this section.

2.8.1 Extension of lubrication theory to account for high interface slopes

A correction to the lubrication theory of evaporating meniscus has been derived by Mathieu [45]

and follows the original idea of Voinov [106] used by Boender et al. [141] applied to the isothermal

CL dynamics. The theory introduced in [141] was rederived recently [142]. The approach is based

on the analytical solution of the 2D Stokes �ow problem in the straight wedge with the liquid

sink U placed at its apex (CL position), see Appendix E. The wedge opening angle is φ. The

boundary conditions mimic the real CL evaporation free-interface problem statement evaluated

far from CL, where the slope is large. The evaporation is assumed to be localized at small scales

and is modeled by the liquid sink. The �ow is directed to CL where the liquid is evaporated.

The boundary conditions re�ect (i) the impermeability of the solid substrate y = 0, with no

hydrodynamic slip, (ii) the impermeability of the liquid-gas interface with zero tangential stress

at it. The solution to such a problem in terms of the stream function is described in Appendix

E.3. The corresponding solution for the liquid pressure at the interface reads

dpL
dr

= U
µ

r3

4

φ cos 2φ− cosφ sinφ
, (2.122)

where r is the distance to the wedge apex.

Consider now the curved interface with a small curvature. The main assumption [141] is

that the local liquid �ow is equivalent to that of the straight wedge with the opening angle

corresponding to the local slope φ of the interface (see Fig. 2.30). The local pressure variation
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Figure 2.30: A sketch of the liquid part of the microregion (colored). The BEM nodes (see

chapter 3) at the boundaries with macroregion are shown with the open circles. The arc length

δ, meniscus height h, local wedge coordinate r and local slope angle φ are shown for the point

M.

dpL/ds at the liquid-gas interface can be obtained from Eq. (2.122) where φ is now a function

of s. The identity r = δ/φ leads to the expression

dpL
ds

= −Uµ 3

δ3
G, (2.123)

where

G = −φ
3

3

4

φ cos 2φ− cosφ sinφ
(2.124)
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is the correction to the conventional lubrication approximation. Indeed, G(φ→ 0) = 1. Rather

than using the liquid layer height h as the main variable (conventional in the standard lubrication

approximation) we operate with the arc length δ. This replacement is based on the fact that such

a substitution itself (with G = 1) provides more precise results8 in the wedge shaped domains

(for slopes higher than ∼ 35◦, which is the validity limit conventionally accepted in the standard

lubrication approximation) in the domains of the wedge shape. Such a theory results in the

following �nal expression for the volume �ux U(s) �owing through the section of the liquid �lm

con�ned between the heated substrate and the gas-liquid interface,

µG(φ)U =
dσ

ds

(
δ2

2
+ δls

)
+

(
δ3

3
+ δ2ls

)
d∆p

ds
, (2.125)

where the identity d∆p/ds = −dpL/ds was used and the CL is assumed to be immobile. Similarly

to Delon et al. [127], the slip length was added to Eq. (2.125) without modifying G. We added

the thermocapillary e�ect to Eq. (2.125) also without modifying (2.124). An attempt to obtain

the correction of the thermocapillary term similar to (2.124) was made, see Appendix E. However,

an extended study is needed to �nalize such a task (e.g. to perform a similar to [45] comparison

with 2D calculation of the liquid �ow in the wedge).

Similarly to the section 2.2.2, the following steps are performed. By using the �uid mass

conservation law, U can also be expressed via the mass evaporation �ux J at the gas-liquid

interface (assumed positive at evaporation),

U = − 1

ρL

∫ s

0
Jds, (2.126)

which can be rewritten as
dU

ds
= − J

ρL
, (2.127)

where J is obtained from the heat transfer part of the microregion problem discussed later in

this section.

The gas-liquid interface shape in the microregion is de�ned by Eq. (2.22) where Π = 0. The

curvature expression comes from its geometrical de�nition

K =
dφ

ds
(2.128)

while another di�erential equation links δ and φ,

dh

ds
= sinφ, h = δ

sinφ

φ
. (2.129)

Similarly to microregion model presented in Appendix D, the �one-sided� [77] approximation

is considered. The relation for the liquid-vapor interface temperature is based on the linearized

Clausius-Clapeyron relation enhanced for the interfacial resistance Ri (Eq. (2.4) where the

vapor recoil contribution is neglected). The heat conduction in microregion is considered to be

stationary due to the small thermal inertia of the microregion liquid wedge. The temperature

distribution is postulated to be linear along the arc length δ (see Fig. 2.30) as suggested by the

rigorous thermal analysis of the straight wedge [100],

qiL = kL
Tsat + ∆T − T i

δ
. (2.130)

8For the detailed derivation and comparison with numerical simulations see [45].
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Like in [1, 2, 43], the variation of the heater temperature in the vicinity of the CL is neglected

and ∆T is a parameter.

Since the vapor heat conductivity is neglected, the interfacial heat balance reads qiL = HJ .

By combining it with Eqs. (2.4, 2.130), one obtains

J =
kL
H

∆T −∆pTsat/(HρL)

RikL + δ
, (2.131)

which closes the system of Eqs. (2.22, 2.125, 2.127 - 2.129).

This set of ODE's is of the fourth order and requires thus four boundary conditions. In the

partial wetting case considered here, two of them are geometrical constraints de�ned at the CL,

δ(s→ 0) = 0,

φ(s→ 0) = θmicro.
(2.132)

The third is the matching of the microregion pressure jump at s = sM with its macroregion

value, as demonstrated by the bubble growth case discussed in the next chapter (see Fig. 3.1b).

By using the fact that the pressure jump in the macroregion σ/R is usually negligibly small with

respect to its value in the vicinity of CL, the condition

∆p(sM ) = 0 (2.133)

is applied. The microregion size ∆xmicro ' sM (cf. Fig. 2.30) is determined by the criterion that

its in�uence on the apparent contact angle θapp = arctanu(sM ) is negligible (within the given

precision). This criterion can always be satis�ed because the the meniscus slope tends to θapp as

s→∞.

The fourth boundary condition is the �nite pressure at CL that follows from (2.31) and its

equivalent formulation in s coordinate is

∆p(s→ 0) =
HρL∆T

Tsat
. (2.134)

In practice, the following equivalent condition (cf. Eqs. (2.38, D.14)), is used instead:

s
d∆p

ds

∣∣∣∣
s→0

= 0. (2.135)

2.8.2 Model reduction

Similarly to the Appendix D, ls, σ/ls and ∆T are used to make lengths, pressures and tem-

peratures non-dimensional. By combining Eqs. (2.24, 2.125, 2.127 - 2.129) the following three

di�erential and one algebraic equations can be written

∂

∂s̃

{
−NRNM

G(φ)

(
δ̃2

2
+ δ̃

)
∂J̃

∂s̃
+

[
δ̃3

3
+ δ̃2

(
1− NpNM

2

)
−NpNM δ̃

]
1

G(φ)

∂∆p̃

∂s̃

}
= −NeJ̃ ,

(2.136)

∂φ

∂s̃
= ∆p̃+NrJ̃

2, (2.137)

dh̃

ds̃
= sinφ (2.138)

where

J̃ =
1−∆p̃Np

NR + δ̃
, h̃ = δ̃

sinφ

φ
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is the dimensionless evaporation mass �ux and the relation that links h with δ (note that ∂s̃/∂x̃ =

1/ cosφ). The tilde is used here to denote the reduced variables.

For convenience of the reader the de�nition of the dimensionless parameters are repeated

here, but in principle they are the same as in the Appendix D. Nr = q2
l ls/(ρVH

2σ) is the

parameter that measures the impact of the recoil force, NM = γ∆T/σ is the Marangoni number,

Ne = µkL∆T/(ρLσHls) characterizes the in�uence of evaporation on the interface shape, and

NR = RikL/ls is the dimensionless interfacial resistance. The parameter Np = σTsat/(∆THρLls)

can be seen as a ratio of two characteristic pressure scales: a capillary pressure scale σ/ls and

the pressure ∆THρL/Tsat that measures the strength of the Kelvin e�ect. For completeness, the

boundary conditions (2.132 - 2.133) and (2.135) are rewritten here for the dimensionless variables

δ̃|s̃→0 = 0, (2.139)

φ|s̃→0 = θmicro, (2.140)

∆p̃|s̃=s̃M = 0, (2.141)

s̃
∂∆p̃

∂s̃
|s̃→0 = 0. (2.142)

Similarly to the microregion model presented in section 2.2.4, solving Eqs. (2.136 - 2.142) in

the present form would lead to di�culities9 related to the smallness of coe�cients at the highest

derivatives. In order to avoid (or at least reduce) this di�culty the variable change (D.7 - D.8)

was used, see the following section. The numerical implementation is thus very similar to treat-

ment of microregion model discussed in Appendix D. The constant size of the microregion was

chosen by keeping sM = 1 µm throughout the calculation. This is su�cient to �nd θapp within

1− 2 % accuracy.

Eqs. (2.136) and (2.142) are rewritten here in a form used in the computational code. The

equations (2.136) and (2.142) were rewritten in terms of h̃ and x and thus the variable change

(D.7 - D.8) was used

J̃

(
NR +

φχeζ

sinφ

)
+Np∆p̃ = 1, (2.143)

∂

∂ζ

(
eζ
∂χ

∂ζ

)
= e2ζ(∆p̃+NrJ̃

2)

[
1 +

(
χ+

∂χ

∂ζ

)2
]3/2

, (2.144)

∂

∂ζ

(
B
∂∆p̃

∂ζ
−A∂J̃

∂ζ

)
= −NeJ̃

eζ

cosφ
, (2.145)

where

B = [χ2e2ζφ2/(3 sin2 φ) + χeζφ(1−NpNM/2)/ sinφ−NpNM ]χφ/(sinφG(φ)),

A = χNRNM [χeζφ2/(2 sinφ) + φ]/(G(φ) tanφ),

and tanφ = ∂h/∂x. The boundary conditions are

∂χ

∂ζ

∣∣∣∣
ζ→−∞

= 0, χ|ζ→−∞ = θmicro, (2.146)

d∆p̃

dζ

∣∣∣∣
ζ→−∞

= 0, ∆p̃|ζ=ζM = 0, (2.147)

9The matrix generated after discretization would contain small diagonal elements, cf. Eq. (2.139).
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The equations (2.143 - 2.145) are discretized in the same way as in Appendix D and for this reason

the procedure is not repeated here. The only di�erence lies in the implementation of boundary

condition (2.147b). The size of microregion in ζ units (the boundary condition (2.147b) is

implemented at ζM ) is calculated iteratively in order to keep sM = 1 µm. The simplest Newton-

Raphson iterative method was used, four iteration give 0.5 % accuracy for ζM .

2.8.3 Results for high interface slopes

A numerical results from microregion CL model extended for high interface slopes are presented

and discussed in this section.

In most of the calculated cases the material parameters for water at 10 MPa and FC-72 at

0.04 MPa are used. Unless mentioned speci�cally, ls = 10 nm and interface resistance Ri is

calculated from Eq. (1.13) for the corresponding �uid.

In order to reach high values of apparent contact angle, high heat load (imposed superheating

∆T ) is needed. Under such conditions several assumptions introduced at the beginning of this

chapter might be violated (e.g. one sided approach, constant temperature of solid within the

microregion, etc.). For this reason one has to put a reserve on the results for θapp > 40◦, which

can be also interpreted as the robust extrapolation of the small θapp data. The results are however

coherent with those of another research group [4, 40] for θapp < 40◦, see Fig. 2.32a.

The pressure jump variation along the liquid wedge (along s coordinate, see Fig. 2.30)

is shown in Fig. 2.31a for two superheatings, ∆T = 10 and 25 K. Such heat loads result in

corresponding apparent contact angles 50◦ and 74◦ respectively. The pressure jump variation
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Figure 2.31: Pressure jump and heat �ux variation along the liquid-vapor interface for water at

10 MPa and two microscopic contact angles θmicro = 5◦ and 15◦. (a) Pressure jump variation.

(b) Heat �ux variation.

along the wedge shows the saturation of pressure for x→ 0 to the asymptotic value given by Eq.

2.134 (shown by blue dotted lines). The pressure jump saturates slower with increase of θmicro.

This behavior also explains a slower decrease10 of the local heat �ux at the liquid-vapor interface

in Fig. 2.31b as x→ 0 for θmicro = 15◦ with respect to the curve for θmicro = 5◦. We veri�ed that

the apparent contact angle does not change if xmin is chosen to be smaller (by two orders) then

the smallest physical scale of the problem (lR, ls or ll). When increasing this value, a similar to

10The local heat �ux (as well as mass evaporation �ux J) goes to zero when ∆p attains a value given by

Eq. (2.134).



2.8. High slopes of the interface 75

Fig. 2.22 behavior is obtained. Even for a small value of microscopic contact angle (e.g. θmicro
= 5◦), the microregion model calculation is robust enough to calculate apparent contact angles

close to 90◦ (more precisely, ≤ 89.5◦).

The apparent contact angle θapp and the integrated heat �ux Qmicro are plotted vs. super-

heating in Fig. 2.32. The presented results are used in bubble growth numerical simulation in

chapter 3. The data of another group [4] calculated and measured for FC-72, are included for

comparison. The agreement is excellent. One can notice that for the same value of superheating,

the total heat transferred through microregion is nearly one order higher than for FC-72. This

is in agreement with results of [40] and [41] (see Fig. 2.25b for comparison). Physically the high

value of the latent heat is responsible for such a di�erence. Smaller microregion contact angle

results in higher value of Q. This is caused by smaller thermal resistance of liquid layer near CL

(where θmicro is imposed).
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Figure 2.32: Results for water at 10 MPa and two values of θmicro. The curve for FC-72 at 0.04

MPa and θmicro = 8◦ is compared to the results [4, 40]. (a) Apparent contact angle, (b) Total

heat transferred through the microregion for sM = 1 µm.

Important question is related to the signi�cance of the vapor recoil e�ect as the local heat

�ux is expected to be very high. The vapor recoil e�ect impacts the microregion through two

aspects. First, it may in�uence the liquid vapor interface temperature (see Eq. 2.4) and second,

the vapor recoil term is present in the interface pressure balance (2.137). The impact of the

vapor recoil term in the expression of the interface temperature is checked to be negligible. Note

that the second term in the right side of Eq. (2.9) (appearing because of the vapor recoil) is

proportional to H−4 so as expected from dimensional analysis its contribution is negligible. The

demonstrative calculation including this term for water at 10 MPa, θmicro = 30◦ is shown in

Fig. 2.32a (the red points). The curve coincides with the blue dashed line calculated without

this term. Such a result was observed for all calculations (water, FC-72).

The study of the impact of the vapor recoil term on the interface pressure balance is presented

next. The vapor recoil contribution represents the second term in the right side of Eq. (2.137).

The increase of apparent contact angle can be expressed as

∆θ = θapp − θmicro =

A︷ ︸︸ ︷∫ smax

0
∆p̃ds+

B︷ ︸︸ ︷∫ smax

0
NrJ̃

2ds, (2.148)

where the �rst term A represents the integral contribution that results from hydrodynamics and
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the second term B the contribution due to vapor recoil. The term A is a linear functional of

J while the term B contains J2. This suggests that with the increasing heat load the relative

contribution of B increases. In Fig. 2.33, B/∆θ as a function of ∆T is plotted. With increas-
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Figure 2.33: Contribution of vapor recoil to θapp.

ing ∆T the importance of B contribution indeed increases. The signi�cant di�erence in the B

contribution is found between water and FC-72. This is caused by large di�erence between the

values of latent heat of water and FC-72. Note that the parameter Nr which characterizes the

impact of the vapor recoil is inversely proportional to H2, cf. Eq. (D.2).

It was found that the impact of vapor recoil pressure on interface temperature is insigni�cant.

However, the vapor recoil term included in the force balance equation (2.137) at the interface

is important. By comparing results for water and FC-72, a higher importance of this therm for

liquids with smaller value of latent heat was shown.

2.8.4 Conclusion

In this section the microregion model based on the lubrication theory, extended for large interface

slopes was presented. Such an approach was already used in the microregion model for the

complete wetting case by Mathieu [45]. Here, the version for the partial wetting case is presented.

The algorithm is robust and even for small imposed microscopic contact angle, the calculation

of apparent contact angle up to nearly 90◦ turns out to be possible.
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Vapor bubble growth during boiling
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In this chapter, a two dimensional numerical simulation of the growing vapor bubble during

boiling is presented and discussed. The purpose of this chapter is to show continuity with

the research approach presented in [54] and overcome some of its limitations. In the latter

publication, a numerical study of the vapor bubble growth illustrated in Fig. 3.1 was presented.

The study relied on the hypothesis that the vapor recoil is the only mechanism of the apparent

angle formation. The hydrodynamics was absent and the liquid vapor interface was isothermal

at Tsat. In other words, the microregion was absent and only a macroregion simulation has been

performed. The local heat �ux was calculated from the transient heat conduction problem in

the solid and liquid domains. Heat was produced by the volume source in the solid. The local

heat �ux (and thus the vapor recoil pressure as well, cf. Eq. (1.24)) at the vapor bubble foot

was divergent. In order to make the total force exerted by the vapor recoil e�ect �nite, the

local heat �ux was limited by the maximum theoretical heat �ux resulting from the molecular

kinetics theory [22]. The spreading of a vapor bubble induced purely by the vapor recoil e�ect

was observed. The gravity vas absent. The apparent contact angle increased due to vapor recoil

which scales as q2
local. The vapor bubble size growth scales like q so that at some threshold heat

load (associated with qCHF ) the vapor recoil caused the bubble spreading. The objective of this

chapter is to couple a realistic model developed above with a macroregion numerical simulation

in order to check if the same vapor bubble spreading tendency is detected. The microregion

model presented in the section 2.8.1 is used in this simulation. The primary interest of such a

calculation is to show the impact of the intensive evaporation near CL on the bubble growth

dynamics. The triggering mechanisms of the boiling crises under high pressure due to bubble

spreading is proposed and the critical heat �ux (CHF) is analyzed as a function of the gravity
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level and of the contact angle. One of the important problems is the bubble departure criterion.

This issue is addressed in the section 3.3.

3.1 Problem statement 
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Figure 3.1: Vapor bubble on the heater surrounded by liquid. The macroregion (a) and the

microregion (b) are shown.

The shape of the vapor bubble (and the dry spot formed on the heater underneath) depends on

its apparent contact angle, i.e. that de�ned at a scale comparable to the bubble size. This scale is

called hereafter �macroscopic� to distinguish it from the microscopic scale of the contact line (CL)

phenomena. The apparent contact angle is well known (see chapter 2) to grow with the heater

temperature. The boiling crisis scenario developed here can be outlined as follows. At low heat

�uxes the apparent angle is low, the bubble grows and departs. At some heat �ux the apparent

contact angle may attain 90◦ during the bubble growth. From theoretical considerations, this

event is very important for several reasons. First, the dry area attains its maximum value

with respect to the bubble size which leads to the heater temperature rise. Second, the bubble

adhesion to the heater increases which facilitates the bubble coalescence. Third, and the most

important, the dry areas under bubbles coalesce at the very moment of bubble coalescence, which

leads to the fast heater temperature increase. All these reasons suggest that the triggering of BC

occurs when θapp becomes to be close to 90◦ before bubble departs. Therefore we postulate that

CHF corresponds to a situation where θapp attains 90◦ at the moment of the bubble departure.

The CHF will be determined from this criterion by simulation under some assumptions and its

dependence on the system parameters will be studied.

In order to demonstrate and qualitatively describe such a phenomenon, a numerical simulation

of a single bubble growth at boiling is performed. The di�culty of such a task is its multiscale

nature: the scales ranging from mm (bubble size) to nm (microscopic scale of the CL phenomena)

need to be solved. Following [1], the computational domain is decomposed into two parts: (i)
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the macroscopic domain (bubble scale) called macroregion and (ii) a region of vapor and liquid

in the vicinity of the bubble CL called microregion. The problems in these two regions are solved

separately and coupled with an iterative procedure.

3.1.1 Macroregion

We consider the growth of a vapor bubble with free interface attached to the semi-in�nite (y < 0)

solid heater in the semi-in�nite (y > 0) liquid domain in 2D, see Fig. 3.1. Since the bubble is

symmetrical, only a half of the whole domain at x > 0 may be considered.

3.1.1.1 Thermal part of the problem

The heat transfer due to convection and radiation is neglected in this model problem; only the

heat conduction in the liquid is accounted for. This corresponds to the slow bubble growth

at high pressures and at low gravity level. It allows us using the BEM which simpli�es this

problem a priori complicated because of the free bubble interface. The vapor is assumed to be

nonconducting. Because of the absence of the hydrodynamic motion in the macroregion, the

pressure is uniform both in the vapor and in the liquid. In the macroregion, the bubble interface

is isothermal at Tsat.

A spatially homogeneous inside the solid volume heating (e.g. by the electric current) is

considered. The transient heat conduction equations for the solid and liquid domains,

∂TS
∂t

= αS∇2TS +
αS
kS
j(t), y < 0 (3.1)

∂TL
∂t

= αL∇2TL, y > 0 (3.2)

will be solved. The boundary and initial conditions are like in [54]:

TL|t=0 = Tsat, (3.3)

TL|Ωi = Tsat, (3.4)

qS = −kS
∂TS
∂y
|y=0 =

{
−kL ∂TL∂y at Ωw

0 at Ωd
, (3.5)

TS |Ωw = TL|y=0, (3.6)

TS |t=0 = Tsat. (3.7)

A case of saturated boiling is considered, which means that the temperature in the liquid far from

the heater is Tsat, the saturation temperature for the given system pressure. The homogeneous

initial temperature Tsat is assumed both in the solid and in the liquid. The temperature and heat

�ux continuity boundary conditions are imposed at the remaining macroregion boundaries. They

include the macroregion part of the solid-liquid interface and two parts of the boundary with

the microregion. The temperature Tsat + ∆T and the heat �ux are matched at the solid-liquid

portion of the boundary with the microregion (cf. Fig. 3.1). The heat �ux integrated over this

portion is equal to Qmicro, cf. Eq. (3.29) below.

Following [54], the volume heat supply in the solid phase is chosen in the form j(t) ∼ t−1/2,

which results in the time constant heat �ux q(x→∞, y = 0) denoted q0 hereafter. This particular
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choice will allow us avoiding the in�uence of the varying heat �ux on the bubble growth; q0 can

be used as the control parameter. It can be shown that

TS(x→∞, y = 0) = Tsat +
2q0

kL

√
αLt

π
, (3.8)

see Appendix G, which contains full analytical solution for temperatures TS(x → ∞, y) and

TL(x→∞, y).

3.1.1.2 Vapor bubble dynamics
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Figure 3.2: Vapor bubble on the heater surrounded by liquid with indicated two considered heat

�ux contributions Qmacro and Qmicro.

The bubble growth is controlled by the supplied to it heat

HρL
dV

dt
= Qmacro +Qmicro, (3.9)

where Qmacro =
∫

Ωi
qiLdΩ; qiL = −kL∂TL/∂~n ≡ −kL~n · ∇TL is the local heat �ux de�ned at the

macroregion part Ωi of the gas-liquid interface, see Fig. 3.2.

The bubble interface is free and is de�ned at each time moment by the normal interface

stress balance Eq. (2.22), to which the buoyancy force needs to be added and disjoining pressure

excluded since the length scale under consideration is large now,

Kσ = (ρL − ρV )gy + ∆p. (3.10)

In the macroregion the liquid �ow and the vapor recoil force are both neglected, which corre-

sponds to the quasi-static approximation [54]; thus the value of ∆p is constant. This value is

obtained by using the bubble volume given by Eq. (3.9). To solve Eq. (3.10), θapp needs to be

prescribed. This value comes from the microregion calculation.

It is assumed that a small vapor bubble of a radius R0 is initially nucleated at the solid

heater. The bubble departure takes place when the lift-o� forces acting on the bubble overcome

its adhesion to the heater, see more detailed discussion of this issue in section 3.3 and associated

article [39]. The departure occurs when the contact pressure force (i.e., the reaction force of

the solid, 2Rd∆p in the 2D case) becomes zero. In the most interesting for us case θapp . 90◦

and in 2D, the condition ∆p = 0 is attained earlier (i.e., for smaller V ) then Rd = 0. Thus the

bubble departure criterion is ∆p = 0. Within the present quasistatic macroregion model, the

condition θapp = 90◦ is equivalent to the condition Rd = R. In other words, a concave bubble

pro�le (that corresponds to ∆p < 0) is impossible for θapp ≤ 90◦ because the departure occurs

when ∆p attains zero. In reality, just before the departure, the bubble becomes unstable and Rd
rapidly shrinks to zero; the bubble exhibits transiently concave �bottleneck� pro�les.
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Since the heat �ux in�uences the bubble shape only through θapp, the value of which is known

a priori at the boiling crisis (90◦), the bubble shape departure where ∆p = 0 for the given gravity

level can be checked independently by directly calculating it from Eq. (3.10) with ∆p = 0 (see

Fig. 3.5b below and the associated discussion).

3.1.2 Microregion

As was already discussed in previous chapter, the intensive evaporation induces signi�cant liquid

�ow towards the CL [1, 4, 104, 143] (this means that pL decreases near CL and thus ∆p increases)

and the curvature strongly increases near the CL, which means that θapp > θmicro, cf. Fig. 2.32a.

In order to describe such a phenomenon, it is necessary to solve full hydrodynamic and heat

exchange problems in the liquid phase. The microregion model used in the vapor bubble growth

simulation was presented and discussed in section 3.1.2 of the previous chapter.

3.2 Coupling of micro and macro regions

The microregion model is implemented as a subgrid scale model within the BEM macroregion

problem. Similarly to [1], the microregion is coupled to macroregion by matching locally the

marcoregion mesh to the geometrical data (coordinates of the point M, see Figs. 2.30, 3.1). In

the following, the parameters exchanged between micro and macroregion are listed:

1. superheating of the solid substrate ∆T in the microregion, cf. Eq. (2.131),

2. θapp (see Fig. 3.1) and

3. heat power supplied from part of the heater located underneath the microregion to the

bubble Qmicro,

Qmicro =

∫ sM

s=0
qiLds, (3.11)

where qiL is the local heat �ux at the liquid-vapor interface from the liquid side in microregion,

coordinate s is shown in Fig. 3.1. This value is important to the macroregion heat transfer prob-

lem for two reasons. First, its contribution to the bubble volume is large, cf. Eq. (3.9). Second,

as mentioned above, this value de�nes the heat �ux boundary condition at the microregion part

of the solid-liquid interface. These quantities are important to be matched accurately between

both regions by an iterative procedure. Since θapp and Qmicro depend only on ∆T (besides the

�xed system parameters), it is possible to tabulate them and use a �tting procedure instead of

recalculating them at each iteration.

3.3 Bubble departure criterion

In this section the bubble departure from the heater is discussed. The description is based on

the original work by Nikolayev and Jane£ek [39]. It is an important phenomenon which impacts

crucially the heat transfer during the nucleate boiling and CHF criterion. It needs to be clari�ed

before used in the vapor bubble growth simulation presented in this chapter.

Numerous studies deal with the bubble departure, see e.g. [23, 144, 145]. The bubble

departure occurs when the lift-o� forces (like buoyancy Fg) overcome the adhesion forces. One

of the most important adhesion forces is the capillary adhesion force Fσ = Γσ sin θ, see Fig. 3.3.

While reading studies on the bubble departure, one feels an ambiguity that concerns the value
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of the contact angle that needs to be used in the above expression. In the theoretical studies

[23, 145] it is derived from the force balance at the contact line, from which it is evident that

the Young static contact angle θmicro needs to be used for θ. In the experiment-oriented studies

[4, 144], the apparent contact angle θapp is used. It is taken from bubble shape snapshots1 and

may vary with the bubble growth conditions. Such a substitution usually results in a good

agreement with experiments [4] and simulations [43, 146]. The ambiguity becomes striking when

the notion of the capillary adhesion force is applied to the case of complete wetting [4] where

the solid is covered by the continuous liquid �lm and the contact line is absent at all. We aim

to clarify this issue and bridge these two approaches.
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Figure 3.3: Schematic of the vapor bubble attached to the solid heater and two main forces

considered: buoyancy force Fg and capillary adhesion force Fσ.

Consider a vapor bubble attached to the horizontal solid heater (Fig. 3.4). The bubble grows

due to evaporation of the surrounding liquid. For simplicity and without the loss of generality,

the hydrodynamic stresses at the liquid-vapor interface caused by the large-scale �uid convection

and the bubble growth are omitted here. The normal stress balance at the bubble interface is

given by Eq. (3.10). The capillary (Laplace) pressure is balanced by the hydrostatic pressure,

the interfacial pressure jump and the di�erential vapor recoil. While the macroscopic e�ect of

the liquid motion is neglected, it is essential in the vicinity of the actual line Γ of the triple

(gas-liquid-solid) contact where the evaporation is strongly localized, see section 2.6 or [4, 104].

The size of this vicinity is of the order of 1 µm and in coherence with other chapters in this thesis

is called microregion. Note however, that in this chapter the microregion includes also the vapor

part of the bubble cf. Fig. 3.4. The rest of the �uid is called hereafter macroregion.

As was already shown in chapter 2 in the liquid part of the microregion, the strong �ow of

liquid is directed towards the contact line. The resulting viscous pressure drop (that corresponds

to the spatial variation of ∆p) increases near the contact line and results according to Eq. (3.10)

in a strong bubble interface curvature. Since (by its geometrical de�nition) the curvature is the

spatial slope change, the interface slope changes strongly in the microregion leading to a large

di�erence between the slopes at the contact line (i.e., θmicro) and some distance from CL (at the

boundary Γapp with the macroregion). The slope variation is much weaker in the macroregion

because the �ow is relatively small here (for the sake of simplicity it is completely neglected here).

For this reason the slope at the boundary with the macroregion is measured experimentally, and

its value is associated with the apparent contact angle θapp.

To obtain the vertical components of the forces that act on the bubble, the balance of the

normal to the interface forces (3.10) is multiplied by the vertical component of ~n and integrated

1Note that the measurement of the contact angle in the presence of a temperature gradient is not accurate

when done with simple �ash photography. This is because there is an index of refraction gradient within the

thermal boundary layer which creates a parallax e�ect [33].
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over the whole gas-liquid interface A. The surface integrals can be reduced easily if one breaks

A into two parts Au and Al (upper and lover part of the bubble cup) depending on the sign of

ny, negative for Au and positive for Al, see Fig. 3.4. One mentions next that |ny|dA = dS is the

projection of dA to the horizontal plane. For any function G, one obtains that∫
(A)

GnydA =

∫
(Sl)

GldS −
∫

(Su)

GudS, (3.12)

where Su and Sl are the projections of Au and Al to the horizontal plane, and Gu and Gl are

the values of G at Au and Al, respectively.

Figure 3.4: Vapor bubble on a heater. The relative size of microregion is exaggerated.

The interface curvature can be expressed as K = −div~n and the Gauss theorem can be

applied, ∫
(Su)

div~ndS =

∮
(Ωu)

~n · ~mdΩ = −Ωu, (3.13)

where ~m is a horizontal unit vector normal to the contour and external to the integration area,

Ωu is a contour separating Au and Al; ~m = −~n at Ωu. Since the angle between ~m and ~n is

π/2− θmicro at Γ, ∫
(Sl)

div~ndS =

∮
(Ωu∪Γ)

~n · ~mdΩ = −Ωu + Γ sin θmicro. (3.14)

It is evident that the integration in Eq. (3.12) with G = −y yields the bubble volume V . The

integration of Eq. (3.10) results in

σΓ sin θmicro = (ρL − ρV )V g −
∫

(A\Amicro)

∆pmacronydA

−
∫

(A)

prnydA−
∫

(Amicro)

∆pnydA,

(3.15)

where Amicro is the microregion part of A and constant ∆pmacro is the ∆p value in the macrore-

gion.
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By using Eq. (3.12), one obtains the equation∫
(A\Amicro)

∆pmacronydA = −
∫

(Sd)

∆pmacrodS = −∆pmacroSd (3.16)

where Sd is the area inside Γapp, see Fig. 3.4.

Since pr is neglected in macroregion, its integration in Eq. (3.15) is limited only to the

microregion. The bubble force balance thus reads

∆pmacroSd = σΓ sin θmicro − (ρL − ρV )V g

+

∫
(Amicro)

∆pnydA+

∫
(Amicro)

prnydA. (3.17)

The �rst term on the right hand side is the capillary adhesion force and the second is the buoyancy

force. If the �ow in the microregion was neglected, the balance of these two terms would provide

the condition of the bubble departure. In other words, the criterion of bubble departure is the

equality to zero of the pressure force

∆pmacroSd = 0. (3.18)

It occurs when ∆pmacro = 0 or for vanishing Sd. The microregion-related terms of Eq. (3.15)

however modify the force balance. We aim to show how it is modi�ed.

By reducing the third term on the right hand side of Eq. (3.17) with Eq. (3.10) (where the

gravity term is negligible in the microregion because of its small volume) one obtains∫
(Amicro)

∆pnydA = σ

∫
(Smicro)

KdS −
∫

(Amicro)

prnydA, (3.19)

where Smicro is the projection of Amicro to the horizontal plane. It has a ring shape similar to

that of Sl (cf. Fig. 3.4). By applying again the Gauss theorem to the curvature integration (cf.

Eq. (3.14)), one obtains ∫
(Smicro)

KdS = Γapp sin θapp − Γ sin θmicro, (3.20)

where Γapp is the length of the apparent CL where the angle between ~n and ~m is π/2+θapp. One

can interpret this additional adhesion term easily. Since the �uid �ow is directed towards the

CL, the pressure in the microregion is lower than the pressure in the macroregion. This means

that a non-compensated force presses Amicro (and thus the bubble) downward.

Finally, the vertical force balance becomes

∆pmacroSd = −(ρL − ρV )V g + σΓapp sin θapp. (3.21)

This expression means that the departure occurs when the buoyancy becomes to be equal to the

e�ective capillary adhesion force that involves the macroregion parameters only. The presence

of the apparent contact angle instead of its microscopic value (cf. Eq. (3.15)) is an important

feature. Note that Eq. (3.21) can be applied for the case of the complete wetting where the

actual capillary adhesion force is zero.

It was shown here, by applying force balance on the growing vapor bubble attached to the

horizontal heater how the microregion in�uences the associated forces acting on the bubble.
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The liquid �ow induced by the intensive evaporation at the CL vicinity due to small thermal

resistance of the microregion liquid layer results in an additional adhesion force acting on the

bubble. The impact of such a force can be equivalently considered when the apparent contact

angle is used for calculating the e�ective capillary adhesion force. Such a result is applicable also

in the case of complete wetting, resulting in frequently used bubble departure criteria given by

Eqs. (3.18) and (3.21) (see eg. [4]). The discussed bubble departure criterion (3.18) and (3.21)

is used in the vapor bubble growth simulation presented in the rest of this chapter.

3.4 Bubble growth simulation

3.4.1 Macroregion

Characteristic dimensional parameters related to the macroregion bubble growth problem are

listed in Table 3.1.

Microregion characteristic dimensional parameters

length R0 initial radius of the spherical bubble

pressure ∆pinit = σ/R0 initial pressure jump of the vapor bubble

temperature
Tsat saturation temperature for given vapor pressure

q0R0/kL
time ∆t time step

heat �ux q0 time constant heat �ux at the solid liquid interface (for

volume heat supply in the form j(t) ∝ t−1/2)

Table 3.1: List of important dimensional quantities associated to the macroregion problem.

By introducing characteristic scales for time (∆t, time step), length (R0), heat �ux (q0), and

pressure (σ/R0), all other variables can be made dimensionless. The conductivity of liquid is used

to make kS dimensionless. The solution for temperature for x → ∞, T infS,L ≡ TS,L(x → ∞, y, t),
derived in Appendix G can be used to reformulate the problem in terms of reduced temperatures

ψS,L = (TS,L − T inf
S,L)kL/(q0R0).

The dimensionless heat transfer problem statement is (the tilde means the corresponding

dimensionless quantity, di�erent from section D.1 and chapter 2:

∂ψL,S
∂t

= FoL,S∇2ψL,S , (3.22)

ψL,S |t=0 = 0, (3.23)

ψL|Ωi = −T̄ infL (ȳ, t̄), (3.24)

ζL|Ωw = ζS |Ωw , (3.25)

ζL|Ωd
= −1, (3.26)

where ζL = ∂ψL/∂~n, ζS = k̄ ∂ψS/∂~n, and

T̄ infL (ȳ, t̄) = 2

√
FoLt̄

π
exp

(
− ȳ2

4FoLt̄

)
− ȳ erfc

(
ȳ

2
√
FoLt̄

)
. (3.27)

ψ attains the zero value at in�nity. In addition one can verify that Eqs. (3.1, 3.2) rewritten

for ψ are both in the form of a linear di�usion problem (the source term from Eq. (3.1) was

eliminated). Both these properties are necessary for the application of BEM, see Appendix F.
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The boundary conditions at the boundaries with microregion (cf. Fig. 3.1) are de�ned as

follows,

ψLM = ψL|ΩL
= ∆T̄ ȳ/ȳM − T̄ infL (ȳ, t̄), (3.28)

ζSM = ζS |y=0 = Q̄micro/∆x̄micro − 1. (3.29)

The bubble volume equation (3.9) in the dimensionless form reads

dV̄

dt̄
= FoL · Ja · Q̄micro + FoL · Ja

∫
(Ωi)

(ζinf − ζL) dΩ, (3.30)

where ζinf = nyerfc
[
ȳ/
(
2
√
FoLt̄

)]
. The non-dimensional groups that appears in the Eqs. (3.22

- 3.30) are listed below

FoS,L =
αS,L∆t

R2
0

− Fourier number, (3.31)

Ja =
q0R0

αLHρV
− Jakob number, (3.32)

Bo =
g(ρL − ρV )R2

0

σ
− Bond number. (3.33)

By following [54], the bubble shape equation (3.10) is written in the parametric form by

choosing s as an independent variable, see Fig. 3.1. The dimensionless coordinates (x̄, ȳ) for a

given point on the bubble interface are then functions of ξ = s/L that varies along the bubble

half-contour from 0 to 1, ξ = 0 and ξ = 1 corresponding to the point M of matching of the

micro and macro regions and to the topmost point of the bubble, respectively. Eq. (3.10) is thus

equivalent to the set of ordinary di�erential equations

dx̆

dξ
= cosφ, (3.34)

dy̆

dξ
= sinφ, (3.35)

dφ

dξ
= L̄(∆p̄+Bo ȳ), (3.36)

where the rescaled with L̄ variables x̆ = x/L, y̆ = y/L are introduced. The boundary conditions

for Eqs. (3.34 - 3.36) are

x̄|ξ=1 = 0, φ|ξ=1 = π, ȳ|ξ=0 = 0, φ|ξ=0 = θapp. (3.37)

It was checked that the error introduced by the replacement of ȳM by zero in the third boundary

condition is negligible. Only three boundary conditions are necessary to solve Eqs. (3.34-3.36).

The fourth is needed to �nd L̄, a priori unknown. The value of ∆p̄ is independent of ξ and is de-

termined from known V̄macro = V̄ −V̄micro which is compared to the expression for the bubble vol-

ume in terms of x̄, ȳ derived below. Since V̄micro ' (R̄d + 0.5∆x̄micro cos θapp)∆x̄micro sin θapp �
V̄macro, V̄ ' V̄macro.

The equation for V̄macro is slightly modi�ed with respect to that of [54]. By using the identity

div(x~ex) = 1 (which is evident corollary the divergence de�nition, ~e is the unit vector directed

along an axes), the bubble volume can be written as

Vmacro =

∫
(Vmacro)

dV =

∫
(Vmacro)

div(x~ex)dV. (3.38)
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Application of the Gauss integral theorem yields the expression

Vmacro = −
∫

(Ωi∪Ωd)

xnxdΩ. (3.39)

Since nx = 0 on Ωd, one obtains �nally

V̄macro = L̄2

1∫
0

x̆y̆′dξ, (3.40)

To obtain ∆p̄, the direct application of Eq. (3.40) would require an additional iteration loop. To

avoid it, we follow an idea outlined in [147]. By integrating Eq. (3.36) along the bubble contour,

the pressure jump is obtained directly,

∆p̄ =
π − θapp

L̄
− Bo

1∫
0

ȳdξ, (3.41)

where the bubble half length is expressed with Eq. (3.40).

The macroscopic heat transfer problem (3.22 - 3.29) is solved as in [148] by the constant

element BEM well suitable to the free interface problems2. This approach is highly advanta-

geous in our case due to vanishing values of ψ, ζ at in�nity which eliminates the necessity of

integration over liquid and solid domains at in�nity. The discretization of the integration sub-

contours Ωw, Ωd, and Ωi (cf. Fig. 3.1a) follows the exponential law with the smallest element

size (≈ ∆xmicroθapp) located in the vicinity of the boundary ΩL (cf. Fig. 2.30). In principle, the

integration domain Ωw continues to in�nity. In the numerical treatment its �nite size has to be

adopted. One can verify that growing vapor bubble perturbs the temperature �eld described by

TS,L(x→∞, y, t) only locally and thus the maximum size of Ωw is considered to grow in time as

4
√
αSt based on the largest of the thermal di�usivities. It was veri�ed that the increase of Ωw

beyond this value does not in�uence the results. Both the part of the solid-liquid interface which

corresponds to the microregion and ΩL (cf. Fig. 3.1b) are taken as single (straight) elements.

The heat �ux at ΩL is checked to be always � Qmicro/∆xmicro and its contribution is added

to Qmicro in Eq. (3.30), to satisfy the global energy balance. A discretized equations (3.22) and

schematic drawing of the computational grid are presented in Appendix F.

3.4.2 General algorithm

The problem is nonlinear because of nonlinear terms and especially because of the free boundary.

Initially it is assumed that a circular bubble of radius R0 is nucleated at the solid surface and the

temperature of both the solid and the liquid domains is uniform and equal to Tsat. The following

iteration algorithm is needed to determine the bubble shape and the thermal �eld at each time

step:

1. The interface bubble shape, the bubble interface velocity (needed for the BEM calculation,

see Appendix F for details) and Qmicro are guessed to be the same as at the previous time

step;

2. Remeshing of the contours Ωw, Ωd and Ωi is performed if needed;

2A brief introduction to BEM is presented in Appendix F.
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3. Temperatures and �uxes on the contours Ωw, Ωd and Ωi are found by solving Eqs. (3.22 -

3.29) by BEM for ψL,S , ζL,S ; the value of ∆T is obtained;

4. Based on ∆T , the microregion calculation is performed and new values for Q̄micro, θapp are

obtained;

5. New V̄ is calculated from Eq. (3.30) with the trapezoidal rule;

6. Bubble shape is determined using the values of ȳ and L̄ from previous iteration. First,

∆p̄ is determined with Eq. (3.41). Next, Eq. (3.36) is solved for φ. The latter is used to

integrate Eqs. (3.34, 3.35). Finally, L̄ is updated with Eq. (3.40), and x̄ = L̄x̆, ȳ = L̄y̆ are

recalculated.

7. The interface velocity is calculated, and steps 2-7 are repeated until the required accuracy

of θapp, Rd and V is attained.

As a rule, four iterations give 0.2% accuracy. In order to reduce the calculation time at the

step 4, the precalculated values of θapp(∆T ) and Qmicro(∆T ) are interpolated by cubic splines.

By performing full micro-macro coupling procedure, we checked that this shortcut does not

in�uence the results. There is one more reason in using the tabulation of the microregion values

for parameters Qmicro and θapp. The described microregion model cannot provide the data for

θapp = 90◦; the maximum attainable value is ∼ 89.8◦. Both θapp and Qmicro are extrapolated

up to 90◦ by using a power law θapp ∝ ∆Tα, Qmicro ∝ ∆T β , cf. Fig. 2.25b. We veri�ed

that increasing the time step from 1 to 50 ms is minimally in�uencing the calculation accuracy

without impacting the numerical stability; this is an intrinsic property of BEM. The time step

∆t = 20µs was used in most simulations.

3.5 Results

3.5.1 Bubble growth numerical simulation

In order to demonstrate the employment of the macroregion model for high slopes of the interface

some results from 2D bubble growth numerical simulation are presented in this section. The aim

of the bubble growth numerical simulation is also to demonstrate that the increase of the apparent

contact angle may signi�cantly prolongate the vapor bubble residence at the solid heater. This

means that the total area of dry spots is high and the temperature necessarily strongly vary along

the heater. Depending on the heat load, two bubble growth regimes can be distinguished. At low

heat loads (Fig. 3.5a) the bubble volume increases until the buoyancy force becomes to be equal

to the capillary adhesion force, which corresponds to the bubble departure. In the beginning

of growth, the dry spot size increases. At some point of growth Rd nearly saturates while both

the bubble volume and the visible from the top bubble radius R keep growing. Therefore the

quotient Rd/R decreases at the end of the bubble evolution, see the lower curve in Fig. 3.7a. This

regime is called hereafter �bubble departure regime�. At high heat loads (Fig. 3.5b), we postulate

that when the condition θapp = 90◦ is attained while the bubble is attached to the heater, the

boiling crises arises (the bubble spreads over the heater). This is the �bubble spreading regime�

that corresponds to the BC triggering. It is possible that θapp grows beyond 90◦ in reality while

the bubble remains attached. However the present microregion model cannot describe such an

event so that the simulation is stopped as soon as θapp = 90◦. Within the present quasistatic

macroregion approach, the latter condition is equivalent to Rd = R (cf. sec. 3.3, or 3.1.1.2).
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Figure 3.5: Bubble shape evolution shown for θmicro = 15◦. (a) q0 = 0.05 MW/m2. The

1140 ms pro�le corresponds to the bubble departure. (b) q0 = 0.1 MW/m2. The 720 ms pro�le

corresponds to the BC triggering.

The value of the ratio Rd/R at the moment of bubble departure is plotted vs. imposed heat

load (q0) in Fig 3.6. In other words, each point of these curves corresponds to the terminal point

of a curve of Fig. 3.7a that marked with an open circle. One can see that the ratio Rdepd /Rdep

grows with the heat �ux. The postulated BC criterion is satis�ed when Rdepd /Rdep attains unity.
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Figure 3.6: The quotient of the dry spot radius and the bubble radius at the moment of bubble

departure as a function of heat �ux for di�erent values of θmicro.

The accuracy of the vapor bubble shape at CHF calculation can be easily checked by an

independent test. Indeed, since the conditions θapp = 90◦ and ∆p = 0 (cf. sec. 3.3) are both

satis�ed at the CHF, the bubble shape depends only on the Bond number and can be calculated

independently from the heat exchange calculation. The shape calculation carried out by the

standard Runge-Kutta method is shown by the (half-contour at x > 0) dotted line in Fig. 3.5b.

It nearly coincides with its counterpart calculated for the moment of departure (t = 720 ms)

with the general algorithm, which proves its accuracy.

Our simulation enables the temperature distribution within the solid and liquid domain to be

rigorously calculated. The full temperature �elds of the vicinity of growing bubble are shown in

Fig. 3.8 for the case of bubble departure regime and in Fig. 3.9 for the bubble spreading regime

(parameters as in Fig. 3.5).

The heater surface temperature is shown in Fig. 3.10, which corresponds to the bubble pro�les

of Fig. 3.5. Far from the bubble, the surface temperature increases in time independently of x

and follows the square root law (3.8). When approaching the CL, it decreases to the temperature

TS = Tsat+∆T as shown in the insert of Fig. 3.10a due to the intensive latent heat consumption
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Figure 3.7: Vapor bubble growth shape results for θmicro = 15◦ and two di�erent values of q0.

The bubble departure points are indicated with open circles. (a) The temporal evolution of Rd/R

(see Fig. 3.1 for their de�nition). (b) The temporal evolution of Rd.

during evaporation in the microregion. This feature agrees with experimental observations (see

Fig. 1.5) and numerical simulations, see section 1.2.2. Inside the dry spot, TS increases with time

because the heat transfer through the dry spot is blocked. Note that in the bubble departure

regime (Fig. 3.10a) inside the dry spot temperature is lower than that far from the bubble.

At the CHF (Fig. 3.10b) the dry spot becomes to be hotter than the rest of the heater. This

temperature increase leads eventually to the burnout of the heater observed during the BC.

A parametric CHF study for di�erent gravity levels and contact angles can be carried out.

The microregion model is developed for the partial wetting conditions characterized by the

constant microscopic contact angle. The calculation, enables to provide a qualitative results

which characterize the impact of this undoubtedly important parameter on the bubble growth,

spreading and departure. Fig. 3.6 shows the ratio Rd/R at departure for several values of the

contact angle. The di�erence between the curves for θmicro = 5◦ and 15◦ is very small with

respect to the pair 35◦ and 45◦ where the di�erence is striking. With increasing heat load

Rdepd /Rdep increases and attains unity at the CHF. The unique value of Rdepd = Rdep depends

only on the surface tension and gravity within the present force balance model; for water at

10 MPa and g = 9.81 m/s2 this value is 1.18 mm. Note that it is important to account for

the actual (non-circular) shape of the bubble. If the circular shape was imposed, an essentially

di�erent value of 1.57 mm would result from the force balance at departure. This is expected

because under the gravity the bubble extends in the vertical direction (Fig. 3.5a) so that its size

in the perpendicular direction is smaller than that calculated from the circular approximation.

The impact of θmicro on the critical heat �ux is illustrated in Fig. 3.12a for two values of g.

For decreasing θmicro, qCHF tends to saturate at a value corresponding to the complete wetting

case. This tendency is in agreement with the small di�erence between results for θmicro = 5◦

and 15◦ in Fig. 3.6.

CHF decreases with the contact angle (Fig. 3.12a) in agreement with the experimental results

[25, 57]. The experimental data for small contact angles usually show a somewhat steeper change

than that of Fig. 3.12a. The experimental dependencies on the contact angle should however

be considered with caution because it is di�cult to isolate the e�ect of the contact angle: other

material properties often change with its change. It is also important to note that the large

measured experimentally values of equilibrium contact angle are often due to the CL pinning on
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Figure 3.8: Temperature �elds for six di�erent times shown for θmicro = 15◦, q0 = 0.05 MW/m2.

the heater surface heterogeneities (responsible for the wetting hysteresis, see [149]) rather than

to the surface energy e�ect that in�uences the CL dynamics considered here. The equilibrium

contact angle values remain small for most clean and smooth substrates.

The impact of gravity on the critical heat �ux is analyzed in Fig. 3.11b. The CHF is an

increasing function of gravity in agreement with experimental observations [56]. The gravity

dependence is well �tted by a power law with the exponent ' 0.44 which is larger than that

predicted by Zuber-Kutateladze expression (1.1).

To obtain all the above data on the boiling crisis within a relatively simple numerical ap-

proach, the hydrodynamic �ows in the macroregion have been neglected. Their account would

require the use of a DNS code with an e�cient management of the moving gas-liquid interfaces

with phase exchange (like Trio_U code [150]). Therefore this work should be considered as a

preparation step for such a study necessary to have the benchmark and the understanding of

main features of the BC. It is di�cult to require the quantitative agreement with the experiment

within the present modeling; for this reason we discussed above only the qualitative features of

the BC triggering.

The boiling crisis is not an instantaneous phenomenon, it develops progressively. Once its



92 Chapter 3. Vapor bubble growth during boiling

Figure 3.9: Temperature �elds for six di�erent times shown for θmicro = 15◦, q0 = 0.1 MW/m2.

5

10

15

20

25

30

35

40

1 10 100

T
S-T

sa
t (

K
)

x/R
0
 

1140 ms

300 ms

120 ms

60 ms

20

24

11.65 11.7

ΔT

(a)

0

10

20

30

40

50

60

70

1 10 100

x/R
0
 

T
S-T

sa
t (

K
)

0.5 ms

60 ms

120 ms

240 ms

720 ms

500 ms

(b)

Figure 3.10: Variation of the temperature along the heater surface di�erent growth times (corre-

sponding to those of Fig. 3.5) for θmicro = 15◦ and for (a) q0 = 0.05 MW/m2 (b) q0 = 0.1 MW/m2.
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Figure 3.11: (a) The critical heat �ux qCHF as a function of (a) microscopic contact angle for

two di�erent values of g. (b) The critical heat �ux qCHF as a function of the contact angle for

two di�erent values of g.

triggering occurs, its dynamics (and thus duration) is controlled by several processes. First, it

is the bubble spreading studied here. Next, the bubble interaction should be considered. The

bubbles may interact both temporally and spatially. The temporal interaction manifests itself

through the thermal history of a particular nucleation site that becomes more and more hot after

each bubble growth and departure cycle. The spatial interaction occurs both through coalescence

of neighboring bubbles that causes further extension of the dry heater area and through the heat

di�usion inside the heater that controls the general heater temperature rise during BC. These

processes are yet to be studied.

3.5.2 In�uence of the CL velocity during the initial bubble growth phase

The initial vapor bubble growth dynamics (t < 1 ms) is qualitatively di�erent from that presented

in the previous section for long simulation times. The initial bubble growth evolution is speci�c

due to the small initial vapor bubble size (in our numerical simulation R0 = 0.05 mm), which

results in a very large initial velocity of the moving CL. This is caused by the increase of vapor

bubble volume due to evaporation but also by increase of the apparent contact angle due to

intensive evaporation within microregion. Note that in principle (when bubble growth described

by classical physics), for q0 > 0 the CL velocity diverges as R0 → 0. In reality such a situation

never appears as the bubble nucleation size is �nite. In order to avoid such problems in bubble

growth numerical simulations a somewhat larger value of initial vapor bubble radius is usually

imposed ([32] (0.25 mm);[1] (0.125 mm); [41] (0.1 mm)).

In the following, the results from the numerical simulation for water at 10MPa, θmicro = 5◦

of vapor bubble growth are presented. The apparent contact angle and integrated heat �ux are

considered not only as functions of local CL superheating ∆T but also of CL velocity vCL. This

is implemented by using the data from section 2.7.1 (Figs. 2.26b, 2.27a). Relatively small heat

load q0 = 0.02 MW/m2 was chosen for the calculation because of two reasons: 1) additional

variable that is coupled (vCL) introduces signi�cant nonlinearity, di�cult to treat by iterative

procedure for high heat loads, 2) high imposed heat load would result in a large value of vCL
for which using the approximate expressions from sec. 2.7.1, θapp(∆T, vCL), ∆Qmicro(∆T, vCL)

might be out of validity.
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In Fig. 3.12a is plotted the apparent contact angle vs. time for three cases which dif-

fer by number of dependent variables considered in expressions for apparent contact angle and

integrated heat �ux. First case is when both θapp and Qmicro are considered as functions of
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Figure 3.12: Vapor bubble growth evolution results for θmicro = 5◦ and q0 = 0.02MW/m2. (a)

The temporal evolution of θapp. (b) The temporal evolution of vCL.

superheating ∆T and CL velocity vCL. Second case is when the apparent contact angle depends

on both ∆T , vCL but integrated heat �ux depends only on superheating: Qmicro = f(∆T ). The

last case is when both θapp and Qmicro depend only on ∆T (such a situation coincides with that

from section 3.5.1). One can see from Fig. 3.12a that there is a strong di�erence between θapp
evolution in time for the cases where the apparent contact angle is taken as a function of both

∆T and vCL and when it is taken as a function of only superheating ∆T . For the case where vCL
is included into the consideration, the apparent contact angle is lower (receding CL)3. It turned

out to be not important whether Qmicro is considered to be a function of vCL. The explanation

for this behavior is a small heat load used here and also the fact that vCL > 0 (receding CL)

causes an increase of Qmicro value, but at the same time the higher heat sucked from the heater

results in decrease of local temperature (∆T decreases), which means θapp decreases and vCL as

well. Due to this, the error following from neglecting dependence of Qmicro on vCL is small. In

Fig. 3.12b is shown the velocity of the CL vs. time.

The calculation for an initial stage of bubble growth using the approximate expressions

θapp(∆T, vCL) and Qmicro(∆TvCL) derived in section 2.7.2 was presented. Account of the vCL
in�uence leads to the slowing down at the beginning of the dry spot growth. The error caused

by neglecting dependence of integrated microregion heat �ux on contact line velocity is small.

This is due to the fact that Qmicro increases when vCL > 0. It means that larger portion of heat

is evacuated from the solid heater, which causes decrease of ∆T .

3.6 Conclusion

A quasistatic numerical simulation of the single vapor bubble growth on a massive (semi-in�nite)

heater has been performed in order to study the triggering of the boiling crisis. It is shown that

3Note that such a behavior is similar to results from the numerical simulation of evaporating liquid drop [104],

where the apparent contact angle increase is limited by receding CL dynamics.
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phenomena acting in the vicinity of the triple contact line (the microregion) have a strong im-

pact on the vapor bubble dynamics. The microregion has been modeled for the case of partial

wetting where the microscopic contact angle is an input parameter. Several quantities are de-

termined from the microregion model including the apparent contact angle and integrated heat

�ux. Coupling of the microregion to the macroregion was performed.

Two regimes of bubble growth have been identi�ed. The �rst regime is the conventional

bubble growth-and-departure at small heat �uxes. The second, �bubble spreading� regime occurs

when the superheating is strong enough to cause a strong increase of the apparent contact angle

that, in its turn, causes an increase of the dry area under the bubble. The radius of the dry

area becomes equal to the bubble radius when the apparent contact angle attains 90◦. Such

a value is an important threshold for several reasons. (i) Dry area growth causes the heater

temperature rise that should lead to the increase of the apparent contact angle of neighboring

bubbles. (ii) Strong adhesion to the heater caused by the large apparent contact angle should

favor the coalescence of bubbles attached to the heater. (iii) Coalescence of the dry areas under

the bubbles occurs during the bubble coalescence, which causes the heater temperature rise

favoring the spreading of neighboring bubbles and therefore coalescence of the newly formed

bubble with its neighbors. Therefore, the bubble spreading is considered to be the triggering

mechanism of the boiling crisis. The corresponding heat �ux is associated with the CHF. It has

been studied as a function of gravity and of the contact angle. The results correspond at least

qualitatively to the available experimental data. To obtain the quantitative agreement with the

experiments, a more realistic model of the macroregion (accounting for the �uid motion in it)

needs to be implemented. A simulation of growth of the multiple bubbles and their interaction

need to be carried out to describe the dynamics of the boiling crisis.





Chapter 4

Summary and conclusions

The evaporation in the vicinity of the triple gas-liquid-solid contact line is of high importance

in many natural and technological processes (e.g. boiling, drying of paint, etc.). While this

phenomenon was intensively studied last decades, many questions still remain unsolved. The

main issue that complicates understanding of the heat and mass transport processes lies in their

strong localization in the vicinity of the contact line. This complicates on one hand experimental

measurements and on the other, the mathematical and numerical modeling. Indeed, one has to

deal with a system exhibiting singular-like behavior of various macroscopic quantities (e.g. shear

rate, local heat �ux etc.). One also has to mention that although the transport processes occur

at a scale smaller than several hundreds of nm (microregion) it is necessary to consider also a

coupling with the macroscopic problem (macroregion). The multiscale nature of the problem

reveals the necessity of new studies and approaches to treat the transport processes in the vicin-

ity of the contact line, in order to elucidate the physics of various macroscopic problems (e.g.

boiling phenomenon or oscillating heat pipe).

In my thesis, I studied theoretically the transport processes in the vicinity of the triple gas-

liquid-solid contact line and their impact on macroscopic evaporation. I focused on the descrip-

tion of partial wetting system, for which, under isothermal conditions, the liquid-vapor interface

meets the solid surface at a �nite slope that de�nes the microscopic contact angle assumed to be

de�ned by the Young formula. The evaporation to the atmosphere of the pure vapor is assumed

to be driven by the substrate heating. Such a regime is met in many technological applications

like boiling heat exchangers or heat pipes.

First, the important question of singularity relaxation is addressed. The main �nding of the

thesis is that the Kelvin e�ect (dependence of saturation temperature on pressure) is su�cient

by itself to relax the hydrodynamic contact line singularity [110, 111]. By relying on this fact,

the minimal complexity microregion model, describing thermal and hydrodynamic aspects of the

evaporation in the contact line vicinity in the limit of small interface slopes is formulated. The

asymptotic analysis of this model is performed in order to obtain an asymptotic behavior of the

system variables in the vicinity of contact line. This analysis provides the missing boundary con-

ditions for its solution. At the next step, the minimum complexity model is solved numerically

but also analytically by using regular perturbation method. The governing length scales of the

problem are identi�ed and used to �nd a universally valid law describing the apparent contact

angle (angle at the matching point between microregion and macroregion).

It is found that the Kelvin e�ect relaxes the viscous stress singularity appearing when contact

line moves [110, 111]. In practice this means that in the model the liquid is allowed to evapo-

rate or condensate as the saturation temperature of the liquid-vapor interface is linked through

the Kelvin e�ect to the hydrodynamic pressure in the liquid phase. The relaxation by Kelvin

e�ect holds even for the macroscopically isothermal system: the thermal gradients caused by
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evaporation/condensation appear only in the contact line vicinity. The condensation occurs dur-

ing advancing contact line motion while the evaporation accompanies the contact line receding.

The Kelvin e�ect on the singularity relaxation is compared to that of the hydrodynamic slip

length. It is found that length scale associated with the Kelvin e�ect is in many situations larger

than the slip length and thus Kelvin e�ect should be the dominant phenomenon for volatile �uids.

The moving contact line problem and its multiscale nature were addressed in a separate

section (sec. 2.4). The inner and outer problems were de�ned: inner problem controlled by

evaporation, and outer problem where the viscous stress is balanced by a gradient of capillary

pressure. The asymptotic matching of the inner and outer regions is performed.

Next, the minimum complexity microregion model is extended to account for other phenom-

ena that may in�uence the evaporation. In particular, the thermal resistance of vapor-liquid

interface, slip length, thermocapillary term have been considered. I perform a parametric study

revealing the in�uence of each of these phenomena. The impact of solid wall conductivity is also

studied by adding a conductive heater directly to the microregion problem. Such a model is

numerically solved by combining the Finite Volume method (liquid domain) and the Boundary

Element method (solid domain). The increase of the apparent contact angle caused by evapora-

tion is analyzed.

The in�uence of surfaces force on evaporation was studied (sec. 2.5) under the regime of

partial wetting (sec. 2.5.1). The impact on the apparent contact angle was found to be weak.

In the last part of the chapter related to the microregion modeling, an extension of the lubri-

cation approximation to high slopes of the gas-liquid interface at evaporation is discussed (sec.

3.1.2). The latter extension is necessary in order to use the microregion model in the vapor bub-

ble growth macroscopic modeling of nucleate boiling phenomenon. The increase of the apparent

contact angle caused by the evaporation is analyzed. The algorithm is robust and even for small

microscopic contact angle the calculation of apparent contact angle up to nearly 90◦ is possible.

It was found that the impact of vapor recoil on interface temperature is tiny. The vapor recoil

term in the force balance at the liquid-vapor interface is however important. The impact of vapor

recoil force is strong for liquids with small latent heat of vaporization (like freons). The impact

of the vapor recoil on the apparent contact angle was analyzed.

In the second part of the thesis, the previously established microregion model was coupled to

the macroregion bubble dynamics described within a quasistatic approximation. A vapor bubble

growth problem is solved numerically in 2D with the Boundary Element method. The purpose is

to simulate the boiling under high heat loads, for which the evaporation in the vicinity of contact

line might play an important role, in�uencing the vapor bubble dynamics and through it, the

overall boiling dynamics.

First, the bubble departure from the heater at boiling was studied. The growing vapor bub-

bles during boiling are attached to the solid heater due to the adhesion provided in particular

by the capillarity. I showed in the thesis that the apparent contact angle that should be used in

the expression for the capillary adhesion force instead of the much smaller Young contact angle

(sec. 3.3). This �nding agrees with the existing experimental data. Second, it was found that

under high heat loads, the increase of the apparent contact angle causes the vapor bubble to

spread over the heater. Such a behavior is proposed as the triggering mechanism of the dryout
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of heater at the boiling crisis (sudden drop of the heat transfer rate in boiling causing the heater

destruction if the heating is not cut).

Two regimes of bubble growth have been identi�ed. The �rst regime is the conventional bub-

ble growth-and-departure regime of small heat �uxes. The second, �bubble spreading� regime

occurs when the superheating is strong enough to cause a strong increase of the apparent contact

angle that, in its turn, causes increase of the dry area under the bubble. The radius of the dry

area becomes equal to the bubble radius when the apparent contact angle attains 90◦. Such a

value is an important threshold. It was proposed that the critical heat �ux of the boiling crisis

corresponds to the situation where the apparent angle of 90◦ is attained at the moment of bubble

departure. The CHF derived from this criterion is calculated as a function of gravity and the

microscopic contact angle.

Such a phenomenon was already observed, in particular for the systems near the liquid-

gas critical point. The results correspond at least qualitatively to the available experimental

data. To obtain the quantitative agreement with the experiments, a more realistic model of

the macroregion (accounting for the �uid motion in it) needs to be implemented. A simulation

of growth of the multiple bubbles and their interaction needs to be carried out to describe the

dynamics of the boiling crisis.





Appendix A

DECLIC experiment

The boiling crisis investigation is one of the main objectives of the French-US research project

called DECLIC (DEvice for the study of Critical Liquids and Crystallization Dispositif pour

l'Etude de la Croissance et des LIquides). This project is managed by CNES and NASA re-

spectively. The DECLIC apparatus is a high precision microgravity instrument that allows the

advanced methods of optical diagnostics (direct observation, interferometry, grid shadow obser-

vation, microscopy, light scattering) to be used for heat transfer studies of near-critical �uids.

The boiling crisis is studied by using ALI (ALICE-Like Insert) which is a development of the

ALICE apparatus that functioned on board the Mir space station. However the ALICE cells

have been designed for other purposes and did not allow any quantitative information to be

obtained. ALI contains two di�erent 2 cm3 cells �lled with extra-pure SF6: direct observation

and interferometry cells [151]. Both cells are cylindrical, with sapphire transparent bases for the

optical observation and copper lateral walls that serve to regulate the temperature of the �uid

bulk within 15 µK precision required near the critical point.

The direct observation cell, allows observing the spreading of a single vapor bubble through

the transparent cell bases. A transparent conducting �lm deposed onto one of the bases is used

as a heater. The experiment is designed in a way to allow the direct observation of the contact

line motion. This cell allows measuring only the evolution of the dry spot but does not allow

measuring the shape of the bubble.

This is exactly the purpose of the interferometry cell that gives a unique opportunity to

measure both the shape of a single growing bubble and the temperature in the bulk of the �uid

by interferometry. A �at controlled heater perpendicular to the observation direction is located

inside the cell allowing for the sidewise bubble observation.

a) b)

Figure A.1: a) Flight model of DECLIC, b) DECLIC integrated into Express Rack.





Appendix B

Material properties

Material Water Water FC-72 2

parameter (10 MPa) (0.1 MPa) (0.04 MPa)

Tsat, [K] 584.18 372.73 305.15

ρL, [kg/m
3] 688.63 958.66 1656.48

ρV , [kg/m
3] 55.48 0.59 5.688

H, [J/kg] 1.312·106 2.258·106 88·103

cp,L, [J/(kg· K)] 6.124 ·103 4.216 ·103 1.064·103

kL, [W/(m·K)] 0.55 0.679 0.056

M , [(g/mol)] 18.02 18.02 338.04

Tc, [K] 647.14 647.14 449

σ, [N/m]1 12.04·10−3 61.126·10−3 9.6·10−3

µ, [Pa·s]4 0.2·10−3 0.284·10−3 0.563·10−3

γ, [N/(m·K)]3 2.26·10−4 1.477·10−4 7.5·10−5

Table B.1: Fluid properties used in the simulations. If not marked otherwise, the material

properties are taken from [152]. Liquid and vapor properties are taken at saturation conditions.

Material cooper (Cu) stainless steel (ss)

ρS , [kg/m
3] 8894 8000

cp,S , [J/(kg· K)] 415.2 500

kS , [W/(m·K)] 380.1 15

Table B.2: Material parameters of the solid substrate used in the simulations [152].

.

1Surface tension for water at 10MPa taken from [153]; for water at 0.1 MPa taken from [22], p. 54, Eq. (2.57);

FC-72 from [4]
2Material properties taken from 3M Product Information sheet
3Marangoni coe�cient for water at 10MPa taken from [153]; for water at 0.1 MPa taken from [22], p. 55;

FC-72 from [4]
4For water at 10MPa, the viscosity value used for calculation and presented in the table is larger than the

correct value 82·10−6 Ps· s found later in the literature [154]





Appendix C

Disjoining pressure

C.1 Smooth disjoining pressure shape

In order to avoid discontinuity of derivative of Π of the simplest Π form, (2.105) has to be

modi�ed. One of the simplest possibilities is to use smooth parabolic matching for h = dD. The

disjoining pressure is then described by three functions

Π(h) =


ah+ b, h ∈ (0, d1)

ch2 + dh+ e, h ∈ (d1, d2)

A/(6πh3), h ∈ (d2,∞)

. (C.1)

The constants d1 and d2 are coordinates at which the three parts of Π are connected. The

constants a, b, c, d and e, once θY , θmicro are �xed can be found from Eqs. (1.18, 2.104) and from

the condition of the continuity of Π(h) and its derivative. The constants are: a = 2dd1+φ2−2cd2,

b = φ1 − cd2
1 − φ2d2 + cd2

2, c = 3α/(d3
2 − d3

1), d = φ2 − 2cd2, e = φ1 − φ2d2 + cd2
2 where

φ1 = −3A/(6πd4
2), φ2 = A/(6πd3

2) and α = −P (0)−A/(12πd2
2)+φ2d

2
2/2−φ1d2. This disjoining

pressure shape is fully described by four constants P (0) (calculated from θY , θmicro), A (Hamaker

constant) and two parameters d1, d2 for which one can hardly assign physically justi�ed values.

Such a type of disjoining pressure thus served only for veri�cation of negligible impact of sharp

disjoining pressure matching (2.105) on results in numerical solution. The disjoining pressure

(C.1) is plotted in Fig. C.1 together with (2.105).
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Figure C.1: The two shapes of disjoining pressure (Eqs. (2.106) and Eqs. (C.1)) and corre-

sponding surface energies for water at 10 MPa, θY = 15◦, θmicro = 1◦ and A = 3.7 · 10−20

J.





Appendix D

Solution procedure of the contact line

model

In the following section, the solving procedure of the microregion model given by Eqs. (2.24 - 2.29,

2.31) is discussed. First, the dimensionless version of the model used for numerical treatment is

presented. The presence of CL and thus vanishing h(x→ 0) complicates the numerical treatment

and the problem needs to be solved di�erently from standard solving procedures [155]. Here the

method proposed in [104] is used. The variable change suitable for the given problem is brie�y

shown. Next, the general algorithm and solving procedure are discussed. A criterion, based on

which the size of the microregion domain for the case vCL = 0 may be determined, is proposed.

At the end, the governing equations in the discretized form are presented.

D.1 Reduction to dimensionless form

In the following, ls, σ/ls and ∆T are used to make lengths, pressures and temperatures non-

dimensional. Other important scales related to the problem are listed in Table. D.1.

By combining Eqs. (2.9, 2.19) and (2.22) the following two di�erential equations can be

written,

∂

∂x̃

{
−NRNM

(
h̃2

2
+ h̃

)
∂J̃

∂x̃
+

[
h̃3

3
+ h̃2

(
1− NpNM

2

)
−NpNM h̃

]
∂∆p̃

∂x̃

}
=

Ca
∂h̃

∂x̃
−NeJ̃ ,

(D.1)

∂2h̃

∂x̃2
= ∆p̃− Π̃ + p̃r, (D.2)

where

J̃ =
1−∆p̃Np

NR + h̃

is the dimensionless evaporation mass �ux. Note that in principle one can reduce the system of

equations (D.1 - D.2) to one single di�erential equation of the forth order in h̃ as it is presented

in e.g. [6, 103, 156]. We however prefer to present the two equations separately (similarly to [5])

as it is useful for the analytical but also for numerical treatment.

Here NM = γ∆T/σ is the Marangoni number, Ne = µkL∆T/(ρLσHls) characterizes the

in�uence of evaporation on the interface shape, Ca = vCLµ/σ is the capillary number and NR =

RikL/ls is the dimensionless interfacial resistance. The parameterNp = σTsat/(∆THρLls) can be

seen as a ratio of two characteristic pressure scales: a capillary pressure scale σ/ls and the pressure

∆THρL/Tsat that measures the strength of the Kelvin e�ect. The latter pressure scale is usually

used [5] to make the pressure dimensionless in the complete wetting case. For completeness, the
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boundary conditions (2.27 - 2.29) and (2.31) are rewritten here in the dimensionless form

h̃|x̃=0 = 0, (D.3)

u|h̃=0 = θmicro, (D.4)

∆p̃|x̃→∞ = 0, (D.5)

∆p̃|x̃→0 =
1

Np

[
1 +NRJ̃(x̃→ 0)

]
. (D.6)

Note that the equation (D.1) and boundary condition (2.31) are presented here without the vapor

recoil term. Its contribution is negligible (see section 2.8.3) and in all calculations (except those

of section 2.8.3) this term is not considered.

Microregion characteristic dimensional parameters

length

lK =
√

3µkLTsat
θ2ρLH

Kelvin length, see section 2.3.6

lV Voinov length, see section 2.4

lR = RikL interface thermal resistance length scale

lh = σ/(HρL) length scale related to the latent heat

lp = σTsat/(∆THρL) length scale related to the Kelvin efect

le = µkL∆T/(ρLσH) length scale related to the evaporation

la =
√
A/(6πσ) molecular scale [83] based on (1.21)

had = (ρLH∆T/A)−1/3 thickness of the adsorbed liquid �lm at, scale relevant

to complete or pseudo-partial wetting

dD thickness of the liquid �lm that corresponds to the

maximum of Π

Dm =
√
ατ thermal di�usion length, m is either Cu - copper or ss

- stainless steel, τ is a characteristic time

Dh thickness to the solid heater

pressure

∆pCL pressure jump at the CL, de�ned by Eq. (2.31)

pK = HρL∆T/Tsat pressure related to the Kelvin e�ect (for vCL = 0, pK =

∆pCL)

pσ = σ/l pressure scale related to the surface tension, l repre-

sents any characteristic length scale of the problem

pd = µv/l pressure related to the viscosity, l again represents any

length scale of the problem, v is any characteristic ve-

locity of the system

temperature
Tsat saturation temperature for given vapor pressure

∆T imposed superheating

velocity
vCL contact line velocity

vc = ∆T/(ρLHR
i) velocity scale related to the liquid �ow normal to the

interface ( it was introduced in [5])

Table D.1: List of important dimensional quantities associated to the microregion problem.

D.2 Change of variables

The applied variable change used to solve the microregion CL problem given by Eqs. (D.1 - D.6)

is brie�y outlined in the following.
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The terms of Eq. (D.1) containing the derivatives are proportional to h̃. This may cause a

loss of accuracy near the CL (at small h̃) related to the poor determination of the matrix (i.e.,

smallness of its diagonal elements) generated after discretization. In order to avoid this di�culty,

the following change of variables [104]

x̃ = exp(ζ), (D.7)

h̃ = χ exp(ζ), (D.8)

is applied. The point x̃ = 0 corresponds to ζ → −∞. Eqs. (D.1) and (D.2) reduce to

∂

∂ζ

{
−NRNM

(
χeζ

2
+ 1

)
χ
∂J̃

∂ζ
+

[
χ2e2ζ

3
+ χeζ

(
1− NpNM

2

)
−NpNM

]
χ
∂∆p̃

∂ζ

}
=

eζ
[
Ca

(
χ+

∂χ

∂ζ

)
−NeJ̃

]
,

(D.9)

∂

∂ζ

(
eζ
∂χ

∂ζ

)
= e2ζ(∆p̃− Π̃ + p̃r), (D.10)

where

J̃ =
1−∆p̃Np

NR + χeζ
.

The boundary conditions (D.3 - D.5) read

∂χ

∂ζ

∣∣∣∣
ζ→−∞

= 0, (D.11)

χ|ζ→−∞ = θmicro, (D.12)

∆p̃|ζ→∞ = 0. (D.13)

The fourth BC (D.6) is replaced in numerical treatment by

d∆p̃

dζ

∣∣∣∣
ζ→−∞

= 0, (D.14)

valid at ζ → −∞. It follows from Eq. (D.7) if one mentions that d∆p/dζ = xd∆p/dx and that

d∆p/dx is bounded, see Eq. (2.29).

D.3 Numerical implementation

For a numerical calculation, ζ = ζmin needs to be used for the left domain boundary instead

of −∞; the value ζmin = −10 is found to be su�ciently small. A study of xmin dependence is

shown in Fig. 2.22b.

The solution method is similar to that used in [104]. An equidistant mesh of 250 elements

is used for the domain ζ ∈ (ζmin, ζmax), where ζmax = log (xmax/ls). In the x domain, such

a mesh is increasingly dense when x → 0, see Fig. 2.17b. The choice of xmax is important

because it corresponds to the size of microregion. In general, the latter is de�ned as a distance

where the e�ects related to the CL can be neglected so that the matching with the macroregion

can be performed. From the macroscopic point of view, the microregion is a geometrical point

where θapp boundary condition is imposed. To avoid an error related to the macroscopic interface

curvature (e.g. for boiling applications, it is de�ned by the bubble radius), the microregion needs

to be as small as possible. We propose a de�nition of the size of the microregion for immobile



110 Appendix D. Solution procedure of the contact line model

CL (vCL = 0), as a distance rapp where the curvature induced by the CL e�ects can be neglected

with the given accuracy (which needs to be smaller than the macroscopic curvature). In practice,

rapp is determined as a distance at which the interface slope approaches the slope at x = xmax
with a criterion xmax ' 2rapp and within an imposed accuracy that is chosen to be 10−3, see

Fig. D.1. For most of the calculations the size of the domain xmax = 1 µm was found to be large

enough to calculate θapp with 0.5% accuracy.

θ
app

θ
micro

=θ
Y

r
app

x
max

= 2r
app

0

Figure D.1: Schematic graph of interface slope along the liquid wedge domain. rapp and xmax
distances are marked.

The variables are supposed to be constant on each element. The nodes ζi are chosen in the

centers of the elements, see Fig. D.2. The values of variables J̃ , χ,∆p̃ at i-th node are denoted

J̃i, χi and ∆p̃i respectively.

The pair of equations (D.9 - D.10) is nonlinear. However the nonlinearity is not strong and

the iteration method can be applied; nonlinear terms are replaced by their respective values from

the previous iteration.

The �nite volume method (FVM) [155] is used to discretize Eqs. (D.9, D.10), see below.

Such an approach provides a su�cient numerical stability that allows us to calculate h(x) for at

least six decades of x variation on a PC.

D.4 Discretized microregion equations

In this section the descritized equations (D.9) and (D.14) are presented.

Eqs. (D.9 - D.14) are rewritten here in the form they were implemented in the numerical

treatment. The equation for J(x) is written separately. This is not in principle necessary. In case

where the heat conduction in solid substrate is solved together with the microregion problem,

J̃i (or more precisely q̃S,i) are unknowns and equation (D.15) needs to be written separately.

We thus solve it separately even when the microregion alone is solved, it is just a matter of

convenience and uni�cation.

J̃(NR + χeζ) +Np∆p̃ = 1, (D.15)

∂

∂ζ

(
eζ
∂χ

∂ζ

)
= e2ζ(∆p̃− Π̃ + p̃r), (D.16)

∂

∂ζ

(
B
∂∆p̃

∂ζ
−A∂J̃

∂ζ

)
= eζ

[
Ca

(
χ+

∂χ

∂ζ

)
−NeJ̃

]
, (D.17)

where B = (χ2e2ζ/3+χeζ(1−NpNM/2)−NpNM )χ and A = NRNM (χeζ/2+1)χ. The boundary

conditions

∂χ

∂ζ

∣∣∣∣
ζ→−∞

= 0, χ|ζ→−∞ = θmicro, (D.18)

d∆p̃

dζ

∣∣∣∣
ζ→−∞

= 0, ∆p̃|ζ→∞ = 0, (D.19)
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The vector of unknowns ~Z is de�ned as follows:

Zm m

Ji=1 1

: :

Ji=Ntot i

χi=2 Ntot + 1

: :

χi Ntot + i− 1

: :

χi=Ntot 2Ntot − 1

∆pi=1 2Ntot

: :

∆pi i+ 2Ntot − 1

: :

∆pNtot−1 i = 3Ntot − 2

The index i is the number of element (i = 1...Ntot) and m is the number of unknown in the

vector ~Z (m = 1...Nmax = 2Ntot −Nc). The nonlinearity is treated by iteration procedure. The

x0 Ntot-1

1 2

0 1 i

Ntoti+1

xn
i

di

Ntot

Figure D.2: Computational 1D grid: Microregion. The node coordinate is shown xni = eζ
n
i .

variables taken from previous iteration are marked by superscript, e.g. χprev. For initialization,

the isothermal straight wedge pro�le is used. In the case of the sequence of calculations with e.g.

increasing ∆T at each calculation, the variables are initialized with the respective values from

the previous calculation. The discretized equations are described below.

D.4.1 Discretized Equations for J̃

• For i = 1 . . . Ntot − 1 (m = i)

NpZi+2Ntot−1 + Zi(NR + χprevi xni ) = 1, (D.20)

• for i = Ntot (m = i)

Zi(NR + χprevi xni ) = 1. (D.21)

D.4.2 Discretized equation for χ

The FVM [155] was used to discreteze Eq. (D.16)

• i = 1 (m = Ntot + 1)

x−1
0

ZNtot+1

ζn2 − ζn1
− d1Z2Ntot = x−1

0

χ1

ζn2 − ζn1
+ d1(−Π̃prev

1 + p̃prevr,1 ), (D.22)
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• i = 2 (m = Ntot + 2)

x−1
1

ZNtot+2 − ZNtot+1

ζn3 − ζn2
− x−1

2

ZNtot+1

ζn2 − ζn1
− d2Z2Ntot+1 = −x−1

2

χ1

ζn2 − ζn1
+ d2(−Π̃2 + p̃prevr,2 ),

(D.23)

• i = 3 . . . Ntot − 1 (m = Ntot + i)

x−1
i−1

ZNtot+1 − ZNtot+i−1

ζni+1 − ζni
− x−1

i

ZNtot+i−1 − ZNtot+i−2

ζni − ζni−1

− diZ2Ntot+i−1 = di(−Π̃i + p̃prevr,i ).

(D.24)

D.4.3 Discretized equation for ∆p̃

The FVM [155] was used to discreteze Eq. (D.17)

• i = 1 (m = 2Ntot)

β1(Z2Ntot+1 − Z2Ntot)− α1(Z2 − Z1) = d1x
n
1 (Caθmicro − Z1Ne), (D.25)

• i = 2....Ntot − 2 (m = 2Ntot + i− 1)

βi(Z2Ntot+i − Z2Ntot+i−1)− βi−1(Z2Ntot+i−1 − Z2Ntot+i−2)− αi(Zi+1 − Zi)+

αi−1(Zi − Zi−1) = dix
n
i

[
Ca

(
χi +

χi − χi−1

ζni − ζni−1

)prev
− ZiNe

]
,

(D.26)

• i = Ntot − 1 (m = 3Ntot − 2)

−βNtot−1Z3Ntot−2 − βNtot−2(Z3Ntot−2 − Z3Ntot−3)− αNtot−1(ZNtot − ZNtot−1)+

αNtot−2(ZNtot−1 − ZNtot−2) + dNtot−1x
n
Ntot−1ZNtot−1Ne =

dNtot−1x
n
Ntot−1Ca

(
χNtot−1 +

χNtot−1 − χNtot−1

ζnNtot−1 − ζnNtot−1

)prev
,

(D.27)

where γi = di/(2Bi), δi = di/(Ai2), βi = 1/(γi + γi+1) and αi = 1/(δi + δi+1).

The numerical treatment of the microregion problem was presented in this section. In some

sections (2.6.1, 2.7.2, or 2.8.3) the discretized form of equations is di�erent from (D.20 - D.27)

due to modi�cations of employed equations. The comment on corresponding di�erences from

the general description presented here is made at each section.



Appendix E

Stokes �ow in a wedge

In the following, the simpli�ed form of Navier-Stokes equations called Stokes approximation (or

creeping �ow) is discussed. Stokes �ow is a type of �uid �ow where advective inertial forces

are small compared with viscous forces. A Stokes �ow has no dependence on time other than

through time-dependent boundary conditions. This means that, given the boundary conditions

of a Stokes �ow, the �ow can be found without knowledge of the �ow at any other time. When

advection and external force terms are neglected, the Eqs. (2.2) reduce to

∇p = µ∇2~u. (E.1)

The Stokes �ow approximation is valid for Reynolds number Re = V Lρ/µ << 1 (good agreement

with real �ow properties when Re < 0.1), where V is a characteristic �uid velocity and L a char-

acteristic length scale associated with the problem. In 2D we obtain a set of two linear equations:

∂p

∂x
= µ

(
∂2u

∂x2
+
∂2u

∂y2

)
, (E.2)

∂p

∂y
= µ

(
∂2v

∂x2
+
∂2v

∂y2

)
. (E.3)

Equation (E.1) is a function of both pressure and velocity, which is not very convenient. It can

be converted into two other forms, which are each a function of the pressure �eld or the velocity

only.

Taking divergence of the (E.1)

∇ · ∇p = ∇ · µ∇2~u, (E.4)

and considering that right side of (E.4) can be written as µ∇2(∇ · ~u) which is zero because of

the (incompressibility consideration) continuity equation (2.1). The left side can be rewritten as

∇2p = 0. (E.5)

This form of Stokes equation might be useful in case the boundary conditions are speci�ed only

in terms of pressure, which is not the case of contact line problems considered in this thesis.

The other form of Stokes equation is obtained by eliminating pressure by taking curl of

equation (E.1)

∇×∇p = ∇× µ∇2~u. (E.6)

The curl of the pressure gradient is 0 and using identity∇×∇2~u = ∇2(∇×~u), the �nal expression

is

∇2(∇× ~u) = ∇2(~ω), (E.7)

where was used de�nition of vorticity ∇ × ~u = ~ω. Note that for 2D case ωz obeys Laplace

equation. Equation (E.1) can be also written in terms of the stream function Ψ (u = ∂Ψ
∂y ,

v = −∂Ψ
∂x ) than instead of two equations to solve (E.1) and Laplace equation we obtain single
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equation for Ψ (incompressible continuity equation is satis�ed automatically by the properties

of the stream function) that needs to be solved

∇4Ψ = ∇2(∇Ψ) = 0. (E.8)

This equation is called biharmonic equation and ∇4 biharmonic operator. This equation is useful

in case boundary conditions are expressed in terms of velocity. It is of the 4th order in derivatives.

For cylindrical coordinate system (see Fig. E.1), the stream function is Ψ(ϕ, r) and compo-

nents of the velocity (incompressible and two-dimensional �ow) are obtained as

vϕ =
∂Ψ

∂r
, vr =

1

r

∂Ψ

∂ϕ
, (E.9)

where vr is a velocity in the radial direction and vϕ is a velocity in the tangential direction.

E.1 Steady contact line movement

Let us consider steady movement of a triple solid-liquid-gas CL with velocity vCL, see Fig. E.1.

vCL > 0 corresponds to the displacement of the substrate to the left in Fig. E.1 (i.e., to the

substrate drying). The liquid-vapor interface is treated as straight wedge (e.g. for σ → ∞),

making angle φ with the solid substrate. It was shown that such a solution gives the dominant

component of the �ow even for a curved interface [141, 142]. The problem requires to solve (E.8)

 
 
 
 
  
 
 
 
 
 
 
 
 
 
 

y 

ϕϕ
vCL 

x

r 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure E.1: Geometry of the problem: contact line movement.

with following boundary conditions:

• Kinematic conditions: vanishing normal component of the velocity at the solid surface as

well as liquid/liquid interface

0 = Ψ

{
ϕ = 0 and r ≥ 0

ϕ = φ and r ≥ 0
. (E.10)

• Kinematic condition: no slip of the liquid along the solid surface vCL = vr

− 1

r

∂Ψ

∂ϕ
= vCL; ϕ = 0 and r > 0 . (E.11)

• Dynamic condition: No tangential stress at the liquid-gas interface τBrϕ = 0

µ
∂2Ψ

∂ϕ2
= 0; ϕ = φ and r > 0 . (E.12)
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The general solution of biharmonic equation (E.8) in polar coordinates has been known since

1899 [157], in the form

Ψ(r, ϕ) = rλfλ(ϕ), (E.13)

where λ is conveniently called [158] the exponent of the corresponding solution. General form of

the function fλ(ϕ), is

f(r, ϕ) = C1 sinλϕ+ C2 cosλϕ+ C3ϕ sin [(λ− 2)ϕ] + C4ϕ cos [(λ− 2)ϕ], (E.14)

for particular cases λ = 2 and 1,

Ψ(r, ϕ) = r2(C1 cos 2ϕ+ C2 sin 2ϕ+ C3ϕ+ C4), (E.15)

Ψ(r, ϕ) = r(C1 sinϕ+ C2 cosϕ+ C3ϕ sinϕ+ C4ϕ cosϕ), (E.16)

where C1, C2, C3 and C4 are unknown constants. For the case of steady contact line movement

the Eq. (E.16) is employed and following [69], unknown constants are determined from speci�ed

boundary conditions (E.10 - E.12) and

Ψ(r, ϕ) =
rvCL

sinφ cosφ− φ
[(ϕ− φ) sinϕ− ϕ sin (ϕ− φ) cosφ]. (E.17)

The expression for radial velocity is

vr(ϕ) =
1

r

∂Ψ

∂ϕ
=

vCL
sinφ cosφ− φ

[sinϕ+ϕ cosϕ− φ cosϕ− sin (ϕ− φ) cosφ−ϕ cos(ϕ− φ) cosφ],

(E.18)

and thus for the radial velocity at ϕ = φ

vr(φ) = vCL
sinφ− φ cosφ

sinφ cosφ− φ
. (E.19)

The expression for axial component of velocity is

vϕ =
∂Ψ

∂r
= U

(ϕ− φ) sinϕ− ϕ sin (ϕ− φ) cosφ

sinφ cosφ− φ
, (E.20)

the axial component of velocity for ϕ = φ is vϕ = 0 (which was imposed by boundary condition

(E.10a).

The expression for the pressure variation along the free interface (ϕ = φ)

P (r) = −Uµ
r

2 sinφ

φ− sinφ cosφ
, (E.21)

and the expression representing pressure variation is

∂P

∂r
=
vCLµ

r2

2 sinφ

φ− sinφ cosφ
=
vCLµA(φ)

r2
, (E.22)

where A(φ) = (2 sinφ)/(φ− sinφ cosφ), which is identical to the result obtained in [141] and in

[142].

Note that the solution for the straight wedge [69], (E.21) is in fact not correct with respect

to the real CL problem (see nice discussion on this [130]) as the solution does not satisfy the

normal stress boundary condition. The solution of the problem when the normal stress boundary

condition is implemented properly was shown in [159]. However in this case, the solution became

a bit cumbersome.
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E.2 Steady evaporation from the vicinity of the CL

Let us consider that the evaporation mass �ux at the liquid-vapor interface is known and is

of the form J(r) ∝ rκ. The velocity of liquid at the interface is thus vΨ = Arκ. It was

shown in [10] that for slow evaporation of the drop controlled by the di�usive transport of the

liquid vapor in to the gas (air) environment, the mass evaporation �ux is J ∝ (r)κ, where

κ = (π − 2θmicro)/(2π − 2θmicro). The problem requires to solve (E.8) with following boundary
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Figure E.2: Geometry of the problem: movement of liquid induced by evaporation in the vicinity

of the CL.

conditions:

• Kinematic conditions: vanishing normal component of the velocity and no slip of liquid at

the solid surface

− 1

r

∂Ψ

∂ϕ
= 0; ϕ = 0 and r > 0 , (E.23)

∂Ψ

∂r
= 0; ϕ = 0 and r > 0 . (E.24)

• Kinematic conditions: prescribed velocity of the liquid at the liquid gas interface (given by

J(r))

Arκ = Arλ−1 =
J(r)

ρL
=
∂Ψ

∂r
; ϕ = φ and r > 0 , (E.25)

where λ = κ+ 1.

• Dynamic condition: No tangential stress at the liquid gas interface τrϕ = 0

τrϕ(r, φ) = µ

[
r
∂

∂r

(
1

r

∂Ψ

∂r

)
− 1

r2

∂2Ψ

∂ϕ2

]
= 0; ϕ = φ and r > 0 , (E.26)

The solution of the evaporation problem Eqs. (E.8, E.23 - E.26) for λ 6= 0, 1, 2 is given by Eqs.

(E.13, E.14) with the following constants:

C1 = A
(−2− λ)(− sin [(λ− 2)ϕ] + sin [λϕ])

2(λ cos (λϕ) sin [(λ− 2)ϕ]− C5)
, C3 = −C1, (E.27)

C2 = A
(λ− 2)((λ− 2) cos [(λ− 2)φ]− λ cos (λφ))

2λ(λ cos (λφ) sin [(λ− 2)φ]− C5)
, (E.28)

C4 = −A((λ− 2) cos [(λ− 2)φ]− λ cos (λφ))

2(λ cos (λφ) sin [(λ− 2)φ]− C5)
, (E.29)

where C5 = (λ− 2) cos [(λ− 2)φ] sin (λφ).
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For the case λ = 1 (κ = 0) the general solution of (E.8) is (E.16) and four unknown constants

are

C1 = 0, C3 = A
cosφ

φ− cosφ sinφ
, (E.30)

C2 = A
2 cosφ

−2φ+ sin (2φ)
C4 = C3

sinφ

cosφ
. (E.31)

(E.32)

The stream function in this case reduces to a rather simple form

Ψ(ϕ, r) =
2Ar[cosφ(ϕ cosϕ− sinφ) + ϕ sinφ sinϕ]

2φ− sin 2φ
. (E.33)

For the case λ = 2 (κ = 1) the general solution of (E.8) is (E.15) and four unknown constants

are

C1 = A
sin 2φ

4φ cos 2φ− 2 sin 2φ
, C3 = C1

2 cos 2φ

sin 2φ
, (E.34)

C2 =
C3

2
C4 = −C1. (E.35)

(E.36)

And the stream function is

Ψ(ϕ, r) =
Ar2(ϕ cos (2φ)− cos (2φ− ϕ) sinϕ)

2φ cos (2φ)− sin (2φ)
. (E.37)

Note that the results presented here were also obtained in [160].

E.3 Steady evaporation induced by substrate superheating

In this section are presented results obtained by Mathieu [45]. The results are used in the section

3.1.2 where the microregion model is extended to high interface slopes .

We wish to obtain expression in analytical form for a straight wedge solving the heat conduc-

tion problem in the liquid domain for constant temperature of the solid heater (TS = Tsat+ ∆T )

and liquid-vapor interface (Tsat). The problem coincides with the case discussed in section E.2

for κ = −1 (λ = 0). One can verify that the solution for such a case is not easy to obtain (e.g.

the solution to biharmonic equation (E.8) Ψ = A+ Bϕ+ Cϕ2 +Dϕ3, proposed by [158] is not

valid1).

Another concept to such a problem was found by Mathieu [45]. The intensive evaporation

in the vicinity of the CL was associated with the source (or sink) of liquid at CL, Fig. E.3. The

problem requires to solve (E.8) with following four boundary conditions:

• Kinematic conditions: vanishing normal component of the velocity and no slip of liquid at

the solid surface

− 1

r

∂Ψ

∂ϕ
= 0; ϕ = 0 and r > 0 , (E.38)

∂Ψ

∂r
= 0; ϕ = 0 and r > 0 . (E.39)

1It is necessary to note that H. K. Mo�att realized this and in the version of his paper [158], posted on his

web http://www.igf.fuw.edu.pl/KB/HKM/ this solution is crossed by the pen.
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Figure E.3: Geometry of the problem: evaporation driven by substrate heating, situation modeled

by liquid sing placed at CL.

• Kinematic conditions: prescribed zero tangential liquid velocity at the liquid-vapor inter-

face
∂Ψ

∂r
= 0; ϕ = φ and r > 0 . (E.40)

• Dynamic condition: No tangential stress at the liquid gas interface

− µ 1

r2

∂2Ψ

∂ϕ2
= 0; ϕ = φ and r > 0 . (E.41)

By choosing the solution in the form

Ψ(ϕ) = C1ϕ+ C2 sin (2ϕ) + C3 cos (2ϕ) (E.42)

(no dependence on r) the boundary conditions (E.39 - E.40) will be satis�ed automatically. The

Eqs. (E.38 - E.41) will serve for determining two constants in (E.42) and the third constant will

be determined from mass conservation law U =
∫ φ

0 vr(ϕ)rdϕ. The detailed discussion related to

this problem can be found in [45]. The �nal expression for the stream function is

Ψ(ϕ) = −U sin (2φ− 2ϕ) + 2ϕ cos (2φ)

2φ cos (2φ)− sin (2φ)
. (E.43)

The expression for the pressure variation along the free interface (ϕ = φ)

P (r) =
Uµ

r2

4

2φ cos (2φ)− sin (2φ)
, (E.44)

and for variation of ∂P/∂r along the free interface

∂P (r)

∂r
= −Uµ

r3

4

2φ cos (2φ)− sin (2φ)
. (E.45)

E.4 Steady movement of liquid induced by gradient of surface

tension

The results presented in this section are the original results of the author. The gradient of surface

tension (e.g. due to variation of chemical composition of an interface [9, 83] or temperature

gradients along the interface [161]) induces motion of the liquid. In the following, a general

surface tension gradient along the straight liquid-vapor interface of the form ∂σ/∂r = Mrλ is

assumed, where M,λ are constants. The results presented here can be used to derive a similar

correction to lubrication approximation (for the problem schematized in Fig. E.4) as was obtained

in [45] for the evaporation case or for the contact line dynamics case [141, 142].

The problem requires to solve (E.8) with following boundary conditions:



E.4. Steady movement of liquid induced by gradient of surface tension 119

 
 
 
 
  
 
 
 
 
 
 
 
 
 
 

y τrϕ(r,ϕ)=Mϰ 

ϕ

x

ϕ

r 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure E.4: Geometry of the problem: movement of liquid induced by gradient of surface tension.

• Kinematic conditions: vanishing normal component of the velocity and no slip of liquid at

the solid surface

− 1

r

∂Ψ

∂ϕ
= 0; ϕ = 0 and r > 0 , (E.46)

∂Ψ

∂r
= 0; ϕ = 0 and r > 0 . (E.47)

• Kinematic conditions: vanishing normal component of the velocity at the liquid gas inter-

face
∂Ψ

∂r
= 0; ϕ = φ and r > 0 . (E.48)

• Dynamic condition: Prescribed tangential stress along the free liquid-vapor interface

τrϕ(r, φ) = µ

[
r
∂

∂r

(
1

r

∂Ψ

∂r

)
− 1

r2

∂2Ψ

∂ϕ2

]
= Ṁrκ = Mrλ−2, (E.49)

where the �rst stress member is due to Eq. (E.47) zero and (E.49) reduces to

τrϕ(r, φ) =
1

r2

∂2Ψ

∂ϕ2
= Mrλ−2, (E.50)

where M = −Ṁ/µ and λ = κ+ 2

The solution of the problem Eqs. (E.8, E.46 - E.50) for λ 6= 0, 1, 2 is given by Eqs. (E.13,

E.14) with the following constants:

C1 = M((λ− 2) sin (λφ)− λ sin (λφ− 2φ)), C3 = −C1, (E.51)

C2 = M(λ− 2)(cos (φλ− 2φ)− cos (φλ)), C4 = − C2

λ− 2
, (E.52)

where C5 = 1/(4(λ− 1)[λ cos (λφ) sin (φλ− 2φ)− (λ− 2) cos (φλ− 2φ) sin (φλ)]).

Special case arise for λ = 1 (κ = −1), the general solution of (E.8) is (E.16) and four unknown

constants are

C1 = 0, C3 =
Mφ sin (φ)

−2φ+ sin (2φ)
, C2 = −C3, C4 =

M(φ cosφ− sinφ)

2φ− sin (2φ)
. (E.53)

Another special case arise for λ = 2 (κ = 0), the general solution of (E.8) is (E.15) and four

unknown constants are

C1 =
C2(sin (2φ)− 2φ)

2 sin2 φ
, C3 = −2C2, (E.54)

C2 =
M sin2 φ

4φ cos (2φ)− 2 sin (2φ)
C4 =

C2(φ− cosφ sinφ)

sin2 φ
. (E.55)

(E.56)
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The latter case (κ = 0) corresponds to linear temperature pro�le along the interface and the

linear dependance of surface tension on temperature.

The last case corresponds to situation with λ = 0 (κ = −2). In this case the solution

(E.42) with boundary conditions (E.46, E.50) are used together with mass conservation condition

U =
∫ φ

0 vr(ϕ, r)rdϕ = 0. The three unknown constants in (E.42) are:

C1 = −2C2, C3 =
C2

2

−2φ+ sin (2φ)

sin2 φ
, C2 =

M sin2 φ

4φ cos (2φ)− 2 sin (2φ)
. (E.57)



Appendix F

Boundary Element Method

The boundary element method (BEM) is a numerical computational method of solving partial

di�erential equations which have been formulated as integral equations (i.e., in boundary inte-

gral form). Apart from the domain methods as Finite Element Method (FEM) and the Finite

Di�erence Method (FDM), the BEM is classi�ed as boundary method, essentially meaning that

the numerical discretization in performed at reduced spatial dimensions (e.g. for 2D problem the

discretization is performed on the boundary contour only). Such a discretized problem leads to

smaller linear system of equations which of course reduces computational costs. Here, the general

background of the BEM is brie�y shown on the example of Laplace's equation with mentioning

the addaptations of BEM for solving the problems involving nonstationary di�usion problem

with moving interface. Detailed description of BEM in general can be found in text books (e.g.

[139, 162]) while a more detailed description of the BEM implementation to moving interfaces

can be found in [148, 163, 164]. The historical evolution of BEM is well summarized by [165].

F.1 Solving the two dimensional Laplace's equation with BEM

In this section the principle of BEM on the two-dimensional Laplace's equation (written for

Cartesian coordinate system) is explained. The goal is to �nd the solution of the following

equation
∂2ψ

∂x2
+
∂2ψ

∂y2
= 0, (F.1)

in the interior of the two-dimensional region D bounded by the closed curve Ω and satisfying

the appropriate boundary conditions:

• Dirichlet boundary condition:

ψ = f1(x, y) on Ω1, (F.2)

• Neumann boundary condition:

∂ψ

∂~n
= f2(x, y) on Ω2, (F.3)

(the mixed boundary conditions are not for simplicity considered here). The vector ~n is the unit

normal to the contour Ω pointing to the exterior of the domain D and Ω = Ω1 ∪ Ω2.

Now the problem to be solved is described by the equations. In order to use BEM for the

numerical solution of the interior boundary value problem de�ned by Eqs. (F.1 - F.3) the Eq.

(F.1) needs to be expressed in its integral form. The boundary equation can be deduced by

means of several considerations: weighted residuals [162], reciprocal theorem [148], Green's third

identity or fundamental principles such as virtual work.

In the following, the Green's third identity will be used. In order to solve the problem let us

introduce the Green function G that satis�es the following problem

∇2G(~r′;~r) = δ(|~r′ − ~r|), (F.4)
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Figure F.1: Geometry

where δ is a dirac delta function at point R′ and R is a position of the source (see Fig. F.1) and

G(|~r′ − ~r|) → ∞ when |~r′ − ~r| .=
√

(xR′ − xR)2 + (yR′ − yR)2 → 0. The Green's function that

solves for the Eq. (F.4) is well known and for 2D problem is

G(~r′;~r) =
1

2π
ln |~r′ − ~r|. (F.5)

The Green's function (F.5) allows us to �nd integral formulation of the initial problem (F.1).

When using the second identity of Green one can show that the integral over the Laplace's

equation is equal to zero:∫
D
ψ∇2G(~r′;~r)dD −

∫
Ω

∂G(~r′;~r)

∂~n
ψdΩ +

∫
Ω

∂ψ

∂~n
G(~r′;~r)dΩ = 0. (F.6)

Now the it can be shown (e.g. [148, 164]) that

∫
Ω

∂G(~r′;~r)

∂~n′
ψdrΩ−

∫
Ω

∂ψ

∂~n′
G(~r′;~r)drΩ =


ψ(R′), R′ ∈ D/Ω
ψ(R′)/2, R′ ∈ Ω

0, R′ /∈ Ω

. (F.7)

Note that the last equation involves quantities only on the domain boundary.

F.2 Boundary element techniques applied to bubble growth prob-

lem

The transient heat conduction problem [163] (Eqs. (3.22) and (3.23)) is equivalent to the set of

two integral equations, written for solid and liquid (ΩS and ΩL) domains [54]

tF∫
0

dt

∫
(ΩL,S)

[
GL,S(~r′, tF ;~r, t)

(
FoL,S

ζ(~r, t)

kL,S
+ ψ(~r, t)vn(~r, t)

)
−

FoL,S ψ(~r, t)
∂rG

L,S(~r′, tF ;~r, t)

∂~n

]
drΩ =

1

2
ψ(~r′, tF ), (F.8)
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where ~r′ is the evaluation point and tF is the evaluation time. The integration is performed over

the closed contours ΩL and ΩS that surround the liquid and solid domains and ΩS , vector ~n being

external to them. vn is the projection of the local velocity of the possibly moving integration

contour on the vector ~n. Since the points ~r′ and ~r belong to these contours, the BEM formulation

does not require the values of ψ and ζ to be calculated in the internal points of the domains.

The functions GL,S are the Green functions associated with Eqs. (3.22) [166]:

GL,S(~r′, tF ;~r, t) =
1

4πFoL,S(tF − t)
exp

[
− |~r′ − ~r|2

4 FoL,S(tF − t)

]
. (F.9)

The indices L and S will be dropped in the following. ζ and ψ were assumed to be constant

during any time step and on any element (constant element BEM), their values on the element

being associated with the values on the node at the center of the element. The uniform mash in

time was used, i.e. tf = f , where f is the dimensionless time (t/∆t). Therefore, the values of ζ

and ψ on the element j at time f can be denoted by ζfj and ψfj . Each of the integral equations

(F.8) reduces to the system of linear equations

F∑
f=1

2Ntot∑
j=1

[(ζfj/k + ψfjv
n
fj/Fo)GFfij − ψfjH

Ff
ij ] = ψFi/2, (F.10)

where Ntot is the number of elements on one half of the integration contour at time step f ,

see Fig. F.2. Fmax is the maximum number of time steps for the problem; i = 1 . . . 2Ntot and

F = 1 . . . Fmax. The analytical expressions for coe�cients of in�uence (Hi=j and Gi=j) [167]

were used. For all other cases the coe�cient Hij can be expressed analytically [167] through

Gij . Gij was however calculated numerically. The system (F.10) can be simpli�ed due to axial

symmetry of the problem (ψfj = ψf(2Ntot−j), etc.):

F∑
f=1

Ntot∑
j=1

[(ζfj/k + ψfjv
n
fj/Fo)G̃Ffij − ψfjH̃

Ff
ij ] = ψFi/2, (F.11)

where i = 1 . . . Ntot, F = 1 . . . Fmax, G̃
Ff
ij = GFfij + GFfi(2N−j) and H̃

Ff
ij = HFf

ij + HFf
i(2N−j). The

discretized BEM equations for the solid and liquid domain are presented in the following section.

F.2.1 Numerical implementation to bubble growth

The vector of unknowns ~Z is as follows:
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Figure F.2: Computational grid: Bubble growth.

Zn m

ζLi=1 1

: :

ζLi=Nlm−1 i

ζLi=Nlm
i

ψSi=Nlm+1 i

: :

ψSi=Nlm+Nsg−1 i

ψSi=Nlm+Nsg=Nc
i

ψi=Nc+1 i

: :

ψSi=Ntot
i = Ntot

ζLi=Nc+1 i = Ntot + 1

: :

ζi i−Nc +Ntot

: :

ζLi=Ntot
Nmax = 2Ntot −Nc

The index i is the number of element (i = 1...Ntot) and n is the number of unknown in vector ~Z

(m = 1...Nmax = 2Ntot −Nc). The normal velocity of interface vnFi at the time F and at node i

is calculated using the expression

vnFi = (xFi − x(F−1)j)n
x
(F−1)j + (yFi − y(F−1)j)n

y
(F−1)j , (F.12)

where xFi is the coordinate of the node i at time F , and j is the number of the node (at time

F − 1) geometrically closest to (xFi, yFi).
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F.2.1.1 BEM Equations for liquid domain

The BEM coe�cients of in�uence H and G are calculated with FoL.

F∑
f=1


Nlm−1∑
j=1

[(
Zfj +

ψiLf v
n
fj

FoL

)
GFf ;L
ij − ψiLf H

Ff ;L
ij

]

−

[(
Zfj +

ψLMf vnfj
FoL

)
GFf ;L
ij − ψLMf HFf ;L

ij

]j=Nlm

−
Ntot∑

j=Nlm+Nsg+1

[
Zf(j−Nlm−Nsg+Ntot)G

Ff ;L
ij − ZfjHFf ;L

ij

]
=

1

2


ψiLF , i = 1 . . . Nlm − 1, m = i

ψLMF , i = Nlm, m = i

ZFi, i = Nc + 1 . . . Ntot, m = i−Nc +Ntot

,

(F.13)

where ψiLf = (Tsat − T infL (y, t))kL/(q0R0), for ψLMf see Eq. (3.28).

F.2.1.2 BEM Equations for solid domain

The BEM coe�cients of in�uence H and G are calculated with FoS .

−
F∑
f=1


Nlm+Nsg−1∑
j=Nlm+1

−ZfjHFf ;S
ij +

[
ζSM

k̃
GFf ;S
ij − ZfjHFf ;S

ij

]j=Nlm+Nsg

+

Ntot∑
j=Nlm+Nsg+1

[
Zfj

k̃
GFf ;L
i(j−Nlm−Nsg+Ntot)

− ZfjHFf ;S
ij

]
=

1

2


ZFi, i = Nlm + 1 . . . Nlm +Nsg − 1, m = i

ZFi, i = Nlm +Nsg, m = i

ZFi, i = Nlm +Nsg + 1 . . . Ntot, m = i

,

(F.14)

where ζSM is de�ned by Eq. (3.29).





Appendix G

Some analytical solutions of heat

transfer problem

G.1 Solution at in�nity for heat source inside the heater

In the following, we deal with the problem given by Eqs. (3.1, 3.2) and BC (3.3 - 3.5a) and (3.6

- 3.7) representing the macroscopic problem statement (far from growing vapor bubble) from

section 3.1.1.1. In this case the dependence on x (x→∞) is eliminated. The separate solutions

for y ≥ 0 and y ≤ 0 can be found using the known Green function for the semi-in�nite space

[54, 168]

T∞L = Tsat +

√
αL

kL
√
π

∫ t

0

q0(t− τ)√
τ

exp

(
− y2

4αLt

)
dτ, y ≥ 0, (G.1)

T∞S = Tsat +
αS
kS

∫ t

0
j(τ)dτ −

√
αS

kS
√
π

∫ t

0

q0(t− τ)√
τ

exp

(
− y2

4αSt

)
dτ, y ≤ 0. (G.2)

The unknown heat �ux from the heater, q0(t), can be found for arbitrary j(t) out of the integral

equation that results from equality of Eqs. (G.1) and (G.2) at y = 0. If j ∝ t−1/2, a constant q0

satis�es this integral equation. This means that in the bubble growth problem (Chapter 3) with

this choice of j(t) the heat �ux from the heater would be remain constant at least far from the

growing bubble. This choice will allow us to avoid the in�uence of varying heat �ux in time on

the bubble growth. The solution in analytical form [54] is

j(t) = C/
√
t,

q0 = C
√
παSkL/(kS

√
αL + kL

√
αS), (G.3)

T infS = Tsat +
2αS
kS

C
√
t− q0

kS

[√
4αSt

π
exp

(
− y2

4αSt

)
+ y erfc

(
− y

2
√
αSt

)]
, y ≤ 0,(G.4)

T infL = Tsat + Tinf (y, t), y ≥ 0, (G.5)

where

Tinf (y, t) =
q0

kL

[√
4αLt

π
exp

(
− y2

4αLt

)
− y erfc

(
y

2
√
αLt

)]
, (G.6)

erfc(z) being the complementary error function [169] and C, q0 are constant.

G.2 Steady temperature in semi-in�nite medium: �dry spot�

Let us consider the following problem, which mimics and demonstrates the impact of dry spot

on the thermal part of the problem in three dimensional space. The constant positive heat �ux is

considered at the solid liquid interface (e.g. by means of volumetric heat generation, see problem

in G.1). One can exactly compensate the heat at the circular area of the diameter 2RD. In
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other words it means that superposition of two elementary heat transfer problems is considered

(imposed constant negative heat �ux −q0 along the solid surface and positive heat �ux q0 imposed

at the circular area of the diameter 2RD), the resulting case is equivalent to the dry spot problem

where the dry spot is considered to be thermally isolated. The cylindrical coordinate system is

considered, see Fig. G.1. For the solving purposes it is convenient in addition to subtract the

value q0 and solve following equivalent heat transfer problem, see Fig. G.1. The constant heat

z

r

q0

2RD

q= 0

Figure G.1: Heat transfer problem �dry spot�.

�ux −q0 is imposed for z = 0, r < RD for φ ∈ 〈0, 2π) and zero heat �ux for z = 0, r > RD for

φ ∈ 〈0, 2π). By using the Hankel transformation the temperature distribution is given by [168]

TS = T∞ +
q0RD
kS

∫ ∞
0

exp (−λz)J0(λr)J1(λRD)

λ
dλ, (G.7)

where T∞ is a temperature given far from the dry spot (r → ∞). The solution of the integral

in (G.7), for z = 0 (solid liquid interface) can be found in [170] and

TDS (r) = T∞ +
2

π

q0RD
kS

E

(
r

RD

)
, for r < RD, (G.8)

TDS (r) = T∞ +
2

π

q0RD
kS

[
E

(
RD
r

)
−
(

1−
R2
D

r2

)
K

(
RD
r

)]
, for r > RD, (G.9)

where K and E are the complete elliptic integrals of the �rst and second kinds respectively.

Notice that temperature of the solid surface at the center of the dry spot (r = 0) is T =

T∞ + q0RD
kS

, an average temperature over 0 < r < RD on the solid surface is T = T∞ + 8q0RD
3πkS

and temperature at r = RD on the solid surface T = T∞ + 2
π
q0RD
kS

.

G.3 Steady temperature in semi-in�nite medium: �contact line

circle�

Another situation, demonstrating the impact of intensive evaporation in the vicinity of the CL

is shown in Fig. G.2. The cylindrical coordinate system is considered. The constant heat �ux is

 
 
 
 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

z 

r 

qCL RD 

ϕ 

q= 0 

RD+Δxmicro

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure G.2: Heat transfer problem �Contact line circle�.

imposed for z = 0 and RD < r < R2 = RD+∆xmicro and similarly to previous case the constant
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positive heat �ux is considered at the solid liquid interface (e.g. by means of volumetric heat

generation, see problem in G.1). The solution of such a problem can be �nd by superposition of

two elementary solutions. The �nal expression for temperature is

TCLS = T∞+
qCLRD
kS

∫ ∞
0

exp (−λz)J0(λr)J1(λRD)

λ
dλ− qCLR2

kS

∫ ∞
0

exp (−λz)J0(λr)J1(λR2)

λ
dλ.

(G.10)

The analytical expression for at the solid liquid interface can be easily deduced in analogy with

the previous case (see section G.2), c.f. (G.8, G.9). The average temperature in the region

RD < r < R2 is

T̄CLS − T∞ = −8qCL
3πkS

R2
D +RDR2 +R2

2

RD +R2
= −8qCL

3πkS

R3
D + 3RD∆xmicro + ∆x2

micro

2RD + ∆xmicro
. (G.11)
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Evaporation at microscopic scale and at high heat �ux

Abstract: This thesis theoretically investigates the transport processes in the vicinity of the

triple gas-liquid-solid contact line and its impact on macroscopic evaporation. In the �rst part of

the thesis, the hydrodynamics close to the contact line at partial wetting is studied. Speci�cally,

evaporation into the atmosphere of pure vapor driven by heating of the substrate is considered.

The question of singularity relaxation is addressed. The main �nding of the thesis is that the

Kelvin e�ect (dependence of saturation temperature on pressure) is su�cient by itself to relax

the hydrodynamic contact line singularity. The proposed microregion (the contact line vicinity)

model for small interface slopes is solved numerically. Asymptotic solutions are found for some

speci�c cases. The governing length scales of the problem are identi�ed and the multiscale nature

of the phenomenon is addressed. Parametric studies revealing the role of the thermal resistance

of vapor-liquid interface, slip length, thermocapillary term, the vapor recoil and surface forces are

also performed. An extension of the lubrication approximation for high slopes of the gas-liquid

interface at evaporation is discussed.

In the second part of the thesis, the previously established microregion model is coupled to

a simpli�ed single vapor bubble growth numerical simulation. The bubble departure from the

heater at boiling is also studied. It was proposed in the thesis, that under high heat loads,

the increase of the apparent contact angle causes the vapor bubble to spread over the heated

substrate. Such a behavior may cause the heater dry-out that occurs during the boiling crisis.

Keywords: contact line, evaporation, partial wetting, contact angle, singularity, boiling crisis

Evaporation à l'échelle microscopique et à haut �ux thermique

Résumé: Cette thèse étudie théoriquement les processus de transport au voisinage de la ligne

triple de contact liquide-gaz-solide et leur impact sur l'évaporation macroscopique. Dans la pre-

mière partie de la thèse, l'hydrodynamique au voisinage de la ligne de contact est étudiée sous

les conditions de mouillage partiel. L'évaporation induite par le chau�age du substrat dans

l'atmosphère de vapeur du même �uide est considérée. La relaxation de la singularité hydro-

dynamique de la ligne triple est considérée. La principale conclusion de la thèse est que l'e�et

Kelvin (dépendance de la température de saturation de la pression) est su�sant en soi, pour faire

disparaitre la singularité des variables hydrodynamiques. La microrégion (le voisinage de la ligne

de contact) est résolue numériquement et analytiquement pour de faibles pentes de l'interface

liquide-vapeur. Les échelles de longueur caractéristiques du problème sont identi�ées et la nature

multi-échelle du phénomène est prise en compte. Les études paramétriques e�ectuées révèlent

le rôle de la résistance thermique de l'interface vapeur-liquide, de la longueur de glissement, du

terme thermocapillaire, du recul de vapeur et ainsi que des forces de surface. Une extension de

l'approximation de lubri�cation pour de pentes élevées de l'interface gaz-liquide à l'évaporation

est discutée.

Dans la seconde partie de la thèse, le modèle précédemment établi pour la microrégion est

couplé à des simulations numériques de la croissance d'une bulle de vapeur. Le départ de la bulle

de vapeur de la paroi chau�ante pendant l'ébullition a également été étudiée. Il a été proposé

dans la thèse, que sous des charges thermiques élevées, l'augmentation de l'angle de contact

apparent provoque l'étalement de la bulle de vapeur sur la paroi chau�ante. Ce phénomène peut

conduire, au séchage de la paroi observé pendant la crise d'ébullition.

Mots-clefs: ligne de contact, évaporation, mouillage partial, angle de contact, crise d'ébullition
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